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Introduction

Crystals surround us in our daily life. They form integral parts of our body (e.g.
bones), they make up all the ground we stand on (our, as well as any other
rocky planet consists of crystals), and they play important roles in a large array of
industrial processes and technologies (from table salt over concrete to biomedical
nanoparticles). Accordingly, the formation mechanisms and properties of crystals
have been the subject of extensive studies since the early days of science, not
least due to the aesthetic beauty and fascinating structural perfection of single
crystals like those shown on the cover page of this book. While there are long-
standing theories on both the birth of crystals (nucleation) and their later evolution
(growth, recrystallization and/or transformation), many central questions remain
unanswered, and meanwhile, there is a vast amount of evidence suggesting that
the traditional view on crystallization is way too simplified. This notion has been
corroborated by numerous excellent studies over the past two decades, witnessing
a true renaissance in the field and providing completely new perspectives on the
underlying physical processes. Today, the scientific interest in the nucleation and
growth of mineral phases appears to be greater than ever, due to the relevance of
crystallization phenomena across various disciplines such as chemistry, physics,
biology, geology, medicine or material science.

In this context, the aim of the present book is to illustrate, based on a number
of exemplary spotlights, the current state of the art in crystallization research. By
bringing together contributions from leading experts in their particular areas, we aim
to guide the reader through the complex world of crystallizing systems, highlighting
only recently discovered aspects that moved into the focus of ongoing investigations.
The individual chapters outline the results of studies related to:

1. Different types of materials (from classical minerals like calcium carbonate over
iron oxides all the way to organic crystals and smoke particles)

2. Different stages of the crystallization process (homogeneous solution, nucle-
ation, phase transformation, aggregation, growth)

3. Different possible phases (clusters, liquid and/or amorphous precursors, crys-
talline intermediates)

vii



viii Introduction

4. A range of advanced methods (both experimental and theoretical) to study the
occurring processes at unprecedented levels of detail

5. The relevance of crystallization for different fields of research including biomin-
eralization, geochemistry and industrial applications

Chapter 1, authored by De Yoreo and colleagues, sets the stage for this
discussion by introducing a variety of experimentally observed pathways for mineral
nucleation from solution. The authors compare the concepts of classical nucleation
theory (CNT) with alternative mechanisms such as spinodal decomposition or the
aggregation of preformed ion clusters and indicate the conditions under which
one or the other pathway becomes operative on a thermodynamic level. They
further show that the formation of stable crystals often involves multiple steps,
which can be influenced dramatically by polymeric additives or the presence of
surfaces. Despite these, and many other, observations evidencing that the classical
model of nucleation may not adequately describe the real situation, the theoretical
community still mainly uses CNT as dominant conceptual framework. In Chap. 2,
Lutsko addresses this issue and presents a novel theoretical description, which is
based on the understanding that nucleation is a non-equilibrium process for which
equilibrium approximations (as employed by CNT) are of limited applicability. This
alternative theory reproduces the results of CNT in appropriate limits, but at the
same time, it also allows integrating the new paradigms resulting from experimental
studies and simulation work.

The following four contributions deal with the crystallization of calcium carbon-
ate – arguably the most extensively studied mineral in the recent past – with each
of the chapters focusing on different stages of the precipitation process. Wolf and
Gower (Chap. 3) start out by introducing liquid-like mineral phases and discuss
the so-called polymer-induced liquid-precursor (PILP) process from a nonclassical
point of view, where solution crystallization is replaced by pseudomorphic solidifi-
cation. This pathway provides efficient means for controlling mineral morphologies
in a bio-inspired manner, ranging from thin films to hierarchical superstructures. The
authors address mechanistic aspects of PILP formation and transformation, aiming
at an improved physicochemical understanding and emphasizing the relevance of
classical concepts of colloid chemistry in any such liquid-precursor pathway. In
Chap. 4, Fernandez-Martinez and co-authors continue with non-crystalline solid
precursors and address the important case of amorphous calcium carbonate (ACC).
Based on a combination of advanced experimental and modelling techniques, they
provide insight into the static structure of ACC and highlight the crucial role of water
in this context. The authors further describe how impurities such as magnesium
ions can influence the structure and thus the stability of ACC, thereby introducing
us to the fascinating field of “polyamorphism”. Finally, it is discussed whether
and how structural variations in ACC may affect the characteristics of crystalline
CaCO3 polymorphs formed from these amorphous precursors. This latter aspect is
taken up by Rodriguez-Blanco et al. (Chap. 5), who provide an overview of the
formation of ACC and vaterite (a metastable crystalline CaCO3 polymorph) as key
intermediates on the way to calcite (the stable polymorph). The authors describe
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the influence of important parameters like pH, temperature, supersaturation and the
presence of (in)organic additives on the structures, compositions and morphologies
of both phases. In addition, possible mechanisms for the transformation of ACC
into vaterite and/or calcite are explained. In Chap. 6, at the end of our CaCO3

journey, another interesting example for the structural variety and complexity of
calcium carbonate phases – even in the crystalline state – is presented. Based on ab
initio modelling, Demichelis et al. show that vaterite can exist in multiple polytypic
forms that are energetically very similar and thus can interconvert readily under
ambient conditions. This finding rationalizes seemingly contradictory experimental
observations and clears up long-standing confusion about the actual structure(s) of
vaterite. Apart from that and on a more general level, the authors introduce the
reader to the approach and use of atomistic simulations in predicting the structures
and properties of crystalline phases.

Chapter 7 leads us away from mineral nucleation and metastable precur-
sor/intermediate phases towards the later stages of crystal growth. As in the case of
nucleation, “classical” and “nonclassical” concepts have been proposed for growth
processes. Andreassen and Lewis outline the differences between both paradigms
and demonstrate how these are often confusedly used or applied. By presenting
a number of illustrative examples from various inorganic systems, the authors
show that the two mechanisms are differently influenced by process variables such
as supersaturation, temperature or additives, making one or the other operative
(much like in the case of nucleation). It is concluded that detailed knowledge
of the growth mechanism is key to predict crystallization rates in industrial
applications as well as biomineralization processes. In Chap. 8, Rao and Cölfen
follow up on this discussion and focus their attention on nonclassical crystallization
mechanisms, especially particle-based growth pathways leading to superstructures
such as mesocrystals in the presence of organic additives. The authors emphasize the
importance of a combined physicochemical and biochemical perspective on such
processes and identify key aspects for regulating nucleation and growth so as to
achieve ordered particle assemblies. Furthermore, they highlight evidence for the
relevance of mesocrystal formation in biomineralization.

Most of the fundamentals of mineral nucleation and growth discussed in the
previous chapters merge together in the exciting field of biomineralization, which
is at the heart of Chap. 9, authored by Falini and Fermani. This contribution
provides a summary of the most common crystallization strategies observed in
living organisms, along with a discussion of a few representative cases for the
most frequently studied biominerals. In addition, the authors present a compre-
hensive overview of the effects of ocean acidification on the synthesis and fate
of biominerals, a topic of great relevance considering the ever-increasing emission
of CO2 into the atmosphere. After this general introduction to biomineralization,
the next two chapters deal with one of its major players, calcium phosphate,
discussing the crystallization of apatites from different perspectives. In Chap. 10,
Birkedal outlines the various stages observed on the way from dissolved ions to
the final mineral, including ion association phenomena prior to nucleation, initially
precipitated amorphous phases and intermediate crystalline states. It is shown that

http://dx.doi.org/10.1007/978-3-319-45669-0_6
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experimental conditions, in particular, the pH level of the medium and confinement
effects, have a crucial influence on the crystallization mechanism and the properties
of the resulting material. This leads the author to propose that physiological
conditions may not be representative for biomineralization, as the local environment
in compartments like vesicles could be completely different. In Chap. 11, Delgado-
Lopez and Guagliardi draw the reader’s attention to the most familiar example of
biogenic calcium phosphate mineralization – the formation of bone. This highly
sophisticated process relies on platelike apatite nanocrystals as building units, along
with a complex matrix of bio(macro)molecules. The authors discuss the particular
role of citrate as a small-molecule additive that is believed to assist the formation
of these nanobricks, both in biogenic and bio-inspired apatite. A second major
theme in the two contributions on calcium phosphate is the great value of advanced
synchrotron-based techniques – such as in situ X-ray diffraction (Chap. 10) or X-ray
total scattering (Chap. 11) – in the characterization of crystallization mechanisms
and the properties of nanocrystalline materials in terms of structure and defects,
stoichiometry, size and morphology. The use of such powerful in situ methods has
also significantly improved our understanding of the solution-mediated formation of
calcium sulphate, another interesting – but much less frequently studied – mineral
system. In Chap. 12, Van Driessche et al. first summarize the vast and controversial
body of literature available on the solubility and corresponding stability fields of the
different CaSO4 phases as a function of key variables like temperature or salinity. In
the second part of their contribution, the authors turn to consider more recent work
on the mechanisms of CaSO4 crystallization, revealing “nonclassical” pathways
with a surprisingly high level of complexity and suggesting a new and seemingly
converging picture for the precipitation process.

At this point, we abandon the realm of purely ionic minerals and direct our
attention to inorganic compounds whose crystallization involves, at least partially,
covalent interactions. This renders speciation schemes and the analysis of mineral
nucleation and growth inherently more complicated. One such example is the rich
family of iron oxide and (oxy)hydroxide phases, which are the main subject of
Chaps. 13 and 14, authored by Penn et al. and Reichel and Faivre, respectively. The
authors discuss that well-known iron oxides such as hematite often grow via oriented
attachment of preformed (nano)particles and that multiple – at times competing or
complementing – mechanisms can operate simultaneously in these systems (Chap.
13). Penn and colleagues raise the important issue that transformations between
different iron (oxy)(hydr)oxide phases happen to occur after the structure of the
final product is set, yet to a degree that the characteristics of the intermediate
states are not anymore recognizable. Reichel and Faivre, on the other hand, provide
the link of such processes to biomineralization, where magnetotactic bacteria or
molluscs produce magnetite in a highly controlled fashion. The authors contrast
these biogenic iron oxide particles with those obtained with the help of organic
or inorganic additives in biomimetic syntheses. An equally or perhaps even more
complex situation is found for two other predominantly covalent minerals, silica
and alumina. Despite their great relevance, the formation of these materials is still
poorly understood. In Chap. 15, Tobler et al. face this challenge and give a detailed

http://dx.doi.org/10.1007/978-3-319-45669-0_11
http://dx.doi.org/10.1007/978-3-319-45669-0_10
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http://dx.doi.org/10.1007/978-3-319-45669-0_12
http://dx.doi.org/10.1007/978-3-319-45669-0_13
http://dx.doi.org/10.1007/978-3-319-45669-0_14
http://dx.doi.org/10.1007/978-3-319-45669-0_13
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overview of what is known about the solution chemistry, nucleation and growth
pathways as well as the structure and composition of solid phases occurring in the
aqueous silica and alumina systems. In particular, they focus on processes at the
nanoscale and highlight implications of the behaviour of the two minerals for both
geochemical environments and industrial applications.

Even though this book is dedicated to recent advances made in the nucleation
and growth of minerals, we considered it worthwhile to also include contributions
that reach out to other fields, not least since we strongly believe that crystallization
follows general concepts that apply for a larger variety of systems. The two
examples chosen here relate to crystals of small organic molecules (Chap. 16),
which bear immense importance for the pharmaceutical area, and to the more
exotic but equally fascinating case of cosmic dust particles (Chap. 17), vital
components of astrophysical processes and relevant to environmental science (every
year, 40,000 tons of cosmic dust reach the Earth’s surface). The former topic is
covered by the contribution of Yang and Ter Horst, who review the nucleation
of small molecules within the framework of CNT. The authors emphasize the
difficulty of a molecular interpretation of nucleation rate measurements and show
that the basic reason is the rather ill-defined nature of the nucleating species.
However, in the absence of more advanced theories, the concepts of CNT still
prove invaluable for the prediction of polymorphism and particle size distributions
of organic crystals. The second example is presented by Kimura and Tsukamoto,
who report on nucleation experiments of smoke particles that produce analogues
of cosmic dust. The authors first give a general introduction on the formation of
cosmic dust particles, which in essence are the building units of planetary systems.
Subsequently, they describe how this process can be mimicked in the lab by the
nucleation of smoke particles, how relevant physical properties of these particles
can be extracted and how singularities observed with such particles can help to
understand the formation of cosmic dust.

Finally, the last contribution of this book is meant to highlight the potential of
emerging new analytical techniques to observe nucleation and growth processes
in situ. In Chap. 18, Nielsen and De Yoreo describe recent advances made in the
area of liquid-phase transmission electron microscopy (LP-TEM) and its use for
investigating the early stages and mechanisms of mineral formation. The authors
first address technical aspects of the method and then summarize the results of recent
studies on the precipitation pathways of calcium carbonate, including the influence
of additives on the occurring processes. As a second example, the formation of
metal nanoparticles from precursor solutions and their development into faceted
nanocrystals in the presence of an organic ligand are discussed. The chapter is
concluded by a perspective on future developments that will further improve the
utility of LP-TEM.

We end this book by presenting an outlook about the fascinating field of
crystallization and ask key questions that in our opinion need to be addressed in
the years to come, so that ultimately a more complete understanding of mineral
nucleation, growth and transformation processes can be achieved.

http://dx.doi.org/10.1007/978-3-319-45669-0_16
http://dx.doi.org/10.1007/978-3-319-45669-0_17
http://dx.doi.org/10.1007/978-3-319-45669-0_18


Chapter 1
Nucleation Pathways in Electrolyte Solutions

James J. De Yoreo, Nico A.J.M. Sommerdijk, and Patricia M. Dove

1.1 Introduction

The formation of a solid crystalline phase from a solution has been the subject of
scientific investigation for centuries (Gibbs and Smith 1874). This first-order phase
transition is generally referred to as nucleation, but strictly speaking nucleation is
just one of two classical mechanisms of phase separation. The second mechanism,
which is known as spinodal decomposition (Bray 2002; Scheifele et al. 2013),
is common in alloys, polymer melts, and protein solutions. This process differs
from nucleation in both its underlying thermodynamic description and the resulting
formation dynamics. In both cases, the pathway of phase separation can be
complex, because the free-energy landscape traversed by a material system typically
possesses many local minima representing different structural states, each of which
is separated from the others by barriers of varying height (Navrotsky 2004; De Yoreo
et al. 2015). Thus, systems can follow multistage pathways in which the phase of
the solid evolves as it grows. When local free-energy minima exist as a function
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2 J.J. De Yoreo et al.

of particle size, formation pathways can involve the aggregation of particles with
or without changes in the solid phase (Baumgartner et al. 2013; Habraken et al.
2013; Hu et al. 2012; De Yoreo et al. 2015). (Note that throughout this article, the
term particle refers to any species more complex than simple ions or monomers and
makes no assumption about their stability or metastability (De Yoreo et al. 2015).)
Moreover, both the minima and the barriers can be altered through the introduction
of surfaces (Hu et al. 2012; Hamm et al. 2014; Giuffre et al. 2013) or changes in the
solvation media by, for example, addition of additives (Gebauer et al. 2009; Wang
et al. 2006; Gower and Odom 2000) or polymer globules (Smeets et al. 2015). This
chapter provides a brief introduction to these various mechanisms, characteristics,
and controls of crystal formation from solution and illustrates each using the results
of recent experimental and computational studies.

1.2 Classical Nucleation Theory

The modern theory of nucleation, commonly referred to as classical nucleation
theory (CNT), originates with the work of Gibbs in the late 1800s (Gibbs and Smith
1874), but reflects later refinements due to Stransky and others in the mid-twentieth
century (Gutzow 1997). According to CNT, nucleation comes about through the
addition of monomeric solution species—whether atoms, molecular complexes,
or colloids—to a growing particle (Fig. 1.1a), whose origin lies in the inherent
microscopic thermodynamic fluctuations of the solution (De Yoreo and Vekilov
2003; Kashchiev 2003). As long as the chemical potential of the solid phase is less
than that of the solution—i.e., the solution is supersaturated—the particle can grow
to macroscopic size. However, the CNT analysis shows that only a fraction of the
particles formed through fluctuations will become stable nuclei of the solid phase.
This is because there is surface tension between the solid and the parent solution.
Consequently, formation of the surface comes with an energetic cost, which is given
by the interfacial free energy times the surface area of the particle. In contrast, the
decrease in free energy due to the applied chemical potential �� is proportional to
the number of monomers that move from solution to solid state and thus scales with
the volume of the particle. The area-dependent term exceeds the volume-dependent
term when the particle is small, but the reverse is true at large particle size. Thus
these opposing terms create a free-energy barrier (Fig. 1.1b) with a maximum at the
“critical particle size.” On average, below this critical size particles will dissolve,
while above it they will grow to macroscopic dimensions through the continued
addition of monomeric species (Kashchiev 2003; Gibbs and Smith 1874).

The existence of fluctuations and the stochastic nature of nucleation are illus-
trated in Fig. 1.1c–n, which shows liquid-phase (LP)-TEM images that capture
the formation of gold nanoparticles in gold chloride solution containing citric acid
as a capping agent (Nielsen et al. 2014b; Nielsen and de Yoreo 2017, Chap. 18).
While numerous successful particle formation events are observed, there are many
instances in which a gold particle begins to form, fluctuates in size, and eventually

http://dx.doi.org/10.1007/978-3-319-45669-0_18


1 Nucleation Pathways in Electrolyte Solutions 3

Fig. 1.1 (a) Formation of a spherical nucleus of radius r from a solution leads to the free-energy
changes shown in (b). The crossover of the bulk (�gb) and surface (�gs) terms combined with
their opposing signs leads to a free-energy barrier. (c–n) Nucleation of Au nanoparticles. (c, d)
Sequence of LP-TEM images showing the nucleation of Au nanoparticles from a gold chloride
solution containing citrate as a capping agent. As seen in the example highlighted by the circle
in (e–n), which were taken from the region delineated by the rectangular box in (c), many of the
nascent nuclei fail to reach the point of spontaneous growth and instead fluctuate in size until they
disappear. This behavior demonstrates particle formation results from unstable fluctuations, the
hallmark of classical nucleation. Times in s: (c) 0.0, (d) 103.2, (e) 2.1, (f) 8.0, (g) 16.4, (h) 34.9,
(i) 36.6, (j) 44.8, (k) 60.5, (l) 73.1, (m) 93.3, and (n) 103.2. Scale bars: (c, d) 500 nm, (e) 200 nm.
Scale in (f–n) is same as (e) (Panels a and b: (De Yoreo and Vekilov 2003) used by permission of
the Mineralogical Society of America. Panels c–n: (Nielsen et al. 2014b) used by permission of
the Microscopy Society of America)
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dissolves rather than growing into a stable crystal. This behavior is illustrated by
the sequence of images (Fig. 1.1e–n) that follow a particular nucleus as it grows and
shrinks multiple times before finally disappearing. The fluctuations demonstrate that
the gold nanoparticles form via a true nucleation process in which sufficiently large
density fluctuations are required to take the system over a free-energy barrier. These
observations justify a description of the system in terms of the classical rate equation
(De Yoreo and Vekilov 2003):

J D Ae�EA=kTe��gc=kT (1.1a)

�gc D B
�3

�2
(1.1b)

where J is the nucleation rate per volume, A is a material-dependent constant, EA

is the activation energy associated with the atomic processes such as desolvation,
attachment, and/or structural rearrangement within the nucleus prior to or during
phase separation that must occur to form the nucleus, k is Boltzmann’s constant, T
is the temperature, �gc is the height of the free-energy barrier, B is a constant that
depends on the shape and density of the nucleating solid, as well as the temperature,
� is the interfacial free energy, and � is the supersaturation (� D ���/kT) (De
Yoreo and Vekilov 2003).

In the classical view of crystallization, post nucleation growth largely occurs
in the absence of particle-coalescence events and results in a population of stable
macroscopic particles (Andreassen and Lewis 2017, Chap. 7), though if true
equilibrium could be reached, only one large particle would be present at the end of
the process.

1.3 Spinodal Decomposition

The second mechanism of a first-order phase transition, spinodal decomposition,
differs from nucleation in that it is a barrier-free process (Bray 2002; Scheifele et al.
2013). The traditional mean-field picture assumes that when the concentration of
monomers exceeds a certain threshold, the bulk free-energy density of the system
exhibits negative curvature (Reif 1965). In this situation there is no penalty for
creating a new interface, and the parent phase becomes inherently unstable thereby
allowing all microscopic fluctuations to grow spontaneously. In a more modern
view of this mechanism, the condition for spinodal decomposition is simply that
the supersaturation is increased to the point where the free-energy barrier to phase
change is comparable with kT (Scheifele et al. 2013). Once the spinodal is crossed,
particles are generated in such large numbers that they can grow by direct collision
and coalescence with other particles. When the products of spinodal decomposition
consist of two liquids, a secondary event is required to produce the first solid.

Evidence for spinodal decomposition in electrolyte solutions is limited.
Experimental work documents the formation of liquid MgSO4 at high temperature

http://dx.doi.org/10.1007/978-3-319-45669-0_7
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(Wang et al. 2013), as well as the persistence of a polymer-stabilized liquid calcium
carbonate phase under ambient conditions (Gower and Odom 2000). A recent
study that used NMR to quantify the diffusion of ions in solution following the
introduction of calcium concluded that a bicarbonate-rich liquid phase may also
exist in pure CaCO3 solutions at pH D 8.5 (Bewernitz et al. 2012; Wolf and Gower
2017, Chap. 3). This conclusion was supported by two lines of evidence. First, light-
scattering measurements revealed the presence of nanoparticles (or droplets) 10s of
nm in size, despite the fact that the NMR showed no evidence for a solid CaCO3

phase. Second, calorimetry measurements (Fig. 1.2a) demonstrated the occurrence
of a first-order phase transition (Fig. 1.2a inset) at a concentration equal to that at
which the nanoparticles appeared.

Molecular dynamics (MD) simulations of cluster formation in moderately
concentrated CaCO3 solutions (15 mM Ca2C and 15 mM CO3

2�) based on the
commonly utilized force fields (Raiteri and Gale 2010) predicted the appearance
of polymeric species of small size (<10 ion pairs) that continued to grow with
little or no free-energy barrier into compact clusters (Fig. 1.2b) exhibiting the ion
diffusivities of liquids (Fig. 1.2c) (Wallace et al. 2013). Kinetic models of particle
formation and growth in a solution possessing a binodal based on an Ising lattice gas
model (Fig. 1.2d, e) show that, as the binodal is crossed, the spinodal is approached,
and the barrier to nucleation decreases toward kT (red to blue to green symbols in
Fig. 1.2d corresponding to the red blue and green curves in Fig. 1.2e), a wide range
of particle sizes is generated (Fig. 1.2f). These particles grow both through monomer
addition and particle–particle coalescence resulting in a bimodal distribution of
small particles (blue through green in Fig. 1.2f) and larger aggregates (yellow and
red in Fig. 1.2f). The small particles form rapidly and persist throughout the spinodal
process. Following an initial phase change, their size distribution is stable in a
statistical sense, though the lifetime of an individual species is finite. These are
essentially the same particles that would be present in a solution without a spinodal
that behaves according to CNT. In contrast, large particles are unique to a system
undergoing spinodal decomposition, because all microscopic fluctuations are stable
against dissolution and can grow by coalescence. Although they have no special
thermodynamic status, they exhibit a mean radius that should evolve rapidly as
R(t) � (t)1/3 through diffusion-limited coalescence. As in the case of CNT, in the
true equilibrium state, the system should contain just one large particle when phase
separation is complete.

To investigate the formation of solids from the liquid particles generated by the
MD simulations, Wallace et al. (2013) simulated random aggregation followed by
dehydration through random removal of water molecules until the Ca/CO3 ratio
was equal to unity, which is the value typically measured for hydrated amorphous
calcium carbonate (ACC). The pair distribution function (pdf) for the resulting solid
was calculated and found to give a good match to the measured pdf for ACC, but
provided a poor match to all other CaCO3 polymorphs. Based on these findings,
authors concluded that liquid–liquid separation followed by dehydration was a
plausible scenario for producing the first solid precipitate from CaCO3 solutions.
They also proposed that the particle distributions that appear as the dynamic

http://dx.doi.org/10.1007/978-3-319-45669-0_3
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Fig. 1.2 (a) Nanoparticle tracking analysis of a calcium carbonate solution during sequential
injections of 6 mM CaCl2(aq) solution into a carbonate/bicarbonate buffer. Nanoparticles develop
at about the tenth injection, which is concurrent with the emergence of a new phase as determined
by calorimetry. At the phase transition (tenth injection, black curve), droplets with a distributed
diameter averaging �60 nm emerge. The addition of more Ca2C to the solution (13th injection,
red curve) yields more detectable particles emerging at 60–70 nm diameter, and they seem to grow
larger as well. Inset to (a) the enthalpy of reaction during the titration of CaCl2(aq) into 20 mM
carbonate buffer, pH 8.5. The data shows that there is an endothermic phase transition occurring,
indicating that the phase transition is entropically driven. (b) Snapshots taken from replica-
exchange molecular dynamics simulations show the evolution of polymeric cluster configurations
toward denser structures at larger sizes. (c) The diffusivity of calcium ions within the cluster species
at various stages of growth compared to two solid phases of calcium carbonate, calcite, and ACC
(from simulation) and the self-diffusivities (experimental) of several common solvents. Error bars
represent the mean C/� standard error for ND6 simulation trajectories at each cluster size. (d)
Temperature-density phase diagram for the 2-D Ising lattice gas with a spinodal region. (e) Free-
energy barrier to phase change diminishes with supersaturation where the red, blue, and green
curves correspond to the free energy vs. cluster size (N monomers) at the similarly colored points
in the phase diagram in panel d. Red lies just before crossing the binodal, blue is in the binodal
region, and green is in the spinodal region where the barrier is � kT. (f) In the small-barrier
(spinodal) regime, an evolving cluster population is generated (see inset snapshot). The distribution
of cluster sizes (color scheme indicates amount of system mass contained in the clusters) versus
time where tD is the characteristic time for a monomer to diffuse a length equal to its diameter
(Panel a: (Bewernitz et al. 2012) used by permission of the Royal Society of Chemistry. Panels
b–f: (Wallace et al. 2013) used by permission of the American Association for the Advancement
of Science)
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products of the incipient liquid–liquid phase separation in the Ising models provide
a potential explanation for the multi-ion clusters reported in experimental studies of
supersaturated CaCO3 solutions, as discussed below.

1.4 Aggregation of Stable or Metastable Particles

An increasing number of experimental studies (Gebauer et al. 2008, 2014; Habraken
et al. 2013; Pouget et al. 2009) have reported nucleation via aggregation of solution
species comprised of ion complexes or multi-ion clusters—generally referred to
as “pre-nucleation clusters”—that exist in equilibrium with the free monomers
(Fig. 1.3). Three lines of evidence for this pathway in the CaCO3 system were cited:

First, the development of a sedimentation peak in analytical ultracentrifugation
(AUC) data that corresponded to species much larger than that of the ions
(Fig. 1.3a) (Gebauer et al. 2008).

Second, observation of Ca2C complexation during titration of CO3
2C with a

dependence on carbonate addition that is consistent with a particular model of
multi-ion binding (Gebauer et al. 2008).

Third, molecular dynamics simulations that predict the development of small
clusters (<10 ion pairs) with dynamic polymeric structures (Demichelis et al.
2011).

The multi-ion-binding analysis led to the argument that these clusters are stable
relative to the free ions. That is, their formation lowers the free energy of the system,
and their aggregation may eliminate the need to overcome the large free-energy
barrier associated with CNT (Fig. 1.3b).

Subsequent studies have argued these features in the data are equally understand-
able from purely classical considerations coupled with a transition from a regime of
nucleation to spinodal decomposition (Wallace et al. 2013). For example, the multi-
ion peak in the AUC data reflects a time-averaged value for an evolving particle
population created by high supersaturations (Gebauer 2012) and that the polymeric
clusters seen in earlier MD studies represent transient states (Wallace et al. 2013).
Although cryo-TEM data was initially interpreted as evidence for CaCO3 pre-
nucleation clusters averaging about 0.7 nm in size (Pouget et al. 2009), subsequent
analysis led to the conclusion that these features were below the direct interpretable
size range of the measurement, and that the observations also could be reconciled
with a distribution of cluster sizes as predicted by classical nucleation models.

Evidence based on cryo-TEM for nucleation by aggregation of pre-nucleation
clusters was also reported for the calcium phosphate system (Dey et al. 2010;
Nudelman et al. 2010). The pre-nucleation clusters were shown to aggregate at
organic interfaces forming amorphous calcium phosphate, which subsequently
transformed into oriented apatite crystals. A subsequent more detailed study that
combined cryo-TEM with chemical analysis and ab initio calculations showed
that the multistage pathway leading to hydroxyapatite began with aggregation of
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Fig. 1.3 (a) Diffusion-corrected distribution of sedimentation coefficients for a CaCO3 solution
after 90 min reaction time at pH 9.00. Besides the free ions, multi-ion clusters can be detected as
indicated. (b) Schematic representation of the free-energy profile proposed by Gebauer et al. (2008)
for the nonclassical formation of calcium carbonate from ion pairs in solution through aggregation
of multi-ion clusters. The two lines for ACC represent the boundaries of a distribution of possible
curves that depend on water content. The final transformation of ACC to a crystalline polymorph
can occur at variable reaction coordinate depending on the environmental conditions. (c–g)
Morphological transformations of calcium phosphate during time as observed by cryo-TEM. (c)
Polymeric strands form from nanometer-sized units (<2 min), (d) branched polymeric assemblies
(2–20 min), (e) nodules of ACP (10–20 min), (f) aggregated spheres of ACP (15–60 min), and (g)
ribbons of OCP (80–110 min). (h) Illustration of the two-step nucleation mechanism for the growth
of InP QDs from In3C and P3� precursors depicts the magic-sized clusters (MSC) as an isolable 1–
2 nm diameter intermediate species that acts as a bottleneck for InP monomers. Amines destabilize
the MSC (increase potential energy, yellow dotted line), whereas phosphonate ligands increase the
stability of the MSC (red dotted line) relative to a carboxylate ligand set. The luminescence peaks
for the MSCs and the InP QDs are specific to their diameters and enable the assignment of size
to the MSCs (Panel a: (Gebauer et al. 2008) used by permission of the American Association for
the Advancement of Science. Panel b: (Gebauer and Cölfen 2011) used by permission of Elsevier.
Panel c: Habraken et al. (2013). Panel d: (Gary et al. 2015) used by permission of the American
Chemical Society)
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charged calcium triphosphate complexes to form a polymeric network (Fig. 1.3c, d)
(Habraken et al. 2013). Titration analysis led to the conclusion that the collapse to a
compact, crystalline structure was accompanied by Ca-binding in three successive
steps that led to the formation of amorphous calcium phosphate (ACP) (Fig. 1.3e,
f), octacalcium phosphate (Fig. 1.3g) and, finally, hydroxyapatite (not shown). In
situ AFM data on the relative rates of ACP and hydroxyapatite formation, as well
as the critical sizes, were found to be inconsistent with the predictions of CNT,
but could be reconciled if a particle aggregation model were invoked, though a
rigorous quantitative theory for this mechanism was not provided. Moreover, as the
complexes that purportedly aggregate contain only a single calcium ion, the often-
used term “cluster” was found to be of limited applicability in this system, and the
term multi-ion complex was adopted instead.

Particle-based models of nucleation are not restricted to aqueous solution sys-
tems, but rather have also been proposed for semiconductor materials grown through
high-temperature colloidal synthesis using organic solvents (Gary et al. 2015).
Taking advantage of the dependence of semiconductor luminescence wavelength on
nanoparticle size, Gary et al. (2015) showed that the formation of indium phosphide
quantum dots (InP QDs) from solutions of molecular precursors was preceded by the
appearance of “magic-sized clusters” (MSCs) with a diameter of 1–2 nm (Fig. 1.3h).
The MSCs disappeared as the InP QDs formed, with no evidence for particles having
sizes intermediate between these two. While the study concluded that the MSCs
represent a metastable state in the formation pathway, whether the MSCs aggregated
to form the InP QDs or simply dissolved as the latter nucleated remains uncertain,
as does the stability of the magic clusters relative to the monomers themselves.

At least one of the above studies on particle-based pathways concluded that
the particles are metastable with respect to the monomers (Habraken et al. 2013).
That is, while they lie in a local free-energy minimum as a function of particle
size, they are nonetheless uphill in free energy from the monomers. Other studies
maintain that the particles are stable with respect to the monomers (Demichelis
et al. 2011; Gebauer et al. 2008, 2014). That is, their formation is favored over
their disaggregation, even in an undersaturated state. The latter picture defines a
thermodynamic landscape, that is, a clear departure from those described both by
CNT and the theory of spinodal decomposition.

Regardless of stability of precritical particles or the extent to which their
aggregation plays a role in nucleation from electrolyte solutions, their common
presence would not be surprising (De Yoreo et al. 2015). Even in the framework of
CNT, one expects any solution, whether undersaturated or supersaturated, to contain
a population of particles that decreases exponentially in number with increasing
particle radius (Kashchiev 2003). Moreover, energy landscapes are unlikely to be
flat. That is, the free energy of a cluster of ions exhibits local minima and maxima
depending on the size, configuration, and composition, including the configuration
of the solvent. The resulting peaks and valleys in that landscape will naturally lead
to deviations from the exponential size distribution of CNT and create anomalously
large populations of clusters with sizes that correspond to the minima (Hu et al.
2012; De Yoreo et al. 2015).
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Hu et al. (2012) attempted to estimate the impact of these cluster populations
on the nucleation rate equation and free-energy barrier given in Eq. 1.1. For calcite
nucleation by aggregation of precritical particles that occupy a minimum in free
energy vs. size, they concluded the expression for the nucleation rate remains the
same, but the dependence of the barrier on supersaturation and bulk interfacial free
energy can be estimated by:

�gc D B
�3

.� ˙ C/2
(1.2)

where C is a constant that depends on the shape factor, the particle radius, and the
excess free energy of the particles. The plus or minus sign depends on whether
the minimum in �g is local (plus) or global (minus). Baumgartner et al. (2013)
reported a similar analysis and applied it directly to cryo-TEM observations of iron
oxide formation from disordered precursor particles, though those particles were not
considered to be precritical.

One interesting implication of Eq. 1.2 is that the impact of precritical particles—
whether stable or metastable relative to the free ions—is to effectively alter
the supersaturation from ¢ to ¢ ˙ C. This has the consequence of increasing
the effective supersaturation with respect to metastable clusters and decreasing
supersaturation for stable clusters. Thus, considering just the contribution of the
free-energy barrier in Eq. 1.2, the existence of metastable clusters increases the
probability of nucleation, while the existence of stable clusters decreases that
probability. This conclusion is inconsistent with the picture presented in Fig. 1.3b
and highlights the current lack of a quantitative model for particle-based nucleation.

1.5 Multistep Pathways

Spinodal decomposition of a solution due to an increase in solute concentration
does not create a solid. Rather it generates two distinct liquid states defined by
the intersection of the spinodal curve and the line of constant temperature: the
monomer-rich solution and the dilute solution (Fig. 1.2d). Hence the formation
of a crystal still requires nucleation of a solid–liquid phase boundary within
(homogeneous) or on the surface of (heterogeneous) the dense liquid droplets.
Moreover, regardless of whether formation of the solid occurs via the monomer-
based mechanism described by CNT or via aggregation of precritical particles, the
first phase to form may be amorphous or consist of a crystal phase that is distinct
from the stable bulk crystal (Baumgartner et al. 2013; Beniash et al. 2009; Gebauer
et al. 2008; Gower and Odom 2000; Habraken et al. 2013; Nudelman et al. 2010;
Pouget et al. 2009; Smeets et al. 2015; Van Driessche et al. 2012; Wolf et al. 2008;
Hunger and Benning 2007; Rodriguez-Blanco et al. 2017, Chap. 5; Birkedal 2017,
Chap. 10; Penn et al. 2017, Chap. 13). These multistep pathways may occur due to
kinetic limitations on the formation of the stable phase, as is likely to be the case, for

http://dx.doi.org/10.1007/978-3-319-45669-0_5
http://dx.doi.org/10.1007/978-3-319-45669-0_10
http://dx.doi.org/10.1007/978-3-319-45669-0_13
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example, in the calcium phosphate system described above (Habraken et al. 2013).
However, they may also occur due to the commonly observed inversion in phase
stability with decreasing particle size, which arises from the increasing importance
of surface free energy (Navrotsky 2004; Gribb and Banfield 1997). This inversion
may mean the bulk phase has lower stability at the nucleation stage.

Macroscopic evidence for nucleation in solution by two-step pathways has been
obtained through optical microscopy (Galkin et al. 2002; Gower and Odom 2000),
light scattering (Bewernitz et al. 2012), and small angle X-ray scattering (Bots et al.
2012; Hunger and Benning 2007) for a number of organic, protein, and colloidal
systems. Direct molecular-scale observation of this process was achieved using in
situ AFM for the crystallization of S-layer proteins (Chung et al. 2010). In the case
of the proteins, the evidence points to liquid–liquid separation as the first step in
the two-step process (Vekilov 2005), and various analyses argue that proteins, as
well as colloids, should commonly follow this pathway. For example, ten Wolde
and Frenkel (tenWolde and Frenkel 1997) argued that in systems for which the
characteristic length scale of inter-monomer interaction is small compared to the
size of the monomer, the phase diagram should exhibit a spinodal (and binodal)
line buried beneath the solution–solid phase boundary. Thus, when the barrier to
nucleation of the crystalline solid is sufficiently high, as the solution is driven
to increasing levels of supersaturation, the spinodal line will be crossed before
nucleation can occur. This results in phase separation of the solution into two
liquids. Nucleation of the crystalline phase is then more likely within the monomer-
rich droplets.

Numerous examples of two-step pathways in electrolyte solutions have also been
reported. Of particular interest are the calcium carbonate and calcium phosphate
systems, in which the amorphous phase is often the first to form and is followed
by the appearance of one or more of the crystalline phases (Dey et al. 2010;
Habraken et al. 2013; Nudelman et al. 2010; Pouget et al. 2009, 2010; Pichon et al.
2008; Birkedal 2017, Chap. 10; Rodriguez-Blanco et al. 2017, Chap. 5; Wolf and
Gower 2017, Chap. 3; Fernandez-Martinez et al. 2017, Chap. 4; Demichelis et al.
2017, Chap. 6; Falini and Fermani 2017, Chap. 9; Delgado-Lopez and Guagliardi
2017, Chap. 11). Similar results are reported for iron oxides (Baumgartner et al.
2013; Towe and Lowenstam 1967; Reichel and Faivre 2017, Chap. 14; Penn et al.
2017, Chap. 13), zeolites (Burkett and Davis 1994; Kumar et al. 2008), and other
inorganic materials (Van Driessche et al. 2012, Chap. 12; Tobler et al. 2017, Chap.
15). However, proof that the crystalline phase forms directly from the amorphous
precursor rather than through a separate nucleation event is rare. The LP-TEM data
in Fig. 1.4a–d show an example from the CaCO3 system in which an amorphous
precursor particle transforms into vaterite (Fig. 1.4a–d) (Nielsen et al. 2014a;
Nielsen and De Yoreo 2017, Chap. 18). Following nucleation and growth of an
amorphous calcium carbonate (ACC) particle, numerous vaterite nuclei appear at
or just below the surface of the precursor particle. The amorphous particle is then
consumed as the vaterite crystals continue to grow. Cryo-TEM data provide similar
evidence for direct transformations in both the CaCO3 and calcium phosphate
systems (Habraken et al. 2013; Pouget et al. 2010). Whether or not any of the

http://dx.doi.org/10.1007/978-3-319-45669-0_10
http://dx.doi.org/10.1007/978-3-319-45669-0_5
http://dx.doi.org/10.1007/978-3-319-45669-0_3
http://dx.doi.org/10.1007/978-3-319-45669-0_4
http://dx.doi.org/10.1007/978-3-319-45669-0_6
http://dx.doi.org/10.1007/978-3-319-45669-0_9
http://dx.doi.org/10.1007/978-3-319-45669-0_11
http://dx.doi.org/10.1007/978-3-319-45669-0_14
http://dx.doi.org/10.1007/978-3-319-45669-0_13
http://dx.doi.org/10.1007/978-3-319-45669-0_12
http://dx.doi.org/10.1007/978-3-319-45669-0_15
http://dx.doi.org/10.1007/978-3-319-45669-0_18
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documented examples involve liquid precursor states is uncertain at this time.
However, the mounting evidence that phase diagrams of electrolyte systems exhibit
spinodal lines suggests this two-step pathway is likely (as discussed above).

Many multistep nucleation events occur along indirect pathways. By this process,
metastable phases form and grow until more stable phases appear, after which time
the metastable phases dissolve back into solution as the solute activity product drops
below their respective solubility limits. Such dissolution–reprecipitation events have
been well documented for CaCO3 (Han and Aizenberg 2008; Hu et al. 2012; Bots
et al. 2012; Lee et al. 2007; Donners et al. 2000, 2002). The reason for this behavior
is clear when one considers the consequence of creating a highly supersaturated
solution. Once the solute activity product exceeds the solubility limits of all the
possible phases, every one of them will nucleate at a rate given by Eq. 1.1. Although
the value of � will be largest with respect to the most stable phase, the values of
interfacial free energy and EA are likely to be smaller for the metastable phases,
particularly those that are amorphous and hydrated. Consequently, one or more
metastable phases may form and do so at a higher rate than the most stable
phase, as postulated in the Ostwald step rule. The LP-TEM data in Fig. 1.4e–l
illustrate this phenomenon for CaCO3 (Nielsen et al. 2014a). Vaterite is the first
phase to appear, but aragonite soon appears through independent nucleation events.
Eventually, a calcite crystal nucleates, leading to the eventual dissolution of the other
two phases.

1.6 Heterogeneous Nucleation

Substrates can alter the probability of nucleation because the interfacial energy
between a crystal nucleus and a solid substrate typically differs from that of the same
crystal in contact with solution (Chernov and Givargizov 1984; Mutaftschiev 1993).
The expressions for the nucleation rate and the free-energy barrier given by Eq. 1.1
remain intact; however, the value of ” for the crystal–fluid interface must be replaced
by an effective interfacial energy �het, which is a composite of the interfacial
energies for the three interfaces created or destroyed during nucleation—the crystal–
substrate, crystal–liquid, and liquid–substrate interfaces. This relationship is given
by (De Yoreo and Vekilov 2003):

�het D �cl C h .�cs � �ls/ (1.3)

where h is a factor that depends on the aspect ratio of the nucleus (see SI of Hu et al.
(2012) for details). When � cs < � ls, the value of �het will be reduced from that for the
homogeneous nucleus as shown for calcite nucleation in Fig. 1.5a (Hu et al. 2012).
The calculations for calcite also show that even when the effective � ls equals � cs—
that is, the interfacial energies for the crystal–substrate and fluid–substrate interfaces
are equal—the barrier is reduced (Fig. 1.5a, �het/� cl D 1.0). This is because a surface
that would have been generated during homogeneous nucleation is now a crystal–
substrate interface that carries no energy penalty. A further reduction in �het by only
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Fig. 1.5 (a) Dependence of free-energy barrier �gc on ¢ for homogeneous nucleation of a calcite
rhomb with � D 109 mJ/m2 (blue line) and heterogeneous nucleation of a calcite rhomb on an
(012) face with the indicated values of �het/� cl. (b, c) SEM images showing number density and
orientation of calcite crystals on (b) bare gold and (c) MHA surfaces. Scale bars are: main images –
100 �m, insets – 10 �m. (d) Dependence of nucleation rate on supersaturation relative to calcite
show agreement with CNT prediction. (e) Interfacial energies (˛) derived from nucleation rate
measurements in (d) vs. free energies of binding (�Gb) for alkanethiol SAM molecules on calcite
(104) surfaces as measured by dynamic force spectroscopy. Lower ˛ correlates with strong calcite–
SAM interactions (large �Gb) (Panels a, b: Hu et al. (2012) used by permission of the Royal
Society of Chemistry. Panels c, d: Hamm et al. (2014))

20–50 % due to � cs < � ls leads to a further decrease in the barrier by a factor of 3–13
(Fig. 1.5a, �het/� cl D 0.8 and 0.5). Given that nucleation rate depends exponentially
on this barrier, these large reductions mean that surfaces have the potential to
completely alter the dynamics and pathways of formation.

The impact of surfaces on nucleation can be readily seen by comparing the
outcome of CaCO3 nucleation on a bare gold surface to that on alkyl thiol self-
assembled monolayers (SAMs) that are formed on an otherwise identical surface
(Aizenberg et al. 1999; Hu et al. 2012; Lee et al. 2007). When CO2 and NH3 from an
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ammonium carbonate source are allowed to diffuse into a calcium chloride solution,
the nucleation density on bare gold is low, and the products are a mixture of phases
(Fig. 1.5b). In contrast, a 16-mercaptohexadecanoic (MHA) acid SAM, which is
terminated with carboxyl groups, produces calcite almost exclusively with a much
higher areal density. Moreover, nearly all crystals nucleate on the calcite (012) plane
(Fig. 1.5c). In situ observations show that, for this well-ordered carboxyl-terminated
SAM, nucleation first occurs on the film, and the products consist of calcite at the
earliest time of observation by either optical or AFM techniques (Hu et al. 2012). In
contrast, if the SAM is instead OH-terminated, nucleation of ACC occurs first in the
solution above the SAM, and calcite crystals appear only sporadically at later times.

Measurements of nucleation rates on surfaces as a function of supersaturation
were used to obtain a quantitative measure of the impact of alkyl thiol SAMs on
calcite interfacial energies (Giuffre et al. 2013; Hamm et al. 2014; Hu et al. 2012)
by analyzing the data with Eqs. 1.1 and 1.3 written in the form:

ln J D ln A0 � B
�3het

�2
(1.4)

where A0 D Ae�EA=kT . Hu et al. (2012) measured J for a range of supersaturations
on both MHA and 11-mercaptoundecanoic acid (MUA), which are both carboxyl
terminated but differ in chain length. Hamm et al. (2014) extended this study to a
range of headgroup chemistries including COOH, SH, and PO4 groups (Fig. 1.3d).
Both studies observed dependencies of J on � that were in accordance with Eq. 1.4,
despite the fact that the supersaturation range straddled the solubility limit of
ACC given in the literature (Brecevic and Nielsen 1989). Although the range of
supersaturation over which statistically meaningful data could be obtained was
limited, the data from all substrates produced ”het values that were lower than
estimates for the homogeneous nucleation of calcite. For the most extreme case, the
MHA surface, the data yielded an effective interfacial energy that was only 66 %
of that estimated for calcite nucleation in bulk solution (72 vs. 109 mJ/m2). Thus,
the barrier for nucleation on MHA is five times less than for nucleation in solution.
All other factors being equal, this difference in barriers would correspond to relative
rates of heterogeneous nucleation on an MHA film to homogeneous nucleation in
solution of 1.0: 4.5 � 10�38. Note that the outcome of these studies does not depend
on whether the fundamental units that comprise the nucleus are individual ions or
clusters—stable or metastable. This is because, as Eq. 1.2 indicates, the form of the
rate equations is the same in either case and, in fact, for the range of supersaturations
used in these studies, the value of C in Eq. 1.2 never exceeds 10 % of ¢ . Thus these
experiments did not have sufficient sensitivity to provide insights to the importance
of cluster aggregation during CaCO3 nucleation.

The physical basis for the reduced interfacial energy was investigated by Hamm
et al. using dynamic force spectroscopy (DFS) (Hamm et al. 2014). Considering the
expression for ”het in terms of the individual interfacial energies given by Eq. 1.3,
they assumed the crystal–liquid interfacial energy should be similar for all films.
They also assumed similar SAM–fluid interfacial energies given the low pKA of
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the films and the comparatively high pH (10.8 ˙ 0.1) of the experiments. Thus, the
only term that should differ significantly from one film to another is the interfacial
energy between the SAM and the crystal (”cs) with smaller values leading to lower
barriers. Moreover, ”cs should be largely controlled by the binding free-energy�Gb

between the crystal and the SAM. In fact, because DFS determines the difference in
free energy between the bound and unbound state, the �Gb can be written in terms
of the same interfacial energies that appear in Eq. 1.3 where

�Gb D a .�cl C �ls/ � a�cs (1.5)

where a is the tip–substrate contact area. Rewriting Eq. 1.5 in terms of �het predicts:

�het D �
h

a
�Gb C .1C h/ �cl: (1.6)

Because ”cl depends only upon the contact area between the crystal and the liquid,
this term is independent of template chemistry. Consequently, �het and �Gb should
be linearly related, and, from Eq. 1.1b, an explicit relationship between the barrier
to nucleation and the strength of the crystal–substrate binding energy should exist.

To test these relationships, AFM tips were gold coated and functionalized with
the same SAM monomers used in the measurements of nucleation rates on SAMs.
These tips were then used to perform DFS measurements on flat (104) faces of
calcite, which served as a proxy for the (012) faces that typically define the plane
of nucleation in the nucleation rate experiments on SAMs. Figure 1.5e reveals there
is indeed a direct, linear relationship between these �het and �Gb, and the slope
was shown to be in reasonable agreement with the expected value. Thus, this study
found that a large crystal–SAM binding free energy leads to a small crystal–SAM
interfacial energy, resulting in a small barrier to nucleation. These insights provide
a physical basis for the common belief that good binders are good nucleators.

1.7 Macromolecular Matrices

In many biomineralizing systems, the formation of mineral components often occurs
within a hydrated macromolecular matrix (Nudelman et al. 2007; Young et al. 1999)
that is rich in biopolymers with numerous charged side groups. Based on in vitro
evidence, these molecules are assumed to play a role in stabilizing amorphous
precursor phases from which many crystalline biominerals are formed (Nudelman
et al. 2007; Young et al. 1999). The control over crystal orientation often seen
in biominerals suggests a role for surfaces that reduce interfacial energies, as in
the biomimetic examples presented above. However, immobilized macromolecules,
in particular polysaccharides, have also been proposed to act as concentrators of
mineral ions by cation binding prior to crystallization (Marsh 1994; Addadi et al.
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1987). Within the framework of CNT, one would expect ion binding to enhance
nucleation, because concentrating the cations should increase the kinetic pre-factor
and/or the local supersaturation in Eq. 1.1.

The idea that an ion-binding mechanism promotes nucleation was recently
substantiated by Smeets et al. (2015), who used LP-TEM to examine the effects
of the macromolecule polystyrene sulfonate (PSS) on CaCO3 nucleation. With an
abundance of sulfonate groups, the PSS served as a surrogate for highly charged
biomolecular matrices. To conduct this study, control experiments were performed
in which CO2 and NH3 were diffused into CaCl2 solutions within silicon nitride cells
in the absence of PSS. These experiments resulted in the nucleation and growth of
vaterite, which formed randomly throughout the experimental volume. In contrast,
when PSS was introduced to the CaCl2 solution prior to introducing CO2, the Ca2C

complexed with the PSS to form Ca–PSS globules. These were approximately 10–
20 nm in diameter and were evident in TEM, AFM, and dynamic light-scattering
measurements (Fig. 1.6a, b). FTIR and zeta potential data demonstrated that the
Ca2C interacted with the negatively charged sulfonate groups (Fig. 1.6c, d), and
analysis of titration calorimetry data showed that 56 % of the Ca2C in the solution
was complexed within the globules.

Further experiments found that when CO2 was diffused into the TEM fluid cells
containing the globules, the first phase to appear was ACC rather than vaterite
(Smeets et al. 2015). Moreover, the ACC nanoparticles nucleated exclusively within
the globules (Fig. 1.6e). At much later times, after growth of the ACC particles had
ceased, vaterite formed sporadically in regions away from the globules. Analysis
of the ACC and vaterite growth rates showed that ACC nucleation in the presence
of PSS occurred at a higher supersaturation (� D 1.0–1.8 relative to ACC) than
the nucleation of vaterite in the absence of PSS (� D 0.5–0.6 relative to vaterite).
Because ACC has a lower surface energy (De Yoreo and Vekilov 2003; Hamm et al.
2014), the free-energy barrier to ACC nucleation should be lower than that opposing
vaterite nucleation at equal supersaturations. These results show, however, that the
addition of PSS significantly inhibits ACC nucleation. These results suggest that,
while PSS can control the location of nucleation and stabilize the amorphous phase,
it does not act by lowering the interfacial energy, which would instead lead to a
reduction in the supersaturation needed for nucleation.

The results of Smeets et al. (2015) show that the negatively charged polymer
acts to control nucleation through a mechanism that is distinct from the SAM
surfaces described above. Instead of providing a surface with low interfacial free
energy to promote nucleation, the PSS binds to Ca2C and locally concentrates
it. The localized formation of the metastable ACC then results from both the
locally high supersaturation and interaction with the stabilizing polymer matrix,
while the reduced calcium concentration in solution prevents immediate vaterite
crystallization outside the globules. Thus, the results demonstrate the significant
role that ion binding can play in directing nucleation by effects that are predominant
over controls by interfacial free energy.
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Fig. 1.6 (a) and (b) in situ AFM (upper) and LP-TEM (lower) images of (a) PSS solution and (b)
Ca–PSS solution showing globules are only observed in presence of Ca. (c) Zeta potential for the
Ca–PSS solution (blue) and the solution containing only PSS (red) (d) FTIR spectrum showing the
shift in the peak associated with the symmetric stretch of the sulfonate group upon addition of CaCl
to PSS solution. The shift shows that the Ca2C ions bind to the sulfonate groups. Red: Ca-free
PSS solution, blue: Ca–PSS solution. (e) LP-TEM image from a time-lapse series exhibiting many
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1.8 Outlook

Advances in analytical techniques are providing new insights into nucleation that
reveal the many pathways to producing crystalline phases from solution. The studies
discussed above show that, in a number of cases, the behavior of nucleating systems
is at least in qualitative agreement with CNT and, in the case of heterogeneous
nucleation on SAM surfaces, exhibits quantitative behavior that is in reasonable
agreement with the predictions of CNT. Nonetheless, in a number of systems, the
involvement of species of higher order than monomers is evident, and, as Eq. 1.2
makes clear, the analysis of nucleation rate data can in no way rule out precritical
particle aggregation even in the cases where CNT appears to be consistent with the
data. This is because, as explicitly shown by Eq. 1.2, CNT does not differentiate
between ion-by-ion and particle-based nucleation processes. Whether the particle
populations that lead to nucleation are always metastable or can be stable relative to
the monomers is yet to be determined.

Although all systems supersaturated relative to any phase, even at infinitesimal
levels, must eventually nucleate that phase, the high barriers encountered in most
systems at low supersaturation—particularly for sparingly soluble systems—force
researchers to perform nucleation experiments at high supersaturations where
nucleation occurs on laboratory timescales. However the consequence of working
in this regime is that multiple pathways of nucleation become operative. There
is strong evidence that one of these pathways involves passage into a spinodal
region even in simple electrolyte solutions at supersaturations achievable in the
laboratory. Whether the multistep nucleation pathways passing through precursor
phases that are commonly reported for systems like calcium carbonate or phosphate
involve these liquid states remains uncertain, as does the relative importance of
direct vs. indirect transformation during multistep nucleation events. However, the
process is well documented in protein systems. Moreover, data on heterogeneous
nucleation rates show unequivocally that, in cases where high supersaturation opens
multiple pathways, a single pathway and outcome can be reestablished through the
introduction of surfaces that reduce interfacial free energies. This level of control

J
Fig. 1.6 (continued) nuclei in Ca–PSS globules and an electron diffraction pattern (inset) showing
they are amorphous. Insets to a, b, and e illustrate stage of mineral formation process probed
in each panel: (a) In pure water, PSS (red free-form lines) exists in a dissolved state with a
loose chain conformation. (b) Introduction of Ca2C (blue dots) results in Ca2C-binding with the
SO3

� groups of the PSS leading to chain collapse to form Ca–PSS globules with a locally high
Ca2C concentration deposited on the surface with low free Ca2C concentration in the surrounding
solution (left) where dissolved PSS is also bound to Ca2C (right). (e) CO3

2� (red and yellow dots)
from the ammonium carbonate source diffuses into the globules (black arrows) where it binds with
Ca2C, replacing the weaker SO3

�/Ca2C interaction and creating a supersaturated state from which
ACC (light blue sphere) nucleates and grows until Ca2C in globules is depleted to the solubility
limit of ACC. The depleted concentration of Ca outside of the globules limits additional inward
diffusion of Ca (red crosses over blue arrows). Scale bars (a, b) 100 nm and (e) 50 nm (From
Smeets et al. (2015) used by permission of Macmillan Publisher Limited)
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Fig. 1.7 The possible pathways by which monomers form a stable bulk crystal, and the physical
mechanisms that give rise to them, can have thermodynamic (a, b, c) and kinetic (d, e) origins.
(a) Classical monomer-by-monomer addition. (b) Aggregation of metastable particles, such as
liquid, amorphous, or poorly crystalline particles, or of oriented (and nearly oriented) attachment
of metastable nanocrystals. (c) Crystallization via the formation of a metastable bulk phase, such
as a liquid or solid polymorph. (d) Kinetically dominated aggregation of clusters or oligomers.
(e) Aggregation of unstable particles whose internal structures are not those of equilibrium phases
(From De Yoreo et al. (2015) used by permission of the American Association for the Advancement
of Science)

also occurs with polymeric matrices that locally concentrate the solute ions and
interact with the mineralizing constituents to define the phase that forms.

The rich diversity of nucleation processes that are evident in the examples
presented here demonstrates that the classical picture of nucleation needs to be
expanded. Beyond the relatively simple process of monomer addition to a growing
particle to overcome a smooth barrier (Fig. 1.7a), additional pathways exist that
require considering both thermodynamic and kinetic factors. The former includes
energy landscapes that allow for metastable (or stable) precritical particle popula-
tions created through microscopic fluctuations and which render barriers bumpy
rather than smooth (Fig. 1.7b), as well as landscapes that allow for metastable
bulk phases (Fig. 1.7c). Overlain on top of these thermodynamic complexities are
the dynamic factors of supersaturation and temperature, which lead, respectively,
to hierarchical pathways involving particles that have no special thermodynamic
status (Fig. 1.7d) and nonequilibrium bulk materials that are nonetheless kinetically
stabilized indefinitely (Fig. 1.7e). By developing a mechanistic understanding
of these competing—and sometimes—simultaneous phenomena, a more accurate
predictive and quantitative picture of crystal nucleation will emerge.
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Chapter 2
Novel Paradigms in Nonclassical Nucleation
Theory

James F. Lutsko

2.1 Introduction

The process of nucleation is of fundamental importance in many areas of physics,
chemistry, and materials science. Nucleation involves the formation of macro-
scopic objects—droplets, crystals, etc.—based on microscopic mechanisms such
as molecular attachment and detachment and thermal fluctuations. As such, it is an
intrinsically challenging problem of coupled length and time scales. Furthermore,
only the initial and final states are equilibrium states: indeed, the initial state
by definition is actually only metastable. Hence, the process is nonequilibrium
in nature further complicating its description. It is therefore remarkable that a
well-established theoretical paradigm exists, namely, classical nucleation theory
(CNT), which is based on a deft combination of physical intuition and a certain
dexterity in skirting technical difficulties. In fact, as discussed below, the real key
to the success of CNT is that it is applicable in a regime of very weak driving
forces (e.g., low supersaturation) so that processes are slow and the key object
of discussion, the critical cluster, is macroscopically large, thus minimizing the
importance of the details of microscopic mechanisms. However, today, nucleation
is studied experimentally, and even imaged, at the molecular level, for cases of high
supersaturation in which the critical cluster consists of fewer than 100 molecules
(Sleutel et al. 2014). At the same time, computer simulation is well suited to the
study of nucleation at these length and time scales, and modern, so-called “rare-
event” techniques extend this to the regimes intermediate between the molecular and
the macroscopic (see, e.g., Van Erp 2012). All of this new focus has not only pushed
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us well beyond the bounds of applicability of CNT but has revealed new phenomena
such as two-step nucleation that lies outside of the conceptual framework of CNT
altogether.

2.2 Classical Nucleation Theory

In order to set the context for an alternative approach to nucleation, the standard
classical nucleation theory is reviewed and critiqued. The aim here is not to give
a comprehensive review—for that there are many excellent books, e.g., Kashchiev
(2000). Instead, the goal is simply to set out the basic conceptual elements and to
indicate how they are linked together. For this reason, the discussion will be limited
to homogeneous nucleation in a single-component system in three dimensions.
Specifically, we will have in mind liquid-vapor or solid-liquid diffusion-limited
nucleation. The same basic ideas are readily extended to multicomponent systems,
two-dimensional (e.g., surface) nucleation, etc.

2.2.1 Thermodynamics of CNT

Nucleation involves the transition from an initial, metastable phase A (the mother
phase) to a new phase B, e.g., from vapor to liquid, liquid to solid, weak solution to
crystal, etc. In CNT, we presume that we know two things: the free energy per unit
volume for the initial and final phases, !A and !B, and the planar surface tension
for coexisting A and B phases, �AB. In the classical nucleation theory approach, we
need to be able to calculate the excess free energy of a cluster of phase B surrounded
by a large (in principle, infinite) volume of mother phase A. CNT makes use of the
capillary approximation based on the assumption that (a) the cluster-mother phase
interface has zero width so all molecules are either inside or outside the cluster,
(b) the material inside the cluster has the same thermodynamic properties as in the
bulk, and (c) the interfacial free energy per unit volume is the same as for the planar
interface. This gives a total free energy for a cluster of size N of

˝N D VN!B C .V � VN/!A C SN�AB (2.1)

where VN is the volume of the cluster, SN is its surface area, and V is the total
(very large) volume of the system. Here and below, we work in the grand-canonical
ensemble wherein the independent variables are volume, chemical potential, and
temperature: since we always have in mind the thermodynamic limit and since
we ultimately are only interested in free energy differences, all results will be
independent of the choice of ensemble. The excess free energy of the cluster (i.e.,
the difference in free energy with and without the cluster) is then

�˝N � ˝N � !AV D VN .!B � !A/C SN�AB (2.2)
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The number of molecules in the cluster N and its volume are related by the bulk
density of the new phase, �B, as N D VN�B. If the cluster is assumed to be spherical,
this allows us to relate the radius (and hence, also, the surface area) to N. The
excess free energy is of course zero for clusters of size zero and increases as the
size increases until reaching a maximum at the critical radius Rc:

Rc D �
2�AB

!B � !A
(2.3)

where the excess free energy is

�˝c D
16	

3

�3AB

.!B � !A/
2

(2.4)

For radii larger than Rc, the free energy decreases as R increases. Thus, in the
nucleation stage, R D 0 to R D Rc, growth is driven by thermal fluctuations against
the gradient of the free energy, whereas in the deterministic growth stage, R > Rc,
the free energy favors ever-increasing cluster size.

2.2.2 Kinetics of CNT

Since it is assumed in CNT that the properties of the material inside the cluster
are the same as those of the new phase in the bulk, the only property of the
cluster which can change as a function of time is its size: the number of molecules
comprising the cluster is the only dynamic variable. In CNT it is assumed that the
dominant mechanism for evolution of the cluster is the attachment and detachment
of individual growth units (atoms, molecules, colloids, etc.) or monomers. Neglected
is the addition or removal of larger structures from dimers to mesoscopic clusters.
All of these processes are possible, but it is assumed that they occur so rarely that
they can be safely ignored. Thus, a cluster consisting of N growth units can only
undergo transitions to either size N C 1 or N � 1. Let the concentration (number
per unit volume) of clusters of size N be cn. The dynamics of the model is then
expressed as

dcN

dt
D fN�1c1cN�1 � fNc1cN C gNC1cNC1 � gNcN ; N > 1 (2.5)

dc1
dt

D �2f1c
2
1 �

1X

ND2

fNc1cN C 2g2c2 C

1X

ND3

gNcN

where fN is the probability per unit time that a cluster of size N will gain a
monomer—the monomer attachment frequency—and gN is the probability per
unit time that it will give up a monomer, the monomer detachment frequency.
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The second equation arises because monomers are special: they participate in
every event. Note that this model applies to both an undersaturated system and
to supersaturated systems. At undersaturation, we can assume that the system
is in equilibrium so that the distribution of cluster sizes is stationary and one
expects to have detailed balance whereby transition probabilities between sizes
N and N C 1 are equal: fN�1c1cN�1 D gNcN . If one further assumes that the
distribution of clusters follows a Boltzmann-like distribution, cN D c1e�ˇ�˝N ,
where ˇ D 1=.kBT/ is the inverse of the temperature, then one obtains the relation
gN D c1e�ˇ.˝N�1�˝N /fN�1.

The total number of clusters per unit volume is c .t/ �
P1

nD1 cN .t/ : summing
Eq. (2.5) over N gives an equation for its evolution for a closed system:

d

dt

1X

ND1

cN D c1

1X

ND1

fN
�

e�ˇ.˝N�˝NC1/cNC1 � cN

�

In equilibrium, we are assuming that cN / e�ˇ˝N in which case the right-hand
side vanishes, as one would expect. If the system is open, the number of clusters
can vary. For example, if the concentration of monomers is artificially held fixed at
some given value, c1 .t/ D c1, then we find that

dc .t/

dt
D f1c1

�
c1 � e�ˇ.˝1�˝2/c2 .t/

�
(2.6)

so that c.t/ will, in general, vary with time. However, even for a supersaturated
system, it is usually assumed that cN .t/ � c1e�ˇ.˝1�˝N / for small N so that again
the number of clusters would be, for all intents and purposes, constant. Finally, it
is easy to verify that the quantity n .t/ �

P1
nD1 NcN .t/ ; which is simply the total

number of particles per unit volume, i.e., the average density, is in all cases constant
with time, thus verifying conservation of particle number.

2.2.3 Zeldovich Equation

For large clusters, it makes sense to suppose that the concentration of clusters of size
N, cN , can be viewed as a continuous function, c.N/, with similar generalizations of
the free energy, the monomer attachment frequencies, and so forth. We can formally
replace quantities such as c.N ˙ 1/ by c.N ˙ 
/ and Taylor expand around 
 D 0 to
get

@c .NI t/

@t
D 
2

@

@N

�
f .NI t/

@ˇ˝.NI t/

@N
C f .NI t/

@

@N

�
c.NI t/C O.
3/: (2.7)
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When the higher-order terms are neglected and 
 is set to its true value of one, the
result is known as the Zeldovich equation. If we integrate the Zeldovich equation
over N from N0 to infinity and note that c .N > N0I t/ �

R1

N0
c .N0I t/ dN0 is the

concentration of clusters of size N or larger, c .N > N0I t/, then

@c .N > N0I t/

@t
D �

�
f .N0I t/

@ˇ˝.N0I t/

@N0
c.N0I t/C f .N0I t/

@c.N0I t/

@N0

�
(2.8)

is the number of clusters per unit volume and per unit time that become larger than
N0 which, for N0 D Nc, is just the nucleation rate.

A somewhat different perspective is possible if we note that c.NI t/ is the number
of clusters of size N per unit volume. Integrating this quantity over all N therefore
gives the total number of clusters per unit volume. The probability to find a cluster
of size N will then be P .NI t/ D c .NI t/ =c .t/ which satisfies

@P .NI t/

@t
D

@

@N

�
f .NI t/

@ˇ˝.NI t/

@N
C f .NI t/

@

@N

�

P .NI t/ � c .t/�1 P .NI t/
@c .t/

@t
: (2.9)

Now, if the average number of clusters is constant, e.g., in an undersaturated,
equilibrium solution or in a steady-state nucleation experiment as described below,
the last term will be zero. What remains has the form of a Fokker-Planck equation for
the probability to find a cluster of a given size. This allows us to make contact with
the extensive theory of stochastic processes (Gardiner 2004; Hänggi and Borkovec
1990).

2.2.4 Nucleation Rate

A time-independent equilibrium state is only possible in an undersaturated system.
As the saturation is increased, e.g., by lowering the temperature, the system
eventually reaches the supersaturated state in which nucleation will take place. The
key practical question is the rate at which nucleation occurs. The classical method
used to determine the nucleation rate is to imagine a thought experiment in which
one fixes the concentration of monomers at some prescribed value, c1, and one
removes post-critical clusters once they reach a given size, say Nmax. In this way, a
steady nonequilibrium state is established, and the rate at which clusters are removed
is a measure of the nucleation rate.

In the steady state, the kinetic equation, Eq. (2.5), can be written as

fN�1c1cN�1 � gNcN D fNc1cN � gNC1cNC1; 2 � N � Nmax �1 (2.10)
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with boundary conditions c1 fixed at its prescribed value and cNmax D 0. The rate at
which critical nuclei are formed is JNc D fNc c1cNc � gNcC1cNcC1, and this turns out
to be (Kashchiev 2000)

JNc D

 
Nmax�1X

nD1

1

fnc1e�ˇ.˝n�˝1/

!�1

: (2.11)

Similarly, we could start with the Zeldovich equation with boundary conditions
c .1/ D c1 and c .Nmax/ D 0 which gives the stationary solution (Kashchiev 2000)

c.N/ D c1e
�ˇ�˝.N/ �

R N
1

1
f .N0/

eˇ�˝.N
0/dN0

R Nmax
1

1
f .N0/

eˇ�˝.N0/dN0
c1e

�ˇ�˝.N/; (2.12)

so that using Eq. (2.8), the nucleation rate is then

JNc D

�Z Nmax

1

1

c1f .N0/
eˇ�˝.N

0/dN0

��1

: (2.13)

The similarity between the two results, Eqs. (2.11) and (2.13), is evident. Assuming
that the dominant contribution to the integral comes from the neighborhood of
the maximum of the excess free energy, which is to say at the critical clus-
ter, we can make a saddle-point approximation using �˝.N/ ' �˝.Nc/ C
1
2
�˝ 00.Nc/ .N � Nc/

2, to get the classic expression

JNc ' c1f .Nc/

r
1

2	
jˇ�˝ 00.Nc/je

�ˇ�˝.Nc/: (2.14)

2.2.5 The Monomer Attachment Rate

The final quantity needed to complete CNT is a specification of the monomer
attachment frequency, f .N/. This is typically assumed to be the rate at which
molecules strike the surface of the cluster times a heuristic “sticking probability”
(a quantity between zero and one). The rate at which molecules strike the cluster
depends on the physics governing the movement of matter in the system. For
example, for colloids and macromolecules in solution, the movement of molecules is
generally diffusive, and the rate is determined by solving the diffusion equation. For
phase transitions involving simple fluids, kinetic theory can be used to determine the
rate. In any case, the calculations inevitably involve the assumption of stationarity,
i.e., that the growth of the cluster can be ignored in determining the rate (the “quasi-
static” approximation). This leads to the classic expression f .N/ D �N4	R .N/Dc1
where �N is the sticking probability, R .N/ is the cluster radius, and D is the diffusion
constant for the colloid particles. Many other examples can be found in Kashchiev
(2000).
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2.2.6 Nucleation Theorems

Finally, this brief survey of CNT is concluded by mentioning the so-called
nucleation theorems which are widely used in the interpretation of data from both
experiments and computer simulation. The first nucleation theorem is a relation
between the free energy of the critical cluster, the chemical potential, and the size
of the critical cluster (Kashchiev 2000):

d�˝c

d�
D ��Nc: (2.15)

Here, we have formulated the theorem in the grand-canonical ensemble as is
appropriate when the independent variable is chemical potential—hence, the use
of the grand potential ˝ D F � �N. The quantities occurring in this relation are
the excess free energy (relative to the original, mother phase) of the critical cluster
and the excess number of molecules. This result follows trivially from equilibrium
statistical mechanics using density functional theory techniques (see Appendix)
and is therefore free of any model-based assumptions. For a more thermodynamic
proof, see Bowles et al. (2001). It should also be noted that in the thermodynamic
limit, differences in free energy are the same no matter which ensemble is used,
so the result automatically holds, e.g., in the canonical ensemble where the grand
potential would be replaced by the Helmholtz free energy. The second nucleation
theorem relates the derivative of the nucleation rate, J, with respect to temperature
to thermodynamic quantities characteristic of the two phases (Ford 1997):

�
d ln J

dT

�

��

D
1

kBT2
�
L � kBT � Ex

�
N�
��

where L is the latent heat and Ex .N�/ is the excess internal energy. However,
its derivation is not as clean as that for the first nucleation theorem in that it is
predicated on particular assumptions concerning the relation between the monomer
attachment and detachment rates.

2.3 Criticisms and Refinements of CNT

2.3.1 Criticisms of CNT

From the preceding summary of CNT, several deficiencies are immediately appar-
ent. Some of the most important are:

1. The capillary approximation is very crude: real clusters have diffuse interfaces
with finite interfacial widths as is well attested from computer simulations
(Wolde et al. 1998). Only for very large clusters can the finite interfacial width be
ignored: for small clusters, virtually all molecules may be part of the interface.
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2. Even if the zero-width interface is accepted, it is also not true that the properties
of the material inside the cluster are the same as in the bulk.

3. The free energy plays a crucial role: particularly the assumption of detailed
balance used to relate the monomer attachment and detachment frequencies. But
free energy is only defined for equilibrium systems: what is the free energy of an
unstable cluster?

4. If the cluster interface is diffuse, what exactly is meant by monomer attachment
and detachment?

5. Some transitions are characterized by more than cluster size: the most important
example is crystallization where both density and some characterization of
molecular-scale order, “crystallinity,” are critical. How can CNT account for
more than just cluster size?

6. In order to build a cluster, mass must be moved from one part of the system to
another. In post-critical cluster growth, this is described by transport equations
(e.g., the diffusion equation) coupled to equations describing the growth of a
cluster. Shouldn’t transport be similarly accounted for in the nucleation stage? Is
it really adequate to treat transport in the quasi-static approximation?

These and other criticisms have been widely known and have driven work on
the refinement of CNT which can mostly be classified in two categories: refine-
ments of the capillary approximation and refinements of the monomer attachment-
detachment rates.

2.3.2 Refinements of the Capillary Model

In CNT, the nucleation rate scales as the exponential of the free energy barrier
so an accurate determination of the barrier is obviously crucial. The capillary
approximation is based on macroscopic concepts such as surface tension and bulk
free energies and so, at best, can only be expected to be accurate for large clusters.
There have therefore been many suggestions at improvements on this estimate.

The extended liquid drop model (ELDM) of Reiss, Reguera, and co-workers
(Reguera et al. 2003; Reguera and Reiss 2004) is based on a more microscopic
concept of a cluster than the macroscopic ideas used in the capillary model including
the fact that clusters constantly fluctuate in size. It still makes use of the concept of
the free energy of nonequilibrium clusters and the assumption that the probability
to observe a cluster of a given size is given by a Boltzmann-like distribution. One of
its most important consequences is that the free energy barrier (correctly) vanishes
at the spinodal (e.g., for sufficiently high supersaturation), whereas the capillary
model always gives a finite barrier. In the generalized Gibbs approach (Schmelzer
et al. 2006), it is recognized that the surface tension is not a constant but depends on
the properties of both the cluster and the ambient phase. Dillman and Meier (1991)
and Laaksonen et al. (1994) generalized the capillary model by, among other things,
including size-dependent corrections to the surface tension and treating all constants
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as adjustable parameters, some of which are fixed by demanding agreement, e.g.,
with the virial expansion for the pressure. Other parameters are fit to experimental
data yielding the so-called semi-phenomenological model. Similarly, Prestipino,
Laio, and Tosatti (2012) showed that better estimates could be obtained by allowing
for the dependence of the surface tension on the cluster size (e.g., the Tolman length)
and taking into account nonspherical clusters. Kalikmanov (2006) has also tried
to refine the notion of surface tension by trying to determine cluster free energies
directly from the canonical configuration integral in the so-called mean-field kinetic
nucleation theory. Classical density functional theory is more complex than most
of these proposals but has been shown to give the most realistic qualitative and
quantitative description of cluster structure and free energy (see, e.g., Lutsko (2008),
for a comparison with simulation).

2.3.3 Refinements of the Becker-Döring Equation

One way to avoid the issue of free energies altogether is to use other means to deter-
mine the monomer attachment and detachment frequencies required in the kinetic
equation, Eq. (2.5). In dynamical nucleation theory (Schenter et al. 1999; Kathmann
et al. 1999), this is done by using transition state theory and equilibrium statistical
mechanics to develop expressions for the monomer attachment and detachment
rates based on the first principles. This effectively requires evaluating many-body
configuration integrals and is in practice a method of extracting the monomer rates
from simulation. Another well-known attempt to improve on the determination of
the monomer detachment frequency is the Ruckenstein-Narsimhan-Nowakowski
(RNN) theory (Narsimhan and Ruckenstein 1989; Ruckenstein and Nowakowski
1990; Djikaev and Ruckenstein 2005). The idea in this approach is to determine the
detachment frequency by treating the movement of a particle on the surface of the
cluster as being Brownian motion under the mean field of the cluster. The escape
rate of surface particles can then be determined and used to fix the detachment
frequency.

2.4 Beyond CNT

As we have seen, the theory of nucleation began with the Becker-Döring model
which is based on the cluster rate equations and the capillary approximation, and a
great deal of work has been done to refine, extend, and clarify these concepts. So,
the question arises: Is there any other way to understand nucleation? In particular,
is it possible to remedy some of the shortcomings noted above for CNT? In fact, the
closely related problem of critical phenomenon—that is, the behavior of systems
near the critical point—has long been framed in the alternative language of field
theory. The recently introduced mesoscopic nucleation theory (MeNT) makes use
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of similar concepts and ideas to develop an alternative to CNT (Lutsko 2011,
2012a,b,c; Lutsko and Durán-Olivencia 2013). The basic idea is a shift of viewpoint:
rather than treating clusters as distinct, independent objects, they are viewed as local
increases (e.g., for droplet nucleation) or decreases (e.g., for bubble nucleation)
in the density of the mother phase. Instead of trying to describe the statistics of
clusters, the shift in paradigm requires us to think in terms of the dynamics of
density fluctuations. Happily, such a theory already exists and has played a central
role in nonequilibrium statistical mechanics for at least half a century. It was first
formulated by Landau and is called fluctuating hydrodynamics. It has long been
used to study such phenomena as light scattering from fluids (Lutsko and Dufty
1985), fluctuation renormalization of transport coefficients (Lovesey 1986), the
glass transition (Kawasaki 1998), and long-time tails (Fox 1976).

The term “hydrodynamics” might seem to imply that the theory is only applicable
to fluid-fluid transitions. However, in nonequilibrium statistical mechanics, the term
has a more general meaning and simply indicates that the theory is developed for
long-wavelength fluctuations. The quantity that is fluctuating could be anything:
not only fluid quantities such as density, momentum, and temperature but also,
say, magnetization, some measure of local order (e.g., crystallinity), etc. What is
meant by “long”? That depends on the problem, but, e.g., in fluids, it has the precise
meaning of larger than the mean free path. In dense fluids and solids, the mean free
path can be less than the typical particle size so that a “hydrodynamic” description
remains valid down to molecular length scales. (Note that it is similar to, but more
complex than, the familiar Navier-Stokes equations.) Thus, it is not unreasonable
for the density to include molecular-length-scale structure allowing the theory to
account for spatial ordering (e.g., in crystallization). Even though attention has so
far been focused on the density field, one naturally also includes temperature and
velocity fields so that heat transport and flow can also be included.

In the following, a brief sketch of the theory will be presented. Most math-
ematical developments will only be described, and the reader can refer to the
original literature for detailed derivations and proofs. The main question we wish to
address, beyond the basic description of the theory, is as follows: How can such an
approach have anything in common with the Becker-Döring theory? What happens
to concepts like the critical cluster and monomer attachment-detachment?

2.4.1 Fluctuating Hydrodynamics

The original form of fluctuating hydrodynamics as formulated by Landau looked
like the Navier-Stokes equations of fluid dynamics but with some additional,
stochastic contributions to the stress tensor and the heat flux vector (Lifshitz and
Pitaevskii 1980). In order to describe colloids and large molecules in solution, we
will begin with a slightly different version:
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@�

@t
C
1

m
r �j D 0 (2.16)

@j
@t

C r �jj=�C �rP C r �S D �� j C
p
2m�kBT��

The macromolecules are characterized by their local number density � .rI t/ and
local momentum flux j .rI t/ D m� .rI t/ v .rI t/ with v .rI t/ being the average local
velocity of the large molecules. Also appearing here are the mass of the molecules,
m; the local partial pressure of the macromolecules, P .rI t/; and the dissipative
stress tensor, S .rI t/, which accounts for viscosity due to the interaction of the
molecules. The dissipative stress tensor also has a stochastic part as introduced by
Landau. Finally, since the large molecules are in solution, some account must be
given of the interaction between these two components, and this is the role of the
terms on the right-hand side. The first term on the right in the momentum equation
is an additional friction due to transfer of momentum from the large molecules to
the bath. The second term is a fluctuating force which accounts for the effect of the
small solute molecules colliding with the large molecules giving them a Brownian
motion. There are no additional terms in the first (density) equation since it simply
described for the conservation of mass which is unchanged by the interaction with
the solution. Finally, there is no equation for the temperature as we assume that the
bath acts as a thermostat so that the large molecules are effectively in an isothermal
state. To describe nucleation of a system of small molecules (with no bath), the
two terms on the right in the momentum equation must be dropped and the usual
equation for temperature fluctuations included.

Three additional elements are needed to fully specify the dynamics. First is an
expression for the local pressure. Here, ultimately we will use a localized Gibbs-
Duhem expression to relate pressure gradients to gradients of the local chemical
potential which, following ideas from density functional theory (Lutsko 2010), can
be expressed in terms of the functional derivative of the local free energy with
respect to the density. Thus, we replace

rP .rI t/ ! r� .rI t/r
ıF Œ��

ı� .rI t/
(2.17)

which is the local equilibrium approximation and is the main assumption of the
theory. Even cruder approximations are widely used in nonequilibrium statistical
mechanics because it proves very difficult to do better. The virtue of using this
expression is that it brings in the free energy functional in a very natural way
and allows us to make contact with the well-developed machinery of DFT (Lutsko
2010). The second element needed is a specification of the dissipative stress
tensor. It would be quite reasonable to use the usual Navier-Stokes form for this,
supplemented with the usual stochastic contribution, but we will work in the
“overdamped” regime in which it is assumed that the friction due to the bath is
much more important than the internal viscosity of the solute, so this term can be
safely neglected. Finally, we must specify the remaining fluctuating term which
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is usually taken to be Gaussian, white noise with correlation h� .rI t/ � .r0I t0/i D

ı .r � r0/ ı .t � t0/. All of these elements can be used, together with the assumption
of “overdamping,” to give a single equation for the density field:

@�

@t
D D r� �r

ıˇF Œ��

ı�
� r�

p
2D�� (2.18)

Here, D D kBT
�m which is the diffusion constant for a single large molecule in

solution. Note that at low density, the free energy functional is known exactly (it
is just the result for the ideal gas) and this reduces to

@�

@t
D Dr 2� � r�

p
2D�� (2.19)

which is simply diffusion with noise. We can specialize to the formation of clusters
by imposing spherical symmetry. It turns out that when we do so, a better variable
than the local density is the cumulative mass defined simply by summing the density
out to a given radius:

m .r/ D 4	

Z r

0

�
�
r0
�

r02dr0; (2.20)

in terms of which we find
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with the scalar noise having correlations

˝
� .rI t/ �

�
r0I t0

�˛
D ı
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ı
�
t � t0

�
: (2.22)

2.4.2 Interpretation

Aside from their potential utility for performing stochastic simulations, what can we
say about these stochastic models, Eqs. (2.18) and (2.21)? Clearly, the free energy
plays an important role in the deterministic dynamics. In fact, due to their rather
simple structure, one can prove that in the so-called weak-noise limit (which is
expected to become more accurate as the temperature decreases), the most likely
pathway (MLP) for nucleation passes through the critical cluster and that the energy
barrier that must be overcome is exactly that determined by the critical cluster
(Lutsko 2011, 2012a). This important result demonstrates that the phenomenology
of nucleation is in fact contained within this framework. Furthermore, the MLP for
nucleation can be obtained in this limit simply by starting at the critical cluster and
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integrating the deterministic part of Eqs. (2.18) or (2.21) (i.e., by setting � D 0)
(Lutsko 2011, 2012a). We thus potentially obtain a complete picture of cluster
formation, from initial density fluctuation to the post-nucleation growth phase,
within a single, unified model. And there is no difficulty in using the driving
force, the free energy functional, and the most sophisticated microscopic models
available.

What have we learned from performing these calculations? The exploration of
this approach is still in its early stages, but already there have been some surprising
insights related to the role played by mass conservation (Lutsko 2011, 2012a,c;
Lutsko and Durán-Olivencia 2015). A dense cluster must be formed by bringing
together an excess (relative to the average) of mass, and this mass must come
from somewhere. In CNT, the picture of a cluster is that it starts with very small
(effectively zero) radius and grows steadily with the interior mass fixed at that
of the bulk liquid (i.e., the capillary approximation). Due to the role of mass
conservation in MeNT, the MLP is quite different: clusters start out with very
large radii and densities very close to the average, e.g., as long-wavelength, small-
amplitude density fluctuations. This small excess of mass then gathers, due to
random fluctuations, so that in effect the radius of the cluster becomes smaller,
while the density inside it increases as illustrated schematically in Fig. (2.1). At
a certain point, once the density is high enough which typically means close to
the bulk value, the radius begins to increase, and the growth of the cluster begins
to match that assumed in CNT. Note that this implies that clusters with large
interior density and very small radius are rare and this in fact agrees with certain
observations from simulation (Trudu et al. 2006).

2.4.3 Order Parameters and Connection to CNT

A pressing question has to be how can one have two such different approaches to
the description of the same phenomena? If MeNT is really more general than CNT,
one would like that the latter result from some approximation to the former, and this
is indeed the case. The key is to consider parameterized density fields. Rather than
deal with the quantity � .rI t/, in the spherically symmetric case, we guess some
form for the shape and approximate the density as � .rI t/ �  .rI x .t// where 
is some function of r, e.g., a sigmoidal function, that is parameterized with one or
more quantities x1; : : :, such as a radius, an interfacial width, etc., and it is assumed
that all of the change in the density as a function of time can be accounted for by
changes in the parameters. From the stochastic model for the density, we develop a
corresponding (approximate) model for the parameters which turns out to have the
form (Lutsko 2012a)
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Fig. 2.1 Schematic illustration of nucleation pathways using density (vertical axis) and radius
(horizontal axis) as the variables used to characterize a cluster. The initial, or “background,” state
is a low-density gas indicated by the dashed line at constant (low) density. In CNT, clusters begin
with zero radius but high density and simply increase in size (radius). In MeNT, mass conservation
leads to a more complex picture where the nucleation pathway (as characterized by the most likely
path or MLP) begins with a large cluster with small excess density that first decreases in radius as
mass is localized and then increases as density during the nucleation event and eventually joins the
classical pathway. In both cases—CNT and MeNT—the pathways pass through the critical cluster
(indicated by the circle) which, in MeNT, is just the most likely, but not the only, place to cross
the separatrix which divides the plane into the stochastic regime (to its left) and the deterministic
regime (to its right)

where we have used the Einstein summation convention wherein repeated indices
are summed. Note that once we introduce the parameterization, the free energy
becomes an ordinary function of the parameters, F Œ�� ! F .x/. The matrix of
kinetic coefficients, Kij .x/, is calculated solely from the function  .rI x .t// (Lutsko
2011, 2012a), and the amplitude of the noise term is related to it via K D MMT . The
“anomalous force,” Ai, is technical in nature and not present in the weak-noise limit
(Lutsko 2011, 2012a). Finally, from this stochastic equation, one immediately gets
the corresponding equation for the probability to observe a given set of parameters,
P .xI t/, which is

@
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Now it is possible to make a connection with CNT. We have only to assume
the capillary density profile, � .r/ D �B, for r < R and � .r/ D �A for r > R
so that we have a parameterized density profile with one parameter—the radius.
Similarly, we use the capillary approximation for F. One then finds that when the
kinetic coefficient is calculated from this simple profile and the results used in
the equation for P .xI t/, which is now P .RI t/, the result in the weak-noise limit
exactly matches the Zeldovich equation with the monomer attachment frequency for
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diffusion-limited nucleation. We thus recover CNT without ever having explicitly
introduced concepts like monomer attachment and detachment or steady-state
diffusion. The framework then allows one to go on to generalize CNT to multiple-
order parameters in a natural manner (Lutsko and Durán-Olivencia 2015).

2.5 Conclusion and Perspectives

The goal of this chapter has been threefold. First, an overview of classical nucleation
theory, including its deficiencies, was presented. It was emphasized that the key
elements of CNT are the Becker-Döring rate equations for the evolution of the
cluster population and the capillary approximation for the free energy. This was
followed by a brief survey of some of the many efforts that have been made to
improve on CNT. These largely aim to improve one or the other of the two CNT
pillars. Finally, the elements of mesoscopic nucleation theory were discussed as
an illustration of an alternate paradigm for nucleation which nevertheless is able
to reproduce at least certain key aspects of CNT. Although MeNT has already
provided new qualitative insights into nucleation, it is still a relatively new approach
to the problem, and many applications remain to be explored such as the effect of
flows, unsteady conditions, heterogeneous nucleation, crystallization, application to
single-component systems with heat transport, etc. At the theoretical level, most of
the work has so far involved the weak-noise regime, and the highly nonclassical
strong-noise regime remains to be explored especially now that some preliminary
simulation results are becoming available.

Appendix: Proof of the First Nucleation Theorem

To prove the first nucleation theorem, we first recall some elementary—but exact—
results from finite-temperature density functional theory (Lutsko 2010). From the
theory behind DFT, we learn that the statistical mechanics of a single-component
classical system can be entirely formulated in terms of the local number density
� .r/. There exists a functional of this density of the form ‰ Œ�� D F Œ�� � �N such
that the equilibrium density distribution, �eq .r/, minimizes ‰ Œ��, e.g.,

0 D
ı‰ Œ��

ı� .r/

ˇ̌
ˇ̌
�eq.r/

(2.25)

In the expression for‰, the first term F has no dependence on the chemical potential,
while in the second term, it is important to remember that N is simply the integral
of the density over all space, so that the only independent quantities are the local
density, the chemical potential, and the temperature (which does not change and so
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is not indicated). Furthermore, the free energy is simply the functional evaluated at
the equilibrium density ˝eq D ‰



�eq
�
. Although it is not an equilibrium state, this

is assumed to hold true as well for the critical cluster which has density �c .r/ and
free energy ˝c D ‰ Œ�c�. Hence, we have that
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Since the left-hand side demands the total derivative with respect to the chemical
potential, there are two contributions: the first due to the change in the equilibrium
density distribution when the chemical potential changes and the second due to the
explicit factor of chemical potential in the functional ‰. Now, since both �c .r/ and
�eq .r/ satisfy Eq. (2.25), the first term is identically zero leaving

d
�
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�
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�
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�
(2.27)

which is the desired result.
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Chapter 3
Challenges and Perspectives
of the Polymer-Induced Liquid-Precursor
Process: The Pathway from Liquid-Condensed
Mineral Precursors to Mesocrystalline Products

Stephan E. Wolf and Laurie B. Gower

Crystallization and phase separation is a key topic in physical chemistry which
greatly impacts a plurality of scientific disciplines, be they of applied or fundamental
nature. Our increasing insight into realistic and non-idealized systems is clearly
becoming manifest in the rising number of publications challenging the simplicity
of classical theories. These developments recently condensed into the concept of
so-called nonclassical crystallization which embraces all crystallization pathways
taking place outside of the framework of classical nucleation theories (Cölfen et al.
2008; De Yoreo et al. 2017, Chap. 1; Lutsko 2017, Chap. 2; Andreassen and Lewis
2017, Chap. 7; Yang and Ter Horst 2017, Chap. 16). Research has revealed three
important phenomena, all of which were observed in crystallizations in real systems
and have profoundly altered our perception of crystallization in general: the pathway
of oriented attachment, the existence of prenucleation clusters and the occurrence
of a liquid-condensed mineral precursor.

Following the pathway of oriented attachment (Penn et al. 2017) to its final
destination, we can end up with so-called mesocrystals (Cölfen et al. 2008; Rao
and Cölfen 2017). In this chapter, we stick to the recently proposed definition of a
mesocrystal given by Bergström et al. (2015) which states that it is a “nanostructured
material with a defined long-range order on the atomic scale, which can be inferred
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from the existence of an essentially sharp wide angle diffraction pattern (with sharp
Bragg peaks) together with clear evidence that the material consists of individual
nanoparticle building units”.

The notion of prenucleation clusters challenged classical nucleation theory
profoundly (Gebauer et al. 2008). These clusters, formed from constituents of the
mineral to be precipitated, are considered to be thermodynamically relatively stable
as they exist even in non-saturated conditions. These highly dynamic entities exhibit
solute character and are not thought to be a new phase. It was recently proposed that
the phase separation of these solutes is accompanied/triggered by a distinct decrease
in their dynamics and leads to the formation of a condensed liquid phase comprised
of these dispersed nanoconstituents (Wallace et al. 2013; Gebauer et al. 2014); this
behaviour may then be used to discriminate between solutes (i.e. prenucleation
entities) and separate phases (i.e. post-nucleation entities). But as of yet, their impact
on crystallization and phase separation remains to be understood.

The scope of this chapter is the last but not least of the aforementioned three
phenomena, the formation of liquid-condensed phases (LCP) in supersaturated
solutions of small, sparingly soluble, inorganic and mineral-forming compounds
such as calcium carbonate. Laurie Gower and co-workers were the first to propose
the occurrence of liquid-like amorphous intermediates during the precipitation of
calcium carbonate in a set of seminal contributions from 1997 to 2000 (Gower 1997;
Gower and Odom 2000). They reported formation of mineral tablets and other non-
equilibrium-shaped yet crystalline bodies of calcium carbonate and explained their
genesis by the precipitation and coalescence of highly hydrated and hence liquid-
like colloids of a transient amorphous mineral precursor phase. The formation of
this exceptional phase was assumed to be induced by the presence of tiny amounts
of a small polyanionic polymer (e.g. polyaspartate) and, hence, was dubbed the
polymer-induced liquid-precursor (PILP) process.

Due to the liquid-like state of the transient amorphous phase, a multitude
of mineral morphologies can be generated, illustrating the outstanding potential
of the PILP process for the morphosynthesis of non-facetted, non-equilibrium
morphologies. If the transient droplets are kept dispersed while ripening, solid
spheres with monomodal size distribution, hollow and hedgehog-like structures
of crystalline calcium carbonate can be obtained (Faatz et al. 2004; Loges et al.
2006). Sedimentation and subsequent coalescence leads to the formation of films
and tablets (Gower and Tirrell 1998; Gower and Odom 2000; Amos et al. 2007;
Cantaert et al. 2012; Jiang et al. 2013). Employment of patterned self-assembled
monolayers varying in hydrophilicity enables effective templating of the mineral
film (Kim et al. 2007). If the PILP film is generated beneath Langmuir monolayers,
single-crystalline aragonite patches of films can be produced which are similar
in morphology (a half micron in thickness and several microns in width) to
molluscan nacreous tablets (Amos et al. 2007) and which in fact were successfully
used for producing multilayered and nacre-like structures by multiple Langmuir–
Schäfer transfers (Volkmer et al. 2005). The liquid-like colloidal intermediates can
be accumulated and molded into an array of non-equilibrium morphologies by
templating approaches. This has been exemplified by the retrosynthesis of nacre
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Fig. 3.1 Morphologies generated by means of the polymer-induced liquid-precursor (PILP)
process: (a) a mosaic mesocrystalline film of calcium carbonate, (b) microfibrous calcite, (c)
calcium carbonate fibres obtained by capillary infiltration into track-etch membranes and (d)
bicontinuous calcium carbonate structure obtained by infiltration of a PHEMA hydrogel replica of
a sea urchin spine. Subfigures are reprinted with permission from (a) Gower & Odom (Gower and
Odom 2000), copyright 2000 Elsevier; (b) Olszta et al. (2004), copyright 2004 American Chemical
Society; (d) Kim et al. (2011), copyright Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim,
2011; (e) Cheng and Gower (2006), copyright 2006 American Chemical Society

or sea urchin spines (Volkmer et al. 2005; Gehrke et al. 2005), by infiltration of
PILP phase in small volumes (Olszta et al. 2003a), coating of scaffolds (Sommerdijk
et al. 2007) or exploitation of capillarity effects to produce, for example, nanowires
(see Fig. 3.1) (Gower 2008; Kim et al. 2011). Fibrous mineral structures can be
readily synthesized not only by infiltration but also in a self-organized fashion
(see Fig. 3.1). This process was originally proposed to follow a solution–precursor–
solid (SPS) mechanism starting from a seed crystal analogous to the established
vapour–liquid–solid (VLS) and solution–liquid–solid (SLS) mechanisms (Olszta
et al. 2004; Homeijer et al. 2010). Interestingly, Gower’s group observed via time-
lapse video that fibrous calcite can also be formed in the absence of seed crystals.
In these experiments, amorphous fibres seem to be “extruded” from cracks in a
gelatinous globule of precursor (Olszta et al. 2003b). Several hypotheses have been
proposed to explain the formation of these fibrous morphologies, such as oriented
attachment (although the fibres were stated as being formed from amorphous
nanoparticles) or polymer coating of the sides of the fibre to allow for attachment
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of particles solely at the growth tip (Cantaert et al. 2013). The finding of Gower
et al. that seed crystals are not required showed that fibres can also form by an
apparently different mechanism. Therefore, the hypothesis was modified to include
a mechanism by which an autocatalytic assembly of nanodroplets or nanoparticles
at high energy surface protrusions could provide the “seed” (site-specific growth
center) necessary for generating one-dimensional growth of fibers (Homeijer et al.
2010). The pronounced nanogranular texture of the generated fibres seems to
indicate that the precursor particles are not always purely liquid-like, even though
they coalesce fairly well to form single-crystalline fibres (if a singular nucleation
event drives the crystallization across the accumulated amorphous phase). With
regard to the variable stability of the precursor colloids, it seems clear that multiple
formation mechanisms exist which all allow for initiating or collecting the colloids
at a site-specific growth centre.

The PILP process was recently applied to calcium phosphates in order to estab-
lish a new route to biomimetic bone graft substitutes. In these studies, collagenous
tissues were mineralized with calcium phosphate under PILP-generating conditions.
The obtained fibres mineralized with hydroxyapatite show remarkable similarities to
native bone as they feature intrafibrillar and uniaxially oriented crystals which are
oriented roughly parallel to the fibril axis, generating diffraction patterns similar
to those of native bone (Olszta et al. 2007; Jee et al. 2010a); such diffraction
patterns cannot be generated by standard in vitro mineralization approaches. Olszta
et al. proposed that the liquid mineral phase is drawn into the gap regions of
collagen fibrils by capillary effects. A cryogenic transmission electron microscopy
(cryoTEM) study by Nudelman et al. corroborated the existence of an amorphous
precursor which selectively binds to and enters the fibres and proposed further that
a net negative surface charge of the transient intermediate of the mineral may be
crucial, as it may allow for the infiltration of the precursor complexes and their
interaction with positively charged regions within the collagen fibril (Nudelman
et al. 2010). In addition to these remarkable achievements, the PILP system has also
been successfully employed to reconstitute partially demineralized human dentin
resulting in a partial recovery of its mechanical properties (Burwell et al. 2012).

All of these studies exemplify the key feature of the PILP process: due to the
presence of the polymer, the process of crystallization undergoes “conversion from a
solution crystallization process to a solidification process” (Gower and Odom 2000).
This is in sharp contrast to classical crystallization in which crystal morphology is
dominated by crystal facets that result from the slowest growing crystal faces with
lowest surface energy; crystallinity emerges concomitantly to the initial liquid/solid
phase separation. In the PILP process, crystallization appears to proceed as a gel or
solid/solid transformation, which is after phase separation and thus downstream to
the formation of the transient liquid-amorphous intermediate and its solidification.
This union of a solidification process with a final pseudomorphic transformation to
crystallinity paves the way for the multitude of morphologies presented above.

Because the formation of the transient liquid-condensed mineral precursor
phase is in contradiction with classical theories of nucleation and growth, its
physicochemical basis was enigmatic from the beginning and still remains unclear.
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Initially, it was merely attributed to the action of the polyanionic polymer additive
and the assumption that the polymer induces and stabilizes the liquid precursor
by sequestering ions and water and thereby triggering the unusual liquid/liquid
phase separation. However, the formation of a liquid-amorphous calcium carbonate
phase in the absence of additives – thus a liquid/liquid phase separation of a pure
solution of a mineral (i.e. water/calcium carbonate) – was first proposed by Faatz
et al. (2004). They speculatively explained the formation of spherical amorphous
calcium carbonate (ACC) with monomodal particle size distribution by a binodal
liquid/liquid phase separation leading to the formation of a transient liquid phase.1

However, they based their speculation only on the temperature-dependent monodis-
persity of the ACC spheres and did not provide any proof for their phase diagram, let
alone for the claimed liquid-like state of the early mineralization stages. A few years
later, Rieger et al. provided in a cryoTEM study first indications for liquid/liquid
phase separation (Rieger et al. 2007): 100 milliseconds after turbulent mixing of the
two educts sodium carbonate and calcium chloride at pH D 11, they observed the
formation of a hydrated liquid-like phase resembling the initial bicontinuous state of
a spinodal phase. This experiment has been interpreted several times as an indication
of spinodal decomposition which is reasonable for this particular experiment given
the rapidity of ascending supersaturation. However, we believe caution should be
exercised in interpreting these findings and extrapolating them to all liquid phase
precursors. First, the educts were mixed under turbulent conditions which can
lead easily to vortex formation and thus to an initial inhomogeneous mixing of
educts. The droplet-like structures are then an artificial result of the solution’s
inhomogeneous supersaturation, the precipitation reaction starts heterogeneously
at the interfaces of the intermingled educt solutions (Haberkorn et al. 2003; see
also the Faraday Discussion transcripts 2007; Rieger et al. 2007).2 Second, the
cryogenic sampling was conducted with a guillotine-like device which shoots the
TEM grid through a free jet of mother solution into the cryogen. The intermittent
sheer stress during such a sampling can lead to coalescence of droplets and might
feign by this a bicontinuous thus spinodal state. In the face of these problems, Wolf
et al. devised a contact-free crystallization setup based on acoustical levitation, by
which the formation of calcium carbonate could be studied under purely diffusion-
controlled conditions. This approach provides reliable homogenous crystallization
conditions so that artefacts arising from foreign interfaces (except the air/liquid
interface) can be ruled out, be they due to reaction vessels or due to turbulent
mixing. These experiments further substantiated the occurrence of a liquid-like
mineral phase at the onset of the homogenous formation of calcium carbonate in

1Although often misinterpreted, the contribution of Faatz et al. does not claim spinodal decomposi-
tion. According to them, spinodal decomposition would lead to “ill-defined morphologies” whereas
binodal decomposition to the observed monodisperse spheres. In subsequent contributions, they
state their speculation about the binodal nature of this phase separation process much more clearly
(Faatz 2005; Faatz et al. 2005).
2Rieger pointed out that one should not interpret his findings as a claim for a spinodal demixing
(see Faraday Discussion transcripts 2007).
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the absence of any additives (Wolf et al. 2008). The initial liquid-condensed phase
(LCP) consisted of highly hydrated amorphous calcium carbonate droplets which
were emulsion-like in appearance (Wolf et al. 2008; Wolf et al. 2011b). However, a
direct evidence for their liquid state in solution was still pending. Later, Bewernitz
et al. further corroborated the liquid state of this transient mineral phase by 13C T2

relaxation and 13C PFG-STE diffusion NMR measurements (Bewernitz et al. 2012).
However, there is still a missing link connecting the pure LCP mineral precursor
and the PILP process; only the latter has thus far been shown to be suitable for
morphosynthesis.

So far it is only clear that the polymer is not literally inducing the liquid-
amorphous mineral phase, as it was evidenced that the LCP can also form in the
absence of polymer. However, far more of this phase is produced in the presence
of polymer (>16� the amount of bound calcium, see Bewernitz et al. 2012), so
the polymer therefore enhances the stability of the LCP increasing the quantity
formed. Without polymer, the concentration of the LCP was too low to be detected
by conventional light scattering. In principle, this effect can be basically understood
if one considers the generic effect of inhibiting additives: the additive raises the
barrier(s) for nucleation and crystal growth, and thus the nucleation rate of a
crystalline phase drops. Amorphous phases are usually thermodynamically unstable
but have a lower surface energy due to their structural disorder or the presence
of hydration waters. Because the nucleation rate is a sensitive function of the
surface energy, amorphous phases thus typically have a higher rate of nucleation
than the crystalline phases, especially in the presence of an inhibiting polymer.
In later stages of ripening, amorphous phases have to compete against crystalline
phases and dissolve in favour of the crystalline phases according to the Ostwald–
Lussac rule of stages, feeding the growth of the crystalline phase due to the lower
solubility product of the amorphous phases. The presence of inhibiting polymer
abrogates or at least diminishes this “life-threatening” competition between the
amorphous and crystalline phases and abets the formation of amorphous phases and
prolongs their lifetime. These fundamental considerations already show that it is
the polymer which takes the essential kinetic role in transforming an amorphous
phase from a mere short-lived or unstable species to the principal agent of the
precipitation. However, this is not a sufficient explanation for the emergence of a
liquid-condensed phase instead of a solid amorphous phase and for the phenomenon
of the PILP process and its capability to produce crystalline bodies with non-
equilibrium morphologies. Throughout this chapter, we will provide several less
expected actions of the polymeric additive. All of these actions are crucial for
inducing a PILP process and will underline the fact that the polymer acts in the
PILP system not only as an additive affecting the structure and morphology of the
forming material, but it does so as a major process-directing agent (Olszta et al.
2007).

In further consideration of this perplexing system, we know various additives
like magnesium, phosphate, silicate or citric acid were shown to do a similar job in
favouring the formation of an amorphous phase (Aizenberg et al. 1996; Loste et al.
2003; Addadi et al. 2003; Gower 2008; Kellermeier et al. 2010; Tobler et al. 2015;
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Kababya et al. 2015); but none of them was suitable for generating non-equilibrium
morphologies like those that can be achieved with a PILP system – so what is the
special and pivotal twist the polymer gives to the PILP process, turning it into a
versatile route for morphosynthesis? Recent contributions of Wolf et al. gave a first
insight into this and provided the missing link between the emergence of a pure
liquid-condensed mineral phase and the PILP process. They give clear evidence
for classical emulsion-like behaviour of the liquid-condensed phase at early stages
of mineralization (see Fig. 3.2) (Wolf et al. 2011a, b, 2012). Therefore, we have
to realize that the stage of mineralization which is critical for morphosynthesis
and which follows directly the initial liquid/liquid phase separation is clearly
governed by laws of colloid science (as is true for any other colloidal and dispersed
system) and that all morphogenetic phenomena in the PILP process can only be
thoroughly understood if the colloidal character of the key players, the emulsified
droplets and their interaction with the different entities in the reaction volume –
such as surfaces, crystal, ions or polymers – are fully taken into account. The
contributions of Wolf et al. revealed that the emulsified state is electrostatically
stabilized by the negative surface charge of the mineral droplets and is strongly
affected by additives, in full accordance with the DLVO theory. As predicted by this
classic theory, the addition of “innocent” spectator ions like sodium and chloride,
which are intrinsically present in all standard metathesis precipitations (e.g. in Faatz
et al. 2004; Pontoni et al. 2004), leads to aggregation and slight coalescence of the
emulsion (see Fig. 3.2) (Wolf et al. 2011b). Consequently, polymers, be they basic
or acidic, can have a pronounced effect on the emulsified state of the transient LCP
mineral precursor. As we know from colloid science, the actual impact of an additive
on dispersions can be diverse and may vary with the molecular charge, size and
concentration of the employed additive; for a short summary of these interactions,
please see the excursus at the end of this chapter. In the case of the PILP process, it
was evidenced that addition of small amounts of a polyanionic polymer can lead to
a collapse of the emulsion, whereas a larger amount of polyelectrolytes can lead to
stabilization of the emulsion (Wolf et al. 2011a, see also the excursus at the end of
this chapter; Wolf et al. 2012). This shows clearly that the response of the system
(stabilization vs. demulsification) is a complex function of additive concentration
but also of surface charge of the dispersed colloid, the interparticle distance and,
therefore, of the particle number density of the dispersed phase (which is markedly
enhanced with polymer). Applied to the PILP system, we can infer that coalescence
and sedimentation of the PILP phase droplets is thus not triggered until a sufficient
and critical amount of droplets are formed. Thus, one may conceptualize the PILP
process to a fundamental yet Janus-faced action of the polymeric additive: first,
stabilization and accumulation of an ion-enriched liquid-condensed phase (LCP)
by inhibiting classical nucleation in the early stages of mineralization and, second,
destabilization of the subsequent emulsified state, allowing for its final coalescence
at later stages of the reaction (Wolf et al. 2011a, b).
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Fig. 3.2 Micrographs of liquid-condensed phases (LCPs) of calcium carbonate obtained under
levitation; the insets show selected area electron diffractograms that indicate the amorphous state of
the droplets. (a) LCP after 400 s of evaporation of a 4 �l droplet of saturated calcium bicarbonate
solution. (b) LCP after 400 s, under addition of sodium chloride: aggregation and coalescence
occurs due to screening of the particle surface charge. (c) LCP after 400 s obtained under influence
of basic lysozyme (pI D 11.35): the droplets have coalesced and form a mineral film. (d) Under
addition of the unusual acidic protein ovalbumin from the hen eggshell (pI D 4.6), the LCP is
stabilized and still exists after 1000 s. (e) If only small amounts of an acidic protein is added
(here 100 �g/mL of the aspartic-rich intracrystalline protein caspartin extracted the prismatic
layer of Pinna nobilis), a well-developed mineral film is observed Subfigures (a) resp. (c) and
(d) reprinted with permission from Wolf et al. (2008; resp. 2011a). Copyright 2008 resp. 2011
American Chemical Society. Subfigure (b) resp. (e) reproduced from Wolf et al. (2011b; resp.
2012) with permission from The Royal Society of Chemistry

3.1 Mechanistical Aspects

After this synopsis on our current knowledge of the PILP process, we will
now dive deeper into various mechanistic aspects of the PILP process. First, we
will start with a brief reprise of pertinent models of phase separation processes.
Then, we will discuss each stage of the liquid/liquid phase separation process
separately: pre-critical, critical – i.e. the phase separation itself – and the post-
critical pseudomorphic phase transformation process. In each of these stages, we
will discuss important aspects of how the polymer impacts on the crystallization
process and how it abets the formation of a liquid-condensed mineral precursor
phase. We will put a special focus on questions yet to be answered. Please note the
distinction between liquid-condensed phase in the absence of additives (LCP) and
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the polymer-induced liquid-precursor (PILP) phase, which is stabilized and only
formed in the presence of polymer. In the majority of studies which address or
employ the PILP process, the mineral system of calcium carbonate served as the
model system, mainly due to its high relevance in biomineralization systems and
its apparent simplicity. Accordingly, we will focus in this review on the calcium
carbonate system, although the PILP process has been expanded to non-calcium-
based carbonates (Homeijer et al. 2008, 2010; Wolf et al. 2011b) and organic
compounds like amino acids (Wohlrab et al. 2005; Jiang et al. 2011) and applied
additionally to calcium phosphate (Jee et al. 2010b, 2011) and oxalate (Gower
2008), both of which are relevant to kidney stones (Amos et al. 2009).

3.2 Fundamental Concepts of Liquid/Liquid Phase
Separations

Following the fundamental treatments of Gibbs (Gibbs 1877), for multicomponent
systems to be stable against phase separation, they must resist two distinct scenarios:
(˛) they may not separate if a density fluctuation of high amplitude and finite size
occurs; (ˇ) they have to remain stable against small density fluctuations over a large
volume. The first case (˛) represents a typical metastable system whose curvature
of the free energy of mixing is positive (@2f=@c2 > 0). In the phase diagram,
this region is delimited towards the stable region by the coexistence line, the so-
called binodal (see Fig. 3.3a). By crossing this line, the system becomes metastable
against spontaneous local density fluctuations, and separation may take place if
these fluctuations are of sufficiently high amplitude. This case is subject to the
classical nucleation theory (CNT) which describes the genesis of a new phase by the
stochastic formation of nascent clusters (i.e. density fluctuations) which redissolve
below a critical particle radius (Vekilov 2010). Once the cluster’s surface energy is
outbalanced by its bulk energy (i.e. the fluctuation reaches a sufficient amplitude),
nucleation occurs, where the metastable and so-called critical nucleation cluster
becomes stabilized by further growth that now lowers its free energy, and thus
represents a new phase which – if the cluster does not redissolve – will grow in an
ion-by-ion-mediated fashion as long as the supersaturation prevails, i.e. the system
again becomes stable by reaching the binodal. The zone of metastability, which
is governed by this first scenario, is separated from the zone of instability by the
spinodal (@2f=@c2 < 0). Beyond this line, the system becomes unstable even to
infinitesimally small density fluctuations. This represents the second scenario (ˇ),
the thermodynamic background of which was elucidated by the pertinent works
of Cahn and Hilliard (1959). In this regime of instability, phase separation is
solely controlled by diffusion as there is no thermodynamic barrier against phase
separation. Due to the curvature of the free energy of mixing, uphill diffusion against
the concentration gradient takes place, leading to an increase in the concentration
of the new phase with time, rather than size. In these stages, the density fluctuations
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Fig. 3.3 (a) Hypothetical phase diagram of calcium (bi)carbonate solutions based on the works of
Hilliard and Cahn. The dashed region represents the region of the phase diagram in which classical
nucleation occurs. The yellow inset is the region in which a liquid-amorphous phase of calcium
carbonate can form. If we assume a superposition of two phase diagrams of calcium carbonate
and calcium bicarbonate, the SL line of the crystalline phases would represent the binodal line
of the calcium carbonate system, and the inset would belong to the phase diagram of calcium
bicarbonate. (b) Hägg diagram of a carbonate solution illustrating the ion speciation as a function
of pH. Please note that in solution, virtually, no free carbonic acid exists but rapidly converts
to solvated carbon dioxide. At pH D pKA,2 10.33, 50 % of the carbonate ions are protonated,
i.e. HCO3

�. At physiological relevant pH D 7, virtually no deprotonated carbonate is present:
the solution contains 80 % bicarbonates, 20 % solvated carbon dioxide and only less than 0.4 %�
deprotonated carbonates

gradually intensify and the solution’s microstructure is distinctly fine and uniform.
It may pass through a characteristic bicontinuous stage; this happens typically
at a composition of 50:50 which is often where the spinodal curve is breached
(see Fig. 3.3a). The system eventually ripens into a stage of spherical monomodal
colloids and can resemble the morphology of colloids formed binodally.

3.3 The Pre-critical Stage in Real Systems

According to CNT, the formation of nuclei is a consequence of stochastic density
fluctuations constrained to the metastable region. In the non-saturated regime, these
clusters should be inherently unstable and thus dissolve and not be detectable. But
in 2008, the existence of so-called prenucleation clusters (PNCs) was proclaimed
by Gebauer et al. (2008). By means of analytical ultracentrifugation in combination
with Ca2C-activity measurements, they revealed the existence of calcium carbonate
clusters of distinct size even in non-saturated solutions. PNCs are considered by
some to be thermodynamically stable solutes; in the case of calcium carbonate, it
was found that these PNCs are 7 kBT more stable than the single, hydrated ions in
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solution. Furthermore, the stability of PNCs was shown to be dependent on the pH;
their formation seems to be favoured at lower pH (Gebauer et al. 2008; Bewernitz
et al. 2012). As of yet, detailed information regarding the structural composition
at the molecular level of PNCs is not available. In order to fill this gap, computer
simulations were undertaken in which PNCs were found to be hydrated and highly
fluctuating oligomers of calcium carbonate ion pairs featuring (partially branched)
chain- or ringlike motifs. The characteristic 1:1 ion ratio of this “dynamically
ordered liquid-like oxyanion polymer” (DOLLOP) was corroborated by recent
ESI-MS analysis (Wolf et al. 2011b; Demichelis et al. 2011). Other molecular
dynamic simulations have also predicted the formation of a dense liquid phase
through liquid/liquid separation within the concentration range in which clusters
are observed (Wallace et al. 2013).

So far, the actual role and impact of PNCs on the mineralization process is still
enigmatic and stirs disputes (see Faraday Discussion transcripts 2012). Do they
provide a low-barrier pathway for nucleation? Or do they – due to their pronounced
stability – pose an additional barrier for classical nucleation of a crystalline phase
and allow, due to their structural disorder, the formation of a liquid-amorphous
phase? Then the system’s rate of nucleation is lowered so distinctly that the system
may safely traverse the region of classical nucleation of the phase diagram and
eventually enter the region of liquid/liquid phase separation (Wallace et al. 2013); or
the prenucleation clusters start to segregate and consequently provide a low-energy
barrier pathway for liquid/liquid phase separation (Wolf et al. 2011b; Gebauer et al.
2014). Their structural disorder and their high degree of hydration may then create
lower surface energy than a crystalline nucleus, thereby favouring the formation of
a liquid-amorphous phase. In the latter scenario, PNCs would represent the initial
building blocks of the liquid-amorphous precursor phase. Initial validation for this
assumption seems to be found in a recent report which showed that the distinct
proto-crystalline features of ACC are related to different pH-dependent variants of
PNCs (Gebauer et al. 2010). Further substantiation for this postulate is provided
by the fact that in all existing systems which have been reported to exhibit liquid-
condensed phases, prenucleation clusters have additionally been found: in a variety
of bivalent carbonates (Wolf et al. 2011b), amino acids (Wohlrab et al. 2005; Jiang
et al. 2011; Kellermeier et al. 2012) and calcium phosphate (Jee et al. 2010a). An
extensive study of the early stages of calcium phosphate formation bringing together
a set of different techniques suggested an ion-association process of prenucleation
species, the Posner clusters, which assemble to polymeric entities of nanometre
size. However a liquid state of the transient intermediate was not reported in this
study (Habraken et al. 2013); the Posner cluster (aggregates) may be incapable
of binding a sufficient amount of water to reach a liquid-like state. Yet in the
presence of polymer, the precursor species are able to infiltrate the nanoscopic gap
zones, while the conventional ACP phase does not; thus the polymer may provide
additional hydration. In summary, while evidenced in a number of systems, further
experimental proof is yet to be furnished demonstrating the potential role of PNCs
as the structural unit of the liquid-amorphous phase.
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3.4 The Critical Stage: Liquid/Liquid Phase Separation

It has often been rejected that the liquid/liquid phase separation in aqueous mineral
systems is akin to that of polymer and protein systems (Petsev et al. 2003; see
Faraday Discussion transcripts 2012). But now, the occurrence of a liquid/liquid
phase separation in supersaturated solutions of minerals is an apparent and settled
fact (Wolf et al. 2008; Bewernitz et al. 2012), albeit one in which the underlying
mechanism is still enigmatic. The computational results suggesting that PNCs
feature a polymer-like molecular structure underlines the fact that the calcium
carbonate system may have more in common with polymer systems than initially
assumed. Many thermodynamic features of polymers are dominated by entropic
considerations, and the same is true of water in aqueous-based systems, so we
believe close attention needs to be paid to the behaviour of ions in the presence
of both.

Currently, we can only speculate under which conditions a binodal or spinodal
decomposition may occur, and if a spinodal decomposition in mineral solutions is
possible at all. We should keep in mind that, although often consulted, morphology
of a ripe stage is rarely a good proxy for assessing a formation mechanism.
A binodal process was put forward by Faatz et al. (2004), whereas the work
of Rieger et al. (2007) was sporadically seen as a corroboration of a spinodal
decomposition (see Faraday Discussion transcripts 2012; Gebauer et al. 2014). Also,
the contribution of Wolf et al. (2008) was occasionally interpreted as evidence for
binodal decomposition, but we clearly refrain from such speculation (as in Gebauer
et al. 2014) as we did not probe the moment of phase separation, but a later stage.
It is worth pointing out that the formation of monodispersed solid spheres were
repeatedly interpreted as an indication of a spinodal and for a binodal mechanism
(Pontoni et al. 2003; Faatz et al. 2004). However, such an observation points neither
in the binodal nor in the spinodal direction; both pathways can yield monodispersed
spheres. It is not even an indication for a liquid-like intermediate state because it can
similarly be explained by the pertinent model of LaMer in full agreement with the
notions of classical nucleation of a solid phase (LaMer and Dinegar 1950; Navrotsky
2004). Thus, without monitoring the initial stages of formation in real time, one
should not employ morphological observations as an evidence of mechanism, only
as an indicator.

Faatz et al. (2004) were the first to apply the generic model of Cahn and Hilliard
(1959) to the calcium carbonate system. They proposed a schematic but nevertheless
instructive phase diagram of the calcium carbonate system which was recently
revisited by Wallace et al. (2013) in a slightly revised form (see Fig. 3.3). Beyond
the solubility line(s) (SL) of solid calcium carbonate, formation of crystalline
calcium carbonate may take place by the classical nucleation process, i.e. by
binodal solid/liquid phase separation. The liquid/liquid coexistence line represents
the border of the metastable region in which a liquid phase of calcium carbonate
may form via a binodal route. Once the system crosses the coexistence line, we
can expect that the rate of nucleation for a solid drops (Galkin and Vekilov 2000a).
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Pushing the system even further beyond the liquid/liquid instability line, spinodal
decomposition will take place. The schematic phase diagram, as given in Fig. 3.3,
reflects the now established fact that a multitude of different pathways can occur in
one system (please note that binodal solid/liquid demixing is still possible beyond
the liquid/liquid coexistence line) and accounts for the formation of a liquid-
condensed phase of calcium carbonate (Nielsen et al. 2014).

Another crucial question is still without reply. Do we know which kind of
chemical species actually undergoes liquid/liquid phase separation? Commonly
seen as a phase separation of the ionic constituents of calcium carbonate, we cannot
rule out the option that only PNCs of calcium carbonate separate. If we review
the pertinent literature, it seems even reasonable to predict that we are actually
observing the liquid/liquid phase separation of a calcium bicarbonate(-biased)
phase. Bicarbonate is virtually omnipresent in carbonate solutions – even at
pH D pKA,2 D 10.33, half of the carbonates are protonated (in form of bicarbonate,
HCO3

�; see Fig. 3.3-b). At neutral pH, the solution contains virtually only bicar-
bonates and solvated carbon dioxide (CO2 (aq)); only a fraction (less than 0.4 %�)
are fully deprotonated carbonates (CO3

2�). Thus, we have to realize that only minor
amounts of free deprotonated carbonate are present under standard conditions; the
majority of the carbonate ions are present in a protonated state. The idea that we
observe the liquid/liquid phase separation of a calcium bicarbonate(-biased) phase
finds corroboration in the fact that the formation/stability of a liquid-amorphous
mineral phase is facilitated/enhanced at near neutral pH (Wolf et al. 2008, 2011b;
Bewernitz et al. 2012). In situ NMR studies of Bewernitz et al. (2012) support
this concept even further as the peak position indicated that the liquid-condensed
phase is bicarbonate-biased. We could thus draw the conclusion that the complex
behaviour of the calcium carbonate system is owed to an intrinsic competition
between two different phase separation pathways of two closely related species
in chemical equilibrium, i.e. the binodal solid/liquid phase separation of calcium
carbonate and the liquid/liquid phase separation of calcium bicarbonate. Treating
the different protonation states individually, we can see the phase diagram simply
as a superposition of two independent phase diagrams, one of calcium carbonate
overlaid with that of calcium bicarbonate. In other words, the nonclassical behaviour
of the calcium carbonate system could then be traced back to the fundamental
acid–base properties of the carbonate anion, i.e. its multiproticity paired with a
relatively high pKA,2. Consequently, liquid-amorphous intermediates are not only
a feature of the extensively studied calcium carbonate system, but could be shown
to be characteristic of a considerable set of different carbonate minerals (Wolf et al.
2011b).

Why should such a bicarbonate-biased system favour the formation of a liquid
phase? First, the protonation can be seen as the simplest form of chemical protective
groups (as used in organic synthesis), acting as protection against crystallization by
raising the barrier of nucleation and crystal growth by introducing an additional
step of deprotonation, along with dehydration. The ion-enriched phase would
presumably be highly supersaturated if it contained mainly fully deprotonated
carbonate species and thus tend to nucleate a crystalline phase. As shown by
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Bewernitz et al. (2012), the liquid-condensed phase produced at pH 8.5 is enriched
with bicarbonate ions. The presence of hydroxyl groups, i.e. the protonated �O2C–
OH functional group in bicarbonate ions, would deliver an effective means for
binding water via hydrogen bonding and thus facilitate the formation of a highly
hydrated and thus liquid phase (Wolf et al. 2008). Therefore, the system of calcium
carbonate at relatively low pH could be seen as a system which is – due to the high
amount of protonated carbonate – frustrated with regard to crystallization and thus
prone to the formation of highly hydrated and amorphous phases via liquid/liquid
phase separation (Wolf et al. 2008).

The locus and shape of the liquid/liquid coexistence line would be an ideal
parameter to characterize PILP systems, irrespective of the species which actually
separate. It is well known from other systems that the presence of (even simple)
additives can distinctly shift the locus and the shape of the coexistence line as well
as the position or shape of the spinodal and the binodal (Galkin and Vekilov 2000b).
In the case of the calcium carbonate system, it is reasonable to assume that the
locus is strongly affected by pH, which may render the region of liquid/liquid phase
separation more accessible at low, near neutral pH. Another important additive may
be magnesium, which has been reported several times to facilitate the formation of
a PILP phase (Kim et al. 2007; Cheng et al. 2007; Schenk et al. 2012; Cantaert et al.
2013). Polymeric additives may be able to shift the locus. Besides their pertinent
inhibition effects on classical crystallizations which promote the formation of a
(liquid) amorphous phase (see above), Bewernitz et al. (2012) showed recently that
polyelectrolytes may change the pH profile of a precipitation process considerably.
At early stages of a mineralization, this can diminish the pH slope which hampers
“classical” nucleation of a crystalline phase by reducing supersaturation and, on the
other hand, provides more bicarbonate ions for the formation of the bicarbonate-
biased PILP phase. This behaviour is remarkable since the concentrations of
polyelectrolytes in PILP reactions are typically “homeopathically” low (e.g. 20 �g
ml�1), yet can cause a pH shift of about 0.5 in late stages of precipitation (Bewernitz
et al. 2012). However, the mechanism by which the additive so strongly affects pH
evolution has not yet been revealed.

3.5 The Post-critical Stage, Part I: The Emulsified Stage
of the Liquid-Condensed Phase

Once the liquid/liquid phase separation has taken place, the subsequent (additive-
free) two-phased state behaves like a classical emulsion, as already described in
the introductory synopsis. The droplets are electrostatically stabilized by a negative
surface charge (Wolf et al. 2011a). Sheering of the emulsified liquid-condensed
phase can lead to coalescence, and even the addition of the simplest additives may
have a pronounced effect on the mineral emulsion (Wolf et al. 2011b). Sodium
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chloride leads to aggregation and slight coalescence of the emulsion (see Fig 3.2)
due to screening of repulsive electrostatic forces by increasing the ionic strength of
the solution (Wolf et al. 2011b). As outlined above, polymeric additives, be they
basic or acidic, can also have a pronounced effect on emulsions (Wolf et al. 2011b).
In the case of calcium carbonate, the actual impact depends on the molecular charge
density and molecular weight, as well as initial concentration of the employed
additive, and fits expectations based on the DLVO theory. Basic (bio)polymers lead
to a demulsification by surface charge neutralization, whereas acidic polymers,
if employed at sufficiently high concentrations, stabilize the emulsified state
(see Fig 3.2) (Wolf et al. 2011a). But if the initial concentration of the acidic
(bio)polymer is reduced considerably, the system enters the regime of depletion
destabilization, and a prominent change from stabilization to destabilization occurs:
the emulsified state of the PILP phase collapses and the droplets sediment and
coalesce to a mineral film, the hallmark of the CaCO3 PILP process (see Fig 3.2)
(Wolf et al. 2012). To resume, one essential task of the polymer is that it allows
for coalescence by inducing the collapse of the initial emulsified state of the liquid-
condensed precursor phase (e.g. once a critical particle number density is reached).
But this demulsification action is only one of the crucial steps in transforming
a classical crystallization process into a pseudomorphic solidification process.
Besides this colloido-chemical effect, the polymer additionally exerts numerous
effects on the precipitation reaction which are essential for turning it into a PILP
process. Initially, it allows for the accumulation of large amounts of LCP since
it is able to sequester and to stabilize more ions, PNCs and/or LCP. By this, and
by its preferential binding to active crystal growth sites, the polymer represses
classical crystal nucleation and growth which leads, in turn, to the important effect
that already formed amorphous material is not redissolved, as the Ostwald–Lussac
rule of stages would suggest. The reverse case is impressively visualized by a
recent liquid cell TEM study in which the formation of, what appeared to be,
a liquid-condensed phase and aragonite was observed side by side. While the
aragonite crystal grows, the liquid-condensed phase seems to be “slurped up”, thus
simply serving as an ion supply as the abutting crystal grows into its characteristic
twinned crystal habit (Nielsen et al. 2014). This system did not contain polymer,
so even though a liquid-condensed phase may have been present, the classic PILP
pseudomorphic transformation did not occur, consistent with many other studies that
cannot achieve this without polymer. Ultimately, the second foundation of the PILP
process thus relies on the polymer’s influence on the stability and transformation
kinetics of the various mineral phases.

To this point, a considerable variety of acidic (bio)polymers have been shown
to be capable of inducing PILP formation: polyaspartate (Gower and Tirrell 1998;
Gower and Odom 2000; Jee et al. 2010a), polyacrylic acid (Balz et al. 2005;
Harris et al. 2015), various block copolymers (Kim et al. 2009; Zhu et al. 2009),
intracrystalline proteins from biominerals like ovalbumin from the hen eggshell
(Wolf et al. 2011a) or caspartin and calprismin from the prismatic layer of Pinna
nobilis (Wolf et al. 2012) and osteopontin from bovine milk (Rodriguez et al.
2014). Even short synthetic peptides (Sugawara et al. 2006; Dai et al. 2008a), DNA
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(Sommerdijk et al. 2007) or polysaccharides (Hardikar and Matijevic 2001; Zhong
and Chu 2009) have been shown to be employable in the PILP process. Additionally,
Wolf et al. (2011a) were the first to show that basic polymers are capable of inducing
a PILP phase: they evidenced that the PILP process can be induced by the addition
of the basic protein lysozyme, which proceeds presumably by interconnection
of the mineral precursor droplets. Recently, Cantaert et al. (2012; 2013) and
Schenk et al. (2012; 2014) extended this observation to cationic polymers such
as poly(allylamine) for the morphosynthesis of calcium carbonate films and fibres.
This finding is of particular importance since polycationic polymers, like lysozyme
or poly(allylamine), are not able to sequester cations from solution, in contrast to
polyanionic polymers like polyaspartate (Wolf et al. 2011a); nevertheless, they were
shown to be suitable for morphosynthesis (Schenk et al. 2012; Cantaert et al. 2012,
2013; Schenk et al. 2014). This clearly suggests that the impact of the polymer on
the precipitation is much more complex than simply affecting calcium or carbonate
ions and rather involves interactions with (pre)nucleation clusters or the liquid-
condensed phase.

In the following we try to give a short account of the different, beneficial effects
of PILP-active polymers. A polymer suitable for PILP may show all of these traits,
like polyaspartate, or may lack some of them, like poly(allylamine). It is still not
fully understood which traits are indispensable for a polymer to qualify as an
additive for the PILP process.

1. At first glance, one may expect that the polymer reduces the overall solution’s
supersaturation by sequestering calcium ions (depending on the polymer’s
molecular charge), a behaviour demonstrated for acidic polyelectrolytes, e.g.
proteins (Pipich et al. 2008), at higher concentration. However, some results show
that calcium activity is not affected by the presence of acidic polyelectrolytes
such as PAA if concentrations are used which are characteristic for PILP
processes (Gebauer et al. 2009).

2. It inhibits nucleation and growth of a crystalline phase of calcium carbonate
(Kim et al. 2009; Gebauer et al. 2009; Wolf et al. 2011a). None or only minor
amounts of a crystalline and thermodynamically more stable phase of calcium
carbonate is formed if the conditions are ideally stabilized. As stated above,
this has two far-reaching and crucial consequences. First, the amorphous phases
need not to compete for ions during growth, and thus more LCP can form
until supersaturation ceases. Second, no Ostwald step ripening occurs and thus
saturation with respect to the amorphous phases prevails. No crystalline phase
grows in solution at the expense of the amorphous phases. This considerably
increases the lifetime of the thermodynamically unstable amorphous phases.

3. It affects the pH profile of the mineralization since it acts as a typical buffering
agent. Depending on the polymer concentration, the asymptote of the pH
development may be attuned to the polymer’s pKA value, which can increase
the supply of bicarbonate, which in turn can abet the formation of an amorphous
phase or shift the solution’s composition in favour of a bicarbonate-biased liquid
phase (Pipich et al. 2008; Bewernitz et al. 2012).
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4. It may change the actual composition of the droplets: the water content is
increased, calcium is sequestered hyper-stoichiometrically in the early stages,
and binding of bicarbonate may be favoured over carbonate ions (Dai et al.
2008b; Bewernitz et al. 2012).

5. It apparently influences the interactions of the droplets/phase with functionalized
surfaces (e.g. patterned SAMs or collagen fibrils).

3.6 The Post-critical Stage, Part II: Pseudomorphic
Transformation Amorphous to (Meso)crystalline
Material

How does, as the final step, the material transform into a crystalline material?
Apparently, there are several possible ways. One possibility may be the formation
of a crystal by classical nucleation within one of the still liquid precursor droplets.
Such a process has already been reported for protein crystallization in which the
supersaturation of protein inside the droplets was shown to be higher than in the
initial solution (Vekilov 2012). As a matter of fact, this mode has actually not
yet been documented for liquid-condensed phases of minerals. In the absence of
additives and under sufficient saturation, the liquid-condensed phase can densify,
dehydrate and solidify over the course of time forming (assumingly monohydrated)
ACC, as is the case in the Faatz method (Faatz et al. 2004). The final transformation
to crystalline material proceeds typically via redissolution/recrystallization, i.e.
Ostwald–Lussac ripening, and may occur well before solidification of the droplets –
as impressively imaged by Nielsen et al. (2014) – or when the droplets reached
a dry state (Wolf et al. 2008; Ihli et al. 2014). The presence of solid ACC seems
to abet this transformation in solution by a template action of the ACC spheres
(Zhang and Liu 2007; Wolf et al. 2008; Freeman 2014) and can result in interesting
morphologies like polycrystalline hedgehog spheres (Shen et al. 2006; Loges et al.
2006). Under essentially dry conditions, ACC is remarkably stable owing to the
fact that the first transformation to crystalline material can preferably occur via a
dissolution/reprecipitation pathway. It is probable that this proceeds in localized,
small domains, be it on the ACC surface or in small intergranular pockets entrapped
within ACC (Ihli et al. 2014).

In the presence of polymeric additives, the mechanism described above gives way
to a pseudomorphic transformation, i.e. the transformation of the amorphous mate-
rial to a crystalline state with preservation of its morphology. Thus a combination
of these critical stages provides a morphosynthetic route to non-equilibrium-shaped
crystals by a mechanism we refer to as colloid assembly and transformation (CAT).

If we pool various facts and observations concerning ripening and crystal-
lization of amorphous calcium carbonate intermediates obtained both from cal-
careous biominerals and biomimetic processes, we can draft a relatively detailed
working model describing the process of crystallization in PILP-based systems
(see Fig. 3.4):
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Fig. 3.4 Generic model of mineralization by colloid assembly and transformation (CAT), i.e. the
formation of mesocrystals via a PILP intermediate; crucial details in each step are indicated by
diagonal arrows. Stages a–d: Sedimentation of still liquid-like or viscous droplets. Stages b–d:
The droplets accumulate in a space-filling fashion. Stage c: First steps of solidification, i.e. first
dehydration from liquid-like ACC, respectively, PILP, to ACC � H2O. Stages e–h: Second stage of
dehydration, from ACC � H2O to ACC. Stage i: Initial nucleation and solid–solid transformation
to crystalline material. Stage j: Propagation of crystallinity throughout nearly the entire mineral
volume via isoepitaxy across the interconnected and coalesced ACC particles. Stages n–o: Singular
granules may remain amorphous throughout the process; their transformation may be impeded if
the composition does not meet the requirements, e.g. it contains too much water, foreign ions like
magnesium, polymeric impurities or improper stoichiometry

(a) The highly hydrated and thus still liquid-like or viscous ACC phase is formed. If
the polymer inhibits classical crystal nucleation and growth in the neighbouring
solution, the PILP phase is not redissolved for feeding the growth of a crystalline
phase, as the Ostwald step rule would predict. At a critical point, e.g. when
a critical droplet number density is reached, demulsification is induced by the
polymeric additive via the mechanism of depletion destabilization; the initially
stable emulsion collapses and the hydrated PILP phase starts to sediment
(Fig 3.4, stages A to D) (Gower and Odom 2000; Wolf et al. 2011a).

(b) The droplets sediment on the substrate/mould. One of the key actions of the
polymeric additive is to prolong the hydrated and thus liquid-like state of
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Fig. 3.5 Atomic force microscopy micrographs of the nanogranular texture from (a) a transverse
and mirror-polished section through a calcite prism from the shell of Pinna nobilis and (b) a
mineral film generated by the PILP process. (c) A typical phase image of the biogenic calcium
carbonate from the calcite prisms extracted from the shell of Pinna nobilis. The phase contrast
indicates organic material which ensheathes the individual nanogranules. Subfigure (b) is reprinted
with permission from Kim et al. (2007), copyright 2007 American Chemical Society. Subfigure
(c) reproduced from Wolf et al. (2012) with permission from The Royal Society of Chemistry,
copyright 2012

the droplets, so that the droplets accumulate in a space-filling fashion (Yang
et al. 2011); each droplet adopts its shape to its individual mould/surrounding.
Although they appear to coalesce fully, some “memory” of their individual
colloidal shapes is retained, which is sometimes described as a nanocolloidal or
nanogranular texture when observed in the final product by AFM measurements
(see Fig. 3.5, A to C) (Kim et al. 2007). However, as hydration waters are also
exiting the PILP phase with time (Dai et al. 2008b), the coalescence ability is
reduced as the droplets become more gel or solid-like particles. For this reason,
morphologies such as film formation are mainly found in reaction vessels with
short transport distances. The dehydration kinetics is likely influenced by the
polymer characteristics (such as molecular weight and charge density) and
seems to be markedly influenced by interaction of the colloids with substrates
and templates. For instance, it was recently exemplified that one can tune the
wettability of the PILP phase for a given organic surface functionalization just
by adjusting the magnesium content of the LCP mineral precursor (Berg et al.
2013).

(c) The forming mineral body initially remains amorphous since its chemical state
is not yet ready for crystallization, which may require exclusion of the polymer,
dehydration, deprotonation of bicarbonate or balancing of ion stoichiometry
(Fig 3.4, stages A to H) (Politi et al. 2004; Dai et al. 2008b; Wolf et al. 2012;
Gong et al. 2012; Ihli et al. 2014). If the chemical state for crystallization is
not reached, singular granules may stay amorphous even if they are surrounded
by crystallinity (as indicated by an arrow in stage J) (Wolf et al. 2012; Gong
et al. 2012). Note that it has been suggested that only anhydrous ACC readily
transforms to calcite (Politi et al. 2008; Gong et al. 2012; Ihli et al. 2014); this
seems counterintuitive since hydration of water could provide more mobility to
the ions during assembly.
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(d) From the time when the droplets have formed, they start to dehydrate and
subsequently solidify and form anhydrous ACC (e.g. stages C and E, transition
from yellow via orange to red). This dehydration occurs concomitantly with an
exclusion of the polymer (Dai et al. 2008b). The process of syneresis can exert
a strain on the dehydrating bulk phase which sometimes leads to marked lattice
strain, or jointing and crack formation; similar processes lead to prism formation
in basalt or starch (Gower and Odom 2000; Toramaru and Matsumoto 2004;
Gilman 2009). For PILP systems, photoelasticity could be observed (Leupold
and Wolf 2015), and regular cracking was reported in large-scale PILP films of
amino acids (Jiang et al. 2013).

(e) Nucleation occurs somewhere in the dehydrating amorphous bulk mineral,
e.g. by heterogeneous nucleation on the surrounding matrix (stage I, the first
crystallizing granule is indicated by an arrow, transition from red to blue) (Wolf
et al. 2012).

(f) From this point on, the crystallinity percolates throughout the bulk material,
sometimes following a stochastic and tortuous path; one dehydrated granule
after the other crystallizes by solid/solid transformation induced by isoepitaxial
nucleation (stages I to O) (Killian et al. 2009; Seto et al. 2011; Wolf et al.
2012; Gal et al. 2014). This process, because of the initial colloidal assembly
of colloidal droplets/particles, yields a mesocrystalline material: the crystalline
nanogranules are all highly co-oriented since the crystal orientation originates
from a singular nucleation event, with neighbouring granule transformations
inheriting the same orientation by isoepitaxy (Wolf et al. 2012; Gong et al.
2012; Gal et al. 2013, 2014). In some cases, crystallinity may proceed across the
amorphous body following more “traditional” trails, such as dislocation defects
that lead to spiral growth hillocks as the crystallinity slowly propagates within
the amorphous film. This is evidenced by transition bars with crystallographic
symmetry indicative of a lattice directed organization of species; the transition
bars can be seen midway in the amorphous-to-crystalline transformation, either
as faceted rhombs resulting from the calcite symmetry or radial patterns
emanating from spherulitic growth (Dai et al. 2008a).

A recent study which reported the formation of thin mosaic and mesocrystalline
thin films of DL-lysine by a PILP process provided initial evidence that the above
model is essentially correct and valid as well for non-carbonate-based organic
systems (Jiang et al. 2013).

3.7 Relevance to Biomineralization Systems

The idea that the PILP process might be of high relevance in biomineralization
has been championed by Gower since its initial discovery in 1998 (Gower and
Tirrell 1998). Interestingly, the discovery of the PILP phenomenon coincided with
a paradigmatic change in our understanding of biomineralization processes. On
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the one side, key contributions in the analysis of biominerals from the Weizman
institute showed that amorphous calcium carbonate plays a ubiquitous role in
biogenic crystallization (Aizenberg et al. 1996; Weiss et al. 2002; Levi-Kalisman
et al. 2002; Addadi et al. 2003; Politi et al. 2004, 2006, 2008). On the other side,
the in vitro studies of the PILP process clearly demonstrated the immense impact
minor amounts of polyanionic additives can have in transforming the mineralization
to a precursor process. Polyaspartate, which was employed as an additive in the
first experiments evidencing the PILP process, is a clear analogue to intracrystalline
proteins found in biominerals. The PILP process evidenced for the first time that
these biopolymers, which are typically unusually acidic due to a high fraction of
aspartic acid in the primary sequence or post-translational modifications, are able to
shift gears towards a crystallization pathway which proceeds in a particle-mediated
route via an amorphous intermediate, akin to the processes observed in calcareous
biominerals. Moreover, the strikingly similar nanogranular appearance of PILP
materials and calcareous biominerals renders Gower’s assumption very appealing:
both calcareous biominerals, like mollusc shells (Li et al. 2011; Wolf et al. 2012)
or sea urchin spines (Killian et al. 2009; Seto et al. 2011), and PILP-generated
materials are composed from individual nanogranules which are about 100 nm in
diameter and (partially) enwrapped in an organic ensheathment (Jacob et al. 2011;
Wolf et al. 2012); see Fig. 3.5. This nanogranular texture occurs in most types of
calcareous biominerals, be it in calcareous sponge spicules (Sethmann 2005), in
nacre (Mutvei 1978; Rousseau et al. 2005; Jacob et al. 2011; Wolf et al. 2015), in
prismatic and lamellar layers of bivalves (Dauphin 2008; Li et al. 2011; Wolf et al.
2012, 2015), in brachiopod shells (Dauphin 2008) or even in urchin spines (Seto
et al. 2011) and coccoliths (Henriksen et al. 2004). Nanogranularity is also observed
in calcareous fossils or non-calcareous biominerals (for an exhaustive review on its
occurence, see Wolf et al. 2016). Since it strongly affects numerous properties, be
it crack propagation, nanoplasticity or self-healing, it represents a fundamental and
ubiquitous process-structure-property relationship of biominerals (Wolf et al. 2016).
The nanogranular unity of biominerals and PILP-generated materials may portend
that both form via the same pathway involving at least some form of liquid-like
colloidal amorphous intermediate (Wolf et al. 2012). But this is not the only aspect
indicating a PILP-like process in vivo. Besides the distinct nanogranular texture,
calcareous biominerals are typically space-filling mesocrystals formed via a colloid-
mediated crystallization pathway (Yang et al. 2011; Seto et al. 2011; Wolf et al.
2012; Hovden et al. 2015). Furthermore, the unexpected finding of intracrystalline
preservation of nanoscale amorphous regions can be easily explained with the
described ripening model simply by keeping in mind that individual nanogranules
may not always crystallize (see Fig. 3.4, stages N to O) (Seto et al. 2011; Wolf
et al. 2012; Gong et al. 2012), particularly when they contain too much water or
polymer and have the wrong stoichiometry or when they have only insufficient
contact points with the surrounding mineral so that isoepitaxial nucleation is not
possible. Since dehydration is inherent to a PILP process, effects associated with
syneresis should be also traceable in biominerals. The formation of prismatic calcite
in mollusc shells could be a syneresis phenomenon similar to columnar jointing
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in basalt or starch (Toramaru and Matsumoto 2004; Gilman 2009). However this
speculation still awaits its verification. Growth processes in vivo occur by a layer-
wise deposition mode and proceed at a very slow speed so that syneresis effects may
only occur in thick- or fast-growing biominerals, if at all.

It is obvious that all calcifying species have to cope with the same physicochem-
ical “quirks” of the calcium carbonate system. As we have seen, this mineral system
is not the simple and well-behaved model system as was initially thought. One
quirk of the calcium carbonate system is clearly the occurrence of liquid-amorphous
phases both in the presence of acidic (bio)polymers or even without, especially at
near neutral/physiological conditions. Nature seems to suppress nucleation virtually
at all costs, mainly by means of unusually acidic proteins. It seems that this was
the basic requirement that promoted biomineral evolution in the first place, and
recent studies revealed that such unusual acidic “inhibitory” proteins like caspartin
extracted from Pinna nobilis in fact abet the formation of an LC/PILP phase (Wolf
et al. 2012). Why shouldn’t calcifying species exploit then the exact quirks that
they have to face for their biogenic production of calcium carbonate when they
are ultimately rewarded with a protective shell and other evolutionary advantages?
Given this, it seems reasonable that different phylogenetic species developed
individual but nevertheless comparable sets of molecular and physicochemical
tweaks to deal with the calcium carbonate system. With millions of years of
evolution, today these tweaks are highly sophisticated, employing elegantly self-
organizing entities like liquid crystal formation of collagen and chitin templates, or
aggregation-prone intrinsically disordered proteins (Evans 2013). Notably though,
these more sophisticated features may be more related to the organic matrices and
scaffolds, while the actual mineralization process can seemingly be accomplished
with less sophisticated proteins (that can be effectively emulated with simple
polyelectrolytes). Of course there may be minor tweaks in the proteins involved in
controlling crystal phase, orientation and texture; but the overriding morphological
control may be simpler than was long perceived. This may be pertinent with respect
to phylogenetic and evolutionary analysis of various biomineralizing organisms.
From an engineering perspective, these concepts may provide a great deal of
inspiration for material synthesis via the PILP process.

3.8 Conclusions and Outlook

Still being rather a curiosity than an accepted morphosynthetic approach, the
full potential of the PILP mechanism for morphosynthesis is yet to be unlocked.
However, the myriad of morphologies generated by the PILP process to date and
the path-breaking contributions exemplifying the applicability of the PILP process
for biomimetic bone graft substitutes clearly demonstrates the potential of the
PILP process. Aside from this, currently, it is still essentially confined to relatively
mundane and mainly carbonate-based minerals. Only for organic pigments was
the PILP process successfully employed in the generation and property tuning
of a functional material (Ma et al. 2009). This, and our limited mechanistic
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insight into all stages of this nonclassical crystallization process, severely narrows
the applicability and transferability of the PILP process. However, its power for
generating non-equilibrium shapes is already proven, and its potential role in
biomineralization only affirms our need for more intensive research. The PILP
process is one of the most prominent examples of nonclassical crystallization,
although it may be not as nonclassical as first perceived: classical colloido-chemical
scenarios intimately entangled with liquid/liquid phase separations come together
in a kinetically steered mineral precipitation pathway. This said, the nonclassical
PILP crystallization process may be a much more classical assembly pathway than
currently assumed and thus be transferable to a wide range of compounds. This
perspective is an appealing one because as of yet, a broadly applicable method
which allows for the generation of nanoparticle superstructures and nanocomposite
materials under morphological control does not exist. The relatively facile PILP
process is currently one of the strongest candidates to fill this gap and thus clearly
requires in-depth studies into its underlying mechanisms.

Excursus: Electrostatically Stabilized Dispersions and Their Interaction
with Polyelectrolytes
Electrostatic Stabilization In the absence of (surface-modifying) additives,
dispersions of colloids are only stable if the colloids carry a (near-) surface
charge. As expounded in the models of Gouy–Chapman, Stern and Grahame
(see Grahame (1947) and references therein), counterions form a diffuse
ionic layer around the charged colloids from which the effective Coulombic
repulsion arises. The interaction potential between the colloids results from
a superposition of the attractive van der Waals’ forces and the repulsive
electrostatic interaction and features a potential barrier which may save the
colloids from coagulation. The electrostatic interaction is strongly dependent
on the electrolyte concentration in the continuous medium. The Debye
screening length 1/k is a measure for the size of the diffusive double layer
and represents the distance at which the electric potential drops to 1/e of
its initial value. It drops with increasing ionic strength of the solution; thus,
in relatively pure water with low amounts of a single charged electrolyte
(ce D 10 mmol l�1), the diffusive double layer is roughly 500 nm thick; at
higher values (ce D 0.1 mol l�1) the double layer shrinks to about 5 nm. At
a critical concentration of ce, the diffusive layer is so thin that the particles
can approach so closely that van der Waals’ forces dominate and coagulation
can occur. Under orthokinetic conditions, i.e. the colloids perform not only
Brownian movement but experience as well sheer forces due to stirring or
shaking, the coagulation speed can increase by a factor of 104. Then, the
hydrodynamic forces can easily push the particles across the potential barrier.

(continued)
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Effects of Heterocharged Polymers The effect of a charged polymeric
additive on a dispersion depends on its interaction with the colloids. If the
polyelectrolyte is heterocharged with respect to the colloid, the polymer can
adsorb and lead to bridging flocculation by interconnecting the colloids. In the
case of highly charged polymers, charge neutralization is the most common
mechanism for bridging flocculation because these polyelectrolytes tend to
adsorb in a flat configuration. If the colloids have a rather low surface charge
density, adsorption of highly charged polyelectrolytes can provide an overall
charge neutralization but lead to a heterogeneous surface charge distribution,
which enhances coagulation by the so-called electrostatic patch effect. At
very high concentrations of surface-bounded polymer, re-stabilization of the
dispersion may occur by surface charge reversal.

(continued)
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Effects of Non-adsorbing Polymers Non-adsorbing polymers, e.g.
homocharged polyelectrolytes, can cause so-called depletion effects which
can occur in solutions in which the polymeric additive remains in the
continuous medium and does not adsorb to the colloid’s surface. The
effect of depletion destabilization has been known since the early works
of Traube in 1925 (Traube 1925); a theoretical explanation was first given
by Asakura and Oosawa in 1958 (Asakura and Oosawa 1958). The driving
force of depletion effects arises from the tendency of polymers to adopt the
energetically most favoured conformation in solution, i.e. the minimization
of the solution’s free energy. If a free polymer experiences a confinement,
e.g. by approaching closely an interface, a colloid or a second polymer,
its conformational freedom is restrained which increases the free energy of
the dispersion. Since this is unfavourable, each colloid is surrounded by a
volume with a diameter ı from which non-adsorbing polymers are excluded,
the so-called depletion layer. If the interparticle distance of two dispersed
colloids becomes smaller than 2ı, – i.e. the depletion volumes overlap, e.g.
due to an increase in the colloid’s particle number density – the colloids
force polymers to leave the interparticle space. The polymers diffuse out
of the interparticle space and generate a polymer-excluded volume of pure
solvent. This is energetically unfavourable: the solution’s entropy is reduced
by uphill diffusion, and the free energy of solvation arising from polymer-
solvent interactions is diminished, especially if the liquid is a good solvent
for the polymer. At low polymer concentration, polymer–polymer interactions
are negligible, and the out-diffusion of the polymer and the concomitant
gain in conformational freedom outbalance these costs. This results in a non-
isotropic concentration gradient which creates a net osmotic pressure which
pushes the colloids together and squeezes out the solvent: the dispersion
experiences depletion destabilization and collapses. At high polymer concen-
trations, polymer–polymer interactions cannot be neglected anymore because
the polymer’s conformational freedom is already diminished by polymer–
polymer interactions. The gain in conformational freedom of the polymer
by out-diffusion cannot compensate for the cost of generating the polymer-
excluded volume. Thus, the polymer stays in the interparticle space, enters
the depletion volume and therefore exerts a counterforce on the colloidal
particles which keeps them apart: the solution is stabilized by depletion
stabilization.

(continued)
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For further information, see Tadros (2013), Somasundaran (2006),
Lagaly et al. (1997) or other pertinent monographies and reviews on
colloido-chemistry and the DLVO theory.
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Chapter 4
Structural Characteristics and the Occurrence
of Polyamorphism in Amorphous Calcium
Carbonate

Alejandro Fernandez-Martinez, Hugo Lopez-Martinez, and Dongbo Wang

4.1 Introduction: Why Are the Structures of Amorphous
Precursors Important?

Engineering new materials to fulfill desired functions requires knowledge of their
structure in order to reproduce the atomic mechanisms controlling the material’s
properties. Amorphous materials and liquids do not escape this requirement. A
number of experimental and computational methods have been developed over the
last century that allow for determination of local order in amorphous materials
and liquids, under a variety of external constraints such as pressure, temperature,
humidity, etc. Of special interest in the fields of liquids and amorphous materials
is understanding how liquid or amorphous structures are related to the crystalline
polymorphs of the same composition. Structural relationships established between
the ordered structure of a crystalline polymorph and its corresponding liquid phase
(formed upon melting of the former) often show that the average local order (the
atomic arrangement around every atom in the structure) is maintained upon melting.
An example is that of liquid cesium. A first-order phase transition is observed upon
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compression at 3.9 GPa at 220 and 350 ıC. This transition is associated with a
change in the coordination number from 12 to 8, similar to what is observed in the
crystalline system when passing from the Cs II (fcc) to the Cs IV phase (tetragonal)
(Falconi et al. 2005). This kind of transitions in both liquid and solid systems
has been reported for a variety of systems including water (Mishima et al. 1985),
phosphorous (Katayama et al. 2000), or sodium (Raty et al. 2007) to name a few.

While these phenomena are clearly interesting, focusing on understanding the
physical basis for liquid polymorphism has strong implications for the area of
amorphous precursors in biomineralization and for development of new biomimetic
materials. The amorphous precursor strategy is a process by which many organisms
mold their skeletons and shells with a given shape, occupying space in the confining
membranes, making use of the “flexible” and “moldable” hydrated amorphous
structure, before crystallization takes place (Addadi et al. 2003). The existence
of liquid polymorphism and of polyamorphism is relevant, as one could predict
that the local order in the liquid or in the precursor amorphous structure could be
maintained after crystallization. However, this whole process, although not well
understood, is also thought to be controlled by the confining matrix, acting as a
template for crystallization (Vekilov 2010; Giuffre et al. 2013; Hamm et al. 2014),
and by the presence of different impurities (proteins, inorganic and organic ions),
that exert controls over the kinetics of crystallization and over the polymorph
selection (Rodriguez-Blanco et al. 2012; Ihli et al. 2013; Sun et al. 2015). Therefore,
a first step toward understanding this crystallization process would be to robustly
understand the structure of the amorphous precursor.

4.2 The Structure of Amorphous Calcium Carbonate

The structural and energetic characteristics of amorphous calcium carbonate (ACC)
were described using a variety of analytical techniques: nuclear magnetic resonance
(NMR) (Gebauer et al. 2010; Singer et al. 2012; Reeder et al. 2013), infrared and
Raman spectroscopies (Addadi et al. 2003; Rodriguez Blanco et al. 2008; Politi et al.
2004; Wehrmeister et al. 2011; Wang et al. 2012), thermogravimetry and calorimetry
analyses (Radha et al. 2010, 2012; Schmidt et al. 2014), X-ray absorption (Levi-
Kalisman et al. 2002; Michel et al. 2008) and high-energy X-ray scattering
combined with pair distribution function (PDF) analyses (Michel et al. 2008;
Goodwin et al. 2010; Radha et al. 2012; Cobourne et al. 2014), and reverse Monte
Carlo (RMC) modeling (Goodwin et al. 2010; Fernandez-Martinez et al. 2013).
Results concerning the local order structure of ACC converge toward a picture
where Ca2C ions are in an average six- to eightfold coordination, and water has
at least two components that can be classified as adsorbed and structural (restricted
mobility and high energy of desorption). However, no studies have conclusively
offered a picture useful for constructing function-structure relationships. This is due
at least in part to the complexity of naturally occurring ACC, most of which is
biological in origin. Such ACC has biomolecules incorporated in structural “sites”
that are difficult to describe.
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Fig. 4.1 Pair distribution
functions of ACC and of
some of the crystalline
polymorphs of CaCO3�nH2O
(n D 0, 1). The trigonal
vaterite structure (space group
P3221), shown by Demichelis
et al. (2012) to be the more
stable, has been chosen

While crystalline materials are defined by the presence of periodicity in their
atomic structures, which translates into the presence of diffraction peaks in their
diffraction pattern, amorphous materials lack long-range order and thus peak in their
diffraction pattern. Such materials only preserve an average local order that can be
described through other techniques, such as the pair distribution function (PDF)
technique (see Fig. 4.1). An amorphous material is at a metastable state formed by a
large ensemble of configurational microstates. The PDF gives a map of the average
interatomic distances over this ensemble (a radial distribution function). It is thus
a useful way to describe the local order of amorphous precursors and to ascertain
whether its structure is different from that of crystalline polymorphs of the same
composition. An example is given in Fig. 4.1, where the PDFs of ACC, calcite,
aragonite, vaterite, and monohydrocalcite are shown. It can be seen that the local
order in ACC does not fit any of the crystalline polymorphs.

From the PDF data, it is not likely that ACC is a nanocrystalline “version” of
crystalline calcium carbonate. However, other studies have pointed some similarities
between ACC and some of the CaCO3 polymorphs. For instance, some studies
further examined the structural motifs in ACC using X-ray and neutron scattering,
X-ray absorption spectroscopy (XAS), and other experimental probes sensitive to
short-range order, such as NMR. Gebauer et al. (2010) showed using carbon-13
nuclear magnetic resonance (13C-NMR) and XAS that the solution pH influences
local order of the final ACC, with vaterite-like motifs present in ACC precipitated
from more alkaline solutions and calcite-like ACC at less alkaline solutions
(Gebauer et al. 2010). Fernandez-Martinez et al. (2013) noted also that the Ca-Ca
partial PDF obtained from a RMC analysis of high-energy X-ray scattering data of
high-pH synthetic ACC shows two broad oscillations at �4 and �6 Å, resembling
those of vaterite except for a shift (�0.2 Å) to a longer distance for the second
shell (Fernandez-Martinez et al. 2013). This study also shows that the Ca-O partial
PDF of ACC shows a sharp peak at 2.48 Å that corresponds to the first shell of
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Fig. 4.2 Ball-and-stick representation of Ca2C local environment in some of the more common
calcium carbonate polymorphs. The planar carbonate molecule CO3

2�, with D3h symmetry, can
be bound to a Ca2C ion by sharing one or two oxygen atoms with the Ca2C coordination sphere,
i.e., through a monodentate or a bidentate ligand, respectively. The Ca2C coordination number and
the more common ligand type are shown. The coordination number given for vaterite is an average
taken from the different structures that have been proposed

oxygen atoms coordinating Ca2C ions, a distance that falls in between the distance
for vaterite (2.36 Å) and aragonite (2.51 Å). Other two Ca-O distances at �4 and
�6.2 Å indicate a disordered structure with no recognizable interatomic distances
shared by the crystalline polymorphs (Fig. 4.2).

Summed together, the studies by Gebauer et al. (2010), Michel et al. (2008),
and Goodwin et al. (2010) point to the idea of a disordered vaterite-like mixed
with calcite-like local order in ACC. The existence of many different structures
for vaterite, and the recent finding that the free energies of formation of some of
the most stable structure types fall within the range of thermal energy at room
temperature (Demichelis et al. 2012; Demichelis et al. 2017, Chap. 6), suggests
that many possible bonding geometries are possible for the Ca-CO3 system, which
are possibly quenched during the formation of ACC from saturated solutions.
The inclusion of water molecules in the structure possibly adds steric constraints
resulting in disordered structures for ACC with no long-range order.

http://dx.doi.org/10.1007/978-3-319-45669-0_6
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The PDF data clearly suggests that ACC is likely not a highly disordered
crystalline calcium carbonate, though some authors have continued to argue that
ACC is composed of an assemblage of 1 nm size calcite nanocrystals, with a high
defect density (Rez et al. 2014). While this concept does not seem to be widely
accepted in the literature (as noted above, results from other techniques indicate
the opposite), the presence of small nanocrystalline domains in biological and
synthetic ACC should not be completely ruled out (Wehrmeister et al. 2011). TEM
imaging and electron diffraction are possibly the best suitable techniques to test this
particular hypothesis (see De Yoreo et al. 2017, Chap. 1 and Nielsen and De Yoreo
2017, Chap. 18), but TEM data have to be examined with caution due to the high
radiation doses received by the materials under study and the possible beam-induced
crystallization.

4.3 Water in ACC

Water has an important role in (1) the structure, stability, and formation of ACC and
(2) it has been implicated as critical to the ACC to crystalline calcium carbonate
transformation.

4.3.1 Water as a Structural Component in ACC

Most of the studies dealing with the structure of amorphous calcium carbonates have
reported characteristics related to the atomic structure of the Ca2C and CO3

2� ions.
Only a few studies have dealt with the structure and energetics of water, in spite of
its abundance in ACC and other precursors, with values up to 1.4 H2O per CaCO3

in ACC (Radha et al. 2012). Water has been implicated as the key to the structural
stability of ACC (Raiteri and Gale 2010) through formation of stable H bonds with
carbonate molecules (Saharay et al. 2013). A recent NMR study reported that water
in synthetic ACC has four discrete components: (1) translationally rigid structural
H2O, (2) restrictedly mobile H2O, (3) fluidlike mobile H2O that is decoupled
from rigid H and C, and (4) hydroxyl (Schmidt et al. 2014). The same group
reported that only the structural H2O components (2) and (3) are present in biogenic
ACC (Reeder et al. 2013). Molecular modeling work performed by Raiteri and
Gale (2010) showed that ACC surface roughness is a key step allowing for the
cluster aggregation. This mechanism involves the disruption of the surface layer
of adsorbed water. They proposed that water content per formula unit increases
proportionally with ACC cluster size. On the contrary, Wallace et al. (2013) and
(Tribello et al. 2009) showed that ACC clusters dehydrate partially as they grow,
with most water being trapped between clusters during aggregation. Until now,
experimental evidence for the short-range structure and the dynamics of water in
the ACC structure is still lacking.

http://dx.doi.org/10.1007/978-3-319-45669-0_1
http://dx.doi.org/10.1007/978-3-319-45669-0_18
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Understanding the mesoscale structure of ACC (i.e., the topology of H2O, Ca2C,
and CO3

2� densities) is of interest to know how inorganic and organic impurities can
be incorporated. Scanning electron microscopy (SEM) images revealed a lobular
structure at the scale of hundreds of nanometers, with ACC forming spherical
particles of 20–200 nm diameter size (Koga et al. 1998). This mesoscopic picture
gives an idea about ACC’s porosity, explaining the high content of labile adsorbed
water readily identified in TGA studies (Radha et al. 2012; Schmidt et al. 2014).
TGA and 1H-NMR have also revealed the existence of water molecules with
restricted mobility. From the structural point of view, the question remains about the
internal distribution of H2O vs. CaCO3 inside the ACC spheres. At the nanoscale,
a study by Goodwin et al. (2010) described the ACC structure as a “nanoporous
charge-separated framework formed by Ca-rich hydrated regions and Ca-poor
regions, where carbonate ions and water molecules are not bound to Ca ions.”
This description resulted from a reverse Monte Carlo (RMC) analysis of high-
energy X-ray diffraction data. Further work by Singer et al. (2012) using molecular
dynamics simulations showed that charge separation in that framework was not
stable and that the structure reordered after a few simulation steps forming one
that resulted more homogeneous in density and charge distribution. The simulation
results by Wallace et al. (2013) showed similar homogeneous ACC particles. This
result highlights the necessary caution in analyzing RMC simulations. The typical
length of the “charge-separated pores” described by Goodwin et al. (2010) is about
1–2 nm. However, this range of distances is not typically represented in high-
energy X-ray scattering data of amorphous materials (i.e., lacking diffraction peaks,
or periodicity). This points to the need to include small-angle X-ray or neutron
scattering data in the modeling of these structures, in order to obtain information
about porosity or density fluctuations in the structure.

4.3.2 The Role of Water in the ACC to Crystalline
Transformation

A decrease of the water content in ACC during its transformation to vaterite or
calcite was reported. A transient ACC phase, often named “anhydrous ACC,” due
to its low water content as compared to synthetic or biogenic ACC (Raz et al.
2003), was shown to form prior to crystallization, with the crystallization kinetics
depending upon the impurity content (Ihli et al. 2013). A recent study linked the
size of ACC spheres with their solubility and with the polymorph selection: smaller
particle sizes (�66 nm) were obtained at higher supersaturations that recrystallize
into vaterite when put in aqueous solution (Zou et al. 2015). On the contrary,
larger particle sizes (�200 nm) were obtained at lower supersaturations, with calcite
being the final polymorph. This study reported also a value for the interfacial free
energy of ACC of ’ACC D 0.33 J/m2. This value is higher than the interfacial free
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energy values usually reported for calcite, which are in the order of 0.1 J/m2 (see
(Fernandez-Martinez et al. 2014) and references therein).

Questions remain open as to what drives this dehydration in biological systems, if
other control factor is present rather than simple thermodynamics. The water content
seems to be inversely proportional to the thermodynamic stability of ACC (Radha
et al. 2010). These observations, together with the results from Wallace et al. (2013)
and Raiteri and Gale (2010), suggest a continuous evolution from a dense, liquid-
like calcium carbonate system, in which polymeric units of Ca-CO3-H2O (as those
described by Raiteri and Gale 2010) evolve to more condensed atomic complexes
or clusters (as those described by Wallace et al. 2013), with most of the water being
expelled out of the clusters (as suggested by Tribello et al. 2009), while the final
solid ACC is formed through a cluster aggregation process. This process is favorable
thermodynamically, as shown by Wallace et al. (2013). The final ACC precipitate
still contains a high water content, but most of it (up to 75 %) is water that is loosely
bound, as shown by Schmidt et al. (2014). Questions remain open about the role
of the remaining “structural” water in ACC’s thermodynamic stability and kinetic
persistence.

4.4 Ionic and Molecular Impurities in ACC

Impurities may have a strong influence over the structure and energetics of ACC.
Magnesium impurities in calcite are probably one of the most studied ones.
Magnesium is known to control the polymorph selection in crystalline calcium
carbonates—calcite vs. aragonite—and to heavily influence the rate of calcite
growth (Davis et al. 2000). Radha et al. (2012) reported that the inclusion of Mg2C

in ACC resulted in increased thermodynamic stability, in addition to the known
kinetic persistence of Mg-bearing ACC. The complete compositional diagram,
ranging from pure ACC to pure amorphous magnesium carbonate (AMC), was
studied using PDF analyses, TGA coupled with evolved gas FTIR, and dissolution
calorimetry. The results show that at low Mg2C contents (�10 % at. Mg2C), similar
to those found in most biominerals, Mg2C-ACC is more stable (see also Chap. 5
by Rodriguez Blanco et al. 2017, this volume). This behavior is similar to that
observed for Mg2C incorporation in calcite at low Mg2C contents (see Fig. 4.3),
suggesting that Mg2C content in biominerals may be dictated by thermodynamics.
Furthermore, the absolute maximum in stability is found at a concentration of
�50 mol % Mg2C, corresponding to the composition of the stable polymorph
dolomite. Amorphous solids with Mg2C contents over 50 % are composed of two
phases, most likely AMC and the 50 % Mg-ACC. This study highlights the role that
Mg2C, a common impurity in biogenic ACC, has as stabilizer of the amorphous
structure. It also highlights the ill-defined concept of “amorphous solid solution.”
By definition, a solid solution is a mixture in which one compound is distributed
within the crystalline lattice of another compound. As shown by Radha et al. (2012),

http://dx.doi.org/10.1007/978-3-319-45669-0_5
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Fig. 4.3 Enthalpy of formation of amorphous and crystalline compounds with compositions
CaxMg1-xCO3�nH2O. Mg2C abundance in biogenic ACC is shown in the inset. Data for amorphous
compounds is represented in empty triangles and filled squares. Empty diamonds and stars
correspond to synthetic magnesian calcite data by (Bischoff 1998) and (Navrotsky and Capobianco
1987). Reprinted from Radha et al. (2012), with permission from Elsevier

the coherent domain sizes in Mg-bearing ACC are not longer than 1 nm. These
authors also showed that the local order in Mg-ACC differs from that of pure
ACC, with Mg-O bond lengths shorter than Ca-O ones, as expected (2.4 vs. 2.1
Å). A possible interpretation of this observation is that, at the atomic scale, the
amorphous material is composed of Ca-rich regions or domains spatially separated
from Ca domains, each of them of less than 1 nm in size making them by definition
a physical mixture. However, the behavior of Mg-bearing ACC from the point
of view of energetics (measured enthalpies of formation) describes a situation in
which there is an energetic gain in stability associated with the addition of small
percentages of Mg2C, as observed in the MgxCa1-xCO3 solid solution (see Fig. 4.3;
the enthalpy-composition curve of the amorphous system shows a similar behavior
to that of the crystalline system). One possible rationalization for this observation
is that, if we consider that the solid is composed of sub-nm Mg-rich and Ca-rich
domains, the interfacial free energy contribution to the total free energy of formation
would be high, possibly adding a negative term constituting the enthalpy of mixing.
More research is needed not only to ascertain the structural arrangements at the
atomic scale but also to correlate these structural descriptions with observation from
other techniques, such as dissolution calorimetry, which gives information at the
macroscale.
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Ionic and molecular impurities affect polymorph selection mechanisms in dif-
ferent ways: (i) they can shift the thermodynamic equilibrium of one phase with
respect to another; (ii) they can act on the crystallization kinetics, poisoning (or
enhancing) the growth of one phase and thus favoring (or inhibiting) the formation
of another one.

4.5 Polyamorphism in ACC

The phenomenon of polyamorphism, or the occurrence of different short-range
order structures for the same substance, remains quite unexplored in the case of
ACC, with only a handful of papers showing experimental results (see review by
(Cartwright et al. 2012), where different experimental evidences pointing to the
existence of ACC polyamorphism are shown). One of the first papers suggesting
the presence of different atomic arrangements in ACC referred to it as: “an
amorphous calcium carbonate phase in which the structure of aragonite is already
preformed” (Hasse et al. 2000). However, studies dealing with the short-range order
of biogenic ACC should be taken with caution due to the existence of impurities
such as co-ions (Mg2C, NaC : : : ), organics such as proteins or carboxylic acids,
polyphosphates, or even variable water contents, which have an influence on its
local order (Politi et al. 2008; Sinha and Rez 2015). Along these lines, many
studies on biogenic ACC do not report impurity or water contents, making it more
difficult to catalog different ACC “polyamorphs” and to ascertain composition-
structure-function relationships unequivocally. ACC polyamorphism and perhaps
more importantly the physicochemical factors determining it remain therefore a
quite unexplored field of research.

Defining polyamorphism is not a simple task due to the numerous effects that can
create artifacts in the definition of a pure amorphous structure, such as the presence
of nanocrystalline domains. Also, some criteria used to define ACC polyamorphism,
such as the comparison of Ca-O bond lengths from EXAFS (see (Cartwright et al.
2012) and references therein), are not restrictive enough and do not suffice to declare
a structure as a different calcium carbonate polyamorph. This is due to the large
distribution of bond lengths in amorphous materials that are affected by structural
and thermal disorder, as well as to bond anharmonicity. To our knowledge, only two
studies have reported clear evidence for ACC polyamorphism from spectroscopic
or scattering data: the study by Gebauer et al. (2010) using 13C-NMR showed
different local orders in ACC as a function of the solution pH value, with vaterite-
like and calcite-like short-range order present at high and low pH, respectively. The
second study by Fernandez-Martinez et al. (2013) used RMC modeling of X-ray
total scattering data as a function of applied pressure to describe the formation of
aragonite-like ACC at high pressures and a first-order polyamorphic transition with
a critical pressure of Pc �10 GPa (see Fig. 4.4).
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Fig. 4.4 Experimental proofs of polyamorphism. (a) 13C solid-state NMR spectra of calcite
(dashed blue lines), vaterite (dashed red lines), proto-calcite ACC (blue line) and proto-vaterite
ACC (red line) (Gebauer et al. 2010); (b) Ca-Ca partial pair distribution function (pPDF) of ACC
at different hydrostatic pressures. The double peak observed at high pressures matches the Ca-Ca
pPDF of aragonite. Reprinted with permission of John Wiley and Sons from Gebauer et al. (2010)
and Fernandez-Martinez et al. (2013)

A useful way to describe polyamorphism is to rationalize the structural arrange-
ments of Ca and CO3 molecules by determining the number of monodentate vs.
bidentate ligands in Ca-CO3 units. This was done in a couple of RMC-based studies
(Goodwin et al. 2010; Fernandez-Martinez et al. 2013), where the results were
compared to the bonding geometry of Ca2C and CO3

2� in crystalline polymorphs.
Calcite, the most stable crystalline CaCO3 polymorph, is formed by CaCO3 groups
linked through monodentate ligands (see Fig. 4.2). Most of the structures that
have been reported for vaterite show equivalent number of monodentate and
bidentate ligands. RMC analyses by Goodwin et al. (2010) and Fernandez-Martinez
et al. (2013) reported an approximate number of 50 % for each of these two
molecular configurations. In addition, Fernandez-Martinez et al. (2013) showed that
this proportion changes as a function of the external pressure, with the number
of bidentate ligands increasing with pressure, reaching values close to those of
aragonite (the CaCO3 polymorph stable at high pressure). It is therefore possible
that the changes in these proportions can be the underlying reason for the polymorph
selection (e.g., more bidentate ligands favors aragonite over calcite). Further studies
are necessary to systematically address the effects of external factors (pressure,
temperature, humidity, solution pH value, etc.) on ACC polyamorphism (Fernandez-
Martinez et al. 2013).

The significance of ACC polyamorphism is also under debate (Cartwright et al.
2012). The question of whether or not distinct structural motifs in the amorphous
material are intimately related to the structure of the CaCO3 crystalline poly-
morph formed ultimately remains an open question, with multiple ramifications.
Underneath this question lies a more fundamental unknown about the mechanism
of crystallization of the amorphous structure itself. Two mechanisms are usually
considered: a dissolution-reprecipitation process (Nielsen et al. 2014) or a solid state
transition (Politi et al. 2008; Gong et al. 2012; Ihli et al. 2014). The relevance of the
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ACC polyamorphism seems thus to be directly dependent on the ACC crystallization
mechanism. In a dissolution-reprecipitation crystallization mechanism, the structure
of the amorphous precursor itself could become irrelevant. In contrast, the ACC
local structure would be determinant if a solid state transition is the preferred
crystallization pathway, due to the supposed similarities in the local order of the
amorphous and the final crystalline structure. Of course, the answer to the question
is that both mechanisms are relevant, each of them under different conditions.
Recent in situ TEM investigations showed that dissolution-reprecipitation of ACC
is the dominant mechanism of ACC crystallization in aqueous solution (Nielsen
et al. 2014), a fact that seems logical given its high solubility (Kellermeier et al.
2014; see also Rodriguez-Blanco et al. 2017, Chap. 5). Solid state transitions at
relevant temperatures have been less studied (Politi et al. 2008; Gong et al. 2012;
Ihli et al. 2014). A different type of pathway that has until now only been tested
by Ihli et al. (2014) (to the best of our knowledge) could be also relevant here:
several experimental studies reported the existence of interface-mediated processes
that result in coupled interfacial dissolution-reprecipitation of minerals at mineral-
water interfaces (Ruiz-Agudo et al. 2014; Hellmann et al. 2015). In situ studies
showed that these mechanisms lead to mineral replacement through precipitation
processes occurring under conditions where the bulk fluid is undersaturated with
respect to the precipitating phase (Ruiz-Agudo et al. 2014). The explanation for
this behavior is based on the fact that ion concentrations at water-mineral interfaces
differ from those at the bulk due to the existence of an electric double layer. The
thermodynamic concept of bulk fluid supersaturation is therefore not useful here,
and a precise theoretical account for these phenomena is still lacking due to the
existing limitations to describe the structure and dynamics of the electric double
layer. Given the hydrous nature of ACC, it could be hypothesized that similar
phenomena could be at play at the ACC-water interface. Going beyond this picture
of the dissolution-reprecipitation, one could hypothesize as well that if interfacial
dissolution is only partial, structural motifs of the original ACC could persist
during the reprecipitation process. This would make ACC polyamorphism a relevant
phenomenon, given the “survival” of the structural features of the amorphous phase
during the crystallization process.

Some recent studies on pre-nucleation clusters suggest that the local order in
the amorphous precipitate is inherited from that of the clusters from which it is
formed (Habraken et al. 2013; Wallace et al. 2013). This involves thus the presence
of an aggregation-based process of pre-nucleation clusters, which were shown to be
accompanied by cluster dehydration (Raiteri and Gale 2010; Wallace et al. 2013).
Although, the structure of the pre-nucleation clusters has not been described yet, the
different short-range ordering observed in the final ACC suggests that the clusters
could have variable structures depending on the solution pH value from which they
are formed (Gebauer et al. 2010).

A similar type of mechanism has been observed in a different family of
amorphous precursors: amorphous calcium phosphate (ACP). Habraken et al.
(2013) showed that ACP nucleation on collagen goes through a nonclassical

http://dx.doi.org/10.1007/978-3-319-45669-0_5
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Fig. 4.5 Left: 2 � 2 � 1 supercell of hydroxyapatite (Hughes 1989). Right: 2 � 2 � 1 supercell of
octacalcium phosphate (Brown 1962). The hexagons in both structures highlight the same cluster of
atoms formed by a central Ca2C and six neighboring PO4

3� anions. The main difference between
both structures comes from the different packing of these atomic clusters

mechanism involving the formation of pre-nucleation clusters of [Ca(HPO4)3]4�

that aggregate in solution forming different fractal arrangements and eventually
precipitate forming ACP. The structure of these clusters was to be constant, with
only changes in their aggregation geometry being responsible for the resulting
crystalline polymorph formed. Actually, similar atomic arrangements at the local
scale can be observed in two of the polymorphs in the calcium phosphate system,
octacalcium phosphate and hydroxyapatite (see Fig. 4.5), so the fact that they are
formed from the same type of clusters is not surprising.

As mentioned above, the presence of impurities in ACC and their effect on
the local order can be an impediment to properly define polyamorphism. The
existence of an “aragonitic” ACC was suggested by different authors in biogenic
ACC (Hasse et al. 2000; Marxen et al. 2003). However, none of these studies
reported the chemical compositions, making it more difficult to ascertain whether
true ACC polyamorphism is present in those systems or not (most likely not, given
the usual high concentrations of other cations such as Mg2C in biominerals at about
10 % (Radha et al. 2012)). This is an important point, because the polymorphism
and polyamorphism are circumscribed by definition to a single compositional phase.
The question remains open as to whether structural variations in ACC are caused by
external physicochemical factors that induce different local order in the CaCO3�H2O
phase (i.e., true polyamorphism), or if the different structures are due to the presence
of other ions or molecules.
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4.6 Outlook

The existence of amorphous precursors to calcium carbonates and calcium phos-
phates has been known for some 40 or more years. But it has been only in the
last 10 years that the community has made significant progress in understanding
the structure-property relationships in amorphous precursors. This is partly due to
the continuous development of advanced characterization tools that allow obtaining
unprecedented molecular-scale information on atomic structures and processes.
Some of these tools include in situ electron microscopy, modern X-ray scattering
methods, 2D NMR on quadrupolar nuclei such as 43Ca, and molecular dynamics
simulations on very large systems. However, much work is still needed to be able
to construct a detailed picture of the ACC system. Efforts need to be directed to the
development of an ACC model that is testable and predictive of structure-function
relationships. An implicit problem to the study of highly disordered phases is our
difficulty to ascertain to what extent the amorphous structure contains structural
motifs of its crystalline counterparts. This is especially important because we still
do not know how polymorph selection is controlled in calcifying organisms. Related
to this is the need of building an understanding of the role of impurities. These
are responsible for ACC’s kinetic behavior and therefore are of great interest for
the development of applications such as the synthesis of functional biomimetic
materials. More studies need to be addressed to the study of the dynamic behavior
of ACC, with emphasis on the structure and dynamics of water. ACC is a highly
hydrated compound, with a dynamic structural behavior. Open questions remaining
include (1) how the presence of ionic or organic impurities affects atomistic
dynamics and (2) what their effect is on the crystallization kinetics. These questions
need to be addressed with the aid of advanced characterization techniques, both
from an experimental and theoretical perspective, in multidisciplinary approaches,
including the contributions from the biological sciences.
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Chapter 5
ACC and Vaterite as Intermediates
in the Solution-Based Crystallization of CaCO3

Juan Diego Rodriguez-Blanco, Karina K. Sand, and Liane G. Benning

5.1 Introduction

Calcium carbonate minerals are ubiquitous on Earth where they play a key role in
many marine and terrestrial biomineralization processes (e.g., see also Chap. 9 by
Falini and Fermani in this book). Their ubiquitous nature makes them key players
in controlling a large part of the global carbon cycle. At ambient temperatures, they
very often crystallize from solution via two intermediate phases: amorphous calcium
carbonate (ACC) and vaterite.

ACC is a poorly ordered material (50–500 nm) (Rodriguez-Blanco et al. 2008)
that in its pure form (no other cations but Ca2C present at formation) consist of
a Ca-rich framework with 1-nm diameter interconnected pores that contain water
and carbonate ions (Goodwin et al. 2010). In recent years, ACC has been shown to
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exhibit a complex chemical make up with variable hydration states linked to its
“structure” at the short-range scale (Radha et al. 2010). Laboratory-synthesized
ACC is often highly hydrated (<1.6 mols of water per mole of CaCO3) and
thermodynamically unstable. In the absence of additives, and when equilibrated
with the solution, ACC transforms extremely fast (<2 min at 25ı C; Rodriguez-
Blanco et al. 2011) to crystalline CaCO3 polymorphs. This transformation can take
multiple, and sometimes complex, pathways that are dependent on the physico-
chemical environment. Conversely, biogenic ACC is often initially hydrated, but
during aging of ACC-rich biominerals (e.g., spine spicules; Gong et al. 2012),
it slowly dehydrates concomitantly increasing its short-range order. In contrast to
synthetic ACC, biogenic ACC can persist for days in the animal (Gong et al. 2012)
and months when extracted and stored in dry conditions (Politi et al. 2008; Gong
et al. 2012). Similarly carbonate concretions that are released by certain earthworm
species (e.g., Brinza et al. 2014; Hodson et al. 2015) contain ACC stabilized for
very long time periods, yet the reason of this stabilization is still unknown.

The main problem is the fact that the degree of ordering, hydration, particle size,
and crystallization of ACC are largely controlled by its origin and conditions of for-
mation. These include a number of factors like temperature, pH, and concentration
of foreign ions in solution (e.g., Mg2C, SO4

2�, PO4
3�, organics, etc.). For example,

pure ACC usually transforms to calcite via a vaterite intermediate at low tempera-
tures (<30 ıC) and via aragonite at higher temperatures (>60 ıC). However, small
variations in initial pH of the aqueous solution (Tobler et al. 2016) or the presence of
divalent ions (e.g., Mg2C, Sr2C) or organics (e.g., aspartic acid, glutamic acid, citric
acid, etc.) can dramatically affect the crystallization rates and pathways of ACC,
also resulting in the incorporation of variable amounts of these ions in the ACC
structure (e.g., Wang et al. 2009; Rodriguez-Blanco et al. 2014; Tobler et al. 2015).

So far most studies focused on the formation and crystallization of ACC in
abiotic systems (e.g., Ogino et al. 1987; Faatz et al. 2004; Radha et al. 2010;
Rodriguez-Blanco et al. 2011). However, many biomineralization processes that
ultimately lead to calcite or aragonite as the prime calcium carbonate phase occur
within a biological membrane where (1) the activity of water is lower compared
to a “pure” aqueous solution and (2) there is a high concentration of organic
macromolecules, which fulfill a wide variety of functions (e.g., energy storage,
structural protection, insulation). It is well known that the two most abundant
CaCO3 biominerals (i.e., calcite and aragonite) have remarkable morphologies,
defined crystallographic orientations, and extraordinary functional properties (Dove
et al. 2003). However, many biomineralizing organisms use the ACC to crystalline
calcium carbonate pathway to control particle shape, crystallographic orientation,
and crystalline polymorph during the formation of their shells, spines, etc. One of
the best-known examples of ACC produced in biomineralization processes is found
in sea urchins, which produce elongated single crystals of calcite with the c-axis
aligned parallel to the length of the spicules. However, important for this chapter is
the fact that they do this by controlling the deposition and crystallization of ACC
within a biological membrane (Beniash et al. 1997). Similarly, ACC has also been
found in the intestinal lumen of gilt-head sea bream Sparus aurata (Foran et al.
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Fig. 5.1 CaCO3 biomineralization produced by earthworms. (a) spherulitic deposit showing an
ACC region with some minor contributions of crystalline phases in the form of small clusters (inset
circle: selected area electron diffraction diagram of a vaterite single crystal represented along the
[�2 0 1] zone axis). (b) Area of the spherulite showing vaterite nanocrystals partially transformed
to calcite (calcite domains tend to be oriented with lattice planes parallel to the spherulite’s edge
and the regions between vaterite domains are separated by amorphous areas). The selected area
electron diffraction diagram shown in the inset at the bottom of this figure corresponds to a single
crystal of vaterite viewed along [0�1 0] showing these features. The top inset shows the fast
Fourier transform analysis of the whole micrograph revealing a powderlike pattern (See more
details in Gago-Duport et al. 2008)

2013), in some plants as the main component of cystoliths (Gal et al. 2012) and in
earthworms’ calciferous glands (Gago-Duport et al. 2008; Hodson et al. 2015). On
the other hand, vaterite formed from ACC is often unstable. Nevertheless, although
vaterite is rarely preserved in geologic settings (compared to calcite and aragonite),
it is more common as a product of biomineralization. For example, vaterite has
been found in earthworms calciferous glands (e.g., Fig. 5.1; Gago-Duport et al.
2008; Brinza et al. 2014), otoliths (Wehrmeister et al. 2011), lackluster pearls (Qiao
et al. 2007), or spicules of tropical ascidian (Lowenstam and Abbott 1975; Kabalah-
Amitai et al. 2013) or in aberrant growth of mollusk shells repaired after an injury
(Isaure et al. 2010).

In recent years, these unusual biomineralization processes have attracted con-
siderable interest because of their potential to be replicated, and controlled, in
the laboratory. By using different methods (e.g., molecular templates, tailored
self-assembly mechanisms), it could be possible to manufacture industrial CaCO3

nanoparticles with specific sizes and shapes that would result in many applications
for material sciences, biomedical research, food, agriculture, etc. For example, the
crystallization processes of carbonates have great potential for incorporation of
proteins or pharmaceutical compounds (e.g., insulin; Fujiwara et al. 2010), opening
the door to simple and cost-effective methods for storage and targeted drug-delivery
applications (e.g., vaterite nanocapsules; Parakhonskiy et al. 2012). All these
applications require an understanding of the fundamental factors controlling the
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structures and crystallization pathways of calcium carbonates during the ear-
liest stages of crystallization, i.e., during the formation of metastable phases
like ACC and vaterite. However, the instability and rapid transformation ten-
dency of ACC (e.g., in the pure system, seconds–minutes) can make an in depth
characterization very difficult. Furthermore, to follow the rapid transformation
reactions to crystalline carbonate, especially when they proceed via short-lived inter-
mediate phases (e.g., vaterite, aragonite) is also not trivial. However, over the last
few years, new experimental and characterization approaches have been developed,
combining classical characterization techniques with methods that allow in situ and
real-time monitoring of the reactions (e.g., time-resolved synchrotron-based scat-
tering and diffraction, in situ liquid cell high-resolution microscopy, time-resolved
spectrophotometry, in situ titrations, and ultracentrifugation; Rodriguez-Blanco
et al. 2011; Nielsen et al. 2014; see also Chap. 18 by Nielsen and De Yoreo in this
book; Burke et al. 2015; Tobler et al. 2015). These techniques have provided very
useful data to attain the mechanisms and quantify the kinetics of ACC crystallization
in abiotic systems. In addition, they provided a detailed understanding of how
calcium carbonate phases form during biomineralization processes when the system
moves from ACC toward thermodynamic equilibrium with calcite.

5.2 Mechanisms of Crystallization of Vaterite and Calcite
from ACC

Since the 1970s, vaterite was assumed to be a possible precursor phase during the
formation of CaCO3 in sediments (Rowlands and Webster 1971). This assertion
was confirmed by experimental observations showing that vaterite forms prior to
calcite, at moderate or high supersaturations (Ogino et al. 1987). In addition, now it
is well known that natural ACC crystallizes to vaterite in solution. Yet, the debate
about the mechanisms of crystallization of vaterite from ACC, also linked to the
complexity of determining its precise mineral structure (Kabalah-Amitai et al. 2013)
and understanding its thermodynamic stability (Wang and Becker 2012), is in part
still ongoing.

Just recently, cryo-TEM studies revealed that the transformation from ACC to
vaterite can occur through a direct solid-state transformation. Crystalline domains
have been observed after the aggregation of ACC nanoparticles into larger particles,
and this was coupled with dehydration of the precursor phase. This combined
aggregation and crystallization of ACC is considered to result in the development of
randomly oriented crystalline domains that forms the typically observed spherical
aggregates (Pouget et al. 2009; Pouget et al. 2010).

However, most studies consider that the ACC–vaterite transformation is a
solution-mediated transformation mechanism that consists of ACC dissolution
coupled to vaterite crystallization (e.g., Shen et al. 2006). Over the last decade, a
number of nucleation and growth studies have taken advantage of the developments
in synchrotron-based scattering and diffraction technologies that allow quantifying

http://dx.doi.org/10.1007/978-3-319-45669-0_18
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such reactions in situ, and real time, for more realistic conditions. Such methods
have been previously tested on other minerals systems like amorphous silica
(Tobler et al 2009; Tobler and Benning 2011), iron compounds (e.g., sulfides:
Cahill et al. 2000; oxides: Davidson et al. 2008; Vu et al. 2010; Brinza et al. 2015)
and sulfates (Ahmed et al. 2010). All these studies followed the formation and
transformation of phases in situ and in real time based on changes in diffraction
or scattering properties of the solids that were reacting in the aqueous solutions.
Recently, this approach was also applied to the crystallization of ACC (Fig. 5.2),
and this was possible at very high temporal resolutions (1 s/scan), over realistic
time spans (secs-10’s of secs), and for a wide range of supersaturation, temperature,
pH, and additive concentrations. These studies provided new data on the nucleation
and growth of CaCO3 phases, i.e., the evolution of their particle sizes and shapes
as well as the changes in short- or long-range order (crystallinity) of solids that are
in continual contact with the reacting solutions. We crystallized (Bots et al. 2012;
Rodriguez-Blanco et al. 2012) vaterite and calcite from solution via ACC from
mixtures of highly concentrated (1 M) Na2CO3 and CaCl2 solutions. They followed
the reactions at 1–30 s time frames using small- and wide-angle X-ray scattering
(SAXS/WAXS) and showed that the polymorph selection during the crystallization
of ACC was highly pH-dependent but that other additives also changed the reactions
dramatically. While a neutral (<7) starting pH during mixing promoted the direct
transformation of ACC into calcite, when ACC formed from a solution with a basic
initial pH (<11.5), the transformation to calcite occurred via metastable vaterite
(Fig. 5.2). The early stages of crystallization of vaterite from ACC at basic initial pH
(<11.5) and starting saturation index of SI D 4.2 started with the rapid breakdown
of ACC and was followed by an equally rapid nucleation and spherulitic growth of
vaterite (<2 min).

Spherulitic growth is a fast growth process that proceeds via the continuous
nucleation of new nanoparticles on the surface of an already existing particle (core)
via non-crystallographic branching. This nucleation-controlled growth process is
usually termed “growth front nucleation” or “secondary nucleation” (Gránásy et al.
2005; Shtukenberg et al. 2012). In this process, there is no structural relationship
between the newly nucleated particles and the already existing ones. This results in
the formation of micrometer-sized spherulites that consist of aggregates of monodis-
perse nanoparticulate crystallites. Spherulitic morphologies have been categorized
in two types: spheres (category 1) and dumbbells (category 2). This morphological
variability is related to an orientation-dependent grain boundary energy change.
Andreassen et al. (2010) experimentally demonstrated that spherulitic growth of
vaterite directly from solution (i.e., not via an ACC precursor) requires a high
crystallization driving force (i.e., SI > 2–3) to promote fast crystallization rates,
leading to the formation of spherical nanocrystal aggregates. Spherical aggregates of
vaterite crystallized via ACC have often been observed (Fig. 5.2), yet morphological
evidence on its own is not satisfactory to provide definitive confirmation for
spherulitic growth. Such evidence was derived from the change in saturation
index of vaterite in the aqueous solutions at equilibrium with respect to ACC
which was SI D 1.4 (Bots et al. 2012). However, SAXS/WAXS data revealed a



Fig. 5.2 Top diagram shows an schematic representation of the proposed multistage
ACC ! vaterite ! calcite crystallization pathway (top) with the underlying combined reaction
progress, ’ACC, ’vaterite, and ’calcite, for the full crystallization reaction in the pure ACC system (the
green triangles and full black squares represent the ACC and vaterite from Bots et al. (2012) and
the open squares and red triangles represent the vaterite and calcite from Rodriguez-Blanco et al.
2011); stages 1, 2, and 3 of the reaction mechanism are labeled on the figure. FEG-SEM images
show the solid phases that form during these stages of the crystallization process. Pictures on the
top correspond to the ACC ! vaterite transformation: amorphous calcium carbonate (ACC) (a),
ACC and vaterite nanoaggregates (b, c), and vaterite nanoaggregates (d, e). Pictures at the bottom
correspond to vaterite ! calcite transformation: vaterite nanoaggregates and first calcite crystals
(f), calcite crystals attached to vaterite spheres with the development of growth steps on the calcite
surface (g), calcite growth steps and vaterite nanoparticulate subunits, (h) and calcite crystals with
vaterite casts (i) (after Rodriguez-Blanco et al. 2011)
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fast breakdown of minor amounts of ACC prior to the crystallization of vaterite,
resulting in a rapid increase in supersaturation, providing the high crystallization
driving force needed for spherulitic growth. In addition, these data showed that the
ACC–vaterite reaction proceeded via a continual dissolution of ACC and growth
of vaterite. ACC that started off as �35 nm particles was present until virtually all
the vaterite had formed, keeping the supersaturation at a sufficiently high level to
allow continuous vaterite nucleation. Furthermore, the SAXS/WAXS data clearly
showed extremely rapid crystallization rates of vaterite, which are typical during
a nucleation-controlled growth mechanism like spherulitic growth. Overall, the
high level of supersaturation due to the breakdown of ACC promoted very rapid
crystallization kinetics. The complete crystallization of vaterite occurred in <2 min
and the average crystallite/particle sizes for the vaterite started off at �10 nm,
consistent with a nucleation dominated particle formation reaction with very little
or no surface growth. At the end of the reaction, the particles reached a maximum
size of �40–60 nm, depending if sulfate was present in the aqueous solution or not.

Although spherulitic growth has been observed in other systems (i.e, polymers
supercooled from a molten state or viscous magmas; Shtukenberg et al. 2012 and
references therein), in carbonates it is promoted when the difference in solubility
between the amorphous precursor phase and any crystalline phase is largest.
Besides vaterite, other carbonates can also grow by a spherulitic mechanism: calcite
(Rodriguez-Blanco et al. 2012), aragonite (Sand et al. 2012), monohydrocalcite
(Rodriguez-Blanco et al. 2014), dolomite (Rodriguez-Blanco et al. 2015), or even
REE-bearing carbonates like tengerite, kozoite, or hydroxylbastnasite (Vallina et al.
2014; Vallina et al. 2015) (Fig. 5.3). Interestingly, spherulitic morphologies are not
just a vagary of experimental systems as they have also been observed in natural
biogenic carbonates like corals that crystallize aragonite (Holcomb et al. 2009) or
in microbial systems that produce proto-dolomite/dolomite (Warthmann et al. 2000;
Sánchez-Román et al. 2011). Again, these reactions proceed when locally very high
supersaturations are reached. The fact that Mg2C and REE3C ions play an important
role in the process is primarily linked to their high dehydration energies (Fedorov
et al. 2002; Di Tommaso and De Leeuw 2010). When they are present within the
porous structure of the precursor phase, they retard its dehydration, thereby reducing
the rate of dissolution and decreasing its overall solubility. As a result, in abiotic
systems, high temperatures are sometimes required to promote the breakdown of
the amorphous precursor phase and the fast increase in supersaturation levels during
the crystallization process.

Above we primarily focused our discussions on how ACC transforms to vaterite.
We also showed that once metastable vaterite has fully formed, it starts transforming
into calcite. This process is temperature-dependent. We (Rodriguez-Blanco et al.
2011) derived the rates and energetics for the vaterite–calcite transformation
reaction from 7.5 to 25ı C, conditions which are relevant for both biomineralization
and industrial calcium carbonate formation reactions. We found that the vaterite–
calcite transformation is a surface-controlled process that occurs at much slower
rates (e.g., 6 h at 25ııC) compared to the formation of vaterite via spherulitic
growth (minutes). We also showed that the surface area of the newly forming calcite
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Fig. 5.3 Spherulitic morphologies of the first crystalline products obtained after the breakdown
of pure or Mg-bearing ACC: (a) calcite, (b) vaterite, (c) Mg-calcite, (d) monohydrocalcite, (e)
dolomite. Hydromagnesite (Mg5(CO3)4(OH)2 � 4H2O) is also a seen in the background of images
(d) and (e) as it is usually a secondary product that forms during the crystallization of monohy-
drocalcite and dolomite. % Mg shown in each picture corresponds to [Mg2C]aq/[Ca2C]aq � 100 in
solution before the formation of ACC

controls the crystallization rate. This reaction proceeds via the slow dissolution
of vaterite, followed by the gradual increase in its porosity and the release of
calcium and carbonate ions into the solution. This leads to a surface-mediated
dissolution–reprecipitation and growth of calcite crystals (Fig. 5.2f–h). This calcite
consists of crystals with rhombohedral morphologies because during the vaterite–
calcite transformation, the aqueous solution is in equilibrium with respect to vaterite,
so the saturation index of calcite (SI D 0.57) is too low to favor spherulitic growth.

Although calcite is sometimes a product of the recrystallization of vaterite,
the formation of ACC at neutral (�7) starting pH and at high supersaturations
can also result in the primary crystallization of spherulitic calcite (Beck and
Andreassen 2010; Rodriguez-Blanco et al. 2012). Again, this is driven by the large
enough difference between the solubility of ACC and calcite to provide the high
supersaturation (SI > 2–3) needed for spherulitic growth. Spherulitic calcite is not
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so common in nature compared to spherulitic vaterite, but there are examples that
show that these morphologies may originate during biomineralization processes.
Many species of earthworm secrete granules of calcium carbonate that are formed
within the earthworm’s calciferous glands. These granules are mainly made of
calcite but also contain remnant ACC, vaterite, and aragonite (Canti and Piearce
2003; Briones et al. 2008), and their morphologies are similar to calcite crystals that
form in laboratory experiments when ACC precipitates from highly supersaturated
solutions and crystallizes to calcite via spherulitic growth (e.g., Fig. 5.3a).

Two main factors explain the different crystallization pathways of ACC to either
primary vaterite or calcite. The first one relates the structure of ACC and its
formation mechanisms and pathways. Gebauer et al. (2008) suggested that the
binding strength of Ca2C and CO3

2� ions within the ACC precursor clusters is
pH-dependent and controls the structure, stability, and crystallization pathways of
ACC. This way, ACC formed at a basic pH has a vaterite-type local structure and
promotes the crystallization of vaterite over calcite, while ACC formed at a neutral
pH has a calcite-type local structure and crystallizes directly to calcite. The second
factor relates pH, solubility, and the dissolution rate of ACC (Kojima et al. 1993).
The solubility (and dissolution rate) of ACC increase proportionally with formation
pH, and thus, the saturation index for any anhydrous crystalline carbonate when an
aqueous solution is in equilibrium with respect to ACC will be directly proportional
to the pH at which ACC formed. Taking all this together, an ACC precursor formed
at high pH does not only have a vaterite-type local structure but also promotes
the crystallization of vaterite because of its higher solubility and dissolution rate.
Conversely, ACC formed at a starting neutral pH has a calcite-type local structure
and also a lower solubility so it tends to transform directly to calcite (Demichelis
et al. 2011; Raiteri et al. 2012; Gebauer et al. 2014; also see Chap. 6 by Demichelis
et al. 2017 in this book).

It is very important to take into account that ACC formation is extremely fast
(<0.1 s), even at low supersaturation levels. This is critical for most experimental
methods used for calcium carbonate crystallization and in particular when solution
mixing-based methods are used (as opposed to slow diffusion methods). As ACC
is forming during fast mixing, it is experimentally challenging to avoid local
differences in the mixed solution and thus local ACC formation regardless how
rapid or homogeneous mixing can be achieved. For example, when a CaCl2
solution is added to a Na2CO3 solution, the first ACC nanoparticles form in a
higher pH environment compared to those ones forming at the end of the mixing
procedure. This means that during the mixing procedure, we have a changing pH
that affects the short-range structure and chemical composition of any forming ACC
(e.g., hydration, incorporation of OH� ions). As a result, ACC nanoparticles with
different short-range structures (vaterite and calcite type) can coexist in the same
experiment/sample. This naturally downstream during the crystallization process
can also result in a mixture of vaterite and calcite (Zou et al. 2015). There are other
parameters that can also affect strongly the outcome of mixing experiments; these
include temperature, concentrations/supersaturation levels of the starting solutions,
aqueous Ca2C/CO3

2� ratios, pH of the final solution once equilibrium with respect

http://dx.doi.org/10.1007/978-3-319-45669-0_6
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to ACC has been reached, stirring/shaking rate, additives, etc. In addition, the
particle size of ACC is inversely proportional to the initial supersaturation, and this
needs to be taken into account because the solubility of nanoparticles is inversely
proportionally with the particle size (e.g., Hochella et al. 2008). Considering this
large number of variables, it is not surprising to find experimental reproducibility
problems during synthesis of crystalline CaCO3 polymorphs at high supersatu-
rations. In fact, some variables that seem to be negligible or difficult to control,
like mixing procedure, stirring rate or small variations in the concentrations of the
starting solutions, are actually significant enough to affect the short-range structure,
dissolution kinetics, and crystallization pathways of ACC (e.g., Zou et al. 2015;
Ševčík et al. 2015).

5.3 The Effect of (In)organics in the Formation of ACC
and Vaterite

A wide range of industrial, medical, and pharmaceutical applications rely on
simple protocols to produce CaCO3 phases in a way that they can have a high
degree of control over the resulting polymorph type and morphology. Organisms
are experts in this field, and it is well known that the formation of calcium
carbonates most often proceeds in the presence of, or through templating on, simple
inorganic/complex organic molecules. This leads to elaborate morphologies and
textures that could have innumerable applications (e.g., Trushina et al. 2014) in
industry if we were able to reproduce them. Over the past decades, researchers
have taken inspiration from biomineralizing organisms and employed a range of
organic and inorganic compounds aiming to mimic their strategies and achieve
control over morphology, textures, composition, and shapes of biomimetic CaCO3

phases (e.g., Kim et al. 2011; Schenk et al. 2014a, b). This is not easy because
the diversity of possible compounds that could be used as additives or templating
agents span from simple ions such as Mg2C, Sr2C, REE3C, SO4

2�, PO4
3�, and

SiO4
2� to a suite of organic molecules including (poly)carboxylates, cationic and

anionic polyelectrolytes, amino acids, (block) copolymers, surfactants, proteins,
polysaccharides, phosphate compounds (e.g., phosphoenolpyruvate), dendrimers,
and alcohols (Meldrum and Cölfen 2008 and references therein).

The effects of (in)organic compounds on the formation of ACC and its crys-
tallization to vaterite are primarily linked to variations in ACC lifetime, vaterite
morphologies, and particle size. As explained above, these are usually coupled
to variations in formation and crystallization mechanisms and pathways. Changes
in vaterite morphology are quite common, both when it crystallizes as a single
crystal (e.g., development of preferred crystal faces; Hu et al. 2012) or when
it forms aggregates of nanoparticles (e.g., variation in angle of branching of
spherulites, formation of hollow spheres; Cai et al. 2008; Beck and Andreassen
2010). The detailed outcome of such reactions varies greatly with the complexity
and concentrations of additive, variations in starting and end solution compositions,
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and the experimental method used. The effects that (in)organic additives have
on ACC to vaterite transformations also depend on density and chemistry of
the functional groups in a polymer molecule but also a range of other factors
such as their structure, chain length, hydrophobicity, or conformation. Provided
a sufficient amount of an (in)organic additive is present, the lifetime of ACC
and/or vaterite is usually prolonged, either by stabilization via a protective organic
coating (Gal et al. 2013), inhibiting the formation of crystalline phases (e.g.,
Mg2C unstabilizes the structure of vaterite; Rodriguez-Blanco et al. 2012) and/or
incorporation of the additives which slow down the dehydration of ACC dur-
ing its transformation (Rodriguez-Blanco et al. 2014; Rodriguez-Blanco et al.
2015).

Inorganic additives are usually incorporated into both ACC and vaterite. How-
ever, the incorporation of inorganic cations or anions into a crystalline CaCO3

polymorph is favored or inhibited depending on its structure. For example, tetra-
hedral anions such as SiO4

2� and PO4
3� do not fit well into the calcite structure,

and their presence results in the stabilization of ACC and vaterite but the inhibition
of their transformation to calcite (Gal et al. 2010). Most of the studies about
inorganic additives on carbonate formation pathways or stability have focused on
the effects of Mg2C and SO4

2� ions, as they are most abundant divalent ions
in our oceans and because they are considered to control the primary inorganic
marine calcium carbonate mineralogy throughout the Phanerozoic (Bots et al.
2011). On the other hand, sulfate slows down the rate of vaterite formation and
particle growth (transformation of ACC to vaterite is �10 % slower than in the pure
system), but most importantly, the presence of sulfate stabilizes vaterite (Bots et al.
2012). The effect of Mg2C on the mechanism of ACC and vaterite formation is
remarkable: Mg2C gets incorporated in ACC and calcite, but the vaterite structure
becomes unstable at higher Mg2C concentrations (Bots et al. 2012). Mg2C ions
have a higher dehydration energy compared to Ca2C (Di Tommaso and de Leeuw
2010), and hence, the presence of Mg2C in ACC affects its dehydration prior
to crystallization and reduces its dissolution rate. A slower rate of dissolution
is translated into a slower increase of the solution supersaturation, influencing
the crystallization pathways. In contrast to pure ACC, which directly crystallizes
to vaterite or calcite (Rodriguez-Blanco et al. 2011), an increasing content of
Mg2C in ACC increases its stability and promotes the crystallization of Mg-
calcite (10 % Mg2C; Rodriguez-Blanco et al. 2012), monohydrocalcite (30 % Mg2C;
Rodriguez-Blanco et al. 2014), and dolomite (50 % Mg2C; Rodriguez-Blanco et al.
2015). In particular, the crystallization of dolomite from Mg-bearing ACC requires
high temperatures (> 60ı C) because of the larger energy needed to dehydrate ACC
with a high Mg content (Ca0.606Mg0.394CO3 � 1.37H2O; Rodriguez-Blanco et al.
2015). After a temperature-dependent induction time, Mg-ACC partially dehydrates
and orders prior to its rapid (<5 min) crystallization to nonstoichiometric proto-
dolomite via spherulitic growth. Proto-dolomite has no ordering of Mg2C and
Ca2C within its structure and transforms to highly crystalline and stoichiometric
dolomite on a much longer timescale (hours to days), via an Ostwald-ripening
mechanism (Malone et al. 1996). This crystallization route is completely different
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to the well-known dolomitization of calcite (secondary replacement of Mg2C into
previously precipitated calcite; e.g., Sibley et al. 1994) and is an excellent example
of how inorganic ions can affect the crystallization pathways of carbonates and the
stability and solubility of ACC.

In the case of organic additives, anionic groups have been proved important for
ACC and vaterite stabilization in solution (Naka et al. 2006; Olderoy et al. 2009;
Gal et al. 2010; Boyjoo et al. 2014; Tobler et al. 2014; Tobler et al. 2015). Some
organics have given particularly interesting results, like polyacrylic acid (PAA; Xu
et al. 2008) and polymerized dopamine (Wang and Xu 2013), stabilizing ACC up
to half a month in solution and more than a year in dry conditions, respectively.
In the case of vaterite, peptide block copolymers are able to inhibit the vaterite–
calcite transformation at least a year (Kašparová et al. 2004). In most cases, the
majority of the organic additives are adsorbed on the surface of the nanoparticles,
so their lifetimes are proportional to the concentration of additive. This coating is
thought to prevent particle aggregation and recrystallization by limiting diffusion
(Gal et al. 2013) or by making them less soluble (Gal et al. 2014). Incorporation,
and an associated change in the short-range structure of ACC particles, has been
reported for citrate (Tobler et al. 2015). However, for amino acids such as glycine
and aspartic acid, ACC was also stabilized, but incorporation was not observed at
comparable concentrations (Tobler et al. 2014). Organic compounds have also been
reported to change the crystallization mechanism of vaterite. The resulting change in
solution chemistry with additive addition plays a large role for the fate of ACC and
vaterite. Polymers with anionic groups can complex free calcium ions in solution,
serving as nucleation points with decreased barriers for nucleation and also resulting
into a change in supersaturation and promoting a change in particle size. A lower
supersaturation results in lower nucleation density compared to a system with a
higher supersaturation. Naka et al. (2006) studied cross sections of vaterite formed
in the presence of PAA finding out that at high concentrations, the formation of
vaterite occurred via an aggregation process. However, at low initial concentration,
or when PAA was added later to the reaction, radial growth characteristic for
spherulitic growth was observed. Olderoy et al. (2009) performed experiments at
the same initial supersaturation and pH of �7 and found that alginate enhanced
nucleation but inhibited growth and aggregation, resulting in a large number of small
vaterite nanoparticles with no other significant change in morphology.

The vaterite morphology is particularly sensitive to changes in solution chem-
istry, and a wide range of shapes have been reported in the presence of additives.
These shapes include dumbbells, disks, spheres, flowers, and flakes. A comprehen-
sive overview is presented in Boyjoo et al. (2014) along with solution pH, method,
additive, and concentration. They found that solution pH has a drastic effect on
vaterite morphology but not on polymorphism. Addition of organic molecules can
also cause a change in pH, which affects speciation, the degree of protonation
of the added molecule, and the supersaturation levels. Decreased water activity
also has a significant impact on stability, morphology, and polymorph selection of
CaCO3. By adding 10 and 50 % of short alcohol molecules, we (Sand et al. 2012)
(Fig. 5.4) stabilized amorphous and crystalline phases and were able to change the



Fig. 5.4 Top diagram shows the morphological evolution of calcite, vaterite, and aragonite over
time for various experimental regimes in ethanol-rich solutions (10 and 50 % ethanol; GS and
VS refer to gentle shaking and vigorous shaking conditions, respectively). SEM images below
represent the morphology for vaterite obtained from experiments with 10 and 50 % ethanol. With
10 % alcohol, the morphologies are independent of shaking speed (a–d): (a, b) cauliflower and
layer cake (inset in b) crystals form in the GS regime after 1 h. Calcite crystals are often attached
to the vaterite clusters, as seen in a and b; (c) VS regime after 1 h showing more porous vaterite
cauliflower structures; (d) during the vaterite to calcite transformation, the cauliflower spheres
become corroded (the scale bar in inset is 1 �m); (e, f) dendritic vaterite precipitated in the VS
experiments with 50 % alcohol and sampled after 5 h; aragonite needles are present in both images
(Adapted after Sand et al. 2012)
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crystallization pathway by varying the shaking speed. These effects became more
pronounced with a higher alcohol/water ratio: at 50 % alcohol, vaterite only formed
at high shaking speeds, and it was still stable after a day in contrast to the 5–6 h of
lifetime in the pure system at ambient temperature. We explained this stabilizing
effect by the lower water activity due to decreased reaction kinetics and by the
adsorption of the alcohol molecules. The latter creates a hydrophobic adsorption
layer toward the bulk liquid decreasing the ion transport between solid and solution
(Sand et al. 2010).

Despite the fact that organic additives can influence the final morphology by
adsorbing to active growth sites or by changing the local ion transport pathway, it
is also necessary to highlight that organic additives have a great influence on the
kinetics of ACC dissolution. Because of the relatively similar solubility products
of vaterite, aragonite, and calcite, the kinetics of dissolution of ACC can result in
different supersaturation levels, promoting the formation of one or other CaCO3

polymorphs.

5.4 Outlook

In the chapter above, we summarized the state of knowledge about how the
transformation of amorphous calcium carbonate to crystalline CaCO3 polymorphs
proceeds in the presence, or absence, of important inorganic and organic additives in
nature and in biomimetic systems. Although, as described, much research has been
done to address these issues, there are still several open questions that we want to
highlight as future research goals:

• Can aragonite crystallize directly from ACC with no other intermediate CaCO3

polymorph affecting the reaction? Data about the pathways that lead to the
formation of several other aragonite-like minerals (e.g., strontianite (SrCO3) or
whiterite (BaCO3)) have suggested that a direct crystallization from solution of
these carbonate phases may be feasible. However, the available data are still
sketchy, and it is still unclear if in these systems, an amorphous precursor was not
present or if there was an amorphous precursor present which was too short-lived
to be detected.

• Why are there seemingly multiple “vaterite” structures and what drives the
observed differences? It may be that the nanocrystalline nature of vaterite and
its propensity to “sequester” some ions more easily than others may be the prime
reason for the observed differences in structure. Yet, the fundamental mechanistic
reasons for these differences are still unclear. The questions related to which
(in)organic molecules affect the formation/aggregation/transformation of vaterite
more than others and if, and how, such molecules become “incorporated” into the
vaterite structure or if they just lead to defects is still debated and requires further
research.
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• Finally the bigger picture question! It is well known that the nature and stability
(or not) of ACC and vaterite as precursors and/or intermediates to crystalline
CaCO3 polymorphs are crucial for many global biogeochemical cycles as well
as many industrial processes. However, the complexity of the CaCO3 system
has so far prevented us from establishing a “unified” crystallization model. In
natural settings, a chemically pure system does not exist, and the presence of
(in)organic compounds, together with variations in physicochemical parameters,
invariably affects the kinetics and mechanisms of crystallization. However, an
elegant and simple model for ACC crystallization would improve, for example,
our ability to design better biomimetic reactions and thus more efficient industrial
processes. Equally, a “unified” model of CaCO3 crystallization would also allow
us to better predict the effects that, for example, changes in ocean chemistry due
to climate change, have on the stability and formation of calcium carbonate shells
in marine biota, which control to a large extent our global carbon cycle. Despite
all the efforts done so far, it is clear that we are still at the beginning of an exciting
research endeavor that will keep several generations of geochemists and chemists
busy.

Acknowledgments J.D. Rodriguez-Blanco would like to acknowledge the EU-funded NanoCArB
Marie Curie Intra-European Fellowship (IEF) under contract PIEF-GA-2013-624016. K.K. Sand
is grateful for funding from the Danish Council for Independent Research on their Individual
Post Docs (0602-02915B) and Sapere Aude program (0602-02654B) and support from the
US Department of Energy, Office of Basic Energy Sciences, Division of Chemical Sciences,
Geosciences, and Biosciences at Pacific Northwest National Laboratory, which is operated by
Battelle for the US Department of Energy under Contract DE-AC05-76RL01830.

References

Ahmed IAM, Benning LG, Kakonyi G, Sumoondur A, Terrill N, Shaw S (2010) The formation
of green rust sulfate: in situ and time-resolved scattering and electrochemistry. Langmuir
26:6593–6603

Andreassen JP, Flaten EM, Beck R, Lewis AE (2010) Investigations of spherulitic growth in
industrial crystallization. Chem Eng Res Des 88:1163–1168

Beck R, Andreassen JP (2010) Spherulitic growth of calcium carbonate. Cryst Growth Des
10:2934–2947

Beniash E, Aizenberg J, Addadi L, Weiner S (1997) Amorphous calcium carbonate transforms into
calcite during sea urchin larval spicule growth. Proc R Soc Lond Ser B 264:461–465

Bots P, Benning LG, Rickaby REM, Shaw S (2011) The role of SO4 in the switch from calcite to
aragonite seas. Geology 39:331–334

Bots P, Benning LG, Rodriguez-Blanco JD, Roncal-Herrero T, Shaw W (2012) Mechanistic
insights into the crystallization of amorphous calcium carbonate (ACC). Cryst Growth Des
12:3806–3814

Boyjoo Y, Pareek VK, Liu J (2014) Synthesis of micro and nano-sized calcium carbonate particles
and their applications. J Mater Chem A 2:14270–14288

Brinza L, Schofield PF, Hodson ME, Weller S, Ignatyev K, Geraki K, Quinn PD, Mosselmans
JFW (2014) Combining �XANES and �XRD mapping to analyse the heterogeneity in calcium
carbonate granules excreted by the earthworm Lumbricus terrestris. J Synchrotron Radiat
21:235–241



108 J.D. Rodriguez-Blanco et al.

Brinza L, Vu HP, Shaw S, Mosselmans FJ, Benning LG (2015) Effect of Mo and V on the
hydrothermal crystallization of hematite from ferrihydrite: an in situ energy dispersive X-Ray
diffraction and X-Ray absorption spectroscopy study. Cryst Growth Des 15:768–4780

Briones MJI, López E, Méndez J, Rodríguez JB, Gago-Duport L (2008) Biological control over
the formation and storage of amorphous calcium carbonate by earthworms. Mineral Mag
72:227–231

Burke IT, Mosselmans FW, Shaw S, Peacock CL, Benning LG, Cocker VS (2015) Impact of the
diamond light source on research in earth and environmental sciences: current work and future
perspectives. In: Materlik G, Stuart D, Rayment T (eds) Research achieved with diamond and
future perspectives. Philos Trans A 373:20130151

Cahill CL, Benning LG, Barnes HL, Parise JB (2000) In situ time-resolved X-ray diffraction of
iron sulfides during hydrothermal pyrite growth. Chem Geol 167:53–63

Cai A, Xu X, Pan H, Tao J, Liu R, Tang R, Cho K (2008) Direct synthesis of hollow vaterite
nanospheres from amorphous calcium carbonate nanoparticles via phase transformation. J Phys
Chem C 112:11324–11330

Canti MG, Piearce TG (2003) Morphology and dynamics of calcium carbonate granules produced
by different earthworm species. Pedobiologia 47:511–521

Davidson LE, Shaw S, Benning LG (2008) The kinetics and mechanisms of schwertmannite
transformation to goethite and hematite under alkaline conditions. Am Mineral 93:1326–1337

Demichelis R, Raiteri P, Gale JD, Quigley D, Gebauer D (2011) Stable prenucleation mineral
clusters are liquid-like ionic polymers. Nat Commun 2:590

Demichelis R, Raiteri P, Gale JD (2017) Ab Initio modelling of the structure and properties of
crystalline calcium carbonate. In: Van Driessche AES, Kellermeier M, Benning LG, Gebauer
D (eds) New perspectives on mineral nucleation and growth, Springer, Cham, pp 113–136

Di Tommaso D, De Leeuw NH (2010) Structure and dynamics of the hydrated magnesium ion and
of the solvated magnesium carbonates: insights from first principles simulations. Phys Chem
Chem Phys 12:894–901

Dove PM, De Yoreo JJ, Weiner S (eds) (2003) Reviews in mineralogy and geochemistry, vol 154.
Mineralogical Society of America, Chantilly

Faatz M, Gröhn F, Wegner G (2004) Amorphous calcium carbonate: synthesis and potential
intermediate in biomineralization. Adv Mater 16:996–1000

Fedorov PP, Nazarkin MV, Zakalyukin RM (2002) On polymorphism and morphotropism of rare
earth sesquioxides. Crystallogr Rep 47:281–286

Foran E, Weiner S, Fine M (2013) Biogenic fish-gut calcium carbonate is a stable amorphous phase
in the gilt-head seabream sparus aurata. Sci Rep 3:1700

Fujiwara M, Shiokawa K, Araki M, Ashitaka N, Morigaki K, Kubota T, Nakahara Y (2010)
Encapsulation of proteins into CaCO3 by phase transition from vaterite to calcite. Cryst Growth
Des 10:4030–4037

Gago-Duport L, Briones MJ, Rodríguez JB, Covelo B (2008) Amorphous calcium carbonate
biomineralization in the earthworm’s calciferous gland: pathways to the formation of crys-
talline phases. J Struct Biol 162:422–435

Gal A, Weiner S, Addadi L (2010) The stabilizing effect of silicate on biogenic and synthetic
amorphous calcium carbonate. J Am Chem Soc 132:13208–13211

Gal A, Hirsch A, Siegel S, Li C, Aichmayer B, Politi Y, Fratzl P, Weiner S, Addadi L (2012) Plant
cystoliths: a complex functional biocomposite of four distinct silica and amorphous calcium
carbonate phases. Chemistry 18:10262–10270

Gal A, Habraken W, Gur D, Fratzl P, Weiner S, Addadi L (2013) Calcite crystal growth by a solid-
state transformation of stabilized amorphous calcium carbonate nanospheres in a hydrogel.
Angew Chem Int Ed 52:4867–4870

Gal A, Kahil K, Vidavsky N, DeVol RT, Gilbert PUPA, Fratzl P, Weiner S, Addadi L (2014) Particle
accretion mechanism underlies biological crystal growth from an amorphous precursor phase.
Adv Funct Mater 24:5420–5426

Gebauer D, Völkel A, Cölfen H (2008) Stable prenucleation calcium carbonate clusters. Science
322:819–1822



5 ACC and Vaterite as Intermediates in the Solution-Based Crystallization of CaCO3 109

Gebauer D, Kellermeier M, Gale JD, Bergström L, Cölfen H (2014) Pre-nucleation clusters as
solute precursors in crystallisation. Chem Soc Rev 43:2348–2371

Gong YUT, Killian CE, Olson IC, Appathurai NP, Amasino AL, Martin MC, Holt LJ, Wilt FH,
Gilbert PUPA (2012) Phase transitions in biogenic amorphous calcium carbonate. Proc Natl
Acad Sci U S A 109:6088–6093

Goodwin AL, Michel FM, Phillips BL, Keen DA, Dove MT, Reeder RJ (2010) Nanoporous
structure and medium-range order in synthetic amorphous calcium carbonate. Chem Mater
22:3197–3205

Gránásy L, Pusztai T, Tegze G, Warren JA, Douglas JF (2005) Growth and form of spherulites.
Phys Rev E 72:011605

Hochella MF, Lower SK, Maurice PA, Penn RL, Sahai N, Sparks DL, Twining BS (2008)
Nanominerals mineral nanoparticles and earth systems. Science 319:1631–1635

Hodson ME, Benning LG, Demarchi B, Penkman KEH, Rodriguez-Blanco JD, Schofield PF,
Versteegh EAA (2015) Biomineralisation by earthworms – an investigation into the stability
and distribution of amorphous calcium carbonate. Geochem Trans 16:4

Holcomb M, Cohen AL, Gabitov RI, Hutter JL (2009) Compositional and morphological features
of aragonite precipitated experimentally from seawater and biogenically by corals. Geochim
Cosmochim Acta 73:4166–4179

Hu Q, Zhang J, Teng H, Becker U (2012) Growth process and crystallographic properties of
ammonia-induced vaterite. Am Mineral 97:1437–1445

Isaure MP, Sarret G, Harada E, Choi YE, Marcus MA, Fakra SC, Geoffroy N, Pairis S, Susini J,
Clemens S, Manceau A (2010) Calcium promotes cadmium elimination as vaterite grains by
tobacco trichomes. Geochim Cosmochim Acta 74:5817

Kabalah-Amitai L, Mayzel B, Kauffmann Y, Fitch AN, Bloch L, Gilbert PUPA, Pokroy B (2013)
Vaterite crystals contain two interspersed crystal structures. Science 340:454–457

Kašparová P, Antonietti M, Cölfen H (2004) Double hydrophilic block copolymers with switchable
secondary structure as additives for crystallization control. Colloids Surf A Physicochem Eng
Asp 250:153–162

Kim YY, Hetherington NB, Noel EH, Kröger R, Charnock JM, Christenson HK, Meldrum FC
(2011) Capillarity creates single-crystal calcite nanowires from amorphous calcium carbonate.
Angew Chem Int Ed Engl 50:12572–12577

Kojima Y, Kawanobe A, Yasue T, Arai Y (1993) Synthesis of amorphous calcium carbonate and
its crystallization. J Ceram Soc Jpn 101:1145–1152

Lowenstam HA, Abbott DP (1975) Vaterite: a mineralization product of the hard tissues of a marine
organism (Ascidiacea). Science 188:363–365

Malone JM, Baker PA, Burns SJ (1996) Recrystallization of dolomite: an experimental study from
50–200ıC. Geochim Cosmochim Acta 60:2189–2207

Meldrum FC, Cölfen H (2008) Controlling mineral morphologies and structures in biological and
synthetic systems. Chem Rev 108:4332–4432

Naka K, Huang Y, Chujo Y (2006) Formation of stable vaterite with poly(acrylic acid) by the
delayed addition method. Langmuir 22:7760–7767

Nielsen MH, Aloni S, De Yoreo JJ (2014) In situ TEM imaging of CaCO3 nucleation reveals
coexistence of direct and indirect pathways. Science 345:1158–1162

Ogino T, Suzuki T, Sawada K (1987) The formation and transformation mechanism of calcium
carbonate in water. Geochim Cosmochim Acta 51:2757–2767

Olderoy MO, Xie ML, Strand BL, Flaten EM, Sikorski P, Andreassen JP (2009) Growth and
nucleation of calcium carbonate vaterite crystals in presence of alginate. Cryst Growth Des
9:5176–5183

Parakhonskiy BV, Haase A, Antolini R (2012) Sub-micrometer vaterite containers: synthesis
substance loading and release. Angew Chem Int 51:1195–1197

Politi Y, Metzler RA, Abrecht M, Gilbert B, Wilt FH, Sagi I, Addadi L, Weiner S, Gilbert PUPA
(2008) Transformation mechanism of amorphous calcium carbonate into calcite in the Sea
urchin larval spicule. Proc Natl Acad Sci U S A 105:20045–20045



110 J.D. Rodriguez-Blanco et al.

Pouget EM, Bomans PHH, Goos JACM, Frederik PM, With G, Sommerdijk NAJM (2009)
The initial stages of template-controlled CaCO3 formation revealed by cryo-TEM. Science
323:1455–1458

Pouget EM, Bomans PHH, Dey A, Frederik PM, de With G, Sommerdijk NAJM (2010) The devel-
opment of morphology and structure in hexagonal vaterite. J Am Chem Soc 132:11560–11565

Qiao L, Feng QL, Li Z (2007) Special vaterite found in freshwater lackluster pearls. Cryst Growth
Des 7:275–279

Radha AV, Forbes TZ, Killian CE, Gilbert PUPA, Navrotsky A (2010) Transformation and
crystallization energetics of synthetic and biogenic amorphous calcium carbonate. Proc Natl
Acad Sci U S A 107:16438–16443

Raiteri P, Demichelis R, Gale JD, Kellermeier M, Gebauer D, Quigley D, Wright LB, Walsh
TR (2012) Exploring the influence of organic species on pre-and post-nucleation calcium
carbonate. Faraday Discuss 1:61–85

Rodriguez-Blanco JD, Shaw S, Benning LG (2008) How to make ‘stable’ ACC: protocol and
preliminary structural characterization. Mineral Mag 72:283–286

Rodriguez-Blanco JD, Shaw S, Benning LG (2011) The kinetics and mechanisms of amorphous
calcium carbonate (ACC) crystallization to calcite via vaterite. Nanoscale 3:265–271

Rodriguez-Blanco JD, Shaw S, Bots P, Roncal-Herrero T, Benning LG (2012) The role of pH
and Mg on the stability and crystallization of amorphous calcium carbonate. J Alloys Compd
536:S477–S479

Rodriguez-Blanco JD, Shaw S, Bots P, Roncal-Herrero T, Benning LG (2014) The role of Mg in
the crystallisation of monohydrocalcite. Geochim Cosmochim Acta 127:204–220

Rodriguez-Blanco JD, Shaw S, Benning LG (2015) A route for the direct crystallization of
dolomite. Am Mineral 100:1172–1181

Rowlands DLG, Webster RK (1971) Precipitation of vaterite in lake water. Nat Phys Sci 229:158
Sánchez-Román M, McKenzie JA, Wagener ALR, Romanek CS, Sánchez-Navas A, Vasconcelos

C (2011) Experimentally determined biomediated Sr partition coefficient for dolomite: signifi-
cance and implication for natural dolomite. Geochim Cosmochim Acta 75:887–904

Sand KK, Yang M, Makovicky E, Cooke DJ, Hassenkam T, Bechgaard K, Stipp SLS (2010)
Binding of ethanol on calcite: the role of the OH bond and its relevance to biomineralization.
Langmuir 26:15239–15247

Sand KK, Rodriquez-Blanco JD, Makovicky E, Benning LG, Stipp SLS (2012) Crystallization of
CaCO3 in water-alcohol mixtures: spherulitic growth polymorph stabilization and morphology
change. Cryst Growth Des 12:845–853

Schenk AS, Albarracin EJ, Kim YY, Ihli J, Meldrum FC (2014a) Confinement stabilises single
crystal vaterite rods. Chem Commun 50:4729–4732

Schenk AS, Cantaert B, Kim YY, Li Y, Read ES, Semsarilar M, Armes SP, Meldrum FC (2014b)
Systematic study of the effects of polyamines on calcium carbonate precipitation. Chem Mater
26:2703–2711
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Chapter 6
Ab Initio Modelling of the Structure and
Properties of Crystalline Calcium Carbonate

Raffaella Demichelis, Paolo Raiteri, and Julian D. Gale

6.1 Introduction

During the past decade, the nucleation and crystal growth of biominerals, and
calcium carbonate in particular, have attracted the attention and the imagination of
the scientific community, due to the discovery of pathways, mechanisms, species
and phases that differ from those expected through strictly classical nucleation
theory (Gebauer et al. 2008; Demichelis et al. 2011; Wallace et al. 2013).

A full description of what is now called “alternative” or “non-classical” nucle-
ation and crystal growth is presented in the previous chapters of this book, and at
present it can be qualitatively summarised as follows:

(i) ions interact in water solution (see De Yoreo et al. 2017, Chap. 1; Lutsko 2017,
Chap. 2; Penn et al. 2017, Chap. 13; Reichel and Faivre 2017, Chap. 14; Tobler
et al. 2017, Chap. 15);

(ii) stable pre-nucleation clusters (PNCs) form (see De Yoreo et al. 2017, Chap. 1;
Lutsko 2017, Chap. 2; Andreassen and Lewis 2017, Chap. 7);

(iii) as the concentration increases these clusters aggregate with each other giving
rise to a liquid-liquid phase separation (De Yoreo et al. 2017, Chap. 1; Wolf
and Gower 2017, Chap. 3);

(iv) dehydration and structural rearrangement lead to the formation of amorphous
nanoparticles (De Yoreo et al. 2017, Chap. 1; Wolf and Gower 2017, Chap. 3;
Fernandez-Martinez et al. 2017, Chap. 4; Rodriguez-Blanco et al. 2017,
Chap. 5; Birkedal 2017, Chap. 10);
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(v) crystalline phases form following aggregation and structural rearrangement of
amorphousnanoparticles (De Yoreo et al. 2017, Chap. 1; Fernandez-Martinez
et al. 2017, Chap. 4; Rodriguez-Blanco et al. 2017, Chap. 5; Birkedal 2017,
Chap. 10; Penn et al. 2017, Chap. 13; Tobler et al. 2017, Chap. 15);

(vi) the final crystalline polymorph grows, in some cases after transformation of
one crystalline form to another (De Yoreo et al. 2017, Chap. 1; Andreassen
and Lewis 2017, Chap. 7; Rao and Cölfen 2017, Chap. 8; Penn et al. 2017,
Chap. 13; Van Driessche et al. 2017, Chap. 12; Tobler et al. 2017, Chap. 15).

In the specific context of calcium carbonate, much recent research has been
focused on investigating the details of the early stages of mineral nucleation, leading
to the formation of stable pre-nucleation clusters and of amorphous nanoparticles,
including their polyamorphism and size-dependent stability (Cartwright et al. 2012).
However, in this chapter we will focus on the subsequent steps involving the
appearance of intermediate crystalline phases and their eventual transformation
into more stable mineral phases (Munemoto and Fukushi 2008; Tang et al. 2009;
Pouget et al. 2009; Rodriguez-Blanco et al. 2011), which are equally challenging
and important to understand.

Calcium carbonate is arguably the most studied biomineral (Falini and
Fermani 2017, Chap. 9). There are five known crystalline phases that are stable
at room pressure; three of these correspond to the anhydrous CaCO3 polymorphs
calcite, aragonite and vaterite, while the remaining two are the metastable hydrated
phases ikaite (CaCO3�6H2O) and monohydrocalcite (CaCO3�H2O). Recently,
nanosized crystals of two high-pressure calcium carbonate phases, namely, calcite-
III and calcite-IIIb, have been detected for the first time in natural geological
samples at ambient pressure (Schaebitz et al. 2015). If we consider magnesium
and other divalent cations along with calcium, we obtain a variety of hydrated
and hydroxylated species, many of which have structures and properties that
are still undetermined. Many of these compounds are difficult to obtain as pure
phases and are generally unstable unless in extreme conditions (e.g. high salinity,
lower or higher temperatures than standard conditions, Swainson and Hammond
2003; Swainson 2008; Munemoto and Fukushi 2008) or under particular biogenic
conditions (Skinner et al. 1977; Mikkelsen et al. 1999; Kabalah-Amitai et al. 2013).
Nonetheless, they are important since they are likely to represent a link between
the early stages of mineralisation and the formation and growth of the stable
polymorphs. In particular, knowing the reasons why these intermediates form in
the first instance, their formation mechanisms and the details of their structures and
properties may provide insights that are relevant to the evolution of species during
nucleation, as well as regarding the polymorphism of the final stable minerals.

In this chapter we will focus on the calcium carbonate crystalline phases that
are most frequently observed in biomineralisation processes, i.e. calcite, aragonite,
vaterite, monohydrocalcite and ikaite. In particular, we will devote most of our
attention to vaterite, whose complex, disordered structure has been recently, at least
partially, explained through applying ab initio methods. This represents evidence
that computational tools can provide accurate results that are complimentary to
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those obtained through experimental techniques and therefore have the potential
to play a significant role in advancing this field. In fact, ab initio methods allow
the exploration of the atomic and electronic structure of a given compound,
which are indeed responsible for defining its properties and reactivity. Moreover,
computational techniques, in general, have almost unlimited freedom to explore
conditions that may be difficult to access via experiment, such as high pressures and
temperatures, or specific isotopic compositions, as well as hypothetical structures
and transition states.

Despite the focus of this chapter being on calcium carbonate, the methods and
the analysis shown here can serve as a guide for undertaking similar studies on the
many other crystalline phases that can appear in biomineralisation processes.

6.2 Methodology

The aim of this chapter is to illustrate how ab initio techniques can be applied to the
investigation of the structure and properties of biominerals. We begin by providing a
brief summary of the theoretical framework underpinning such techniques. A more
exhaustive description of these methods can be found in Sherman (2016), Erba and
Dovesi (2016), De La Pierre et al. (2016), and references therein.

6.2.1 The Potential Energy Surface

The energy of a system can be defined as a function of its atomic coordinates. This
function is called the potential energy surface (PES);

PES D E.x;H/ D E.x1; x2; : : : ; x3N ;H11;H12; : : : ;H33/ (6.1)

where x represents the 3N atomic coordinates of an N-atom system and H is
the matrix containing the Cartesian components of the three lattice vectors. More
generally, at finite temperature one could include the momenta of the atoms to
arrive at the free energy surface (FES), but for simplicity we will start by taking
the approach of lattice dynamics in which the PES is explored first and then the
effect of temperature is subsequently accounted for through consideration of the
lattice vibrations (i.e. phonons).

Different conformations, configurations, polymorphs and transition states of a
given system will therefore correspond to distinct points on the PES. In particular,
stationary points of the PES (i.e. points where all the components of the gradient—
the vector whose elements correspond to the partial first derivatives of the PES
with respect to the atomic coordinates and lattice parameters—are zero) have a
physical meaning: minima correspond to equilibrium geometries (minimum energy
structures), whereas saddle points and maxima correspond to transition states.
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The search for stationary points on the PES is known as geometry optimisation.
Most of the optimisation techniques are able to locate the stationary point nearest
to the starting geometry, through algorithms that minimise the energy and the
components of the gradient. The search for the other stationary points requires the
use of advanced optimisation tools, whose details are beyond the aim of this chapter.
For most minerals, a reasonable guess for the atomic positions and for the lattice
parameters is often available. As a consequence, the optimised structure is expected
to correspond to either a realistic minimum energy structure or to a transition state
close to it.

Once the stationary point has been found, it is of crucial importance to understand
whether it corresponds to a minimum or to a saddle point. In order to do this,
second derivatives must be calculated. In particular, for a 3N dimensional function,
a 3N�3N matrix can be defined, the Hessian matrix, that contains all the partial
second derivatives of the energy with respect to the atomic coordinates. Through
diagonalising this matrix, the eigenvalues are obtained, and if they are all positive, it
means that the structure is a minimum energy structure. If one or more eigenvalues
are negative, then the structure is a transition state.

The physical quantities directly linked to the second derivatives of the energy
with respect to the atomic coordinates are the vibrational frequencies. In particular,
the eigenvalues of the mass-weighted Hessian matrix, as defined in the previous
paragraph, are related to the square of the vibrational frequencies, whereas the
eigenvectors correspond to the atomic motions associated with the various modes.

Transition states are characterised by the presence of imaginary frequencies. In
the presence of such modes, a successful scheme that allows the minimum energy
structure to be reached is highlighted here. First, the nature of the imaginary mode
can be examined through its corresponding eigenvector. Then, the system is allowed
to relax following the direction of this eigenvector. This may require the removal
of one or more symmetry constraints. Finally, vibrational frequencies (second
derivatives) are computed for the new structure. This procedure is repeated until
the final structure is free from the presence of imaginary modes. The application of
this scheme has been used extensively in the search for valid possible structures of
vaterite, as will be described in Sect. 6.3.

Aside from the vibrational frequencies, there are many physical properties that
can be calculated through computing the derivatives of the PES. For example, elastic
constants are related to the second derivatives of the PES with respect to strain being
applied to the lattice parameters; the dipole moment (and then also the intensities
of infrared active modes) corresponds to the first derivative of the PES with respect
to an applied electric field and so on. Many thermodynamic properties can also
be derived from vibrational frequencies as well. It is then clear the importance of
ensuring that the system we are dealing with has been accurately optimised and that
its final geometry corresponds to a minimum energy structure.
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6.2.2 Ab Initio Methods: A Quick Summary

In the previous section, we have stated that the energy of a system is a function of
its geometry (Eq. 6.1). However, we have not yet defined the functional form of the
PES. In fact, one of the main differences between the many possible computational
approaches is the definition of such a functional form.

The basic assumption of ab initio (Latin: “from the beginning”) or first-principles
methods is that a system can be fully defined through its wave function,  .x/.1 The
energy of such system can be obtained through solving Schrödinger’s equation:

bH .x/ D E .x/ (6.2)

where bH is the Hamiltonian operator and E the energy. In particular, we say that
 .x/ is an eigenfunction of the Hamiltonian operator and E is its eigenvalue.

The main difference between the many types of ab initio techniques is in the
definition of  .x/ (usually approximated through a linear combination of a set of
either Gaussian-type or plane wave functions, the so-called basis set) and of bH. In
general, the Hamiltonian is expressed as a sum of the kinetic (T) and the potential
(V) energy operators:

bH D bT CbV (6.3)

that in terms of the nuclei (n) and electrons (e) can be expressed as

bH D bTn C bTe C cVnn C cVne C cVee (6.4)

where we see the kinetic contributions of all nuclei (bTn, that within the Born-
Oppenheimer approximation are separable and can be treated classically), the
kinetic contribution bTe of all electrons, the interactions between nuclei (cVnn), nuclei
and electrons (cVne), and electrons and electrons (cVee).2

While the interaction potentials between nuclei-nuclei and nuclei-electrons can
be fully described in terms of classical Coulomb interactions, cVee also has non-
classical components, known as exchange and correlation. The exact formulation
of the latter is unknown, though it plays a crucial role in defining the energy of a
system, especially where weak interactions and van der Waals forces dominate.

In the Hartree-Fock (HF) approach, once the wave function has been defined, all
terms apart from electron correlation can be calculated exactly and their accuracy
depends only the quality of the basis set and numerical factors. Post HF methods

1We do not consider time dependence here.
2Additional terms that are generally null or negligible should be considered in certain circum-
stances, like when in the presence of an external applied field (e.g. if we want to explore dielectric
properties) or if we are interested in computing magnetic properties.



118 R. Demichelis et al.

are available to evaluate the electron correlation, which can be achieved with high
accuracy using methods such as configuration interaction. However, such techniques
are computationally expensive, and, up to very recently, implementations were only
available for molecular cases. At present, these methods are rarely applied to solid-
state system.

An alternative and popular method is density functional theory (DFT), which is
based on the assumption that the energy of a system is a functional of its electron
density, �.x; y; z/, which corresponds to the product of the wavefunction with its
complex conjugate (or just the square of the wave function if it is real) integrated
over the electron coordinates. Within this approach, all non-classical terms are
grouped into one contribution, namely, the exchange-correlation functional (Vxc),
whose exact formulation is unknown. Several kinds of approximations are available,
the most widely adopted for minerals being the local density approximation (LDA),
the generalised gradient approximation (GGA) and the hybrid DFT/HF approach
(a percentage of exact HF exchange is included into Vxc). Despite being quite
extensively used in the past (e.g. Yu et al. 2010 and Li et al. 2007), predictions
made at the LDA level often lack accuracy, especially when dealing with systems
that contain hydrogen or that are dominated by weak interactions.

In the following sections, we will make use of a Gaussian-type basis set
specifically optimised for calcite (Valenzano et al. 2006) and of GGA and hybrid
functionals, as implemented in the CRYSTAL code (Dovesi et al. 2014a). In
particular, the PBE (Perdew et al. 1996) series of functionals will be considered,
which comprises the pure GGA, PBE itself; its corresponding formulation devised
for solids, PBEsol (Perdew et al. 2008); the 25 % hybrid, PBE0 (Adamo and Barone
1999); and PBE and PBE0 with inclusion of a long-range empirical correction
terms, PBE-D2 (Grimme 2006) and PBE0-DC (Demichelis et al. 2013a), the
latter with a dispersion contribution specifically fitted for carbonates. The popular
hybrid functional B3LYP (Becke 1993) and the corresponding dispersion-corrected
B3LYP-D2 (Grimme 2006) will also be used for further comparison. Specific details
regarding the calculation set-up, parameters and algorithms adopted can be found in
Demichelis et al. (2013a,b) and in De La Pierre et al. (2014b).

6.2.3 Calcite and Aragonite: Reference Systems to Assess the
Accuracy of Methods and Parameters

One of the most delicate tasks, even for ab initio methods, is in ensuring that
the model that we want to adopt is predictive for the system and properties that
we would like to investigate. Therefore, we dedicate this section to validating the
computational approach that we propose as a tool for the investigation of more
complex calcium carbonate crystalline phases. Calcite and aragonite are relatively
well-known and can be confidently used as reference systems to assess the accuracy
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Table 6.1 Relative % difference between calculated and experimental structures of calcite at
298 K (unit cell volume, Vol [Å3]; hexagonal lattice parameters, a and c [Å]; and bond lengths
[Å]). Here the experimental structure is taken from Antao et al. (2009), Antao and Hassan (2010)
and the values are given on the first line

Vol a c Ca-O C-O

Exp 367.45 4.9877 17.0558 2.355 1.288

PBEsol �0:1 C0.2 �0.6 �0.1 C0.3

PBE C3:9 C1.2 C1.5 C1.4 C0.7

PBE-D2 C0:7 C0.7 �0.6 C0.2 C0.6

PBE0 C1:7 C0.4 C0.9 C0.8 �0.4

PBE0-DC 0:0 C0.1 �0.2 C0.1 �0.4

B3LYP C3:8 C1.1 C1.6 C1.6 0.0

B3LYP-D2 �0:6 C0.4 �1.4 0.0 �0.3

of our methods. In particular, results obtained through our calculations will be
compared to experimental data for a set of properties of one or both these two
phases.

We will focus on testing and defining only those properties that we will use to
characterise vaterite, without entering into the specific theoretical details of how
they are computed. For a more comprehensive review of the many crystal properties
that can be explored through ab initio methods and for further insights into the
properties introduced in this section, we refer readers to Nye (1985), Dovesi et al.
(2014b), Erba and Dovesi (2016) and De La Pierre et al. (2016).

6.2.3.1 Structural and Elastic Properties

The computed structure of calcite and some of its properties related to the elastic
tensor are reported in Tables 6.1 and 6.2, where it is also compared against the
available experimental data. Similar trends have been obtained for aragonite, but
they are not reported here. The structure is obtained through minimising the energy
with respect to the unit cell parameters and the atomic coordinates. Elastic properties
can be calculated through evaluating the second derivatives of the energy with
respect to the strain tensor components after the equilibrium structure is obtained
(Nye 1985; Dovesi et al. 2014b).

All DFT methods considered here provide a good description of the lat-
tice parameters and of the atomic positions, reported in terms of bond lengths
(Demichelis et al. 2013a). It is a known feature that PBE and B3LYP tend to
overestimate the volume by 3–4 %, but the inclusion of empirical dispersion
improves the results.

Table 6.2 is an example of how ab initio methods can be applied to realistically
predict quantities that can be directly related to macroscopic properties of materials,
such as elastic constants, bulk, shear and Young’s moduli and Poisson ratios. The



120 R. Demichelis et al.

Table 6.2 Bulk (K), shear (G) and Young’s (E) moduli, Poisson’s ratio �, and symmetry
independent components of the elastic tensor (C) [GPa] for calcite. Subscripts of V and R
indicate whether the definitions of Voigt or Reuss were used, respectively (Experimental data are
reproduced from Chen et al. 2001)

KV KR GV GR E � C11 C33 C44 C12 C13 C14
Exp 76.1 32.8 – – 149:4 85:2 34:1 57:9 53:5 �20:0

PBEsol 88:3 79:7 38:0 29:6 89:4 0:32 161:2 88:4 35:0 66:9 63:5 �18:7

PBE 80:3 73:8 36:6 30:0 87:3 0:31 149:9 85:5 32:6 58:8 56:0 �15:5

PBE-D2 86:4 76:8 37:8 28:3 87:4 0:32 160:2 84:1 34:5 65:5 61:5 �19:8

PBE0 85:4 78:3 39:6 31:9 93:6 0:31 159:9 90:3 36:0 62:0 58:9 �17:9

PBE0-DC 88:7 80:3 40:1 31:0 93:4 0:32 164:1 89:6 37:6 65:5 62:7 �20:1

B3LYP 82:2 75:7 39:6 32:2 93:5 0:30 156:8 88:8 35:2 58:0 55:2 �17:2

B3LYP-D2 91:3 80:0 41:8 29:8 94:2 0:32 172:8 86:7 38:6 52:6 63:6 �23:8

table shows that relatively good agreement between experimental and calculated
properties is achieved for calcite with the adopted methods.

6.2.3.2 Thermodynamic Properties

The energy that is obtained through solving Schrödinger’s equation (Eq. 6.1)
corresponds to the electronic energy, Uel, and strongly depends on the formulation
of the exchange-correlation functional, on the basis set and on the accuracy of
other computational parameters (convergence thresholds, selected algorithms and
approximations). As anticipated in a previous paragraph, the basis set adopted here
was specifically optimised for calcite and therefore already shown to offer excellent
predictions for several calcium carbonate crystal properties (Valenzano et al. 2006,
2007, Demichelis et al. 2012, 2013a,b, 2014, Carteret et al. 2013, De La Pierre et al.
2014a,b). The accuracy of the computational parameters was increased to a point
that a further increase did not significantly affect the crystal properties. Therefore, in
this chapter, any inaccuracy in predicting�Uel between two phases can be attributed
to the approximation of the exchange-correlation functional.

To obtain quantities that can be compared to experimental values, i.e. the
enthalpy (�H) and the free energy (�G) differences at a given temperature T ,
the vibrational contributions must also be computed. These are the zero-point
energy, ZPE= 1

2
h
P

k;i �k;i (where �k;i is the ith vibrational frequency at point k
of the reciprocal space and h is Planck’s constant); the temperature-dependent
constant-pressure specific heat, CP.T/; and the temperature-dependent entropy,
S.T/. In particular, the quantities that should be evaluated are H.T/ D Uel.T/ C

PV.0/ C ZPE C
R T
0

CP.T/dT and G.T/ D H.T/ �
R T
0

S.T/dT , where V.T/ is
the volume at temperature T and P is the pressure. Here, our model is based on a
few main assumptions that are considered valid for many ionic, covalent and semi-
ionic crystalline systems at room temperature. Firstly, vibrations are assumed to
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Table 6.3 Values of the thermodynamic functions associated with the process aragonite ! calcite
at 298 K (S in J K�1mol�1, the rest in kJ/mol). Vibrational contributions were not calculated for
B3LYP and PBE since they are expected to be of the order of fractions of kJ/mol and therefore
would not be sufficient to lead to correct values of �H and �G (Experimental values from Wolf
et al. 1996 and Königsberger et al. 1999)

�Uel �H.298/ �S.298/ �G.298/

PBEsol C1.3 C1.3 C3.7 C0.2

PBEa �6.7 – – –

PBE-D2 C0.7 C0.8 C3.1 �0.1

PBE0 �4.8 �5.2 C4.1 �6.4

PBE0-DCb C0.5 C0.4 C4.0 �0.8

B3LYPa �12.5 – – –

B3LYP-D2 �3.1 �2.9 C0.2 �2.9

Exp – C0.44˙0.05 C4.3˙0.2 �0.8˙0.2

Exp – C0.19 C3.72 �0.92

be harmonic. Secondly, thermal expansion is disregarded, so that V.0/ ' V.T/ and
CP.T/ ' CV.T/. Finally, only vibrational entropy is considered in the entropic term.

Computing the difference between these thermodynamic functions obtained at
the DFT level for two polymorphs would, in principle, predict their relative stability.
However, there are cases where this approach fails. In particular, the variation in
relative stabilities associated with different DFT functionals is known to be larger
than the actual values for phases that exhibit major structural differences and small
energy differences. This is due to short- and long-range dispersion interactions not
being properly accounted for Casassa and Demichelis (2012). Calcite and aragonite
represent one of those cases: their structures are very different and their energetics
very challenging, with�H and �G having opposite signs and being on the order of
fractions of kJ/mol. On the contrary, for polymorphs having similar densities, such
as calcite and vaterite, this error is fortuitously cancelled.

The relative energy differences between calcite and aragonite computed with
different DFT functionals are compared to the experimental values in Table 6.3.
A detailed description of the reasons behind the apparent discrepancies for many of
the functionals is given in Demichelis et al. (2013a) and references therein, together
with a discussion of the more complex case of hydrated polymorphs and water
incorporation in the solid phase. Data reported in Table 6.3 show that DFT schemes
that are able to provide an accurate description of many crystal properties (e.g.
B3LYP, PBE0) are not necessarily able to reproduce the thermodynamics between
polymorphs that are too different in structure and density. It is also shown that the
choice of more appropriate dispersion coefficients (PBE0-DC) can at least partly
redress this lack of accuracy.

The full energetics of vaterite with respect to calcite will be discussed in detail
in Sect. 6.3. Table 6.4 reports only the values of the electronic energy differences
between calcite and one of the stable phases of vaterite (viz. Vh in the table) obtained
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Table 6.4 Differences in electronic energy [kJ/mol per fu] between hexagonal vaterite (Vh,
P3221) and calcite (C) and between hexagonal and monoclinic vaterite (Vm, C2). For the different
structures of vaterite, see Sect. 6.3

�Uel.Vh � C/ �Uel.Vh � Vm/

PBEsol C3.1 �0.2

PBE C4.5 �0.1

PBE0 C3.9 �0.1

PBE0-DC C4.1 �0.1

B3LYP C4.7 0.0

with a subset of DFT functionals, including those that give the largest deviations
from experiment in Table 6.3. The differences in electronic energy between two
forms of vaterite, namely, Vh and Vm, are also reported. Due to the more similar
densities of the considered polymorphs, all DFT methods are able to reproduce the
right stability order with small variations in the electronic energy difference.

6.2.3.3 Vibrational Spectroscopy

Raman and IR spectra of calcite, aragonite and related phases have been extensively
investigated from both a computational and an experimental point of view (e.g.
Donoghue et al. 1971, Frech et al. 1980, Gillet et al. 1996, Alía et al. 1997,
Prencipe et al. 2004, Valenzano et al. 2006, 2007, Wehrmeister et al. 2010, 2011,
Carteret et al. 2013, De La Pierre et al. 2014a,b). The method that we are applying
here is the same as the one adopted in many of the aforementioned publications
(see, e.g. De La Pierre et al. 2014a,b), with a demonstrated ability to provide
accurate predictions of both vibrational frequencies and intensities. Here we simply
highlight that the accuracy in computing vibrational properties is important for
three main reasons. Firstly, a predictive method, like the one we apply here, can
be successfully used to investigate phases whose properties and structure are still
a matter of debate. Secondly, as mentioned above, many thermodynamic functions
can be obtained via computing the vibrational frequencies of the system; the more
accurate the vibrational frequencies, the more accurate the quantities that depend
on them. Thirdly, since computed vibrational frequencies contain information about
the topography of the PES, they allow us to discriminate between stable structures
and transition states. Crucially, the third of these points has been used to investigate
the crystallography of vaterite and provide a model for its complex structure.

Table 6.5 shows that the B3LYP hybrid functional is, in principle, one of the
best choices for reproducing vibrational properties.3 The maximum (j�maxj) and
the mean absolute difference (j N�j) between computed and experimental frequencies

3Aragonite is used in this example, and only Raman active frequencies have been considered, but
similar comments hold also for other minerals and for IR active modes.
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Table 6.5 Statistical analysis of the differences between calculated and experimental Raman
active modes of aragonite. j�maxj and j N�j are the maximum and the mean absolute difference,
respectively, and N� is the mean differences. All data are in cm�1 (Experimental data from De La
Pierre et al. 2014a and Carteret et al. 2013)

PBEsol PBE0 PBE0-DC B3LYP

j N�j C10.9 C19.5 C16.1 C7.8
N� �7.4 C19.2 C16.1 C0.7

j N�maxj C57.9 C69.0 C65.7 C23.3

are the lowest, and the mean difference ( N�) is around 0 cm�1, meaning that there
is no systematic shift towards higher or lower values with respect to experiment.
However, Table 6.3 shows that B3LYP is not accurate in predicting the electronic
energy difference between different phases. As �Uel is the contribution that
dominates the energetics, we should look for a compromise since ideally we want a
model that is able to reasonably reproduce vibrational spectra and thermodynamics
simultaneously. PBEsol can be considered a good compromise, as it provides
reasonable results for carbonate properties, including vibrational spectra, and for
their energetics. Despite the data in Table 6.5 suggesting that PBEsol is significantly
worse than B3LYP for predicting vibrational frequencies, if we consider the five
main regions of the spectrum separately (i.e. lattice modes, L; symmetric and
asymmetric stretching of CO2�

3 , �1 and �3; in-plane and out-of-plane bending of
CO2�

3 , �4 and �2), all frequencies within a single region are shifted with respect
to the actual value by nearly the same quantity (�L D C3.1; ��1 D �11:4;
��2 D �44:4;��3 D �7:8;��4 D �24:3; all in cm�1). To obtain a more accurate
prediction, it is therefore sufficient to subtract this quantity from each frequency of
the region (De La Pierre et al. 2014b).

6.3 The Multiple Structures of Vaterite

As mentioned in Sect. 6.1, vaterite is one of the three crystalline polymorphs of
anhydrous calcium carbonate. Though it is metastable with respect to calcite and
aragonite, it is found in nature as a result of biomineralisation (Cartwright et al.
2012; Hasse et al. 2000; Qiao and Feng 2007). For example, vaterite is crystallised
in bivalve organisms and mussels to repair damage in their hard tissues (Wilbur and
Watabe 1963; Spann et al. 2010). Vaterite is also often observed as an intermediate
phase during the transformation that leads from amorphous calcium carbonate
nanoparticles (ACC) to calcite and aragonite (Cartwright et al. 2012; Gebauer et al.
2010; Rodriguez-Blanco et al. 2011). For these reasons, vaterite is now attracting
much interest as further insight into its features could reveal new details about non-
classical nucleation pathways, polymorphism and crystallisation under biogenic
conditions.
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Table 6.6 Structures proposed for vaterite up to 2012: space group (SG) and lattice parameters
(a, b, c [Å]). Cell angles from Mugnaioli et al. (2012): ˇ=118.94ı (C2=c); ˛=�=90.0ı, ˇ=99.22ı

(C1); ˛ D82.1ı, ˇ=97.9ı, �=119.3ı (P1, in parentheses, corresponds to the primitive unit cell of
the structure with C1 symmetry). Cell angles from Wang and Becker (2012): ˇ=115.9ı (C2=c)

Reference SG a b c

Meyer (1959) Pbnm 4.13 7.15 8.48

McConnell (1960), Bradley et al. (1966) P6322 7.135 7.135 8.524

Kahmi (1963), Sato and Matsuda (1969) P63=mmc 4.13 4.13 8.49

Meyer (1969), Gabrielli et al. (2000) P63=mmc 7.15 7.15 16.96

Dupont et al. (1997) P63=mmc 7.169 7.169 16.98

Le Bail et al. (2011) Ama2 8.7422 7.1576 4.1265

Medeiros et al. (2007) Pbnma 4.531 6.640 8.480

Wang and Becker (2009) P6522a 7.290 7.290 25.302

Wang and Becker (2012) C2=cb 12.62 7.29 9.37

Mugnaioli et al. (2012) C2=c 12.408 7.1372 9.4067

Mugnaioli et al. (2012) C1 12.17 7.12 25.32

(P1) 7.05 7.05 25.32
a First-principles study with no calculation of the second derivatives
b Force-field simulation

The structure of vaterite has been debated for over 50 years, due to what is often
referred to as “disorder” of the carbonate anion sites. Table 6.6 presents a summary
of the most relevant studies from 1959 to 2012 aimed at resolving the structure
of vaterite, showing a clear disagreement as to the crystal system (orthorhombic,
hexagonal, monoclinic and triclinic), the crystal symmetry and site occupancy and
even as to the unit cell size. We refer the readers to the original literature for more
details about these studies. Here we show how the approach described in this chapter
has contributed a new perspective through proposing a model which is in agreement
with most of the experimental findings.

In Demichelis et al. (2012, 2013b), electronic structure calculations were per-
formed for the orthorhombic models (Pbnm, Ama2), for the hexagonal model
(P6522) that was obtained by Wang and Becker (2009) as a result of re-examining
previously proposed models through DFT and force-field-based calculations and
for the monoclinic and triclinic models (C2=c and C1) proposed by Mugnaioli
et al. (2012) as a result of combined automated diffraction tomography (ADT) and
precession electron diffraction (PED). Note that Wang and Becker (2012) predicted
the presence of a monoclinic C2=c basin slightly less stable than their hexagonal
P6522 one through applying molecular dynamics techniques.

The calculation of second derivatives, which was not performed in previous com-
putational studies, showed that all of these structures but one (Ama2) correspond to
transition states rather than to minimum energy structures and therefore cannot be a
true representation of vaterite.

As mentioned in Sect. 6.2, transition states are characterised by the presence of
one or more imaginary modes (i.e. the Hessian matrix has one or more negative
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eigenvalues). The structure with Pbnm symmetry exhibits one imaginary mode, the
P6522 hexagonal model four and the monoclinic (C2=c) and triclinic (C1) structures
two. Following the displacement along the eigenvectors related to the imaginary
modes, it was found that they all correspond to symmetry forbidden rotations of
carbonate anions. After removing the corresponding symmetry constraints, the true
minimum energy structures were found.

As a result of this procedure, it was found that the structure with Pbnm symmetry
relaxes to a P212121 configuration that is 1–2 kJ/mol per formula unit more stable
than the original one, depending on the DFT functional. The P6522 arrange-
ment relaxes towards three minimum energy structures, P3221 (�3.5 kJ/mol),
P65 (�2.5 kJ/mol) and P1121 (�3.0 kJ/mol),4 and one transition state with two
imaginary modes. The latter was not fully analysed, but through removing the
symmetry constraint related to the imaginary modes and reoptimising, P3221 and
a P1121 structures were obtained. The C2=c structure assumes either a C2 or a Cc
configuration, which are 1.4 and 0.5 kJ/mol more stable, whereas the C1 structure
falls into two very similar structures, both with symmetry C1 and about 0.1 and
0.2 kJ/mol more stable.5

A more accurate analysis of the structure and relative energies shows that both
of the orthorhombic models considered (Ama2 and P212121) do not fit with the
experimental expectations. Apart from being too dense, due to the optimised b
lattice parameter being about 10 % shorter than that suggested by Meyer (1959)
and Le Bail et al. (2011), P212121 and Ama2 are about 1 kJ/mol and 18 kJ/mol
less stable, respectively, than the lowest energy structure derived from Wang and
Becker’s model (P3221). A second point against the most stable orthorhombic
model comes from a study performed by Balan et al. (2014) through simulation
of the mixing energy of sulphate into vaterite and reanalysis of the anomalous data
presented by Fernández-Díaz et al. (2010). Notably, this study also ruled out the
hexagonal P63=mmc structure in favour of the P3221model proposed by Demichelis
et al. (2012), whereas the monoclinic and the triclinic models were not considered.

The seven structures that were obtained through the computational procedure
highlighted in this chapter and that have structural and energetic features that are in
agreement with the experimental observations were divided into three groups: six-
layer hexagonal, referring to the structures derived from the hexagonal model that
has six layers of carbonate anions in the unit cell (P3221, P65, P1121); two-layer
monoclinic, referring to those derived from the monoclinic structure that has two
layers of carbonate anions in the unit cell (C2, Cc); and six-layer triclinic, referring
to those obtained from Mugnaioli’s triclinic structure (C1, C1). Figure 6.1 shows
that these groups of structures can be considered different polytypes of vaterite,
differing only in the sequence of the carbonate layers stacked along the z Cartesian

4Unless stated otherwise, all energies given in the text were calculated with the PBEsol functional;
for vaterite similar values are obtained also with other functionals.
5The conventional choice for this space group would be P1; however, C1 is used to indicate that
it has been obtained from the C1 structure originally proposed by Mugnaioli et al. (2012). Despite
this structure being triclinic, its conventional cell has ˛ ' � ' 90ı, and this is why in a previous
publication we referred to this model as quasi-monoclinic or “6-layer” monoclinic.
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Fig. 6.1 Top: Ball and stick representation of the structures for vaterite belonging to the three
different families of polytypes, viewed along the a lattice vector. O, Ca and C are represented in
red, green and grey colours, respectively. From left to right: the six-layer hexagonal model, the six-
layer triclinic model and the two-layer monoclinic model. The latter has a smaller unit cell (bold
black line), so that a six-layer supercell (thin black line) is built to show the structural similarities
and differences with respect to the other models. The stacking sequence of CO2�

3 layers refers to
the orientation of the CO2�

3 units that have a C-O bond parallel to a: planes with the same shift with
respect to b are labelled with the same letter (A for 0; B for 1/3; C for 2/3); planes with the C-O
bond pointing towards Ca and �a are labelled with and without a prime, respectively. Bottom: The
chiral image of a portion of the hexagonal structure is represented (left), as well as the meaning
of rotational disorder of CO2�

3 , which is allowed at room temperature (Reprinted with permission
from Demichelis, Raiteri, Gale, Dovesi, The Multiple Structures of Vaterite, Cryst. Growth Des.,
13 (6), 2247–2251. Copyright 2013 American Chemical Society)

axis. In particular, one can go from the monoclinic to the hexagonal model by
switching two planes, whereas the triclinic model has two missing planes with
respect to the other two models, causing its � lattice parameter to deviate from
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90ı. Starting from the hexagonal model, by performing all the possible physically
allowed permutations of the six different planes along the c axis, the only structures
that are found correspond to one of those in the hexagonal or monoclinic groups
(including their chiral images).

Notably, the hypothesis of stacking faults in vaterite was originally suggested
by Meyer (1969), and twin stacking faults were detected by Qiao and Feng (2007)
using HRTEM and SAED techniques on natural samples of vaterite. Wehrmeister
et al. (2010) suggested the existence of different polytypes of vaterite, though there
was not enough evidence in their data to fully support the claim. On the contrary,
chirality was never suggested prior to the studies of Demichelis et al. (2013b). At
this point, it is reasonable to hypothesise that a certain number of other structures
may exist, having missing planes and different sequences with respect to the three
groups of structures reported here.

Symmetry and thermodynamic data obtained for the aforementioned hexagonal,
monoclinic and triclinic models are summarised in Table 6.7. All structures present
similar free energies and are equally likely to represent a good model for vaterite,
with C2 and P3221 models being the most stable. Data in the table also show
that switching two carbonate layers with each other has no or little cost in energy.
Figure 6.2 shows a plot of�Uel between a given structure and P3221. While the data
presented here are unable to predict whether it is possible to transform a structure
belonging to one basin into a structure belonging to another one, the energy barrier
for rotating CO2�

3 anions is so low that within the same basin we can suppose that
structures can interconvert between each other at 298 K.

From the above discussion, we can conclude that from a theoretical point of
view, the hypothesis of vaterite existing in several forms rather than assuming one
particular structure is very likely to be correct. In particular, our analysis shows that

Table 6.7 Symmetry and stability of the seven structures of vaterite found by Demichelis et al.
(2012, 2013b). For each structure, the corresponding chiral image, crystal system and number of
independent carbonate anions in the unit cell (NCO3 ) are indicated. The thermodynamic quantities
(PBEsol) associated with the process vaterite!calcite at 298 K are calculated (all in kJ/mol except
for �S in J K�1 mol�1). The Boltzmann relative populations p at 298 K are also calculated
for each structure. The Boltzmann-weighted average of the thermodynamic quantities and the
corresponding experimental data from Königsberger et al. (1999) are shown

Chiral image Crystal system NCO3 �Uel �H �S �G p

Hexagonal P3221 P3121 Trigonal 4 C3:1 C3:3 C0:8 C3:1 0:090

(6-layer) P65 P61 Hexagonal 3 C3:8 C3:8 �1:1 C4:1 0:060

P1121 P1121 Monoclinic 9 C3:6 C3:9 C1:2 C3:6 0:074

Monoclinic Cc – Monoclinic 3 C4:0 C4:0 �0:5 C4:2 0:058

(2-layer) C2 C2 Monoclinic 4 C3:2 C3:2 �1:0 C3:5 0:077

Triclinic C1 C1 Triclinic 18 C3:5 C3:7 C1:7 C3:2 0:087

(6-layer) C1 C1 Triclinic 18 C3:6 C3:9 C2:0 C3:3 0:083

Average C3:5 C3:6 C0:6 C3:5

Exp. C3:60 C1:30 C3:21
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Fig. 6.2 Representation of �Uel for the three polytypes of vaterite, separated by vertical lines.
Space groups having a chiral image that belong to another space group are indicated. The structure
labelled as TS4 is a transition state obtained after the analysis of one of the four imaginary
modes found for P6522; see text for more details (Reprinted with permission from Demichelis,
Raiteri, Gale, Dovesi, The Multiple Structures of Vaterite, Cryst. Growth Des., 13 (6), 2247–2251.
Copyright 2013 American Chemical Society)

there are three levels of complexity in the structure of vaterite: the intrinsic rotational
disorder of carbonate anions, the possibility of having different carbonate layer
sequences and the presence of chirality. The claim of vaterite assuming multiple
structures was confirmed for the first time in the study by Kabalah-Amitai et al.
(2013), where HRTEM images show that there are at least two interdispersed crystal
structures in a vaterite sample. However, this work does not investigate the details
of the structural features of the two different phases. It was found that their main
difference is related to carbonate anions, whereas calcium layers are nearly the
same. While one of the phases is claimed to be hexagonal, the structure of the other
one could not be determined.

As a further attempt to definitively solve the problem of the structure of vaterite,
two independent studies have been recently undertaken, using experimental and
computed NMR, XRD and Raman spectra, all leading to the same result.
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One of these works De La Pierre et al. (2014b) re-examined existing and
new experimental Raman data in the light of the new structural information from
Demichelis et al. (2013b) and Kabalah-Amitai et al. (2013). The rich collection of
Raman spectra recorded on a variety of vaterite samples of geological, biological
and synthetic origin from Wehrmeister and co-workers (2010; 2011) was used.
New samples considered in this study included Herdmania momus spicules from
the Great Barrier Reef (Queensland, Australia), the same kind of samples where
Kabalah-Amitai et al. (2013) identified two distinct structures.

One of the most significant points arising in this study was Wehrmeister et al.’s
(2010) observation, based on the analysis of their Raman spectra, that vaterite has
at least three independent carbonate units. Notably, all structures proposed in the
literature prior to Demichelis et al. (2012, 2013b) have no more than two such
groups. This means that either the new structures are a better choice or that multiple
structures within the same sample are present or both.

The Raman spectra for the seven structures proposed here as possible candidates
were computed by De La Pierre et al. (2014b) and compared to the experimental
data. Overall, they all look very similar. However, all the computed spectra but
two have peaks that do not appear in the most intense region of the experimental
spectra, namely, �1 (symmetric stretching of CO2�

3 , 1020–1160 cm�1) and �4 (in-
plane bending of CO2�

3 , 660–750 cm�1). Figure 6.3 shows that C2 and P3221, the
most stable two-layer monoclinic and six-layer hexagonal structures, respectively,
have Raman spectra that match with those experimentally recorded. The latter
structure is in agreement with Kabalah-Amitai et al. (2013), who found that one
of the structures in their sample has a hexagonal unit cell.

On the basis of Raman spectroscopy alone, it is not possible to tell whether
the first, the second or both structures are present in the experimental samples.
Also, the remaining five theoretical structures seem to be ruled out according to
this study. These results then seem to provide evidence that opposes the room
temperature intra-basin structural interconversion via carbonate rotations suggested
by Demichelis et al. (2012). This would result in different domains being present in
the same crystal and thus in a spectra that is a Boltzmann-weighted average of all
seven spectra. A possibility is that the system becomes kinetically trapped in a subset
of the possible stable structures. To verify this hypothesis, further investigation is
required in order to determine the activation barriers for the interconversion between
all of the different energy minima.

A second study, by Burgess and Bryce (2015), has recently shown that only C2
and P3221 structures are compatible with 43Ca NMR spectra recorded on samples
of vaterite, after considering most of the structures that have been proposed in the
literature. C2 and P3221 were also shown to be compatible with the measured XRD
diffraction pattern. As with the Raman spectroscopy, also 43Ca NMR seems to
be unable to provide a definitive answer on whether the former, the latter or both
structures are present in the real sample.
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Fig. 6.3 Calculated Raman spectra for the seven structures of vaterite (red) and comparison
with one experimental spectrum recorded on a geological sample from Wehrmeister et al. (2010)
(black). Other samples exhibit very similar features. In the latter, signals resulting from calcite and
aragonite impurities are highlighted

6.4 Conclusions and Future Challenges

The theoretical approach highlighted in this chapter is highly predictive in deter-
mining the structures and properties of crystalline phases. These tools are therefore
particularly useful when studying phases and processes that are challenging to
investigate with experimental techniques. The case of vaterite represents one of the
best examples of how ab initio methods can be applied to unravel the complexities
of metastable biomineral phases and more generally of minerals that are not easily
accessible as large single crystals for diffraction. It also represents a successful
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example of how computational schemes can be combined with experimental
techniques to investigate complex mineral structures.

Future challenges in this field are related to the development of algorithms able to
address the non-generality of the many approximations on which ab initio methods
rely. In the particular case of biominerals, one of the most important features that
would open the way for an appropriate investigation of the composition, the stability
and the stoichiometry of the many hydrated and hydroxylated phases would be the
ability to properly account for weak interactions in a fast and accurate way. Methods
that are currently available are either too approximate or not available in solid-state
codes or computationally too expensive for systems that contain tens of atoms in
their unit cell (Pisani et al. 2008; Del Ben et al. 2012).

In the particular case of vaterite, future challenges are mostly related to finding
or developing experimental techniques that are able to distinguish the different
structures and confirm their features. Moreover, the average size of a vaterite single
crystal (tens of nm in the best case scenario) is too small to undertake any investiga-
tion as to its chirality with available optical techniques (Bilotti et al. 2002). From a
biomineralisation perspective, chirality would be an extremely interesting property
to investigate, since vaterite often grows under biogenic conditions, therefore in
the presence of biological molecules that are often optically active. In this context,
also other biominerals may exhibit optical activities, such as monohydrocalcite,
which like vaterite belong to one of those space groups that are intrinsically chiral
(Demichelis et al. 2014).
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Chapter 7
Classical and Nonclassical Theories of Crystal
Growth

Jens-Petter Andreassen and Alison Emslie Lewis

In this chapter, we discuss classical and nonclassical concepts of crystal growth
that coexist in the literature as explanations for the formation of both mono-
and polycrystalline particles, often of the same substances. Crystalline particles
with intraparticle nanosized subunits, nanoparticulate surface features, and complex
morphologies have led to the development of new nonclassical theories of crystal
growth based on the aggregation of nanocrystals in solution. At the same time,
similar morphologies are explained by monomer incorporation at conditions of
stress incorporation, which results in nucleation at the growth front and accom-
panying branching at the nanoscale. The two mechanisms are differently affected
by important process variables like supersaturation, temperature, or additives and
are analyzed with respect to their capability of predicting crystal growth rates. A
quantitative description of the formation kinetics of the solid phases is essential for
the design and operation of industrial precipitation and crystallization processes and
for the understanding of fundamental principles in material design and biomineral-
ization processes. In this chapter, we emphasize the importance of supersaturation in
order to account for the extensive nanoparticle formation required to build micron-
sized particles by nano-aggregative growth, as well as the accompanying change in
the population density.
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7.1 Introduction

During the last decades, various nonclassical concepts of crystal growth have
emerged in the scientific literature (Matijevic 1993; Cölfen and Antonietti 2008).
They depart from the classical growth theories (Chernov 1984) by proposing that
crystals, both mono- and polycrystalline, are produced by aggregation or assembly
of nucleated nanocrystals, as opposed to integration of solute species into the crystal
lattice surface. These novel concepts have received considerable attention and are
now used extensively in the literature to analyze crystallization and precipitation
phenomena in both nature and industry.

Classical mechanistic explanations of crystal growth have traditionally focused
on explaining the microscopic features of the crystal surfaces and the integration of
growth units leading to the development of faceted crystals. Derivation of the corre-
sponding rate expressions, accompanied by experimental verification, has provided
industrial practitioners with a tool to model and predict crystal morphology and size.
Emerging fields in material technology, nanoparticle science, and biomineralization
have introduced new experimental conditions and protocols, resulting in particle
morphologies that are very often quite different from the expected equilibrium
morphologies. Precipitation occurring at higher supersaturation and temperatures,
often in combination with additives and templates, results in various examples of
complex shapes and surface feature expressions that are not in accordance with
the classical morphology predictions from an energy minimization viewpoint. The
advancement of characterization techniques has opened up the ability to carry
out more detailed studies of processes going on during nucleation, growth, and
aggregation. New nonclassical concepts of crystal growth have been proposed as
a consequence of this. Phase change kinetics by these alternative routes will be very
different from what the classical theories predict. In this chapter, we present some of
the dominant concepts of crystal growth and discuss the main differences between
them, since the many different and often conflicting explanations presented in the
literature make studying and analyzing the phenomena of precipitation a challenge.

The aim is to identify which investigations are required to resolve the seemingly
conflicting descriptions in literature when it comes to determination and prediction
of growth kinetics during precipitation. This is motivated by the need for a consistent
description of crystal enlargement processes and the effect of the main operating
parameters during industrial manufacture and separation of crystalline materials
from solution.

7.2 Driving Force and Size Enlargement

Enlargement of crystalline particles in solution is traditionally described by two
processes: crystal growth and agglomeration due to encounters between the growing
crystals. In this classical picture, crystal growth is considered to progress by
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attachment of monomeric growth units from solution. These solute species are the
ions, molecules, or atoms which correspond to the primary constituents of the crystal
lattice. The driving force for solute incorporation is the difference in their activity
as solution species, a, and as incorporated in the solid, represented by the activity
of solution in equilibrium with the solid, aeq. The corresponding chemical potential
difference, ��, for a non-dissociating compound can be expressed as

��

RT
D ln

a

aeq
(7.1)

leading to definition of the supersaturation ratio, Sa

Sa D
a

aeq
(7.2)

For minerals and electrolyte crystals where each formula unit consists of a total
number of � ions, being the sum of �C cations and �� anions, the expression
becomes

��

RT
D � ln

a˙

a˙;eq
(7.3)

where a˙ is the mean activity of the ionic species, resulting from the correction
of the free concentration of ions, c, by the mean activity coefficient, �˙. For
crystals composed of two divalent ions, like CaCO3, the corresponding activity-
based supersaturation is thus

Sa D
a˙

a˙;eq
D

s
cCa2C � cCO32� � �2˙

Ksp;CaCO3

(7.4)

In this classical picture, agglomeration is a rather rare event that will occur if
the forces acting on the growing crystalline particles in solution cause them to
approach each other closely enough so that a crystalline bridge develops resulting
in a new stable particle. Hence in order for agglomeration to take place, crystal
growth must occur during the time of contact, which also implies that the system
must be supersaturated with respect to the crystallizing compound (Andreassen and
Hounslow 2004). Investigations of agglomeration kinetics have concentrated on the
contact brought about by shear forces in solution. In this context, agglomeration will
depend on the collision rate of the growing crystals and an efficiency parameter that
depends on the shape and contact point geometry and which also takes into account
the disruptive hydrodynamic forces. In order for particles to be brought into contact
by shear forces, their size needs to be in the micron meter range.

The recent new nonclassical theories challenge these ideas by claiming that
also crystal growth is an aggregation process that can take place by assembly
of nanosized crystalline particles by both oriented and non-oriented attachment,
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operating at much smaller length scales. The attachment of particles must in this
case be governed by very different forces (De Yoreo et al. 2015). The outcome of
these assembly processes can be both poly- and monocrystalline, which in the latter
case makes the end product indistinguishable from crystals growing according to a
classical mechanism. For systems like calcium carbonate and barium sulfate, and
many more, both classical and nonclassical explanations of crystal growth coexist
in the recent literature. We will thus start by describing classical crystal growth and
thereafter look into the newer theories and compare how the different conceptions
explain prediction of morphology and the kinetics of the enlargement process.

7.3 Classical Crystal Growth by Monomers

7.3.1 At Low and Intermediate Supersaturation

The incorporation of growth units from solution into the crystal lattice is a
complicated process of attachment and detachment at active sites on the crystal
surface. The attachment process involves desolvation of the monomers, adsorption
onto the surface, and diffusion along the surface toward the active sites. Attachment
at the active sites leads to advancement of steps over the surface. For the crystals
to continue growing, new steps must be generated constantly. The dominant source
of step formation varies with the supersaturation in the system. At driving forces
lower than the critical value for surface nucleation, inherent dislocations in the
crystal lattice are responsible for the presence of steps. Stacking faults lead to screw
dislocations that represents a nonterminating step source since growth preserves
the initial stacking fault of the lattice. Attachment along the screw dislocation step
results in spiral growth and growth hillocks that eventually merge and cause the
crystal face to propagate outwards. At a sufficient level of supersaturation, new
steps are formed around two-dimensional islands that nucleate on the surface. The
nucleation rate increases with supersaturation leading to a rough surface where
integration of new units can potentially take place anywhere. The microscopic
features of the surfaces growing by these two mechanisms of step generation can
be observed by in situ AFM experiments as shown for the two examples of BaSO4

and CaCO3 in Fig. 7.1.

7.3.2 At High Supersaturation

Despite that the surface features of spiral growth and 2-D nucleation growth can be
observed at the microscopic level, crystal faces resulting from these mechanisms
are macroscopically smooth and the crystals are dense. However, when further
increasing the supersaturation, the interface becomes unstable due to a change from
integration-controlled growth to mass-transfer-controlled growth, by diffusion from
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Fig. 7.1 AFM images of crystal faces showing examples of spiral growth and growth hillocks at
lower supersaturation and two-dimensional (2-D) nucleation islands at higher supersaturation for
(a) calcite, CaCO3 at two levels of supersaturation (¢ corresponds to the left-hand side of Eq. 7.1)
(Reproduced from De Yoreo and Vekilov (2003) with permission from the Mineral Society of
America), and (b) barite, BaSO4 – first five pictures in the panel is a growth sequence over 60 min
for a supersaturation of S2a D 12 (when Sa is according to the definition in Eq. 7.4). In the last
picture, the supersaturation has been increased, corresponding to S2a D 26 (Reproduced from (Pina
et al. 1998) with permission from Nature Publishing Group)

the surrounding bulk liquid. This transition (Fig. 7.2a) comes about when the surface
turns rough and highly kinked due to extensive surface nucleation. Integration of
new units is not rate limiting, and depending on the diffusion field around the
crystal and the crystal morphology, certain edges and corners of the crystal will get
access to solution of higher supersaturation. The consumption of supersaturation at
these locations prevents growth of the central part of the crystal faces, and so-called
“hopper” crystals develop. This elevation of the growth rate for certain parts of
the crystal is self-enforcing, since the same edges, corners, or surface perturbations
will access yet higher supersaturation levels and as a consequence dendritic growth
starts to dominate. The crystal branches off in directions of higher supersaturation
in an interplay dictated by the nature of the crystal lattice and the changing
supersaturation profile from the surface into the bulk of the surrounding liquid. This
branching is crystallographic, leading to a monocrystalline and usually symmetric
object of complex shape. The shift in growth morphologies is a consequence of
the change in growth regime and not the supersaturation itself. The supersaturation
is merely responsible for introducing the diffusion limitation by increasing the
monomer integration rate. This has been illustrated by similar morphology shifts due
to diffusion limitations imposed by the surrounding medium, by performing mineral
precipitation in hydrogels, relevant for biomineralization processes (Asenath-Smith
et al. 2012).

The overall growth rate of crystals in solution is determined by the chemical
affinity, the chemical potential difference between the solution and the crystal. The
power law relationship shown in Eq. 7.5 is frequently used to relate the overall
growth rate, G [ms�1], to the activity-based supersaturation ratio, Sa (Eq. 7.4),
and the solubility- and temperature-dependent growth rate constant, kg. The growth
order, g, signifies the mechanism of crystal growth. At low supersaturation, and
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Fig. 7.2 (a) Growth rate, crystal growth mechanisms (where A is spiral growth, B is growth
by two-dimensional nucleation and C is rough growth) and corresponding morphology changes
as a function of driving force for a hypothetical crystal bounded by f111g faces (Reproduced
from Sunagawa (2005) with permission from Cambridge University Press). (b) Two categories
of spherulitic growth: Category 1 describes multidirectional growth from a central nucleus, and
category 2 describes growth front nucleation and resulting branching on the fast-growing tips
of an elongated precursor crystal (A), leading to intermediate dumbbell morphologies (B-D) and
potentially to a polycrystalline sphere (E) (Reproduced from Granasy et al. (2005) with permission
from Cambridge University Press). (c) Category 1 vaterite spherulites grown in water at an initial
supersaturation of Sa D 5:7 (with respect to vaterite) (Reproduced from Andreassen et al. (2012)
with permission from RSC) (d) Intermediate-shaped category 2 spherulites grown at an initial Sa

(vaterite) D 3.8 in a mixture of ethylene glycol and water (90/10 %) and (e) nearly fully developed
spherulites after 45 min when the initial supersaturation was increased to Sa D 7:0; the spherulites
tend to break in two halves along the resulting equator (Reproduced from Andreassen et al. (2010)
with permission from Elsevier)

provided that growth is dominated by simple, single sourced dislocation spirals, the
value of g is 2, resulting in the so-called parabolic growth law. When supersaturation
is increased and 2-D nucleation starts to dominate, g takes on higher numbers,
evident of the exponential nature of the nucleation process. When the surface
becomes rough and the growth rate is mass-transfer controlled, g is equal to 1.
Although the power law model is a simplified and averaged approach to the detailed
crystal growth processes and composite mechanisms taking place on the surface of
individual crystal faces (Teng et al. 2000), it has had success in the operation of
industrial crystallization processes, by being used to adjust liquid phase parameters
in order to control solid phase characteristics.

G D kg.Sa � 1/g (7.5)
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In contrast to the crystallographic branching that characterizes dendritic growth, a
new branching mechanism starts to become operative at yet higher driving forces.
Surface nucleation is no longer crystallographic and, as a result, the particle now
becomes polycrystalline. This growth front nucleation will, as opposed to dendritic
growth, often produce spherical space-filling structures, hence the term spherulitic
growth. It has been a topic of numerous studies for well over a century, but is
still not properly recognized in the precipitation literature. Spherulitic growth has
been reported for various systems independent of the nature of the crystallizing
compound. Molecular, atomic, and ionic crystals all grow by spherulitic growth,
and although many of the studies are based on polymer crystallization and crystal-
lization from viscous melts, it has been shown that neither large molecules, high
viscosity, nor impurities are crucial for this mechanism (Beck and Andreassen
2010; Shtukenberg et al. 2012). Also crystals growing from pure aqueous solutions
will produce spherulites when the conditions for internal stress accumulation, like
high supersaturation, result in nucleation of new sub-individuals on the surface for
the relaxation of this stress. The morphology will depend, firstly, on the progress
of growth (supersaturation and branching frequency) and, secondly, on which of
the two mechanisms of spherulitic growth in Fig. 7.2 that operates, which has
been elegantly demonstrated by phase field modeling (Granasy et al. 2005). When
growth front nucleation starts from a central nucleus, it results in isotropic type
1 spherulites, while type 2 spherulites are formed by branching on the two fast-
growing faces of an elongated precursor, ultimately leading to polycrystalline
spheres.

Both categories of spherulitic growth offer explanations of spherical polycrys-
talline particles without invoking an aggregation mechanism. Like for the other
classical crystal growth mechanisms, the driving force��, is also a controlling fac-
tor for non-crystallographic branching, but the criteria for which type of spherulite
that develops is not well known. As an example, both category 1 and 2 spherulites
of the vaterite polymorph of calcium carbonate can be produced in solution at
sufficiently high supersaturation (Fig. 7.1c–e). Category 1 spherulites grew by
transformation from initially formed amorphous calcium carbonate (Andreassen
2005) in water, whereas category 2 spherulites developed in mixtures of ethylene
glycol and water where the degree of branching was dependent on the initial
supersaturation (Andreassen et al. 2010). Glycol reduces the growth rate of vaterite
and allowed for a time-resolved observation of morphology development, but was
not considered a prerequisite for this category of spherulitic growth. Category 2
spherulites of aragonite have been produced in water/ethanol mixtures (Sand et al.
2012) but also in aqueous solutions without additional solvents (Andreassen et al.
2012). The category 2 mechanism can offer an explanation for many other literature
observations of sheaf of wheat and dumbbell morphologies that are described
for crystalline mineral particles, like fluorapatite (Busch et al. 1999), BaSO4 (Qi
et al. 2000), and hematite (Sugimoto et al. 1993) but also in crystallization of
higher-solubility compounds and from melts (Shtukenberg et al. 2012). The kinetic
expression for spherulitic growth should reflect that this is an interface-controlled
process driven by nucleation at the growth front and not diffusion controlled.
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However, it has frequently been modeled as a diffusion problem, but this is related
to the special conditions in many of the systems where spherulites are observed,
i.e., high-viscosity metal or polymer melts where heat and mass transfer is limiting
(Shtukenberg et al. 2012).

The mechanistic shifts and corresponding morphology predictions in classical
crystal growth, from faceted monocrystals to surface-instability driven polycrystals,
are explained with reference to the increasing supersaturation. Although there
are some unresolved questions related to the phenomenon of non-crystallographic
branching and the accompanying kinetic dependency on supersaturation, especially
for growth in impurity-free low-viscosity media, the success of the classical
monomer incorporation models has been their corresponding rate expressions that
have been of great use to model industrial crystallization processes. The current
alternative nonclassical concepts do not propose corresponding rate equations
and do not necessarily obey the classical criterion related to the supersaturation
dependence. They rather base their explanations on the colloidal stability of initially
nucleated nanocrystals and how they may aggregate to create both mono- and
polycrystalline structures.

7.4 Growth by Assembly of Precursor Crystals

A recent review (De Yoreo et al. 2015; see also Chap. 1 de Yoreo et al. 2017,
this volume) presents a general concept of crystallization by particle attachment
(CPA) by discussing attachment of a wider range of precursor particles, like
oligomers, droplets, amorphous particles, or fully developed nanocrystals. We limit
the following analysis to attachment and aggregation of prenucleated nanosized
crystals.

Although polycrystallinity by growth of monomeric units can be explained
by growth front nucleation, hardly any of the papers advocating an aggregation-
based theory refer to such growth phenomena, indicating that it has been largely
unknown in the field of mineral precipitation. However, it is of vital importance
to understand whether growth is facilitated by particles nucleated in solution and
transported to the crystal or if the resulting subunits nucleate and grow on the
advancing crystal surface. In the former case, a high 3-D nucleation rate and hence
a high supersaturation are required, as well as an efficient assembly or ordering
principle, whereas in the latter case the degree of epitaxy and non-crystallographic
branching during growth front nucleation is the determining factor for the level of
polycrystallinity.

7.4.1 Spontaneous Precipitation Systems: Mesocrystals
and Polycrystalline Particles

Egon Matijevic (Matijevic 1993) was a pioneer in establishing an alternative
interpretation of particle growth and proposed aggregation of nanosized crystals

http://dx.doi.org/10.1007/978-3-319-45669-0_1
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as the mechanism responsible for the formation of polycrystalline micron-sized
particles of various minerals. The underlying assumption was that an object that
is spherical and polycrystalline can only be explained by assembly of already
nucleated crystals, but other morphologies in the vast collection of “monodispersed”
colloidal systems were also explained by a coagulation mechanism of nanoparticles.
Ocaña et al. (Ocana et al. 1995) summarized some of the systems undergoing
nano-aggregation and categorized the possible mechanisms as either undirectional
or directional aggregation. Undirectional aggregation results in spherical particles,
whereas ellipsoids, platelets, prisms, spheres, and rods could all be produced by
directional aggregation, often assisted by additives.

Oriented attachment (OA) was demonstrated for a smaller assembly of nanopar-
ticles some years later (Penn and Banfield 1999; see also Chap. 13 Penn et al.
2017, this volume) by hydrothermal treatment of 5 nm titania crystals (Fig. 7.3a).
The particle size increased both by monomeric crystal growth and by assembly
of up to ten individual crystals, a process that took place over several hours.
When this oriented attachment process is non-perfect, it introduces dislocations
in the resulting crystal (Penn and Banfield 1998), explaining how dislocations
necessary for subsequent crystal growth can appear even though the initial nuclei are
dislocation-free. Recent advances have allowed for direct observation of nanoparti-
cle coalescence by high-resolution transmission electron microscopy using a fluid
cell. In situ observations of platinum nanocrystals (Zheng et al. 2009) show that
they grow by both monomer addition and particle-particle attachment events in
the same order of numbers as that of the initial particles, illustrating that a few
nanocrystals combine to make the new particles. This is an important growth

Fig. 7.3 (a) TEM micrograph of a single crystal of anatase demonstrating oriented attachment
of titania nanocrystals in 0.001 M HCl (Reproduced from Penn and Banfield (1999) with
permission from Elsevier). (b) Cryo-TEM images of goethite mesocrystals developing by aging
of a suspension of ferrihydrite nanocrystals at 80 ıC, after (a) 5 days, (b) 10 days, and (c) 24 days
(Reproduced from Yuwono et al. (2010) after permission from American Chemical Society)

http://dx.doi.org/10.1007/978-3-319-45669-0_13
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trajectory to explain the nearly monodisperse particles resulting from an initially
broad size distribution. The oriented attachment processes of iron oxyhydroxide
nanoparticles observed in fluid cell TEM demonstrate how the particles rotate and
interact until they find a perfect lattice match, and the attachment is followed by
atom-by-atom addition. The translational and rotational accelerations show that
direction-specific interactions drive the attachment, and the electrostatic field can
promote these oriented attachment events (Li et al. 2012; Zhang et al. 2014; Nielsen
et al. 2014).

The development of larger particles involving oriented attachment of a higher
number of nanoparticles, in the orders of ten to hundreds, has been shown (Yuwono
et al. 2010) by cryo-TEM monitoring of a suspension of ferrihydrite (Fig. 7.3b;
see also Chap. 13 Penn et al. 2017, this volume). Over the course of several days,
long thin mesocrystal assemblies of oriented goethite nanocrystals are developed
by (1) self-assembly of primary nanocrystals, (2) crystallographic reorganization
within the self-assemblies, and (3) conversion to oriented aggregates, which are new
secondary crystals.

Directional aggregation has also been found to take place in the early process
of gypsum precipitation (Van Driessche et al. 2012). The process started by
formation of nanoparticles of the hemihydrate bassanite which after growth to
nanorods of some 100 nm in length aggregated to needle-shaped particles which
later transformed to the dihydrate gypsum. This oriented aggregation of bassanite
was explained by an increase in the enthalpy with decreasing surface area, favoring
aggregation over crystal growth.

Along with, and often based on, these demonstrations of crystal growth by
oriented attachment, a significant number of studies in the recent literature have
extended the argument to conclude that also larger micron-sized particles, both
monocrystalline (Fig. 7.4) mesocrystals (Cölfen and Antonietti 2005; see also
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molecules resulting in mesocrystals (Reproduced from Cölfen and Antonietti (2005) after
permission from John Wiley and Sons) and, to the right, self-assembled aggregation in the absence
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Fig. 7.5 Aggregation scheme (to the left) illustrating how growth of monodisperse polycrystalline
secondary particles of gold (by reduction of auric acid) in solution (micrograph A and B) occurs
by addition of primary particles to secondary particles, to ensure a sharply peaked particle size
distribution (Reproduced from Park et al. (2001) with permission from American Chemical
Society)

Chap. 8 Rao and Cölfen 2017, this volume) and polycrystalline particles (Fig. 7.5),
are formed by assembly mechanisms, suggesting that aggregation of nanocrystals is
a universal mechanism for growth of crystalline particles. However, many orders of
magnitude, higher number of primary nanocrystals and a highly efficient assembly
mechanism, are required to account for these rapidly formed large micron-sized
particles. Kind et al. (Judat and Kind 2004) used cryo-TEM to study shock-
frozen samples from the rapid precipitation of BaSO4 in a T-mixer arrangement
and concluded that the internal porosity of the particles was a consequence of
highly ordered aggregation of nanoparticles formed in the beginning of the process
(Fig. 7.4). A similar evaluation of copper oxalate precipitation (Soare et al. 2006)
discussed how the high ionic strength due to high concentration during nucleation
would lead to aggregation of the nuclei, by suppression of the electric double
layer and accompanying low colloidal stability. This initial random aggregation
resulted in a core of randomly oriented primary particles whereas the outer aligned
crystallites were explained by directional aggregation due to lower ionic strength at
lower supersaturation later on in the growth process.

Calcium carbonate precipitation of both mono- and polycrystalline particles, both
in the absence and presence of additives, is frequently explained as a result of non-
classical crystal growth based on observations of intraparticle subunit structure and
nanoparticle surface features. The argument of aggregation of nanosized crystals
has been used to explain both polycrystalline spherical particles and monocrystalline
hexagonal particles of vaterite. In the case of polycrystalline particles, aggregation is
not oriented, but for the formation of hexagonal plates (Xu et al. 2006), additives in
the system are said to be necessary to aid the assembly process, following a similar
principle as described in Fig. 7.4. By contrast, it has been shown (Andreassen et al.

http://dx.doi.org/10.1007/978-3-319-45669-0_8
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2012) that the morphologies of calcium carbonate that are explained as a result of
modulating additives can in fact also be produced in the absence of any additives,
by simply controlling the value of the activity-based supersaturation, Sa (Eq. 7.4).
It was concluded that calcium carbonate in this case forms by a classical growth
mechanisms, since the supersaturation, Sa, is too low for the extensive nucleation
required to supply an attachment process with the necessary primary crystalline
particles.

Peak broadening in Powder XRD is widely used to support a nano-aggregation
mechanism and the nanoparticle size is estimated by the Scherrer equation. The
resulting size determination of the nano-domains tends to result in a range of 20–
50 nm, irrespective of the mineral in question. Assuming that the final micron-sized
particles would be constructed by aggregation of 20 nm particles in a space-filling
structure, the number of primary crystals required for each final particle is in the
order of 108 (Andreassen 2005). Nucleation of such a high number of primary
crystals, or building blocks, would require a substantial supersaturation, and their
presence should be easily detectable in solution by in situ or cryo-TEM or even
in dry samples separated from the solution during the 5-min growth period. In
this case, the vaterite spheres were growing at a moderate supersaturation dictated
by the transformation of amorphous calcium carbonate, and as a result, it was
concluded that spherulitic growth was the operating mechanism and not aggregation
of nucleated precursor crystals. When polycrystalline spheres of vaterite were
seeded to systems of constant supersaturation well below the nucleation threshold,
the particles grew by incorporation of ions from solution, constantly creating surface
units that varied in size with the applied level of supersaturation (Andreassen et al.
2012), as predicted by the dependency of branching on the thermodynamic driving
force (Shtukenberg et al. 2012). In a recent critical analysis of monocrystalline
calcite mesocrystals precipitated in the presence of polymers (Kim et al. 2014),
it was shown that the use of the Scherrer equation to infer information about
primary building blocks is not valid and that the main source of the peak broadening
was substantial strain in the crystal lattice which occurred when the crystals were
grown in the presence of additives. In addition, the high surface area due to the
nanoparticulate surface features could be fully explained as a consequence of the
additive action on crystal growth in a classical sense. In a recent investigation, a
polycrystalline vaterite biomineral (Pokroy et al. 2015) was also suggested to form
from solution by ion-by-ion spherulitic growth, as opposed to nano-aggregation,
due to 0 and 30ı angle spreads and no interfacial organic layers between adjacent
crystals. Other biomineralization examples where spherulitic growth has been
shown is in the formation of earthworm granules (Hodson et al. 2015) and to
infer information about microbial activity responsible for the formation of dolomite
rock where some organisms make spherulitic Ca-Mg carbonate by increasing the
supersaturation levels locally (McKenzie and Vasconcelos 2009).

In the current literature that uses the argument of aggregation of nanosized
crystals, the total number of nanoparticles required and the reduction in numbers
due to aggregation is normally not part of the analysis when attachment processes
are discussed. However, in the classical industrial crystallization literature, it is
essential to show that there has been a reduction in the number of crystals in order to
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demonstrate that aggregation has taken place. A population balance analysis offers
a consistent accounting tool to distinguish between particle enlargement by growth
and by aggregation, and this has traditionally been applied for the agglomeration
of larger crystals growing by classical crystal growth (Andreassen and Hounslow
2004; Costodes et al. 2006).

When it comes to the nonclassical growth mechanisms, only a few attempts
have been made to quantify the kinetics of growth. Early attempts (Dirksen et
al. 1990) to use a population balance approach to analyze aggregative growth of
copper oxalate were performed, motivated by the morphology of the final particles.
However, in order to explain the fairly monodisperse population of final particles
from smaller crystals, it had to be assumed that aggregation takes place only by
allowing nuclei to combine with larger particles, not by nuclei-nuclei or aggregate-
aggregate events. A similar assumption was made to explain the rapid formation
(10 s) of spherical micron-sized polycrystalline gold particles shown in Fig. 7.5
(Park et al. 2001). In order to account for the size selection leading to the final
particles, the proposed aggregation units of 40 nm were assumed to only attach to
secondary particles, which is not in accordance with later observations of single-
single particle aggregation in liquid cell TEM (Zheng et al. 2009). However, the
average secondary particle size predicted was smaller than the experimental values
and the distribution was too narrow. In a later refined model (Libert et al. 2003)
based on the synthesis of uniform cadmium sulfide particles, a new adjustable
parameter was introduced. The number of primary particles in a typical secondary
particle was estimated to be 2 ·106, but instead of allowing only for attachment
of singlets to secondary particles, the experimental results were better explained
by allowing cluster-to-cluster aggregation of secondary particles containing up
to approximately 25 primary particles. These findings have not been verified by
experiments. But this should be relatively uncomplicated, since such high numbers
of particles in different states of aggregation should be clearly visible in both SEM
and TEM.

7.4.2 Superparticles by Controlled Assembly of Nanosized
Seed Crystals

Another class of superstructures reported over the last decade could possibly shed
some light on the previous discussion. Superparticles are based on the assembly
of pre-made nanoparticles, made possible by the recent advances in nanoparticle
manufacture. Superparticles can be grown from solution, where nanocrystals that
are initially well dispersed can be brought together in larger particles resulting in
a well-defined superlattice structure. As opposed to the spontaneous formation of
meso- and polycrystals, precursor nanoparticles of well-controlled size and shape
are fabricated in a separate step before the assembly principle is initiated. Bai et
al. (Bai et al. 2007) produced colloidal spheres based on oil-in-water emulsions
where the precursor crystals are functionalized with a surfactant and dispersed in
the oil phase, which is subsequently removed by evaporation. Hence, the particle
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size is a result of the nanocrystal concentration in the droplets as well as the
emulsification process. For the assembly of 6.9 nm BaCrO4 nanocrystals, the
center-to-center distance inside the superparticles is 9.1 nm, which quantifies the
TEM-observed interparticle gap to be 2.2 nm, caused by the presence of ligand
molecules. This means that the nanocrystals kept their individual character and
did not sinter into larger units despite prolonged heat treatment. The same was
observed for nanoparticle micelles (Zhuang et al. 2008) that were dispersible in
aqueous solution due to hydrophobic van der Waals interactions between the Fe3O4

nanoparticle ligands (oleic acid) and hydrocarbon chain of the surfactant (DTAB).
By adding the nanoparticle-micelle solution to glycol, the micelles decomposed
due to the loss of DTAB, and the Fe3O4 nanoparticles were then assembled due to
solvophobic interactions between the nanoparticle ligands and glycol. The success
and rate of the assembly was controlled by this solvophobic interaction by varying
the amount of the surfactant, whereas CTAB prevented the assembly from taking
place due to the lower solubility in glycol thereby preventing the solvophobic
assembly. With DTAB, the rate of superparticle formation was generally fast and led
initially to amorphous assemblies that only crystallized upon annealing. However,
the individual nanocrystals were still separated within the superparticle crystal.

Assembly principles can also be applied for nanoparticles of opposite charge
where the driving force for the aggregation process is governed by electrostatic
forces. Kalsin et al. (Kalsin et al. 2006) prepared silver and gold NPs carrying
positively and negatively alkane thiols, respectively. Both NP populations were
stable separately, but when brought into contact, they eventually combined to super-
particles, once the size distributions of the individual populations were appropriately
tuned. Micron-sized supracrystals displaying the individual NP “ions” in a sphalerite
structure were produced, but the assembly was occasionally unsuccessful producing
a population of the individual NPs, or resulting in amorphous structures if the spread
of the seed size distribution was less than optimal.

Based on the particle engineering principles described above, it seems clear that
nanoparticles will assemble only once the conditions in terms of destabilization or
association are realized at the right time and rate. This relies on separating the stages
of nanoparticle formation and the subsequent formation of superparticle structures.
In this respect, it differs significantly from the proposed formation mechanism
of micron-sized mesocrystals and polycrystals which rely on nucleation of the
sufficient number of nanocrystal building blocks in situ, a highly efficient assembly
principle and mechanisms for removal of interparticle polymeric additives.

7.5 Outlook

The kinetics of crystal growth has a pivotal role in running processes for the design
of particle products or for the prevention and inhibition of crystalline deposits. For
that purpose, classical crystal growth has been successful in relating the chemical
potential and temperature of the crystallizing medium to the rate of solid formation.
The alternative aggregative growth concepts do not provide the same predictive
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capability. This outlook summarizes the arguments of the above discussion and aims
at recommending investigations that are required to resolve the current situation of
two coexisting growth theories.

It has been demonstrated by in situ investigations in liquid cell TEM that a
smaller number of nanocrystals will aggregate after nucleation and that this is
important for the development of the nanoparticle size distribution and for develop-
ment of dislocations. However, there is a large gap between these observations and
the numbers required for the proposed extensive aggregation of nanocrystals respon-
sible for the construction of larger micron-sized mesocrystals and polycrystalline
particles, which can be in the order of 106–108 primary crystals in each resulting
secondary particle. The presence of such a high number of primary particles during
an assembly process that goes on over a time period of seconds to minutes should
also be easily identified in time-resolved TEM or cryo-TEM investigations, since
the size of the building blocks is well within the detection limit of the microscopes.

The material balance is a classical tool that accounts for all species entering and
leaving a system. The population balance method uses a number balancing approach
in a similar way, to make sure that all particles in a process are accounted for and
to ensure that number continuity is preserved. This is essential in order to prove
that aggregation is taking place and to establish rate expressions for aggregation
processes. Unlike classical crystal growth, only a few attempts have been performed
to quantify precipitation rates in the case of nano-aggregative growth based on a
population balance approach with varying and contradicting assumptions regarding
aggregation events between primary particles and already formed assemblies. For
formation of micron-sized particles based on nanocrystal assembly, the reduction in
numbers should be accounted for in order to establish the mechanisms and kinetics
of these growth processes.

Although variations in the free energy landscape and the surface energy can
contribute to lower the critical free energy and hence change the pathway of the
crystallization process, a significant reduction in the free energy due to increased
supersaturation is still required to give the high nucleation rate of crystals necessary
to provide the building blocks needed for the particle-based growth process. Hence,
assembly-based growth of micron-sized particles from nanocrystals should only be
possible in systems that are characterized by high supersaturation levels, unless a
high nucleation rate is justified by other explanations. Future studies should be
performed at quantified and varying levels of the supersaturation to establish that
the nucleation rate is sufficient for the required number of nanocrystals. The effect
of supersaturation on the aggregation mechanism must also be analyzed in order for
nonclassical crystal growth to offer the same predictions as classical crystal growth
when it comes to quantifying particle enlargement rates.

Due to the limited number of in situ observations at sufficiently high resolution,
most of the evidence of nanocrystal aggregation is relying on observations of
particles after completion of the formation pathway. However, many of the same
features used to support an aggregation mechanism, like branched morphologies
and nanosized surface units, can also be explained by far from equilibrium dendritic
and spherulitic growth. It has been shown that diffraction line broadening is not
evident of growth by aggregation, since lattice strain during classical growth can
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give the same result. Classical growth by fast monomer incorporation can lead to
strain development which leads to growth front nucleation and ultimately to non-
crystallographic branching by increasing the supersaturation. Future investigations
should thus analyze how classical growth mechanisms influenced by additives or
running at high driving force can explain porosity and polycrystallinity. Dendritic
and spherulitic growth can explain monocrystalline nonequilibrium particle mor-
phologies and polycrystalline particles. However, spherulitic growth from solution
is not well understood in terms of the kinetics of growth front nucleation, especially
regarding the effect of temperature and driving force on the branching process. In
the same way, as external morphology observations cannot be used to support a
mechanism of nano-aggregation, it is also not a sufficient evidence to conclude
on dendritic or spherulitic growth, and future mineralization studies should thus
analyze the results in the framework of both concepts.

Attachment by rearrangement and lattice matching by rotation has been demon-
strated for smaller ensembles of nanoparticles. Are these assembly mechanisms
efficient enough for the aggregation of millions of nanocrystals on a timescale
of seconds or minutes? The forces involved are not well understood, but, from
the deliberate aggregation studies to design superparticles based on prefabricated
nanoparticles, it becomes evident that aggregation is not trivial and association
principles need to be finely tuned in order to result in assembly. Destabilization
of the electric double layer and accompanying collisions due to Brownian motion
is frequently used to explain the efficiency of aggregation. This hypothesis can be
tested by manipulating the ionic strength of initially dispersed nanoparticles.

Since the assembly mechanisms involve highly specific aggregation of similarly
shaped nanocrystals, especially in the case of directional growth, it should also be
possible to prevent this assembly by steric hindrance with appropriate additives.
This could provide proof that the driving force is sufficient for extensive nanopar-
ticle generation, and at the same time, it can provide an efficient route to produce
nanoparticles of various materials.

In order to resolve the current situation of two coexisting growth theories and
the accompanying uncertainties when it comes to the kinetic predictions, more
research is required. These future investigations should consider both nonclassical
and classical mechanisms of crystal growth and in a systematic way compare
evidence required to discriminate between them. Analyses of industrial precipitation
processes depend on it, but the same fundamental questions also apply for minerals
precipitating in natural processes.
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Chapter 8
Mineralization Schemes in the Living World:
Mesocrystals

Ashit Rao and Helmut Cölfen

In Aristotle’s parable, the house is there that men may live in it; but it is also there because
the builders have laid one stone upon another : : : – On Growth and Form (Thompson 1942)

8.1 Introduction

Biomaterials have been utilized by humankind since the emergence of complex
cognition. Archeological records and aboriginal arts provide several instances for
mineralized hard tissue being used for different purposes such as instruments,
ornaments, and weapons based on their availability, macrostructural beauty, and
durability (Fig. 8.1). With advances in mathematics as well as optical microscopy,
our understanding of hard biological materials progressed with the sophisticated
morphologies of biominerals described using concepts from geometry and physics
(Thompson 1942). At present, investigations are driven by (1) the fascinating
properties that emerge from structure–property–function relationships (Mann 1995;
Aizenberg et al. 2004), (2) the need for material synthesis via green routes (Mann
et al. 1993; Meldrum and Cölfen 2008), as well as (3) the inspiration for new
practical materials based on designs optimized by evolution (Lee et al. 2012; Natalio
et al. 2013; Xu et al. 2007; Niederberger and Cölfen 2006; Song and Cölfen
2010). The body of knowledge on the structure–property relations and formation
of biominerals thus is rapidly growing, supported by concomitant advances in
high-resolution analytical techniques such as electron microscopy (Nielsen and
De Yoreo 2017, Chap. 18), solid-state NMR, and ultracentrifugation as well as
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Fig. 8.1 Early applications and studies of biominerals. (a) Shark tooth weapon from Gilbert
Islands, (b) paleolithic flutes made from the radius of a griffon vulture excavated at Hohle Fels,
(c) decorative gastropod shell beads from the middle stone age. Depictions of exquisite skeletons
from Radiolaria (d) Perizona pterygota, (e) Callimitra agnesae, and (f) an Aulonia sp. [Images
reproduced from (a) Drew J. et al. PLoS ONE 2013, 8(4)], (b) Conard N.J. et al. Nature 2009,
460(737) with permission from Nature publishing group, (c) d’Errico F. et al. J. Human Evol.
2005, 48(3) with permission from Elsevier, (d, e, f) reproduced from the classical works of Ernst
Häckel

breakthroughs in sequencing technologies and high-throughput tools for proteomics
analysis. Fueled by the participation of groups from diverse disciplines, there has
been a recent development of intriguing concepts pertaining to biomineralization
(Falini and Fermani 2017) such as the hierarchical structures of certain biominerals
(Seto et al. 2014; Currey 2005; Cölfen and Antonietti 2008; Aizenberg et al. 2005);
the early stages of biomineralization involving pre-nucleation clusters, amorphous
precursors, and mineral poly(a)morphism (Cartwright et al. 2012; Gebauer and
Cölfen 2011; Gower and Odom 2000; Gong et al. 2012; De Yoreo et al. 2017,
Chap. 1; etc.); as well as the role of water and biomolecules in the mineralization
processes (Demichelis et al. 2011; Raiteri and Gale 2010; Evans 2008). Thus,
our relation with biomaterials has journeyed about few million years ago, from
harnessing mechanically robust, esthetic biomaterials to present times in which we
use state-of-the-art techniques to discover how these organisms have laid stone upon
another.

Of the recent discoveries in the field of biomineralization, the concept of
mesocrystallinity is particularly interesting due to its elucidation for interesting
physical properties of biominerals such the sea urchin spine (Seto et al. 2012;
Bergström et al. 2015). Moreover this material type has an enormous potential for

http://dx.doi.org/10.1007/978-3-319-45669-0_1
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practical applications (Zhou and O’Brien 2012). Therefore the aim of this chapter is
to present mineralization pathways as well as their contribution to mesocrystallinity
and other biomineral structures.

8.2 Biogenic Minerals: Formation and Structure

Minerals formed by organisms vary significantly in terms of composition, shape,
size, and orientation. Biological control over these material properties often leads to
interesting physical properties. For instance, the design properties of nacreous layers
from certain mollusks and gastropods lead to mechanical properties superior to the
bulk inorganic constituent, i.e., aragonite (Sun and Bhushan 2012). The resulting
fracture resistance of nacre material is 3000 times that of geological aragonite
(Smith et al. 1999). The siliceous basal spicules of some sea sponges have a unique
hierarchical organization with concentric layers composed of silica nanoparticles.
This results in a flexible material with photonic properties (Aizenberg et al.
2004). On account of such fascinating structure–property relations, it is crucial to
understand associated formation mechanisms. This is not an easy task due to minute
length scales at which growth phenomena occur, involvement of transient in- or
metastable precursors, as well as experimental challenges with addressing dynamic
organic–inorganic interactions. However concepts from nonclassical nucleation and
crystallization (De Yoreo et al. 2017, Chap. 1; etc.) can be effectively applied to
address such problems (Fig. 8.2). Some important aspects of mineral nucleation and
growth are presented here.

8.2.1 Pre-nucleation Clusters

Pre-nucleation clusters (PNCs) are small, thermodynamically stable, structurally
dynamic solute precursors that nucleate to form mineral products via phase sep-
aration (Gebauer and Cölfen 2011; Gebauer et al. 2014). Direct in vivo charac-
terization of PNCs during biomineralization is experimentally challenging due to
the spatiotemporally dynamic nature of mineralization processes. Nevertheless the
existence of PNCs has been well validated by several techniques such as analyt-
ical ultracentrifugation, mass spectrometry, molecular simulations, potentiometric
titration, and transmission electron microscopy (Gebauer et al. 2008; Demichelis
et al. 2011; Kellermeier et al. 2012a, b; Raiteri and Gale 2010; Pouget et al. 2009).
The relevance of these species in biomineralization is recognized by the relation of
the thermodynamic stabilities of PNCs and the solubility products of the phases
formed post-nucleation (Cartwright et al. 2012). For instance, the stabilities of
PNCs altered by a pH change during the pre-nucleation regime the solubility of

http://dx.doi.org/10.1007/978-3-319-45669-0_1


Fig. 8.2 (a) During nucleation, pre-nucleation clusters lead to mineral precursors including liquid
and solid amorphous materials that subsequently form crystalline phases. (b) Kinetic modulation
of the energy barrier for nucleation and phase transformation leads to transient or stable phases
such as amorphous calcium phosphate droplets associated with the collagen fibrils, stable ACC in
form of cystoliths from the leaves of Ficus microcarpa, nacreous tablets composed of aragonite,
a metastable form of crystalline CaCO3, and a calcite coccosphere from Emiliania huxleyi [left to
right: reproduced from Olszta et al. Mat. Sci. Eng. R 2007, 58(77) with permission from Elsevier;
Addadi et al. Adv. Mat. 2003, 15(959) with permission from Wiley; Blank S. et al J. Microscopy
2003, 212(280) with permission from Wiley; Young J. et al. J. Struct. Biol. 1999, 126(195) with
permission from Elsevier]. (c) Free energy profile for mineralization described by classical and
nonclassical pathways illustrated with calcium carbonate and iron sulfide. From the nonclassical
standpoint, formation of ion clusters has a negligible energy barrier compared to nucleation (n)
of an amorphous phase. The formation and stability of subsequent amorphous/crystalline particles
are determined by energy barriers associated with phase transformation events (t1, t2). Textbook
descriptions of the classical pathway however describe mineralization as a one-step pathway to the
mineral formation. [Adapted from Cölfen and Mann, Angew. Chemie Int. Ed. 2003 42(2350) with
permission from Wiley]
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the corresponding nucleated phase (Gebauer et al. 2008, 2010). In the presence of
synthetic and biological additives, such effects are complex and have a significant
bearing on the mineralization outcome (Gebauer et al. 2009; Rao et al. 2014, 2016).
Hence the fate of mineralization can be determined well before the nucleation event
via optimal interactions between mineral precursors and additives in a chemically
fine-tuned environment (Fig. 8.2).

8.2.2 Amorphous Phases

Mineral growth processes involving transient amorphous phases are prevalent in
biological systems (Weiner et al. 2005). This is exemplified by the association of
amorphous phases with biominerals such as enamel, fins of certain fish, mollusk
shells, and sea urchin skeletal elements (Beniash et al. 2009; Mahamid et al. 2008;
Nassif et al. 2005; Weiss et al. 2002; Beniash et al. 1997; Politi et al. 2006; Raz
et al. 2002). Amorphous materials are devoid of long-range atomic periodicity and
hence appear malleable to complex shapes that are typical of biominerals. More
due to their high solubility, there is an inherent ease of mobility and distribution
in confined spaces. In extension to their role as mineral precursors, amorphous
phases also serve as temporary reserves of calcium in certain crustaceans (Raz
et al. 2002). The biological mechanisms underlying the stabilization of amorphous
phases are being explored because such phases are highly metastable and transform
to crystalline forms. Studies show that poly(a)morphism is present in biogenic and
synthetic mineral precursors (Cartwright et al. 2012; Weiss et al. 2002; Gebauer
et al. 2010; Fernandez-Martinez et al. 2017, Chap. 4; Rodriguez-Blanco et al. 2017,
Chap. 5). Although the exact functions of proto-structuring in mineral precursors
are not understood, a possibility of biomolecular recognition of distinct proto-
structures requires elucidation. The specificity of such interactions might not be
surprising when one considers that the fairly analogous behavior of biomolecules
that lack defined configurations (intrinsically disordered proteins) can interact with
their binding partners (Tompa and Fuxreiter 2008). The occurrence of biogenic
amorphous precursors indicates that in addition to the formation of a solid phase
from PNCs, the phase transformation of amorphous to crystalline materials may
represent a second regulative checkpoint. The kinetic modulation of energy barriers
associated with nucleation and phase transformation by biomolecules is a key
aspect of biomineralization (Fig. 8.2). This results in the vast polymorphic diversity
of biominerals evident in Nature.

8.2.3 Regulation of Crystal Orientation

An important aspect of biogenic minerals is the consistency of crystallographic ori-
entations across different specimens from the same species. Such remarkable control
over the deposition and organization of mineral precursors as well as the consistent
alignment at lower length scales is yet to be achieved in synthetic materials. The

http://dx.doi.org/10.1007/978-3-319-45669-0_4
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biological regulation of crystal orientation in biominerals is clearly evident from the
calcitic triradiate spicule from sea urchin larvae (Strongylocentrotus purpuratus).
The three spicule arms elongate in the negative direction along the trigonal axes
of rhombohedral calcite, and subsequently two arms change their direction of
growth toward the c-axis (Okazaki and Inoué 1976). Considering biominerals with
larger subunits, the exoskeleton of the coccolithophore Rhabdosphaera clavigera
is composed of rodlike calcite particles about 100 � 300 � 50 nm in size regularly
arranged in a chiral fivefold symmetric structure (van de Locht et al. 2014). Thus,
precise regulation over crystallographic orientation across several length scales is
evident in biominerals.

8.2.4 Structural Hierarchy

Compositionally diverse materials such as bone tissue, butterfly wings, shells, and
wood exhibit hierarchical organization at multiple length scales (Seto et al. 2014).
Such superstructures lead to the emergence of properties such as enhanced mechan-
ics, remarkable photonics, as well as iridescent structural coloring (Aizenberg
et al. 2004; Kinoshita and Yoshioka 2005; Barthelat et al. 2007). For biominerals,
superstructural organization is a property of skeletal elements associated especially
with multicellular organisms such as corals, echinoderms, gastropods, mammals,
mollusks, and sponges. On the other hand, mineral elements formed by single-
celled prokaryotes such as magnetotactic bacteria are typically monocrystalline
(Bazylinski et al. 1994). Coccolithophores are unicellular eukaryotes which produce
modular calcite elements that form intricate larger structures like micron-sized
Lego® blocks (van de Locht et al. 2014). The structural complexity of coccoliths
can thus be considered to be intermediate with respect to the single crystals
formed by prokaryotes (possibly archaea as well) and the hierarchical composites in
multicellular organisms. This trend can be explained by the suitability of composite
biominerals (e.g., bone) toward bearing mechanical stress in larger organisms in
comparison to brittle inorganic single crystals. Furthermore, repair of composite
biominerals is efficient because mineral precursors and nanocrystalline particles can
effectively fill in material fractures, in a process that retains macrostructural integrity
(Cölfen 2010; Olszta et al. 2003a).

Such an immense diversity in the composition, orientation, and structure of
biogenic minerals motivates the characterization of underlying growth mechanisms.
Other aspects of biomineral growth such as transport of mineral precursors, kinetic
control over crystallization, and control of polymorph nucleation/stabilization are
also important (Meldrum and Cölfen 2008). However, for brevity, we address the
concept of biogenic mesocrystallinity in context of the features discussed above. Of
the recent discoveries in the field of biomineralization, mesocrystal, a class of novel
materials, is particularly interesting due to the explanation it provides for the unique
properties of biominerals such as the sea urchin spicule (Seto et al. 2012). The
following sections present mineralization schemes as well as emergent structures
in context of biogenic minerals, specifically addressing mesocrystals.
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8.3 Biogenic Mesocrystals

Mesocrystals are 3-D superstructures composed of crystallographically co-oriented
nanoparticles (Cölfen and Antonietti 2005, 2008). This concept was primarily
inspired by the examination of earlier reports describing unusual architectures
of certain synthetic crystals, in addition to the existence of non-facetted crystal
morphologies in biominerals (Cölfen and Antonietti 2008). On account of the
oriented subunits, mesocrystals exhibit scattering patterns or birefringence in
polarization light similar to that of single crystals of the corresponding bulk material.
Mesocrystals are therefore identified by examining material nanoscale structure and
emergent properties. Well-studied examples of mesocrystalline biominerals are the
sea urchin spine and nacre tablets (Seto et al. 2012; Li and Huang 2009).

8.3.1 Sea Urchin Spine

Among organisms that exhibit intricate mineral architectures, the sea urchin (S.
purpuratus) spine has been a model system to understand mechanisms underly-
ing biomineralization (Wilt 2005). Reconciling the apparently divergent material
properties of the sea urchin skeletal elements had been a long-standing challenge.
Techniques such as polarization microscopy, X-ray diffraction, and EBSD indicate
that the spine is a single crystal (Moureaux et al. 2010; Su et al. 2000). However,
typical of amorphous materials, the spine also displays porous and curved surfaces
as well as conchoidal fractures after cleavage (Lowenstam and Weiner 1989).
Studies probing the nanostructure of the sea urchin spine have provided answers to
this conundrum. At the macroscale, the sea urchin spine exhibits a complex porous
construction with a complete absence of crystal faces. However this structure is
composed of mesocrystalline Mg-calcite nanoparticles integrated with a cement of
Mg-stabilized amorphous calcium carbonate (ACC) and biomolecules (Seto et al.
2012; Raz et al. 2003). This endows the spine with unique properties such as single
crystal-like diffraction and birefringence, conchoidal fracture behavior, as well as
better flexibility and toughness in comparison to pure calcite. Under mechanical
stress, a fracture would likely follow a tortuous path through the cement of ACC and
biomolecules and not along the low energy f104g cleavage planes of the crystallites.
In addition, this cement appears to inhibit the fusion of the calcite nanoparticles,
thus help retaining their size regime (Seto et al. 2012). For brittle materials, the
presence of nanoparticulate building units can impart superior mechanical strength
with regard to the bulk material (Knudsen 1959). Thus the sea urchin spine is an
exquisite material formed by biological processes.

The mesocrystalline superstructure in the sea urchin spine is demonstrated
by different techniques. Observations of the fractured spine surface show the
presence of conchoidal surfaces characteristic of amorphous materials as well as
planar areas that appear facetted (Seto et al. 2012). At higher magnification, the
substructure consists of calcite nanoparticles (100–300 nm) ordered in a space-
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filling manner (Yang et al. 2011). Single crystal-like diffraction patterns indicate the
co-orientation of these subunits. Synchrotron X-ray diffraction measurements also
support these findings reporting coherence lengths of 50–200 nm for the calcitic
subunits (Aizenberg et al. 1997). Further evidence for the mesocrystallinity of the
spine comes from the incorporation of organic compounds such as rhodamine B,
eosin Y, polypyrrole, pyrene, and 9-vinylcarbazole in the intercrystalline nano-
spaces of the spine (Oaki and Imai 2006; Munekawa et al. 2015; Oaki et al. 2011).

8.3.2 Nacre Tablets

Nacre (or “mother of pearl”) is the iridescent inner layer in certain mollusk shells.
Composed of aragonite (95 wt%) and organic material (5 wt%), this composite
biomaterial is a model system to understand the intricate relationships between
hierarchical structures and emergent mechanical properties (Jackson et al. 1988).
The mesocrystalline nature of nacre arises from the nanograins comprising aragonite
tablets in nacre material (Li et al. 2004; Li and Huang 2009). This accounts for the
tablet’s ductility and plastic deformation, which is in contrast to the expected brittle-
ness of aragonite. The existence of nanoparticles is evident from the grain rotation
and deformation under tensile strain investigated using atomic force microscopy
(Li et al. 2006). Structural integrity is retained by a glue-like hydrated organic
framework and associated amorphous material surrounding the nanograins (Li et al.
2006). In the Japanese pearl oyster (Pinctada fucata), the aragonite tablets are
composed of nano-building blocks in the range of 20–180 nm (Oaki and Imai 2005).
Diffraction analyses show that the subunits in the adjacent tablet are preferentially
oriented with the c-axes perpendicular to the shell surface (Yokoo et al. 2011). These
results evidence a composite material formed of crystallographically co-oriented
nanoparticles and shows that nacre material is mesocrystalline.

At the micron length scale, nacre is composed of columnar or sheetlike architec-
tures composed of aragonite tablets. Due to this multilevel structural organization,
the nacre material exhibits high fracture toughness, greater than that of bulk
aragonite (Smith et al. 1999). On account of its remarkable mechanics, nacre
material is an inspiration for designing synthetic materials engineered at different
hierarchical levels.

8.3.3 Other Examples

Biologically controlled mineralization predominantly proceeds via the deposition
of complexes of mineral precursors and biomolecules. This is reflected by the
nanostructures of calcareous and siliceous spicules and associated organic contents
(Sethmann et al. 2006; Aizenberg et al. 2004; Mann et al. 2008) as well as
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the involvement of vesicular structures during coccolith, magnetosome, and bone
formation (Young and Henriksen 2003; Komeili et al. 2004; Mahamid et al. 2011).
Triradiate spicules from the sponge Pericharax heteroraphis exhibit a “brick-and-
mortar”-like arrangement with calcite nanoparticles supported with a proteinaceous
organic matrix (Sethmann et al. 2006). Moreover, the spicule exhibits single crystal-
like diffraction properties. The fracture behavior of this material is conchoidal
similar to that of the sea urchin spine. This is indicative of a mesocrystal with an
interparticle matrix composed of ACC and organic molecules. Zones in calcified
tissue from corals such as Corallium rubrum and Porites sp. also exhibit mesocrys-
talline properties (Benzerara et al. 2011). These consist of aragonite nanoparticles
aligned in a radial manner across the micrometer scale. Mesocrystalline structures
are also present in calcified biomaterials from certain foramifers and avian eggshells
(Oaki et al. 2006). Prismatic columns in certain bivalve shells consist of co-
aligned calcite nanoparticles presenting mesocrystallinity (Kijima et al. 2011). In
the presence of an acidic additive, in vitro repair of this biomineral proceeds by
the deposition of nanocrystals in a specific crystallographic direction (Kijima et al.
2011).

Mineralization experiments in the presence of certain biomineral-derived addi-
tives also produce mesocrystalline products. For instance, the self-assembly prop-
erties of A-silicatein, a protein from sponge spicules, are used to synthesize
flexible rodlike mesocrystals of calcite (Gebauer 2013; Natalio et al. 2013).
These synthetic mesocrystals are about 10–300 �m in length and composed of
crystallographically aligned nanoparticles. On account of the nano-sized building
units and the high organic content (about 16 %), these structures exhibit a high
stiffness as well as elasticity and are not fractured under conditions of extreme
deformation. Mesocrystalline architecture is also exhibited by enamel material
in which hydroxyapatite nano-rods are organized in the c-axis direction at the
smallest level of hierarchy. During enamel repair in a solution of simulated body
fluid supplemented with glutamate, apatite nanoparticles (�20 nm) serve as seed
crystals for the growth of co-oriented nano-rods (Li et al. 2011). Another example
of biomimetic mesocrystallinity is calcium carbonate films grown on chitin layers
in the presence of an acidic peptide, CAP-1 derived from the crayfish exoskeleton
(Yamamoto et al. 2008; Sugawara et al. 2006). These films are composed of smaller
calcitic nanoparticles, which are crystallographically co-oriented in a uniaxial
fashion. These results suggest that CAP-1 has multiple effects on mineralization
including (1) binding to the chitin substrate, (2) forming an interface between the
substrate and ACC particles, and (3) inhibition of growth and lattice fusion on
account of an acidic phosphoserine residue. Hematite mesocrystals formed in the
presence of silk fibroin also demonstrate that additives affect different aspects of
mesocrystals such as composition and shape (Fei et al. 2014). Interestingly, silk
fibroin possesses low-complexity regions also represented in certain mollusk shell-
associated proteins (Nakahara 1983; Nakahara et al. 1991; Evans 2008). Another
potential mesocrystalline material is derived from the topotactic transition of large
dicalcium phosphate–gelatin tablets to a superstructure of oriented hydroxyapatite
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nanostructures (Furuichi et al. 2006). This structure is relevant to biominerals such
as bone and teeth tissue. Such studies illustrate that the influence of additives on
early nucleation stages, phase transformations, and subsequent stages is crucial in
determining the fate of crystallization products in terms of composition, structure,
and orientation.

8.4 Biological Control Over Mineral Structure

Conventional studies have typically focused on the growth of single crystals for
purposes such as enantiomer purification, crystallography, and optical applications.
However, biogenic mineral composites are decorated with “voids and impurities”
such as intra-/intercrystal spaces and biomolecular additives. These features are
crucial for the robust architecture and properties of the biomineral as well as, in
certain cases, the emergence of mesocrystallinity. From a different perspective, the
unique properties of natural composite materials arise on account of the biologically
engineered “voids and impurities” and thus serve as motivation for their emulation
in synthetic materials.

In nature, the growth of biominerals is achieved by spatiotemporally regulated
processes such as transportation of ions/PNCs, nucleation, stabilization of interme-
diate amorphous mineral precursors, and subsequent phase transformation. This is
exemplified by sea urchin spiculogenesis during which mineral precursors transform
to a mesocrystalline composite. The initial stages of spicule formation involve
vesicle-enclosed amorphous particles possibly kinetically stabilized by proteins and
Mg2C ions or by confinement mechanisms (Wilt 2002). These are transported to a
syncytium, the site of spicule growth, where the amorphous phase transforms into
calcite (Beniash et al. 1997). In addition, a mixture of stabilized amorphous phase
and organic matter cements the calcite nanoparticles together (Seto et al. 2012).
Studies on the growth of the sea urchin larval spicules using X-ray photoelectron
emission spectromicroscopy show the presence of three closely associated mineral
phases: a biogenic calcite, an initially hydrated ACC phase, and an intermediate
transient ACC phase (Politi et al. 2008). The consistency of particle size dis-
tributions associated with the precursor phases and mineral particles suggested
that phase transformation events follow a tortuous route in biomineral growth
(Politi et al. 2008). Such processes appear to be under biochemical regulation
because certain mineral-associated proteins appear to inhibit the dehydration of
amorphous precursors, thereby stabilizing mineralization precursors (Gong et al.
2012). Phase transformations of synthetic ACC in the presence of sea urchin
spicule extracts also suggest the role of local hydration and particle aggregation
in the intercalation of biomolecules in biominerals and emergence of textured
crystal surfaces, respectively (Gal et al. 2014). The aspects of nucleation and
crystal growth operating here are not yet completely understood due to challenges
associated with in situ observation of biomineral formation and growth. However
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the formation of biological minerals including mesocrystals can be effectively
addressed in context of nonclassical pathways of crystallization (Gebauer and
Cölfen 2011). According to the classical nucleation theory (CNT), a crystal nucleus
can form or disintegrate based on the interplay between energy associated with
formation of a new surface and the bulk energy gained from a crystal lattice.
This theory does not provide a complete understanding for the early stages of
biomineralization because precursors of important biominerals such as carbonates
and phosphates of calcium do not completely dissociate to free ions, but form
clusters that are stable with respect to the free ions in the solution state analogous
to a “weak electrolyte” (Gebauer and Cölfen 2011).With the existence of PNCs in
mineralization solutions including body fluids, approaches alternative to the ion-by-
ion growth models envisaged by CNT are required for most biogenic minerals (Dey
et al. 2010). Therefore, to elucidate the off-equilibrium morphologies and formation
mechanisms of biominerals, nonclassical nucleation and nonclassical crystallization
models are adopted here (Fig. 8.2).

8.4.1 Significance of the Pre-nucleation Regime

With regard to biominerals, the interactions of additives with mineral precursors
and concomitant physiochemical conditions such as pH and ionic strength are
crucial (Fig. 8.2). Changes in the dynamics of PNCs lead to internal condensation
and the clusters become nanodroplets, which minimize their interfacial surface
area by aggregation or coalescence (Gebauer et al. 2014). Additives that affect
the structure and stability of PNCs also alter the course of mineralization, i.e.,
pre-nucleation events can significantly affect post-nucleation products in terms of
composition and structure (Cartwright et al. 2012). In biological systems, there
are several players regulating mineralization and this leads to a complex scenario
wherein each additive modulates pre- and post-nucleation stages of mineralization
(Fig. 8.3). The emergent biomineral is a consequence of a compositionally transient
inorganic phase interacting with multiple biomolecules. A simple illustration is the
formation of hetero-structures composed of calcite and vaterite in the presence of
the polymer poly(sodium 4-styrenesulfonate) and folic acid (Wang et al. 2013b).
Titration experiments show that these additives, complexed with Ca2C ions, inhibit
nucleation of solid particles as well as form selective post-nucleation products.
Another important aspect of the pre-nucleation stage is that additives can mediate
polymorph selection by modulating the stability of cluster species. For instance, D-
glucose does not induce significant changes during the nascent stages of calcium
carbonate mineralization wherein the typical post-nucleation product is ACC. In
contrast, its enantiomer L-glucose leads to an enhancement in the stability of
PNCs and the subsequent formation of vaterite, a crystalline form of calcium
carbonate (possibly via a short-lived amorphous phase), after nucleation (Rao et al.
2014). These instances demonstrate that the pre-nucleation regime is of profound
significance to the polymorphic composition of biominerals.
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Fig. 8.3 Schematic representation of additive-mediated control of mineralization. (a) During the
pre-nucleation regime, certain additives (gray) can affect mineralization by ion complexation,
stabilization of PNCs, and the time required for nucleation of solid phase. (b) Nucleated amorphous
phases (yellow) can be bound to and stabilized by additives. Such additives can also affect particle
sizes by controlling the growth and coalescence of nucleated products. (c, d) (1) Certain crystalline
faces are stabilized arresting particle growth. (2) Additives can control the transformation of
amorphous to crystalline particles (blue). (3) Crystalline nanoparticles can attract by van der
Waals/dipolar forces and then co-align to the lowest energy configuration and fuse by oriented
attachment. Depending on the nature of the organic–inorganic junction at the solid–liquid interface,
the step of coalescence may not be complete. (e) During biomineral growth, an interplay of these
pathways can lead to tortuous growth paths and features such as mineral bridges, mesocrystalline
structure, and nonequilibrium crystal morphologies. In addition to the mineralization environment,
these processes are regulated by additives affecting phase transformation such as occluded intra-
(green) and inter- (pink)crystalline additives

8.4.2 Role of the Amorphous Phase

Amorphous precursor phases are prevalent in biomineralization processes including
formation of nacre and spicular materials (Zhang and Xu 2013; Beniash et al.
1997). Stabilized ACC can exhibit a CaCO3

.H2O stoichiometry; however, the
water content can also vary from 0.4 to 1.4 mol per CaCO3 unit, with more
stable forms having lower water contents (Michel et al. 2008; Radha et al. 2010;
Rodriguez-Navarro et al. 2015). In an energetically favorable manner, crystallization
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proceeds by the dehydration of ACC to an anhydrous form (Radha et al. 2010;
Cartwright et al. 2012). In nature, stabilization of such transient phases can be
achieved by acidic biomolecules, confinement mechanisms, and the presence of
Mg2C ions (Kellermeier et al. 2010; Bentov et al. 2010). Although the mechanisms
of biomolecule-mediated phase stabilization are not understood yet, Mg2C is known
to inhibit phase transformation due to its effective hydration layer and also by
inducing distortions in the mineral structure (Lin et al. 2015; Politi et al. 2010).
Recent simulation efforts also show that below a size of 4 nm, the stability of
ACC is greater than calcite (Raiteri and Gale 2010). The consequence of such
size-dependent phase stabilization (possibly involving confinement) over the size
of the crystalline building units in biominerals requires elucidation. Localized in
intercrystalline spaces, amorphous phases also have important roles as a cement
material that provides structural integrity to a multi-crystalline assembly. This is
evident from studies on the nanostructure of the sea urchin spine, nacre, and
synthetic hydroxyapatite particles (Seto et al. 2012; Jäger et al. 2006; Nassif et al.
2005).

8.4.3 Influence of Additives on Crystal Architecture

In biomineralization, the role of additives on nucleation and phase transforma-
tion events is an important determinant of mono- or multi-crystallinity and also
crystallinity itself (Fig. 8.3). Studies indicate a scheme of classifying mineral-
ization additives based on their location in the final product, i.e., intracrystalline
(incorporated/occluded) or intercrystalline (expelled) molecules (Fig. 8.4). The
eventual spatial distributions of such additives affect crystal growth in terms of grain
coalescence, particle size regimes, and structural integrity (Chen et al. 2007) and
are susceptible to the kinetics of solidification (see Wolf and Gower 2017, Chap. 3).
Several reports address biomolecules that are incorporated within crystals such as
certain sea urchin and nacre proteins as well as agarose (Li et al. 2009; Berman
et al. 1990). These molecules possibly exhibit weak interactions with the amorphous
phase or the hydrated biochemical environment, but are structurally optimal for
occlusion within crystals. This can be estimated from crystal face-specific incor-
poration energies for an additive (Clydesdale et al. 2003). An associated increase
in the stiffness of inorganic crystals that are intrinsically brittle is an advantage of
additive incorporation.

On the other hand, certain additives such as ions and biomolecules are expelled
from the crystallization front during phase transformation similar to metallurgical
zone melting (Nassif et al. 2005; Aizenberg et al. 2003). Some of these molecules
can potentially induce stabilization of amorphous phases in a concentration-
dependent manner. Such additives help elucidate incomplete phase transformations
represented by the proximity of amorphous particles to crystals in certain biomin-
erals. A high local concentration of such additives on the particle surface can result
in the persistence of the intrinsically instable amorphous phases (Chen et al. 2007).

http://dx.doi.org/10.1007/978-3-319-45669-0_3
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Fig. 8.4 Effect of additives (red) on phase transformation and emergent biomineral architecture:
(a) intracrystalline additives lead to a lattice structure (blue) with defects due to additive
(red) incorporation, (b) intra- and intercrystalline additives lead to a semicontinuous nature of
crystallinity such as prevalence of mineral bridges, and (c) intercrystalline additives are expelled
from the growing crystal front accumulating on the particle surface. In certain cases, such additives
can stabilize particle surfaces and inhibit coalescence. The accompanying cartoon illustrates such
events with respect to “wetting” of initial crystals with amorphous precursors (Homeijer et al.
2010; Berg et al. 2013) and phase transformation in the presence of intra- (green) and inter- (pink)
crystalline additives. The partitioning of additives can be affected by the kinetics of solidification
of the liquid precursors (see Wolf and Gower 2017, Chap. 3)

This is also demonstrated by the initial formation of highly concentrated amorphous
droplets of mineral precursors in the presence of poly(acrylic) acid, which assemble
into a “flux droplet” for formation of fibers, followed by crystallization of the entire
assembly and formation of mesocrystalline fibers containing occluded additives
(Homeijer et al. 2010; Gower and Odom 2000) (see Wolf and Gower 2017, Chap. 3).
Thus, in special cases, the intercrystalline occurrence of such additives and stabi-
lized amorphous material can inhibit coalescence and lattice fusion of the crystalline
products (Fig. 8.3). For example, in the sea urchin spine, a higher content of
biomolecules and Mg2C ions can inhibit the dehydration and phase transformation
of proximal ACC particles in the intercrystalline spaces (Seto et al. 2012). This may
result in a decrease of scattering-derived coherence length in comparison to bulk
crystals and reflect the presence of constituent individual particles (Seto et al. 2012;
Aizenberg et al. 1997). Such effects are also indicated from products of gas diffusion
experiments performed in the presence of recombinant domains of SM50 and n16.3
(Rao et al. 2013; Perovic et al. 2014; Keene et al. 2010).

The distinct effects of these additive classes are evident from structural compar-
ison of the sea urchin spine, nacre material, and coccoliths from Rhabdosphaera

http://dx.doi.org/10.1007/978-3-319-45669-0_3
http://dx.doi.org/10.1007/978-3-319-45669-0_3
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clavigera (Fig. 8.5). The coccolith spine surface has a prominent homogenous
organic layer (�25 nm thick), which is believed to inhibit growth in the f104g

direction (van de Locht et al. 2014). Since these biomolecules are associated with
mineral growth, their deposition is most likely driven by their expulsion during crys-
tal growth. A lack of nanostructure reflects the inability of these additives to stabilize
amorphous calcium carbonate (Didymus et al. 1993). During coccolith formation,
the pre-nucleation regime is critical for spatially tuning mineralization during which
a precursor phase composed of calcium-loaded macromolecules attach to a scaffold
by molecular recognition (Gal et al. 2016). A deficit of potent ACC-stabilizing
and nanoparticle-stabilizing biomolecules thus leads the coccolith units to having
overall morphologies very similar to the calcite rhombohedra. The sea urchin spine
however deviates from the equilibrium shape of calcite at multiple length scales
(Seto et al. 2012). Biochemical and physiological studies show that biomolecules
from the sea urchin spine can be either occluded or extruded from the calcite crystals
(Berman et al. 1990; Rao et al. 2013). In the spine, a fine-tuned combination of
these additives leads to mesocrystal formation wherein nanoparticles retain their
size regime due to the intercrystalline cement mainly composed of Mg2C-stabilized
ACC and biomolecules (Seto et al. 2012). The proximity of amorphous inorganic
phases to crystalline subunits of composite biomineral indicates a mechanism of
stabilization by a locally high content of biomolecules and ions expelled from the
newly formed crystal lattice. Such an environment promotes the stability of particle
interfaces by limiting grain coalescence (Chen et al. 2007) and may also play an
early role in phase selection as demonstrated by the formation of aragonite in the
presence of mollusk shell proteins, respectively (Falini et al. 1996).

The effects of these additive classes are also illustrated by electron microscopy
and diffraction-based observations of biogenic calcitic prisms (Okumura et al.
2012). In oyster shells, the distribution of biomolecules is inhomogeneous and
splits the biogenic calcite into co-oriented nanograins. In contrast, in pen shells, a
homogenous distribution of biomolecules does not lead to a significant substructure.

8.4.4 Crystallographic Co-orientation

Having addressed the influence of additives during phase transformation, we now
look at mechanisms of co-orientation based on evidence from biological mesocrys-
tals. Cells in multicellular organisms secrete copious amounts of extracellular
matrices (ECM). This matrix primarily consists of self-assembling biomolecules
that form a gel-like network to aid cellular sustenance (McDonald 1988). Such gel
matrices are suitable for mesocrystal formation because diffusion-limited growth
promotes high nucleation rate and offers control over particle size. Gels with
ion/PNC complexation properties also affect local supersaturation and thereby
provide regulation over polymorph selection (Wang et al. 2005; Grassmann et al.
2002; Helminger et al. 2014). In certain cases, the periodicity associated with



Fig. 8.5 Schematic representation illustrating the outcomes of phase transformations of amor-
phous (yellow) to crystalline (blue) phases under control of inter-(pink) and intra-(green) crystalline
additives. (a) Mineral growth predominantly influenced by intercrystalline additives that inhibit
particle coalescence and growth. Extrusion of additives that stabilize ACC from the crystallization
front can favor crystal surfaces covered by a composite layer. Under viscoelastic conditions as
well as mineral bridges that favor co-orientation, a mesocrystal is formed such as the sea urchin
spine. (b) With intermediate contents of inter- and intracrystalline additives that promote limited
grain coalescence, spatially regulated particle coalescence might lead to distinct mineral bridges
depicted by those between tablets in nacre material. (c) For biominerals such as the coccolith
calcite, additives allow for effective coalescence of the precursor phase to form large crystals.
The thick amorphous organic layer surrounding coccolith calcite and continuous crystal lattice is
evident of particle fusion and expulsion of mineralization additives. [Insets reproduced from (a)
Seto et al. 2012 with permissions from Proc. Natl. Acad. Sci. U.S.A. (b) Bezares et al. J. Struct.
Biol. 2012 170(484); Gries et al. Ultramicroscopy 2009 109(230) with permissions from Elsevier,
and (c) van de Locht et al. 2014 with permission from American Chemical Society]
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ECM biomolecules is transcribed into the arrangement of the mineral subunits by
co-localized crystal nucleation and growth. For example, in bone tissue, hydroxya-
patite nano-plates (45–20 nm) have a consistent crystallographic alignment wherein
the a- and c-axes (corresponding to [110] and [001]) are aligned toward the groove
and axial direction of collagen fibrils, respectively (Landis et al. 1996). Thus self-
assembling additives that nucleate or stabilize specific crystal faces are crucial
in the formation of biominerals with properties of crystallographic co-orientation.
Although mineralization of collagen fibrils has been realized in vitro (Olszta et al.
2003a, b; Nudelman et al. 2010), the role of the mineral–organic interface being
principally composed of polysaccharide and the impact of non-collagenous protein
on macrostructural integrity need to be addressed (Wise et al. 2007; Hang et al.
2014). As discussed for nanograins in nacre tablets, the physical environment during
phase transformation also has an important bearing on the biomineral architecture
(Li et al. 2006). In nature, mesocrystal formation necessitates a viscoelastic or
amorphous medium that not only confers certain spatial dynamism to nanoparticles
but also inhibits lattice fusion. In the absence of effective nanoparticle stabilization,
van der Waals and dipolar interaction-driven oriented attachment may lead to
transient mesocrystals that gradually transform to a single crystal (Niederberger
and Cölfen 2006; Schwahn et al. 2007). A physicochemical route for crystallo-
graphical alignment can also originate from the charges present on organic surfaces
in biominerals. Oppositely charged polar inorganic surfaces (such as the (001)
aragonite face in nacre) can possibly be nucleated on such organic layers. This
circumvents the requirement for precise epitaxial alignment between interfaces
of soft and hard materials (Nassif et al. 2005). Thus the cumulative effects of
biomolecular properties such as ion complexation, self-assembly, viscoelasticity,
and charge complemented with an appropriate crystallization system lead to the
emergence of mesocrystallinity in nature.

The nonclassical pathways of crystallization further elucidate crystallographic
orientation and mesocrystal formation in biomimetic systems. Central to this topic
are the phenomena of oriented attachment in which particles spontaneously self-
align, attach, and consequently share a common crystallographic orientation (Penn
and Banfield 1998; Niederberger and Cölfen 2006). This process is particularly
important for biominerals that have nanocrystalline subunits exhibiting high surface
energies. These subunits can fuse to a structure with a relatively lower energy
configuration and also lead to unusual crystal morphologies. In the presence of
certain additives, this process can be controlled (Niederberger and Cölfen 2006).
For instance, hematite mesocrystals can form in the presence of silk fibroin by
processes that provide control over size and morphology (Fei et al. 2014). Steps in
this mechanism involve (a) complexation of ions/ion clusters to the protein matrix,
(b) nucleation of metastable goethite, and (c) dehydration of goethite to hematite
nanoparticles (Fei et al. 2014). Mesocrystal formation is attributed to the lower
surface energy of hematite nanoparticles stabilized by silk fibroin and also to the
macromolecular self-assembly. Such studies show that a high prevalence of low-
complexity regions in biomineralization proteins (suggestive of repetitive structural
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motifs) can lead to assembly of associated particles. “Particle accretion” is a recently
proposed mechanism for crystal growth in order to explain phase transformation at
the nanoscale and associated crystallographic co-orientation (Gal et al. 2014). The
steps proposed are (a) partial dissolution of ACC particle to yield solute ions, (b)
inhibition of step (a) and ion-by-ion crystallization by additives, (c) diffusion and
surface tension-driven attachment of ACC to kink and steps on crystal surfaces, and
(d) crystal growth by phase transformation of ACC and ion-by-ion attachment. This
route is very similar to earlier described pathways of nonclassical nucleation and
crystallization involving oriented attachment of nanoparticles to form larger crystal
(Niederberger and Cölfen 2006); however it fundamentally differs by proposing ion-
by-ion growth for ionic minerals such as calcium carbonate (Cölfen and Antonietti
2008; Gebauer and Cölfen 2011; Kim et al. 2008). In this study, the low coherence
length of the synthesized crystals (�150 nm) reflects certain mesocrystallinity that
might emerge from the process of oriented attachment in a viscoelastic gel medium
(Gal et al. 2014; Niederberger and Cölfen 2006). This is validated for crystallization
in hydrogels such gelatin that promote particle assembly in viscous environments
and in some cases also favor particle anisotropy by stabilization of specific crystal
faces (Tseng et al. 2009; Grassmann et al. 2002; Fei et al. 2014).

8.5 Characterization Techniques

We briefly introduce the reader to certain methods for investigating biomineral struc-
ture as well as associated precautions. To establish or disprove mesocrystallinity,
we recommend the application of complementary techniques to investigate material
substructures at appropriate experimental time scales because a mesocrystal is more
a kinetically, metastable intermediate than a thermodynamically stable product
(Cölfen and Antonietti 2005).

8.5.1 Electron Microscopy

Electron microscopy is a powerful method for structural characterization at the
nanoscale (Nielsen and De Yoreo 2017, Chap. 18). It is also used to determine
chemical and electronic material properties. Material processing in order to view
the mesocrystalline interior might lead to artifacts. For example, after sectioning
of the sea urchin spine, the cuts exposed to ethylene glycol and water lead to
different observations (Seto et al. 2012). This is attributed to the insolubility of
calcium carbonate in ethylene glycol that inhibits the transformation/dissolution
of amorphous calcium carbonate. The user should also be aware of beam damage
effects such as the instability of amorphous phases at high electron dosage (Weiss
et al. 2002; Rodriguez-Blanco et al. 2008). Time-resolved studies also help identify
the mechanisms involved in mesocrystal formation (Yuwono et al. 2010).

http://dx.doi.org/10.1007/978-3-319-45669-0_18
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8.5.2 Light Microscopy

Limited by optical resolution, light microscopy may not be the most suitable
technique for validation of mesocrystallinity. However, special imaging modes can
be used to investigate iso-orientation as well as formation mechanisms at the micron
length scale. For instance, quantitative polarization microscopy (Abrio®) provides
distributions of structural orientation for optically resolved length scales and also
can circumvent the formation of drying artifacts (Tritschler et al. 2013; Jiang et al.
2013). Unlike in standard electron, time-resolved imaging is possible under ambient
conditions.

8.5.3 Atomic Force Microscopy

This is a useful tool to map sample topography, reconstruct 3-D surfaces, and
probe mechanical properties at the nanoscale. As shown for nacre material, changes
in surface topography under mechanical load can hint toward the presence of a
substructure (Li et al. 2004, 2006). The nature of the intercrystalline spaces can
also be probed by the phase contrast during AFM (Seto et al. 2012). Although
information about crystallographic co-orientation is not provided by AFM, this is
an established method to investigate material nanostructure.

8.5.4 BET

Due to high internal structure and porosity, synthetic mesocrystals can exhibit high
Brunauer–Emmett–Teller (BET) surface area. For example, calcite mesocrystals
formed in the presence of polystyrene sulfonate have surface areas larger than
260 m2/g (Wang et al. 2005). However, in biogenic mesocrystals, this quantity can
be significantly lower because of the space-filling nature of the nanoparticles as well
as biomolecules and amorphous inorganic material occupying intercrystalline zones
(Yang et al. 2011). Such analyses should be considered with caution due to ripening
effects that can significantly decrease the associated surface area and porosity (Wang
et al. 2009; Cölfen and Antonietti 2005).

8.5.5 Other Techniques

Small-angle X-ray scattering (SAXS) can be applied to identify phases differing
in electron density as well as investigate the size distributions of primary particles
and their domain spreads (Seto et al. 2012). An indirect approach for detection of
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mesocrystals is the infiltration of a putative crystal with monomeric units followed
by a polymerization reaction and subsequent dissolution of the initial crystal. A
residual porous template is obtained for a mesocrystalline material (Oaki et al.
2011). Organic compounds such as colored dyes can also permeate through the
intercrystalline spaces of a mesocrystal (Munekawa et al. 2015; Oaki and Imai
2006). Different techniques for investigating growth composition and structure
of the mesocrystals are comprehensively listed in previous literature (Cölfen and
Antonietti 2008).

8.6 Conclusions and Outlook

There are several routes presented in literature for the formation of biogenic
and synthetic mesocrystalline materials. Since material formation in nature solely
relies on bottom-up approaches, we can describe biologically derived mesocrys-
tallinity in terms of activation energy barriers associated with the aggregation,
attachment, coalescence, and growth of nanoparticles after nucleation (Fig. 8.6).

Fig. 8.6 Schematic free energy profiles for nonclassical crystallization pathways illustrating the
nucleation stage (green zone) followed by schemes for the emergence of diverse biomineral
structures (yellow zone) [see text for description]. Transient (continuous blue) or kinetically
stable (dotted blue) nature of mesocrystals depends on the free energy of activation for particle
coalescence [top left to right: Images reproduced from Bazylinski et al. 1994 with permissions
from John Wiley and Sons; van de Locht et al. 2014 with permission from American Chemical
Society; Wang et al. 2013a with permissions from John Wiley and Sons and Seto et al. 2012 with
permissions from Proc. Natl. Acad. Sci. U.S.A.]
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From the discussions presented above, the fate of the mineral structure is pri-
marily determined by the effects of additives as well as the nature of inorganic
constituents among other factors. Supported by literature evidence, the effect of
these two factors on nonclassical crystallization mechanisms leads to the emergence
of diverse mineral architectures such as stable nanoparticles, crystals close to
equilibrium morphologies, polycrystalline composites, and mesocrystallinity. These
are exemplified with greigite nanoparticles in magnetotactic bacteria (Bazylinski
et al. 1994), single crystalline calcite rhombohedra from R. clavigera (van de
Locht et al. 2014), polycrystalline magnetite in chiton teeth (Wang et al. 2013a),
and mesocrystalline calcite in sea urchin spines (Seto et al. 2012). As depicted in
Fig. 8.6, pathway (A) represents mineral formation from a single seed crystal in
an environment that favors attachment and coalescence of precursors to the initial
seed. Additives that stabilize particle surface and inhibit aggregation, alignment, and
coalescence lead to stable nanoparticles such as those in magnetosomes. Pathway
(B) represents a state for nanoparticles that attach forming aggregates. These are
either amorphous/polycrystalline aggregates or nanoparticles co-oriented at small
length scales. These nanoparticles can “seed” further crystal growth. This pathway
associates well with the maturation of radular chiton teeth wherein magnetite
particles grow to form parallel rods (Wang et al. 2013a). With inhibitors of particle
coalescence/lattice fusion, a mesocrystal may form via pathway (C). Depending on
the activation energy barrier associated with particle coalescence*, the mesocrystal
may be transient or kinetically stable. Note that the prevalence of multiple pathways
is possible during mineralization. Although this description does not directly
address pre-nucleation stages, this regime is also of utmost significance to the
control over nucleation as well as polymorph selection (Fig. 8.2). Nevertheless,
we show that additive-induced kinetic modulation of activation energy barriers
associated with inter-nanoparticle interactions can account for mineral architectures.
This cannot be addressed by classical models of nucleation and growth.

Understanding formation mechanisms of mesocrystalline and other biominerals
is critical for their practical use. The present applications of synthetic mesocrys-
talline materials have been toward photocatalyst, sensor, and electrode materials
(Zhou and O’Brien 2012; Ma and Cölfen 2014). Synthetic mesocrystals generally
require precise control over steps such as nanoparticle synthesis, evaporation-
driven assembly, and hydrothermal treatment. However, in nature, mesocrystals
are formed by the integration of organic and inorganic components through a
bottom-up strategy under physiological conditions. Understanding these biological
means for mesocrystal formation can allow for new strategies for material syn-
thesis. However this entails investigating the structure, formation, and properties
of biominerals in terms of biophysical and biochemical interactions operating at
different length scales. This is a challenging task on account of the spatiotemporally
dynamic interface between organic additives and inorganic precursors/particles
(Fig. 8.7). Furthermore, with the emerging role of PNCs, biomineralization appears
to comprise pre-nucleation as well as post-nucleation processes under regulation of
biomolecules. Significant progress has been made toward understanding mineral-
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Fig. 8.7 During biomineralization, a spatiotemporally dynamic interface between organic addi-
tives and mineral precursors/particles spans the pre- and post-nucleation regimes. Interactions
between inorganic and organic components are two ways leading to consequences for inorganic
species as well as additives

ization processes by nonclassical nucleation and crystallization pathways. Further
investigations into such exciting research problems will aid further elucidation of
biomineralization as well as inspire routes for fascinating new materials.
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Chapter 9
Nucleation and Growth
from a Biomineralization Perspective

Giuseppe Falini and Simona Fermani

9.1 Introduction

Organisms, after hundred million years of evolution, have acquired the ability to
grow diverse families of different minerals (Lowenstam and Weiner 1989). The
synthesis of these biogenic minerals (biominerals) is governed in space and time
by cells that produce specific organic molecules, referred as organic matrix, able
to control each step of the mineralization process. This generates as final products
biominerals on which the organic matrix perfectly architectures the assembly of the
growth units. In Fig. 9.1 (Cuif et al. 2012), an example is given.

The mechanism of crystal nucleation and growth has only been studied for a
few biominerals. In this chapter, an overview of the strategies adopted by organisms
in the control of nucleation and growth of their mineralized regions is reported,
focusing on a few examples for which enough information is available. Moreover,
recent studies on growth adaptation strategies of calcifying organisms to ocean
acidification are presented.

9.1.1 Biomineralization Control at Nucleation Level

The nucleation process has been well described by classical theories (Liu 2004, e.g.,
Lutsko 2017, Chap. 2). However, last decade observations strongly suggest that
this view could not be appropriate in describing nucleation in biomineralization.
The discovery of stable pre-nucleation clusters (PNCs) has represented the basis
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Fig. 9.1 Layered growth in the prisms of the mollusk pelecypod Pinna: the historical reference
for biocrystals. The building units of the outer layer of the Pinna shell (a, b) are closely assembled
linear polygonal prisms (c, d) with massive aspect of fractures (e). Thin sections observed under the
microscope between cross-nicols (f, g). Owing to the high refractive index of calcite, such primary
colors are obtained far below the standard thickness: here about 5–6 mm. Note the homogeneity of
color for each prism on the transverse section (f). Difference in color from prism to prism results
from variation of orientation of the crystallographic c axis (the elongation axis of the prism). When
prisms are sectioned in length (g), color is more variable because obliquity of the sections with
respect to elongation axis creates variations in the thickness with the possibility of superposed
contributions of two prisms. Strong acidic etching, the polygonal network of prism envelopes has
been made free (h). Layered growth visible without any preparative process of the lateral side of
the mineralized unit (i). Note also the granular aspect of the growth surface. After a one week
decay in water the polygonal network corresponding to a single growth layer has been freed (j)
(and slightly displaced) from underlying envelopes (Cuif et al. 2012)

of the nonclassical crystallization theory (e.g., Gebauer et al. 2008; Cölfen and
Antonietti 2008). Accordingly, during the nucleation process, the relevant species
are not ions but PNCs (Gebauer et al. 2008; Demichelis et al. 2011). Despite this
alternative view, the crystallization phase diagram can be considered as analogous
to that of atomic and molecular systems and can be described under the laws
of the classical nucleation theory (Habraken et al. 2013). Accordingly, heteroge-
neous substrates lower the interfacial energy favoring the nucleation process. In
addition, in the presence of heterogeneous substrates, the growth kinetics can be
controlled by varying the height of the energy barrier, and non-equilibrium final or
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intermediate states can be selected (Mann et al. 1993; De Yoreo and Vekilov 2003).
For example, in calcium carbonate precipitation pathway, the assembly of PNCs
can form amorphous calcium carbonate (ACC) phases, which evolve in distinct
crystalline structures, already encoded in PNCs before the precipitation takes place
(Cartwright et al. 2012).

In biomineralization, heterogeneous nucleation is ubiquitous. A main issue
is how organized organic matrix surfaces (heterogeneous substrates) control the
nucleation of inorganic materials by geometric, electrostatic, and stereochemical
complementarity between nuclei and functionalized substrates (Mann et al. 1993).
The role that organic matrix molecules – proteins, polysaccharides, and lipids –
have in the nucleation stage during a biomineralization process is beginning to be
understood, and it is likely that over time mechanistic insights will emerge (Zhang
et al. 2012). Exploring the early stages that bring to calcium carbonate nucleation, it
was shown that organic matrix proteins play an important role manipulating the
PNCs structure (Demichelis et al. 2011). In addition, it was shown that in the
nucleation pathway to the final crystalline state, ACCs of increasing stability formed
(Politi et al. 2010; Habraken et al. 2013).

There are several examples of the mineral nucleation process in organisms
through an amorphous precursor, but, at our knowledge, not direct observations
of PNCs. Thus, the following case of studies will make an excursus on the most
relevant biominerals for which amorphous precursors of crystalline nuclei has been
detected. The tooth of chiton (Fig. 9.2) represents the first biomineral in which an
amorphous precursor was observed. The outer layer of the tooth contains magnetite,
an iron magnetic mineral. It forms from a disordered ferrihydrite precursor phase
(Towe and Lowenstam 1967). The inner layer of the tooth contains carbonated

Fig. 9.2 Morphological features of the chiton radula. External (a) and internal (b) anatomy of
a representative chiton showing the location of the radula, a rasping, toothed conveyor belt-like
structure used for feeding. Details of the anterior region of the radula from C. stelleri (c–f). Optical
(c) and backscattered SEM (d) imaging and X-ray transmission studies (e) reveal the nature of the
electron density distribution of the tricuspid tooth caps. Cross-sectional studies through the mature
teeth from C. stelleri (f1, 2) reveal a concentric biphasic structure (Weaver et al. 2010)
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apatite that forms by an amorphous calcium phosphate precursor phase (Lowenstam
and Weiner 1985). The three-dimensional chemical maps of organic fibers, which
have a diameter of 5–10 nm and surround nanocrystalline magnetite in the tooth,
have been unveiled by the use of pulsed-laser atom-probe tomography. Most fibers
contain with either sodium or magnesium ions, and the clustering of these cations
in the fiber indicates a structural level of hierarchy in which individual organic
fibers have probably different functional roles in controlling fiber formation and
matrix–mineral interactions (Gordon and Joester 2011). Recently, the involvement
of precursors and organic matrix molecules in the formation of magnetite has been
reexamined. It has been shown by cryogenic transmission electron microscopy that
the nucleation and growth of magnetite proceeds through the rapid agglomeration
of nanometric primary particles and no intermediate amorphous precursor phases
are involved (Baumgartner et al. 2013).

The spines of echinoderms represent another example of biomineralization
control over nucleation that has been extensively investigated. These biominerals,
diffracting as single crystals (Dubois and Chen 1989), form within a syncytium,
a membrane envelope produced by cells. These cells provide the required raw
materials, ions, and macromolecules, for constructing the growing crystals. Insights
on the nucleation of these crystals have been gained from studies on calcitic spicule
formation in sea urchin larvae (Wilt 2002). Larval spicules grow on a single calcite
crystal seed by transformation of a transient ACC phase. ACC is apparently fed
into the syncytium by cells in the form of ACC-containing vesicles (Beniash et al.
1999). Accordingly, particles of ACC are delivered to the crystal deposition site and
then transform in a controlled manner into calcite single crystals. Moreover, there
is no discernible aqueous phase around the growing spicule (Beniash et al. 1999).
Most information on spine formation was gained taking advantage of the sea urchins
ability to regenerate broken spines. The regeneration of spines begins with the
reconstruction of the epidermis around the broken spine; a new syncytium is formed
by sklerocytes in contact with the stump of the old spine. The regenerated and
old spines together diffract X-rays as one single crystal (Dubois and Chen 1989).
Thus, the regeneration process is considered comparable to the original spine growth
process. Keeping in mind this observation, it was observed that calcium carbonate is
first precipitates as hydrated ACC, which then dehydrates prior to, or concomitant
with, crystallization. Since ACC is introduced into the syncytium as an isotropic
noncrystalline solid, it can be molded into any shape. The solid itself is clearly a
very concentrated source of ions. The subsequent transformation of the amorphous
phase into a composite crystalline solid with much better mechanical properties
leads to a functional skeleton. The mechanism of transformation is complex: the
transforming spine does not display a well-defined crystallization front. In fact, there
are three distinct mineral phases: A short-lived, presumably hydrated ACC phase,
an intermediate transient form of ACC, and the biogenic crystalline calcite phase.
The amorphous and crystalline phases are placed side by side, often appearing in
adjacent sites. Thus, the amorphous-crystal transformation may propagate following
a winding path through preexisting amorphous units (Politi et al. 2008). The co-
orientation of the nanoparticles in the polycrystalline matrix occurs via solid-state
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Fig. 9.3 Picture of the nacre (left) and schematic representation of the model for nacre formation
before (right top) and after mineralization (right bottom). The assembled organic matrix prior to
mineral deposition is formed by two layers of “-chitin, with a gel comprising silklike protein filling
the space in between. Acidic protein inducing nucleation of aragonite (from colloidal particles) are
adsorbed on the beta-chitin sheet. As the mineral grows, water and silk are displaced (Addadi et
al. 2006)

secondary nucleation, propagating out from the previously formed fibers and plates
into the amorphous precursor nanoparticles (Killian et al. 2009). During this
process, a residual surface layer of ACC and/or macromolecules remains around
the crystalline nanoparticle units and contributes to the conchoidal fracture behavior
(Seto et al. 2012).

The nacre represents one of the most studied mineralized tissues (more than
600 published papers in the last 10 years, WoK source). It consists of a brick-
and-mortar-like structure in which hard aragonite tablets are glued together with
soft organic materials to form tiles (Fig. 9.3). Different models have been proposed
to describe the mechanisms of nacre nucleation. Weiner and Lowenstam (1986)
suggested a structural relationship between organic macromolecules and the tablet-
like aragonite crystals, where the organic sheets template aragonite tablet orientation
by heteroepitaxy. This model is supported by in vitro experiments that show how
organic molecules extracted from the nacre induce aragonite deposition rather than
the more stable calcite (Falini et al. 1996). Nudelman et al. (2006) hypothesized by
histochemical assays that each tablet crystal nucleates independently by a single,
well-defined macromolecule arrangement in the organic matrix sheet, resulting in a
peculiar pattern of functional groups highly conserved across species. Schäffer et al.
(1997) observed the presence of “mineral bridges” through pores in the organic
sheets. This is in agreement with the connected tablet model by which no new
nucleation events occurs at each tablet. However, the presence of pores in the
organic matrix has been questioned as an effect due to sample preparation (Levi
Kalisman et al. 2001). Olson et al. (2013) proposed a mechanism in which there is
one mineral bridge at the center of each organic tablet site of nucleation, which
looks like as a donut with a hole at its center. Moreover, stacks of co-oriented
aragonite tablets arranged into vertical columns, or staggered diagonally, were
found. Overgrowing nacre tablet crystals were most frequently co-oriented with
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the underlying spherulitic aragonite or with another tablet, connected by mineral
bridges. Therefore, aragonite crystal nucleation in nacre is epitaxial or near-
epitaxial. The presence of one mineral bridge per tablet was proposed (Olson
et al. 2013) and that “bridge tilting” was a possible mechanism to introduce
small, gradual, or abrupt changes in the orientation of crystals within a stack of
tablets as nacre grows. There are three main hypotheses to explain the formation
mechanism of individual nacre tablets, that is (i) single crystal growth, (ii) a coherent
agglomeration of nanograins, and (iii) phase transformation from ACC to stable
aragonite. Nassif et al. (2005) discovered that the aragonite tablets in nacre are
covered with a continuous layer of ACC. Qiao et al. (2008) reported in vitro
crystal growth on a fresh nacre surface, by which the growth process of layers
of nacre-like tablets was monitored in real time. The formation of nacre-like
tablets was a complex and multistep process, from an ACC layer, iso-oriented
nanostacks, to hexagonal tablets. Zhang and Xu (2013) observed that the early
immature tablet consists of closely-packed colloidal nanoparticles, which contain
nanocrystals surrounded by ACC. The nanocrystals were generally different in
shape, size, and orientation. In this work, it is shown the immature tablet grew via
oriented attachment instead of a transformation of the ACC phase; and with growth,
the colloidal nanoparticles gradually increased in crystallinity and size until fully
crystallized and fused together, leading to a mature tablet that is a monolithic single
crystal of aragonite.

Bone possesses a particular hierarchically structured architecture, unique
mechanical properties, and remodeling capabilities. Weiner and Wagner (1998)
have described diverse levels of hierarchy in bone structure, from the nanoscale to
the macroscopic scale (Fig. 9.4). At the most elementary level, bone composition
includes molecular and crystalline components, being the main collagen, apatite,
and water. The second level is at the nanoscale and concerns mineralized collagen
fibrils. Patterns of fibril arrays and cylindrical structures called osteons constitute the

Fig. 9.4 Schematic illustration of the hierarchical levels of bone organization that span from the
nano- to the macroscale
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microscale level. The upper level is composed of spongy (trabecular or cancellous)
or compact (cortical) bone tissues, while the ultimate one is the whole bone. The
nucleation, growth, and orientation of the biological crystals of apatite take place
at the nanoscale level of the bone hierarchy (e.g., Delgado-Lopez and Guagliardi
2017, Chap. 11). Type I collagen molecules assemble their tropocollagen units
giving rise to holes and overlapping areas that form a periodic banding pattern,
the so-called D-band pattern. In the gap zone, the first crystalline units of apatite
nucleate. A long-standing controversy on whether it is collagen or non-collageneous
proteins (NCPs) (Gericke et al. 2005) that initiate mineral nucleation exists. It
was proposed that NCPs, while bonded to collagen fibers, acted as promoters of
intrafibrillar nucleation. Such a hypothesis was supported by reports showing that
NCPs appear during the formation of new bone in a very specific spatiotemporal
timeline and also that type-I collagen alone, dissociated from NCPs, is unable
to produce bone mineralization. On the other hand, some NCPs, when unlinked
from collagen, are inhibitors of calcium phosphate nucleation in solution. Price
et al. (2009) proposed a mechanism for fibril mineralization based on inhibitor
exclusion, in which macromolecular inhibitors of apatite growth favor fibril
mineralization by selectively inhibiting apatite crystal growth in the solution
outside the fibril. In 2010, Sommerdijk and coworkers (see Nudelman et al.
2010) used cryoTEM and cryogenic electron tomography to show that collagen
functions in synergy with inhibitors of apatite (polyaspartic acid or fetuin instead of
NCPs) nucleation to actively control mineralization by a mechanism of electrostatic
interactions.

9.1.2 Biomineralization Control at Growth Level

One of the most striking features of many biologically formed crystals is the
remarkable morphology. Organisms can produce single crystals with complex
shapes and curved surfaces. They have developed mechanisms that override the
basic growth form of a crystal. They have crystals whose overall morphologies
often bear no relationship with the symmetry of the crystal lattice. Furthermore, it
has been observed that mature crystalline biogenic minerals often have a texture
composed of nanosphere particles, as was first observed in cephalopod shells.
Subsequent high-resolution AFM and SEM studies showed that not only mature
mollusk shells but also coral skeletons, echinoderm skeletons, sponge spicules,
brachiopod shells, and crustacean cuticles have this most unusual nanoscale mor-
phology of a mature crystal, namely, that they are composed of nanosphere particles.
The reasons for these unique characteristics must be related to the differences
between biological crystallization pathways and solution-mediated crystal growth.
Gal et al. (2015) proposed that many crystal growth mechanisms in biology can
involve solution-mediated ion-by-ion growth, or particle accretion, or a combination
of both processes. When both processes occur together, the necessary conditions
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are the presence of small amounts of liquid water, possibly partly being derived
from the initial hydrated amorphous phase, and stabilization of the particles in this
microenvironment.

The biological control over the growth is mainly exerted by (i) interaction of
growing crystals with soluble additives, which can be occluded within biominerals,
(ii) physical constrains of the compartment where mineralization takes place; and
(iii) changes in the activity or positioning of ion pumps and channels during
mineralization that may lead to crystal growth in preferred directions.

The morphological influence of additives was firstly described in the general
crystal growth theory, and Weiner and Addadi (1997) were the first to suggest
its potential applicability to biomineralization. Since then, it has been widely
demonstrated that many additives can alter the morphology of calcite crystals and
other biologically relevant minerals. This was indicated to occur by adsorption onto
specific crystallographic faces. Atomic force microscopy (AFM) studies suggest
that this specificity in binding may actually be occurring at the growing step edges
and not the flat crystal faces (De Yoreo et al. 2007). The “sculpted” non-equilibrium
morphologies observed in various biominerals was supposed to be as a result of
the stereospecific interactions with the soluble organic matrix. The evidence to
support this mechanism was partly based on in vitro crystal growth experiments in
the presence of additives, including proteins extracted from the biomineral. These
experiments show that proteins influence crystal growth and often produce the
expression of new crystal faces, which, although rough, have been correlated to the
crystallographic planes expressed on the corresponding biomineral. This argument
was also supported by the analysis of biomineral crystallographic textures, which
arose from anisotropic intercalation of proteins after they had adsorbed to specific
crystallographic faces. In addition to biological macromolecules, moderately sized
organic molecules and small inorganic molecules behaving as growth modifiers may
influence mineralization kinetics and energetic and the shapes of crystals (De Yoreo
and Dove 2004).

Crystals with unusual morphologies and curved surfaces are typically found
within vesicles (e.g., calcite produced by coccoliths and sea urchin larval spicules).
Vesicles have well-defined shapes, and crystals grow until they impinge upon the
vesicle, which effectively acts as a mould. The size and shape of the vesicle may
be altered during the crystal growth process. Soft organic membranes also impose a
form on a crystal. The growth of biogenic single crystals of calcite may also occur
inside the cell and the final morphology is determined by the cell membrane. The
coccolith (from the algae Emiliania huxleyi) comprises about 30–40 units organized
in a ring to give a double-rimmed structure. The formation of coccoliths begins with
the assembly of vesicles along the rim of an organic base plate scale. These crystal
units become interlinked by selective growth along the inside rim, and further radial
growth from the base and top of the element produces the proximal and distal shield
elements (Paasche 2001).

In contrast to this, there are additives, inorganic or organic, which can modify
the crystallization process by transforming the conventional crystal growth into an
amorphous precursor process. Notably, the organic–inorganic interactions that lead
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to shape regulation in this case occur prior to the formation of any crystal structure
and, therefore, do not require interactions specific to crystal lattice arrangements.
These process-directing agents can have a pronounced effect on crystal morphology,
as well as other crystal properties, and thus provide an alternative explanation for
the morphogenesis of biominerals (Pouget et al. 2009).

9.1.3 Biomineralization at Ocean Acidification Sites

Anthropogenic CO2 emissions represent a massive reorganization of global carbon.
As this carbon invades the ocean, it changes the acid–base chemistry of seawater
impacting a wide range of biological and chemical processes. Many marine
organisms reduce their calcification rate in response to this ocean acidification
(OA). However, the detailed mechanism responsible for this sensitivity is poorly
understood. During biomineralization, organisms orchestrate the flow of ions,
manipulate aqueous speciation, and modulate surface chemistry through organic–
mineral interactions. Due to differences in the intricate balance between these
processes, marine calcifiers exhibit divergent sensitivities to ocean acidification.
Furthermore, this response is often modulated by secondary environmental and
biological factors, making the impact of ocean acidification on skeletal growth
difficult to predict.

It was shown that biological control over mineralization relates to species abun-
dance along a natural pH gradient (Fig. 9.5). As pCO2 increased, the mineralogy of
a scleractinian coral (Balanophyllia europaea) and a mollusk (Vermetus triqueter)

Fig. 9.5 The natural lab for the study of the OA at Panarea island (Italy). In situ camera picture
of the CO2 vent. (a) In proximity of the CO2 crater, the mollusk Vermetus triqueter (b), the
coral Balanophyllia europaea (c), and the brown algae Padina pavonica (d) and Acetabularia
acetabulum (e) were found
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did not change. In contrast, two calcifying algae (Padina pavonica and Acetabularia
acetabulum) reduced and changed mineralization with increasing pCO2, from
aragonite to the less soluble, under acidic conditions, calcium sulfate hydrated salts,
and whewellite, respectively. As pCO2 increased, the coral and mollusk abundance
was severely reduced, with both species disappearing at pH < 7.8. Conversely, the
two calcifying and a noncalcifying algae (Lobophora variegata) showed less severe,
or no, reductions with increasing pCO2 and were all found at the lowest pH site.
The mineralization response to decreasing pH suggests a link with the degree of
control over the biomineralization process by the organism, as only species with
lower control managed to thrive in the lowest pH (Goffredo et al. 2014).

The response of common blue mussel, Mytilus edulis, to OA was investigated by
culturing them at projected levels of pCO2 and increased temperatures. OA caused
mussels to produce shell calcite that is stiffer (higher modulus of elasticity) and
harder than shells grown in control conditions. The outer shell (calcite) is more
brittle in OA conditions, while the inner shell (aragonite) is softer and less stiff in
shells grown under OA conditions. The combination of increasing ocean pCO2 and
temperatures as projected for future global ocean appears to reduce the impact of
increasing pCO2 on the material properties of the mussel shell (Fitzer et al. 2015).

The sources of dissolved inorganic carbon (DIC) used to produce scleractinian
coral skeletons are essential for understanding coral biomineralization and assessing
the potential impacts of OA on coral reefs. The use skeletal boron geochemistry
allowed reconstructing the DIC chemistry of the fluid used for coral calcification.
Corals concentrated DIC at the calcification site substantially above seawater values.
They actively increased the pH of the calcification fluid, decreasing the proportion
of DIC present as CO2 and creating a diffusion gradient favoring the transport
of molecular CO2 from the overlying coral tissue into the calcification site. This
chemistry induces high aragonite saturation states, favorable to the precipitation of
the skeleton (Allison et al. 2014).

Shells of the bivalve Arctica islandica were used to reconstruct paleoenvironmen-
tal conditions via biogenic components that were closely related to environmental
parameters at the time of shell formation. Growth experiments with A. islandica kept
under different pCO2 levels indicated no affect of elevated pCO2 on shell growth or
crystal microstructure, indicating that A. islandica shows an adaptation to a wider
range of pCO2 levels than reported for other species (Stemmer et al. 2013).

OA generated striking patterns of genome-wide selection in purple sea urchins
(Strongylocentrotus purpuratus) cultured under different pCO2 levels. The larval
development and morphology showed little response to elevated pCO2, but substan-
tial allelic change in functional classes of proteins involving hundreds of loci were
found. Pronounced genetic changes, including excess amino acid replacements,
were detected in all populations and occurred in genes for biomineralization, lipid
metabolism, and ion homeostasis – gene classes that build skeletons and interact in
pH regulation. These results demonstrate the capacity for rapid evolution in the face
of OA and show that standing genetic variation could be a reservoir of resilience to
climate change (Pespeni et al. 2013).
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9.1.4 Conclusions and Future Perspectives

Organisms are terrific crystallizers. Their capability to control nucleation and
growth processes has no equal in the laboratory syntheses. Species-specific control
of crystal shape, morphology, orientation, and composition is achieved with high
fidelity. Even more impressive is the control over the polymorphism that organisms
exert depositing in adjacent locations diverse phases or hydrates. Although the
molecular mechanisms involved in this control are still unknown, it is well
established that this occurs through nonclassical pathways of nucleation and growth.
Doing this, organisms are able to carry out crystallization in favorable energetic
conditions in aqueous media under ambient conditions. In their crystallization
processes, organisms also show a great capability of adaptation to diverse chemical–
physical conditions, as shown by their acclimation to OA.

All this represents a big source of inspiration for new crystallization strategies.
This is particular relevant in an era wise from the environmental point of view,
tacking in account that organisms are the best crystallizers in aqueous environment,
pH values close to the neutrality and ambient temperatures. However, to date,
the possibility to produce in laboratory a biominerals with features close to those
of the biogenic ones is still missing. One of the main reasons for this is the
ignorance at atomistic resolution of the biochemical processes carried out by organic
matrix macromolecules in controlling biomineral formation. To achieve this goal
is of primary importance to know first which are the key steps for the biomineral
formation, which macromolecules are involved in each step and then how these
macromolecules control each step. The research is now clarifying the crucial steps
of biomineral formation, and there is some info on few macromolecules involved in
these steps. It is desirable that in the near future, thanks to the use of microscopic,
spectroscopic, and diffraction techniques increasingly sophisticated both in spatial
and temporal resolution, the macromolecule involved in biomineralization could be
observed with atomic resolution shading light on how they are made and work.
This will produce a terrific effect in the development of new synthetic materials that
unlike the biogenic ones may also use elements of the periodic table, toxic to the
organisms, but of considerable technological importance.
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Chapter 10
Phase Transformations in Calcium Phosphate
Crystallization

Henrik Birkedal

10.1 Introduction

The crystallization of calcium phosphates has fascinated researchers for many
decades, especially because of the role of apatites in the biomineralization of bone
and teeth but also due to its relevance for geochemistry (Hughes and Rakovan
2015). There is an enormous body of work on calcium phosphates in the literature
(Wang and Nancollas 2008; Dorozhkin 2009; Elliott 1994). Several calcium phos-
phates can be obtained from precipitation experiments, including hydroxyapatite
(Ca10(PO4)6(OH)2, HAP), octacalcium phosphate (Ca8H2(PO4)6 � 5(H2O), OCP),
brushite (CaHPO4 � 2(H2O)), and monetite (CaHPO4). Herein, we will mostly cover
aspects related to the mechanisms of crystallization and almost exclusively focus on
pathways leading to apatite formation.

Crystallization research has undergone a renaissance over the last decade or
two. While attempts have been made to establish a unifying picture of inorganic
crystallization processes based on the numerous recent findings (De Yoreo et al.
2015; De Yoreo et al. 2017, Chap. 1), many important fundamental questions remain
unanswered, particularly in systems like the calcium phosphates. These questions
pertain both to idealized laboratory conditions (Delgado-Lopez and Guagliardi
2017, Chap. 11) and to the formation of biogenic calcium phosphate minerals in vivo
(Falini and Fermani 2017, Chap. 9). In the latter context, several new perspectives
have emerged recently, including the idea that citrate ions constitute an integral
part of nanoparticle aggregates in bone, forming organic bridges between minute
inorganic crystals (Davies et al. 2014).
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Fig. 10.1 (a) Hexagonal apatite crystal structure with disordered hydroxyl ion orientations. (b) pH
dependence of the speciation of phosphate in aqueous solution

Hydroxyapatite (HAP) has an ideal composition of Ca10(PO4)6(OH)2. However,
there is a wide range of possible substitutions; for example, carbonate ions can
substitute on either the phosphate or hydroxide position (Fig. 10.1a), with the
former occurring almost exclusively at low temperature and in biogenic apatites.
HAP is typically hexagonal with disordered hydroxide ion orientations, as shown in
Fig. 10.1a. The ordered monoclinic form is usually not observed in apatite obtained
from syntheses giving nanocrystals.

In aqueous solution, phosphate speciation is strongly dependent on pH as shown
in Fig. 10.1b. This means that the free phosphate concentration at pH values below
about 9 is negligible. It should be recalled, however, that coordination to metal ions
such as calcium changes the effective acidity constant and can strongly influence
acid/base equilibria.

In the following, various aspects of calcium phosphate formation will be
discussed, starting with a brief account of amorphous calcium phosphates (ACPs)
and progressing via prenucleation phenomena to a presentation of recent results
from our laboratory on the crystallization of HAP from ACP, to end with a
recapitulation of current works on the importance of confinement for calcium
phosphate crystallization.

10.2 Amorphous Calcium Phosphates

Amorphous calcium phosphate forms easily from aqueous solution, where it
subsequently transforms into, e.g., HAP. There are several excellent reviews on this
subject (Combes and Rey 2010; Dorozhkin 2010) and the present discussion will
therefore be kept brief. Today it is clear that there are many ways to stabilize ACPs,
for example, by the addition of organic additives or foreign ions such as carbonate
or pyrophosphate. However, the “true” structure of ACPs is still a matter of debate.
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Posner and Betts used X-ray diffraction to derive a structural model for the basic
building block of ACP in the form typically obtained under basic conditions (Posner
and Betts 1975). Through pair-distribution function (PDF) analysis, they proposed
that ACP is built from Ca9(PO4)6 clusters that are interspersed with water to form
the larger spheroids observed experimentally in electron microscopy. These so-
called Posner clusters have been central to most discussions about ACP and apatite
crystallization ever since. Meanwhile it is known that there are several different
structural forms of ACP (Combes and Rey 2010; Dorozhkin 2010), depending on
the way in which they are prepared – much like in the case of calcium carbonate
(Fernandez-Martinez et al. 2017, Chap. 4, this volume). It is also clear that while
Posner clusters certainly explain part of the phenomena observed, they are not able
to account for all features observed for ACPs. Thus there is an urgent need for
improved models of the structure and composition of ACPs, especially because their
importance as precursor species in HAP and biogenic apatite formation increases, as
discussed below and elsewhere in this book (Delgado-Lopez and Guagliardi 2017,
Chap. 11, this volume). Recent improvements in PDF analysis methods, including
the ability to perform in situ experiments, promise deeper insights into the structure
of ACPs (Tyrsted et al. 2014), especially when combined with advanced NMR
(Davies et al. 2014) and TEM (Dey et al. 2010; Nudelman et al. 2010; Nielsen
and De Yoreo 2017, Chap. 18) techniques.

10.3 Prenucleation Phenomena

At concentrations below saturation, ion pairs have been known to form for a
long time (Berry et al. 2000). In 2008, however, it was suggested that somewhat
larger clusters, termed prenucleation clusters, occur in the CaCO3 system (Gebauer
et al. 2008; Gebauer et al. 2014). They have also been reported for silica (Tobler
et al. 2017, Chap. 15) and iron oxyhydroxide (Reichel and Faivre 2017, Chap. 12
and Penn et al. 2017, Chap. 13) and some other systems (Gebauer et al. 2014). In
solutions of zirconium acetate, from which zirconia forms upon heating, metastable
polymeric states were observed (Bremholm et al. 2015) and have been shown to
be directly involved in crystallization through a series of structural rearrangements
(Tyrsted et al. 2014).

For calcium phosphates, there were early suggestions by Posner and Betts that
such clusters should exist in solution, even though this was based exclusively on
indirect evidence from their work on solid ACP (Posner and Betts 1975). Using light
scattering and other techniques, Onuma and Ito (1998) detected calcium phosphate
clusters in simulated body fluid (SBF) at pH 7.4, but also in acidified SBF solutions
at pH 5.3, which are only supersaturated with respect to HAP but undersaturated
with respect to octacalcium phosphate and ACP. These clusters were 0.7–1.1 nm
in diameter, consistent with the size of Posner clusters. Moreover, the authors
suggested a cluster aggregation model for crystal growth of HAP. More recently,
Dey et al. (2010) used cryo-TEM to study the early stages of the formation of apatite
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Fig. 10.2 Cryo-TEM studies of prenucleation clusters and the early stages of ACP formation
from SBF solution in contact with a monolayer of arachidic acid. Panels a, c, e, and g are 2D
projected TEM images with scale bars of 50 nm. Panels b, d, f, and h are corresponding 3D
computer renderings of cryo-TEM tomograms with the monolayer shown in gray and the calcium
phosphate in purple. The inset in panel g is a selected-area electron diffraction image showing that
the particles are amorphous. Adapted and reprinted with permission from Macmillan Publishers
Ltd: Nature Materials (Dey et al. 2010), copyright 2010

from SBF at 37 ıC at the surface of a Langmuir monolayer of arachidic acid in
a “frozen-snapshot” manner, where selected stages of the growth process could be
resolved by stabilizing them through vitrification. Clusters were observed in solution
also in this study, as shown in Fig. 10.2a, b. Their sizes were consistent with those of
Posner clusters, although their chemical composition again remained undetermined.
Upon contact with the arachidic acid monolayer, the clusters accumulated at the
interface forming fractal aggregates (Fig 10.2c, d), which condensed further over
time (Fig. 10.2e, f) to form dense ACP globules (Fig. 10.2g, h), shown to be
amorphous by electron diffraction (inset of Fig. 10.2g), that ultimately crystallized
to yield HAP. It should be stressed that the identification of the observed nanometric
species as Posner clusters is based mostly on size. Secondly, in both works cited
above, the investigated solutions were supersaturated with respect to HAP. Thus
these clusters are not necessarily prenucleation clusters per se (Gebauer et al.
2014), but rather they should be considered as strong indications that prenucleation
phenomena are also at play in calcium phosphate systems.

In another recent study, Habraken et al. (2013) conducted experiments where
TRIS buffer solutions of calcium and phosphate salts were mixed at an initial pH of
7.4 and a Ca:P molar ratio of 1.43. Subsequently, the authors followed the progress
of the reaction by ion-selective electrodes and pH measurements. Based on the
data, a model was proposed in which the initially formed clusters are assumed
to be highly charged with the composition [Ca(HPO4)3]4�, while 57 % of these
species are protonated ([Ca(HPO4)2(H2PO4)]3�) under the given conditions. With
time, these charged complexes were suggested to take up a calcium ion, and the
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resulting clusters (i.e., [Ca2(HPO4)3]2�) would then form the basis of ACP by
building up a fractal network. This speciation model has been criticized in particular
due to the fact that it is based on ion association constants from the literature, which
were obtained without accounting for cluster formation, and by the question of how
such highly charged ion complexes would aggregate without an additional charge-
compensating step (Gebauer et al. 2014). Again the work of Habraken et al. took
place under supersaturated conditions with respect to all crystalline phases.

Thus there are strong – almost “smoking gun” – indications that prenucle-
ation clusters may occur in the calcium phosphate system, but still complete
and conclusive evidence in particular for undersaturated conditions is missing.
In addition, most studies were performed at pH levels very close to 7.4, even
though HAP is known to form much more readily at high pH. This choice has
presumably been based on the use of SBF as a biologically relevant fluid. However,
in actual body fluid, crystallization is suppressed by a range of mechanisms to
avoid mineralization, and hence one is left to wonder how particularly biologically
relevant these conditions are (see also below).

10.4 Crystallization of HAP

The formation of HAP crystals demands either a transformation from preformed
ACP or the agglomeration/association of prenucleation clusters and/or ions. Which
particular pathway is followed must depend on several factors, including concentra-
tion and pH (Delgado-Lopez and Guagliardi 2017, Chap. 11).

To understand the crystallization process, it is essential to be able to study it as
it happens, i.e., using in situ techniques. The amorphous phase is supposed to have
spherical morphology, whereas apatite crystals are strongly anisotropic in shape.
From the hexagonal symmetry, a needlelike morphology can be expected, which is
indeed observed in synthetic and geological apatites (Hughes and Rakovan 2015).
In teeth, the crystals are needle-shaped, while in bone, they are predominantly
nanoplates (Mann 2001; Weiner and Wagner 1998). However, it has been an open
question at what point during crystal growth the anisotropic morphology is attained,
i.e., when one transitions from a sphere to an anisotropic shape. This question
is related to the crystal surface energy, and thus it is tightly connected to phase
stability and its dependence on nanocrystal size (Jensen et al. 2010). One suitable
technique for studying crystallization kinetics is to use synchrotron in situ X-ray
diffraction. This allows quantifying how much crystalline material is formed over
time, but it can also yield the lattice constants of the forming crystals and, by
analysis of the diffraction peak widths, the nanocrystal shape. We have reported
several such studies based on a custom-designed stopped-flow apparatus (Ibsen and
Birkedal 2010; Ibsen and Birkedal 2012; Jensen et al. 2015; Ibsen et al. 2016a; Ibsen
et al. 2016b). We mixed calcium- and phosphate-containing solutions to induce the
formation of ACP under the desired temperature and pH conditions. The ACP phase
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was formed directly in the X-ray diffraction cell, thus allowing its crystallization to
be monitored in situ with excellent time resolution. We precipitated ACP both with
(Ibsen and Birkedal 2010; Ibsen and Birkedal 2012) and without additives (Ibsen
et al. 2016a; Ibsen et al. 2016b); herein we shall only discuss the latter case. Apatite
was obtained by the following reaction sequence:

10CaCl2 C 6M3PO4 C xMOH ! ACP ! HAP (10.1)

where MC is either NaC or KC and the initial calcium concentration was 0.2 M, with
x equaling either 2 or 0 to correspond to stoichiometric HAP (x D 2) or HPO4

2�-
dominated conditions.

Due to the extensive substitution chemistry of apatites, it is essential to carefully
consider which counterions to use. With sodium as phosphate counterion, carbonate
(from dissolved atmospheric CO2) can substitute into the apatite lattice, while with
potassium this does not happen as evidenced by FTIR spectroscopy (Ibsen et al.
2016b). For x D 2 in reaction (1), the initial solution is dominated by phosphate,
while with x D 0, HPO4

2� is the main phosphate species (cf. Fig. 10.1b). In the
phosphate-dominated case, the crystals had a small aspect ratio at early stages,
suggesting that the initial nuclei were close to spherical in shape. They then
rapidly grew along the c-axis and only much slower in the (a,b) plane, resulting
in anisotropic particles. The nanocrystal size and formation kinetics depended on
the choice of the counterion, i.e., sodium or potassium (Ibsen et al. 2016b), with
potassium yielding more slender and longer needles than sodium.

Under HPO4
2�-dominated conditions and with potassium as counterion, the

observed crystallization behavior was very different than in the phosphate-
dominated case discussed above. Figure 10.3 displays some of the kinetic data
obtained at 60 ıC, which we will discuss in some more detail here to illustrate the
large degree of information that can be obtained by high-quality in situ diffraction
methods (Ibsen et al. 2016a). The raw diffraction data show strong scattering signal
of the aqueous solvent (Fig. 10.3a), but it was nevertheless possible to extract high-
quality diffraction data by subtracting the solvent scattering (Fig. 10.3b). Initially,
only the scattering signal of ACP was observed as two broad diffuse maxima at 2™
� 12ı and 18ı. After a while, diffraction peaks from HAP appeared, while no other
crystalline phases could be observed. The data were treated by Rietveld refinement.
The Rietveld scale factor is a measure of the amount of crystalline material present.
As seen in Fig. 10.3c, it increased rapidly to a plateau after a short induction time
and remained constant thereafter, showing that the amount of crystalline material
did not change after this nucleation burst. The nanocrystal size and composition,
however, evolved over longer periods of time. In stark contrast to the phosphate-
dominated situation, the initially detected nanocrystals were highly anisotropic,
only �3.5 nm wide, and almost ten times longer, as shown in Fig. 10.3e, 10.3f.
The shape aspect ratio decreased in two stages, a rapid initial drop followed by a
slower decay (Fig. 10.3e). During the early stage of growth, the chemistry of the
crystals changes drastically. Initially, they were found to be highly Ca deficient as
shown in Figure 10.3d, where the Ca occupation in the HAP unit cell is plotted as a
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Fig. 10.3 In situ X-ray diffraction data on apatite nanocrystal formation under HPO4
2�-

dominated conditions (for explanations see text). Adapted from (Ibsen et al. 2016a) with
permission from the publisher

function of time. There is first a rapid increase in the average calcium content of the
nanocrystals followed by a stage of slower Ca uptake.

This behavior is also reflected in the time evolution of the unit cell parameters
shown in Fig. 10.3g and was interpreted as follows: the initial Ca deficiency is
most likely charge-compensated by hydrogen phosphate resulting in compositions
of the general formula Ca10-y(HPO4)2y(PO4)6-2y(OH)2. The initial highly anisotropic
nanocrystals had a composition close to y D 3, i.e., with all phosphates being
hydrogenated. At later stages of growth, y approached 1. In a simple model,
we assumed that stoichiometric HAP was added to a fully hydrogenated initial
nanocrystal; this allowed predicting the Ca occupancy with the nanocrystal volumes
as obtained from their measured sizes (Fig. 10.3f). A nearly perfect match to the
experimentally determined time evolution of the Ca occupancy was found (Ibsen et
al. 2016a). The presence of HPO4

2� was confirmed by FTIR, an example of which
is shown in Fig. 10.4. As expected with potassium as counterion, no carbonate peaks
are observed, but a clear hydrogen phosphate resonance occurs at ca. 871 cm�1.

OCP has long been suggested to be a precursor phase in biological apatite
formation (Brown and Chow 1976), and more recent Raman spectroscopic studies of
in vitro mineralization experiments point in the same direction (Crane et al. 2006).
However, other evidence indicates that ACP is the relevant precursor material in
biogenic crystallization, as first shown in chiton teeth (Lowenstam and Weiner 1985)
and more recently in the youngest tissue of continuously forming special bones of
zebrafish fin rays (Mahamid et al. 2010) as well as in more common bone (Mahamid
et al. 2011). There has thus been a controversy about whether the initial phase is
indeed ACP/OCP or ACP/nonstoichiometric apatite crystals (Weiner 2006; Grynpas
2007).
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Fig. 10.4 FTIR spectrum of
HAP nanocrystals obtained
under HPO4

2�-dominated
conditions with potassium as
counterion (Adapted from
(Ibsen et al. 2016a) with
permission from the
publisher)

10.5 Confinement Effects

It has become clear that the physical environment plays a key role in deciding how
crystallization proceeds, as documented in particular for the case of biogenic apatite
formation (Weiner and Wagner 1998; Mann 2001; Olszta et al. 2007; Gower 2008).
Rajasekharan and Andersson, for example, have recently reported the formation
of crystalline calcium phosphates from amorphous calcium phosphate within the
pores of polymerized liquid crystals and found that the pore size of aqueous
domains influenced the outcome of crystallization (Rajasekharan and Andersson
2015). Polymerized liquid crystals were obtained by using functionalized Pluronic
F127 (EO100PO70EO100, where EO is ethylene oxide and PO is propylene oxide),
which was crystallized into a hexagonal mesoporous material and then polymerized
to yield covalently cross-linked mesoporous networks with excellent mechanical
stability (He et al. 2015). These structures were infiltrated with acidic calcium and
phosphate solutions at high concentrations. Subsequent exposure to ammonia gas
triggered crystallization through a pH increase, leading to ACP formation in the
pores of the mesoporous scaffold. With pore sizes below �10 nm, nanocrystalline
HAP was obtained, while a mixture of acidic polymorphs (monetite and brushite)
were formed at larger pore sizes (Rajasekharan and Andersson 2015). This method
gave purely artificial materials reminiscent of bone (He et al. 2015). Interestingly,
confinement can also stabilize ACP and influence the alignment and morphology of
the resulting crystals, as shown by Cantaert et al. (2013) using anodized alumina
membranes. Likewise, growth of calcium phosphates on patterned, carboxylate-
functionalized substrates with gelatin as growth modifier results in ultrahigh aspect
ratio nanocrystals oriented perpendicular to the substrate (Tseng et al. 2013). It has
also been proven possible to form apatites as chemical gardens using metal-loaded
gelatin gels as metal reservoirs (Ibsen et al. 2014). All these findings illustrate how
both physical and chemical factors can influence calcium phosphate mineralization.
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10.6 Outlook

While great strides have been made in the understanding of calcium phosphate
mineralization in general and ACP and HAP formation in particular, a range of open
questions remain that need to be addressed in the coming years. As has been argued
throughout this chapter, the strong pH dependence of phosphate speciation suggests
that there is not one universal mechanism of calcium phosphate mineralization.

The nature of ACP remains a mystery and there is a strong need for improved
structural models of ACPs formed under various conditions. With recent develop-
ments in, e.g., pair-distribution function analysis and NMR, it seems likely that this
goal will be attained within a few years.

The prenucleation state and the steps leading to ACP formation remain contested,
and much more work is needed before this part of the calcium phosphate picture
is painted. This problem is challenging for several reasons. First and foremost,
there is a technical challenge: the low solubility of HAP means that solutions
undersaturated with respect to HAP have very low concentrations of the relevant
species, which renders the range of applicable experimental techniques limited.
Secondly, there is a need for establishing widely accepted methodologies for
detecting these phenomena. In the view of the present author, the titration approach
employed by Gebauer et al. (2008) is promising, even though it also suffers from
drawbacks including a varying ionic strength. The next challenge is to identify
which species are present in any detected clusters. As argued above, phosphate
speciation changes drastically with pH. Even when taking into account the possible
change in effective pKa due to coordination by, e.g., calcium, there is likely to be
several types of cluster compositions that will change with pH. The situation is
further complicated by the ability of phosphate to undergo self-oligomerization
through condensation, leading to pyrophosphate and higher polyphosphates that
are both potent inhibitors of crystallization (Omelon and Grynpas 2008; Omelon
et al. 2013) and species that must be considered for a full description of solution
composition. These challenges call for novel and above all systematic approaches
employing several complementary techniques, both experimental and theoretical.

The crystallization process itself also deserves more attention. An exceedingly
large number of additives that affect calcium phosphate crystallization have been
identified. Many of these are of relevance to biomineralization, even though it
remains unclear which species are the main actors in which type of biomineral-
ization. As shown in this chapter, the crystallization kinetics are very diverse and
studying them with in situ techniques provides extremely valuable information,
which ultimately can afford very detailed insights into crystallization pathways
and (with additional model input) shed light on the relative importance of terms
contributing to surface energies (Jensen et al. 2010). Above all there is a need
for systematic studies including variations of the Ca:P ratio, pH, temperature,
and solution composition. This will pave the way for understanding the factors
determining, e.g., nanocrystal morphology evolution.
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Thus, while much has been learned about calcium phosphate crystallization in
the past years, we have only scratched the surface to reveal that much more is yet to
be understood.
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Chapter 11
Control Over Nanocrystalline Apatite
Formation: What Can the X-Ray Total
Scattering Approach Tell Us

José Manuel Delgado-López and Antonella Guagliardi

11.1 Introduction

Biomineralization is the process by which living organisms form composites of
organic molecules and inorganic minerals, often with surprising properties (e.g.
Falini and Fermani 2017, Chap. 9). Examples of mineralized tissues include
exoskeleton for protection (shell), endoskeleton for mechanical integrity (bone),
cutting tool (teeth, claw) and mechanosensor (statolith or otolith) (Mann 2001;
Lowenstam and Weiner 1989). The supramolecular arrangement of inorganic
crystals within an organic matrix leads to the exceptional stiffness and elasticity of
bone, while enhanced mechanical properties are found in mollusc shells, compared
to the rather brittle calcium carbonate mineral (Mann 2001; Lowenstam and Weiner
1989). Understanding the in vivo mechanisms enabling the control over crystal
morphology, size, polymorphism and material properties is of paramount relevance
on both the fundamental knowledge side and as source of inspiration for designing
advanced materials. Indeed, there is an increasing interest in modern chemistry
and materials science to synthetically mimic biomineralized structures and create
new coatings, novel materials or devices for medical applications (Mann 2001;
Lowenstam and Weiner 1989). Bone is one of the most studied mineralized tissues.
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However, many important aspects of its complex mineralization process need further
investigations. A detailed understanding of this complex system requires the use of
advanced techniques that allow the design of time-resolved experiments, as will be
further described.

X-ray and neutron diffraction techniques have traditionally been used to inves-
tigate the apatite crystal structure (Kay et al. 1964; Fratzl 2005). Very recently,
innovative wide-angle X-ray total scattering (WAXTS) techniques have emerged
as a powerful tool to quantitatively characterize different nanocrystalline systems
and nanocomposites (Cernuto et al. 2011; Frison et al. 2013) at the atomic and
nanometre length scale, including nanoapatite (Delgado-López et al. 2014). The
application of these techniques to citrate-covered apatite nanoparticles at different
precipitation times provided a remarkable picture in terms of crystal structure
and defects, stoichiometry (in terms of Ca/P ratio), size and morphology of the
nanocrystalline component(s) while also describing the evolution of the amorphous
component. In this chapter, we briefly present the method of analysis and how
it has been applied to model these complex systems. We also show how the
results have been used, in combination with atomic force microscopy (AFM),
to infer a plausible mechanism able to induce the formation of apatite platelets,
in which citrate played a multiple role. The next important step forward is to
extend this type of studies to the complex collagen-apatite system and elucidate
the early stages of mineral formation within the collagen matrix. However, such
challenging research demands the use of techniques with both high temporal and
spatial resolutions. The design of time-resolved experiments that monitor in real
time the evolution of morphology and crystallinity of the mineral phase, as well as
the structural dynamics of the organic phase, is a must (Dey et al. 2010). Therefore,
a combination of complementary techniques providing structural, morphological
and compositional information while covering a broad range of length and time
scales is required. Future perspectives in this direction are also briefly outlined in
this chapter, focusing specifically on the combination of wide- and small-angle X-
ray scattering. Further combinations with microscopic (AFM) and spectroscopic
(Raman) techniques might really open new scenarios in the physicochemical
characterization of these materials and strongly impact the field of biomineralization
and biomimetic materials.

The chapter is structured in five sections. After this introduction, Sect. 11.2
describes the nucleation and growth mechanisms explaining the formation of apatite
platelets in bone and highlighting the role of citrate in controlling the mineral
formation. Section 11.3 reveals the strengths of the X-ray total scattering approach
for characterizing biomimetic apatites. Section 11.4 is devoted to describing the
biological importance of nanocrystalline apatites, and Sect. 11.5 intends to highlight
the future perspectives in the characterization of bone biomineralization through the
use of time-resolved experiments and combination of complementary techniques.
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11.2 The Formation of Apatite Platelets in Bone: A Still
Unclear Mechanism

Bone has a hierarchic structure with many levels of organization (Fig. 11.1)
(Mann 2001; Lowenstam and Weiner 1989; Rho et al. 1998; Weiner and Wagner
1998; Glimcher and Muir 1984; Olszta et al. 2007; Wegst et al. 2015). Different
supra-fibrillar arrangements coexist and form dense structural hierarchies from the
nanoscopic to the macroscopic length scales (Mann 2001; Lowenstam and Weiner
1989). The building block of this complex architecture at the atomic-nanometre
length scales is the mineralized collagen fibril (Fig. 11.2). Collagen triple helices
are secreted from the cells and self-assemble at the molecular level into a periodic
staggered array forming fibrils. These fibrils exhibit a characteristic banding pattern
of 67 nm, where a densely packed 27 nm-long region (the so-called overlap
zone) alternates with the less-dense 40 nm-long gap zone (Fig. 11.2). This organic
matrix acts as a template where mineral deposition occurs both inside the gap
zones (intrafibrillar mineralization) and between type I collagen (micro)fibrils and
fibres, interfibrillar mineralization, through apparently distinct events (Fig. 11.2)
(Landis and Jacquet 2013). Collagen mineralization has been suggested to form
from a transient calcium phosphate amorphous (ACP) precursor that infiltrates into
the gap regions, driven by electrostatic interactions, and further transforms into
nanocrystalline platelets of apatite (Nudelman et al. 2010; Wang et al. 2012; Olszta
et al. 2007).

Elucidating the mechanisms of biologically controlled mineral formation at
the molecular level is a key issue to unravel common bone diseases and to
design new therapeutic engineered scaffolds for repairing/regenerating hard tissues
affected by pathologies, including bone tumours (Fratzl and Weinkamer 2007;

Fig. 11.1 Structural organization in bone with different levels of hierarchy, from the atomic
(collagen molecule) to the macroscopic (bone tissue) level. The fibres comprise several mineralized
collagen fibrils, composed of collagen molecules (tropocollagen) formed from three chains of
amino acids and nanocrystals of hydroxyapatite (HA), and linked by an organic phase to form fibril
arrays (Reprinted by permission from Macmillan Publishers Ltd: (Wegst et al. 2015), copyright
(2014))
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Fig. 11.2 Schematic view of the 2D and 3D collagen organization and intrafibrillar mineralization
(from left to right). This collagen hierarchical organization is based on the Hodge and Petruska
(Hodge and Petruska 1963) model that suggest the formation of channels or gaps within collagen
arrays. Such channels are considered to be the principal sites in which nucleation of mineral
crystals occurs within collagen. A single collagen molecule (in yellow) is shown at the left of the
diagram. They are assembled into a periodic staggered array forming larger fibrils. These fibrils
exhibit a characteristic banding pattern of 67 nm, with the gap (40 nm) and overlap (27 nm) regions.
Apatite nanocrystals, shown in blue, grow preferentially along their c crystal axis (Reprinted
with kind permission from Springer Science C Business Media from (Landis and Jacquet 2013),
copyright (2013))

Palmer et al. 2008). Indeed, significant efforts have been directed towards an
improved understanding of bone formation process. Although during the past
years new insights have been reported, much debate still persists concerning the
chemical nature of the first mineral formed, the factors controlling the initial
deposition and growth of crystals and the role of the organic matrix [i.e. collagen,
non-collagenous proteins (NCPs) and small molecules] (Boskey 1998). Numerous
studies suggest that both collagen and NCPs may be involved in different steps of
bone mineralization, such as the formation of the ACP precursor phase, its further
transformation and organization of the final apatite crystals (e.g. Landis and Jacquet
2013; Palmer et al. 2008; George and Veis 2008).

However, many of these issues remain unclear and are still under discussion. For
instance, spherical ACP particles are reported at the early stages of the precipitation
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process, whereas apatite platelets are observed as the final crystalline product
(Nudelman et al. 2010; Wang et al. 2012; Mahamid et al. 2010). The platy shape
of the mineral plays an important role in determining the unique functional and
mechanical properties of bone (Eppell et al. 2001; Fratzl et al. 2004). Nevertheless,
the mechanism underlying the ACP-to-apatite transformation and clarifying the
origin of platy apatite crystals has never been directly detected neither in vivo nor in
vitro experiments. Apatite platelets do not develop normally to the crystallographic
c-axis of the hexagonal apatite crystal structure (space group P63/m) (Kay et al.
1964; Elliott et al. 1973; Leventouri 2006), therefore they break the hexagonal
crystal symmetry (Fig. 11.3) through a mechanism that, so far, has remained elusive.
Interestingly, the role of small organic molecules, such as citrate, has traditionally
been overlooked. Nonetheless, it is well documented that citrate is an important
component (Hartles 1964) accounting for 2 % weight of bone (Davies et al. 2014),
a concentration 5–25 times higher than that occurring in most of other tissues
(Hartles 1964). This suggests that citrate might have a broader role to play than it has
been thought to date and even directly intervene in bone mineralization. However,
how, and to what extent, citrate ions influence nucleation and crystal growth in the
absence of other organic constituents is difficult to disentangle in biological systems
and only rarely explored in synthetic models (Hu et al. 2011; Delgado-López et al.
2012, 2014; López-Macipe et al. 1998). Recently, solid-state NMR studies on
biological samples have confirmed the relatively large amount of citrate in bone and
pointed out that it is strongly bound to the surface of apatite nanocrystals, controlling
their shape and size (Hu et al. 2010). According to Schmidt-Rohr and co-workers
(Hu et al. 2010), the distance matching between carboxylate groups in citrate and
pairs of neighbouring Ca2C ions at the (10–10) facet of the apatite crystal causes
citrate to be strongly bound to those facets and to block growth along this direction,
thus limiting the platelet thickness (Fig. 11.3). In support of this hypothesis, Xie
and Nancollas (Xie and Nancollas 2010) outlined the differences between bone and

Fig. 11.3 Schematic of apatite-bound citrate interacting with Ca2C on two surfaces of high
morphological importance of an idealized bone apatite nanocrystal, at a realistic citrate surface
density of ca. 1/(2 nm)2. Calcium ions, blue-filled circles; P, green (omitted on the top surfaces);
OH�, pink dots; phosphate oxygen, omitted for clarity (Adapted from (Hu et al. 2010), copyright
(2010), with permission from the National Academy of Sciences)
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tooth enamel. In the latter case, a rod-like crystal morphology is found owing to
the much lower content of citrate in saliva and the mismatch between carboxylate
groups and the Ca distances at the crystal surface of fluorapatite. However, citrate
ions are not expected to drive, alone, the crystal morphology to platelets, as the
reported distance-matching criterion would apply in the same manner to all six,
symmetry-equivalent, hexagonal facets of the apatite structure, not only to the
(10–10) facet, as suggested by Schmidt-Rohr and co-workers (Hu et al. 2010).

11.3 Analysis of Citrate-Controlled Apatite Nanocrystals
Through WAXTS Techniques

Wide-angle total scattering techniques offer the unique advantage, compared to
conventional diffraction, of treating Bragg and diffuse scattering (originating from
long-range order and short-range effects, respectively) on an equal footing (e.g.
Cernuto et al. 2011; Frison et al. 2013; Delgado-López et al. 2014). The total
scattering method is based on the Debye scattering equation (DSE) (Debye 1915),
through its new and fast implementation available in the Debussy suite of programs
(Cervellino et al. 2010; Cervellino et al. 2015). Debye’s formula is known since
1915 and has the advantage of simultaneously modelling the coherent Bragg and
diffuse scattering of a sample, regardless of their ordered or disordered atomic
arrangement. The formula can be easily derived by applying the fundamentals of
the radiation-matter interaction (Cervellino et al. 2012), eventually providing the
average differential cross-section of a collection of randomly oriented nanoparticles
(like an ideal powder) as a function of the distribution of interatomic distances, as
follows:
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where Q D 2 q, q D 2sin � /� is the length of the reciprocal scattering vector, �
is the radiation wavelength, fj is the atomic form factor, dij is the interatomic
distance between atoms i and j and N is the number of atoms in the nanoparticle. In
Eq. 11.1, T and o describe thermal vibrations (or static disorder) and partial site
occupancy factors, respectively, which can be adjusted for each atomic species.
The first summation addresses the contribution of the (zero) distances of each
atom from itself, and the second summation (the most important interference term)
accounts for the non-zero distances between pairs of distinct atoms. However, in the
original formulation of the DSE, extremely long computational time is an intrinsic
problem due to the huge number of distances to be considered upon increasing the
nanoparticle linear size D (from D2 to D6 for ordered and fully disordered materials,
respectively). It is crucial to make such calculations fast enough to deal with a
population of many nanocrystals and to use iterative algorithms for the optimization
of model parameters. Cervellino et al. (Cervellino et al. 2006) developed an original
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approach, which makes use of sampled interatomic distances instead of the original
ones, reducing thus the number of terms in the Debye equation by orders of
magnitude, without losing accuracy in the pattern calculation.

Using the DSE approach and synchrotron data, Guagliardi et al. characterized
bio-inspired apatite nanoparticles, synthesized in the presence of citrate ions as
described in Sect. 11.4 and precipitated at increasing maturation times (5 min, 4 h
and 96 h), either in the absence (Ap) or presence (cAp) of carbonate (Delgado-
López et al. 2014). Briefly, the most important steps of the DSE modelling are here
summarized: (1) Two populations of atomistic nanocrystal models were generated
using the crystal unit cell of a Ca-deficient hydroxyapatite as the building block
(Leventouri et al. 2003). Hexagonal prisms and platy crystals (insets 1 and 2 in
Fig. 11.4a) of increasing size were grown through a layer-by-layer construction
along two independent directions, one parallel to the sixfold c-axis and the second

Fig. 11.4 (a) Best fit of the cAp 5 min sample provided by the DFA method. The ACP trace is
also represented (agreement indices: GoF D 5.34, Rwp D 3.80). The inset shows the hexagonal (1)
and platy morphologies (2) of Ca-deficient hydroxyapatite crystals used in the DFA modelling. (h,
k, -h-k, l) indices of the most relevant crystal facets are also provided. (b) Average thickness of
crystal domains provided by the DFA method (TDFA) vs. the average thickness of nanoparticles
provided by AFM (TAFM), (c) average length of crystal domains (LDFA) vs. the average length
of nanoparticles (LAFM) and (d) average width of crystal domains (WDFA) vs. the average width
of NPs (WAFM). The vertical and horizontal bars depict the DFA- and AFM-derived distributions
about each average. The broken line is a guide to the eye to easily identify samples having very
similar DFA- and AFM-derived dimensions (Adapted from (Delgado-López et al. 2014), copyright
(2014), with permission from John Wiley & Sons)
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one in the orthogonal ab-plane. In order to avoid the introduction of a too
complex trivariate size distribution function, platelets were dealt with through the
construction of nanocrystals having anisotropic parallelogram-shaped bases with
fixed 1:2 a:b ratio, which were used together with the hexagonal base prisms and
constrained to the same nanocrystal size distribution and stoichiometry values, in a
biphasic (crystalline) pattern model. This approximation allowed the quantification
of the shape anisotropy of the ab-base (in addition to the anisotropy due to the
crystal elongation in c direction) without introducing many unnecessary parameters.
(2) The sampled interatomic distances of each nanocrystal were computed and
stored in suitable databases. (3) An additional amorphous phase was modelled by
suitably scaling the experimental ACP diffraction curve (blue line in Fig. 11.4a). (4)
To best match the experimental traces, parameters modelling the nanocrystal size
distribution and the site occupancy factors of Ca ions were also refined.

The best pattern model of the cAp 5 min sample is shown in Fig. 11.4a. For each
data set, the above-mentioned Debye function analysis (DFA) provided relevant
structural and microstructural information such as the relative abundance of ACP
and hexagonally/platy-shaped nanocrystals as well as the average crystal size and
shape, as will be further presented in the next section.

11.4 Bio-inspired Apatites: Biological Importance
and Synthetic Routes

Bone apatites are calcium-deficient plate-shaped nanocrystals, usually incorporating
other ions into the crystalline structure, such as carbonate (4–6 %), Na (0.9 %)
and Mg (0.5 %), among others (Mann 2001; Lowenstam and Weiner 1989).
These features are responsible for the relatively high solubility of bone apatite
compared to the stoichiometric and highly crystalline geological hydroxyapatite
[HA, Ca10(PO4)6(OH)2]. Synthetic analogues, the so-called biomimetic apatite,
exhibit excellent biological properties such as biocompatibility, bioactivity, lack
of toxicity, absence of inflammatory and immune responses and relatively high
bioresorbability (Gómez-Morales et al. 2013). Other interesting characteristic of
nanocrystalline apatites is their surface reactivity and capability to bind a wide
variety of (bio)molecules. This is due to their high surface-to-volume ratio and a
peculiar surface state involving a non-apatitic hydrated ionic layer with labile ions
(Rey et al. 2007). All these features make nanocrystalline apatites ideal materials
for medical applications spanning from regenerative medicine and bone tissue
engineering to drug delivery. The possibility of using nanocrystalline apatites as
carriers for local and controlled delivery of drugs is also very attractive, because of
their easily tunable physical-chemical features (i.e. size, morphology and surface
composition) and pH-dependent solubility (Wang and Nancollas 2008). This latter
property is particularly interesting since the pH in the extracellular environments of
solid tumours, and in particular within the endosome-lysosome cell compartment,
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is lower (around 5) than the physiological pH, thus enabling a preferential active
drug release from the apatite surface in the tumour microenvironment (Delgado-
López et al. 2013; Ren et al. 2011). This controlled drug release can be enhanced
by coupling the nanocrystals with specific moieties for cell targeting (Iafisco et al.
2013).

Thus, the design of novel routes, inspired by nature, for the synthesis of nanocrys-
talline apatites with tailored features can open numerous possibilities of preparing
optimal devices in medical sciences. Furthermore, synthetic apatites can be used
as model systems for gaining new insights on the biomineralization mechanisms of
living organisms, as previously pointed out, still far from being fully understood. In
the last years, many strategies have been proposed to prepare synthetic nanosized
apatite crystals (e.g. Gómez-Morales et al. 2013; Dorozhkin 2010). However, the
preparation of biomimetic apatites is still considered a scientific and technological
challenge (Sanchez et al. 2005). The use of organic molecules for the generation
of inorganic materials with nanosized dimensions is an interesting strategy which
has been receiving increased attention over the last decade. In this view, the role
of citrate in controlling and stabilizing the size of bone apatite nanocrystals, as
described in the previous section, is a biologically inspired lesson learned from
nature, which can be developed into an advanced strategy to control nanomaterial
fabrication (Xie and Nancollas 2010). Indeed, the synthesis in the presence of
citrate provides bio-inspired citrate-covered nanocrystalline apatite with features
very similar to that of biological apatite (Delgado-López et al. 2012, 2014). Citrate
anions, which act as calcium-complexing agent, avoid the instantaneous calcium
carbonate or calcium phosphate precipitation at room temperature. Temperature
increase causes the destabilization of the Ca-citrate complex allowing a gradual
release of Ca2C ions into the solution which, in the presence of phosphate groups,
form the hydroxyapatite growth units [CaPO4]� and [CaHPO4]0 (Lazic 1995). On
this basis, a protocol was proposed to obtain citrate-functionalized nanocrystalline
apatite with controlled size, crystallinity and composition (Delgado-López et al.
2012). This protocol has been used to prepare the samples characterized by WAXTS
techniques, as described in Sect. 11.3.

The DFA results showed that ACP is a minor component slowly decreasing upon
maturation; nanocrystals of platy shape represent nearly the total fraction of the
crystalline components after 5 min of maturation and tend to decrease with time;
the hexagonally shaped nanocrystals become the major component after 96 h. Upon
maturation, more stoichiometric crystals of progressively larger sizes along the two
(or three, for platelets) growth directions are found; all samples show a very narrow
size dispersion in the ab-plane, evidencing the action of citrate in controlling the
growth along this direction; in cAp, crystals are systematically smaller and less
anisotropic than in Ap.

Average sizes and shape distributions of crystal domains extracted from
WAXTS were compared to multidomain nanoparticles measured by AFM. The
sub-nanometre vertical resolution (better than 0.1 nm) of the AFM images
allowed to obtain reliable values of the nanoparticle thickness (TAFM). Figure 11.4
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shows the comparison of the average thickness (TDFA), width (WDFA) and length
(LDFA) of crystal domains provided by DFA and those determined by AFM
on single nanoparticles (TAFM, WAFM, LAFM), regardless of their amorphous
or crystalline nature. Importantly, crystal thickness systematically fits that of
nanoparticles (TDFA � TAFM) until 4 h maturation (Fig. 11.4a), while width and
length were systematically smaller in crystals than in nanoparticles (WDFA < WAFM

and LDFA < LAFM, Fig. 11.4b, c). This finding indicates that at low and medium
maturation time, the nanoparticles must be single crystal domains along the
thickness and multiple crystal domains along the width and length. The coincidence
of TDFA and TAFM, moreover, suggests that crystals are oriented with their (01–10)
plane parallel to the nanoparticle surface imaged by AFM. The formation of
multidomain nanoparticles along the c-axis following a nonclassical oriented
attachment mechanism was further observed by high-resolution transmission
electron microscopy (HRTEM) (Iafisco et al. 2015).

On the basis of the above-described results, a plausible mechanism was proposed
for the formation of apatite platelets with citrate playing multiple roles. Sodium
citrate crystals precipitated at the earliest stages (López-Macipe et al. 1998) are
thought to act as a template triggering the heterogeneous nucleation of sub-
nanometre ‘clusters’ which aggregate laterally and form ACP particles with unusual
platy morphology (Delgado-López et al. 2014). The partial dissolution of this
template, induced by the drop of pH and temperature, favours the release of
Hcit2�/cit3� ions, which partially bind to the ACP platelets inhibiting further plate
thickening and nanoparticle aggregation. Apatite crystallization starts within each
ACP platelet. Here, crystals nuclei grow along both the c-axis and, isotropically,
along the a- and b-axes until the ACP platelet surface is reached. Citrate ions
strongly bound to surface Ca2C on the free f10–10g crystal facet stop any further
growth in this direction (thickness), while amorphous-to-crystalline transformation
can continue in the other two directions (length and width) where untransformed
ACP remains. Platy crystals of the same thickness as ACP platelets are thus
formed at short maturation times. Upon maturation, dissolution and recrystallization
phenomena are likely to take place, and more stoichiometric rod-like hexagonally
shaped crystals eventually become the dominant morphology.

Supplementary HRTEM studies on the same samples have also shown the
occurrence of oriented attachment phenomena with formation of particles elongated
along the c-axis and interacting through the f0001g facets (not covered by citrate).
The reduction of the overall crystal surface free energy is supposed to act as the
driving force of such head-tail attachment (Tao et al. 2007; Iafisco et al. 2015).

However, as far as the origin of the platy morphology of apatite nanocrystals is
concerned, other routes in vivo or different biomimetic-like syntheses cannot be
excluded. Worth of note is the transient formation of an octacalcium phosphate
(OCP) precursor (Drouet 2013; Davies et al. 2014), which also exhibits a platelike
morphology and might hydrolyze to apatite in a topotactic process, thus without
major morphological changes.
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11.5 Outlook: Time-Resolved Experiments and Combination
of WAXTS with Complementary Techniques

For an exhaustive characterization of complex systems like bone, a combination of
complementary techniques, which cover a broad range of length scales, is needed.
Additionally, the greatest challenge of studying the early stages of mineral formation
demands the use of techniques with high temporal resolution and the design of in
situ experiments.

The limited access to the low-angle region by WAXS techniques can be comple-
mented by small-angle X-ray scattering (SAXS) measurements. This combination is
particularly interesting for hybrid materials with multiple length scale such as bone.
Indeed, SAXS is sensitive to both the nanoscale apatite size (5–50 nm) as well as the
collagen D-band pattern (67 nm) and collagen fibrils packing (Fig. 11.5). SAXS has
traditionally been used to investigate the size and morphology of the nanosized min-
eral in bone tissue (Weiner and Wagner 1998; Fratzl et al. 1996; Fratzl 2005). Pilot
ex situ WAXS experiments on synthetic collagen fibrils mineralized in the presence
of citrate have shown, in the very low-angle region, the peak originating from the
near-neighbour equatorial collagen distance simultaneously to the appearance of
the ACP precursor, clearly visible at wider angular regions (Fig. 11.5) (Delgado-
López et al. 2016). Therefore, using combined SAXS/WAXS in situ experiments,
the structural changes of the mineral component can be investigated while mapping
the evolution of collagen fibrils during their mineralization.

Confocal Raman spectroscopy is also a powerful tool for studying the mineral
formation in the presence of collagen (Fig. 11.5c). Raman signals can be collected
from both the collagen matrix and the mineral components. Additionally, since
water is a weak scatterer of Raman signal, this spectroscopy is especially suitable
for in situ mineralization experiments in aqueous solutions. The variations in the
collagen fibrils caused by the intrafibrillar mineralization can be attained by shifts in
the position of the following collagenous peaks: proline, amides, CH2 deformation
(•CH2) and CH/NH stretching (Buckley et al. 2012) (Fig. 11.5c). On the other hand,
the formation of the amorphous precursors can be witnessed by the appearance
of the phosphate peak at ca. 952 cm�1 (�1PO4, symmetric stretching) (Ramírez-
Rodríguez et al. 2013). The further amorphous-to-crystalline transformation causes
its blueshift from 952 cm�1 (ACP) up to 961 cm�1 (apatite) (Ramírez-Rodríguez
et al. 2013).

Size and morphology data of nanocrystalline apatite can be also extracted from
AFM. The sub-nanometre vertical resolution (better than 0.1 nm) is of particular
relevance for obtaining reliable values of the nanoparticles thickness (Delgado-
López et al. 2014), which are almost impossible to be accurately determined by
other techniques such as electron microscopies. Time-lapse AFM is also a very
promising approach for observing the biomineralization of collagen in real time
with high spatial resolution (in the sub-nanometre range). For instance, using this
technique, Cisneros et al. have directly observed the self-assembly of collagen type
I molecules into fibrils (Cisneros et al. 2006). The high resolution of their AFM



Fig. 11.5 Advanced techniques for characterizing the complex dynamics of bone biomineraliza-
tion. (A) SAXS measurements sensitive to nanoscale mineral size, collagen D-band architecture
(D) and later collagen fibrils packing (d). (B) WAXTS experiments providing information at the
atomic and nanometre scales of both collagen and nanocrystalline apatite. Figure (a) shows the
WAXTS patterns of collagen fibrils and mineral component; figure (b) (see also (Delgado-López
et al. 2014)) shows the diffraction pattern of nanocrystalline apatite precipitated in the presence
of citrate and its best fit as provided by DFA method: experimental powder diffraction pattern
(empty circles), model pattern with its amorphous precursor (solid lines) and residual between
experimental and model patterns (bottom). The inset shows the average size and shape of the
nanocrystals as extracted from DFA. (C) Raman microspectroscopy set-up to monitor in situ the
mineralization of collagen. Raman spectrum of a mineralized collagen fibril showing the typical
collagen peaks and the main phosphate band of apatite at 960 cm-1. (D) AFM set-up to visualize
in real time the collagen self-assembly (over mica) and mineralization using a fluid cell. AFM
images (a, b) show the lateral assembly of collagen in contact with a buffer solution (pH 9.2,
50 mM glycine, 200 mM KCl) (unpublished results). The D-band periodicity (67 nm) of single
fibrils is clearly observed (inset, image b)
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topographs revealed substructural details of the D-band architecture of the fibrils
forming the collagen matrix in contact with a buffer. However, the self-assembly
and mineralization processes have never been simultaneously observed by AFM.
Hence, WAXTS, SAXS and high-resolution AFM imaging could be synergistically
combined to enhance the fundamental knowledge on the biomineralization of
collagen at atomic and nanometre length scales.
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Chapter 12
Calcium Sulfate Precipitation Throughout
Its Phase Diagram

Alexander E.S. Van Driessche, Tomasz M. Stawski, Liane G. Benning, and
Matthias Kellermeier

12.1 Introduction

Over the past decade, significant progress has been made in our understanding of
crystallization phenomena. In particular, a number of precursor and intermediate
species, both solutes and solids, and either stable or metastable (or even unstable),
have been identified. Their existence extends the simplified picture of classical
nucleation and growth theories toward much more complex pathways. These
newly found species include various solute clusters, liquid-like phases, amorphous
particles, and metastable (often nanosized) crystalline polymorphs, all of which
may exist for different periods and may convert into one another depending on the
chosen conditions (see, for instance, De Yoreo et al. 2017, Chap. 1; Wolf and Gower
2017, Chap. 3; Rodriguez-Blanco et al. 2017, Chap. 5; Birkedal 2017, Chap. 10;
Reichel and Faivre 2017, Chap. 14, and references therein). Quite naturally, most
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of the key observations supporting these alternative crystallization mechanisms
were derived for (bio)minerals such as calcium carbonate or calcium phosphate,
due to their great relevance for global carbon cycling and ocean chemistry as well
as biomimetic materials chemistry, as was documented in many of the previous
chapters in this book. In the quest to better understand such alternative pathways,
other likewise important minerals have been neglected and only slowly these move
into the focus of more detailed investigation. One such example is calcium sulfate,
a compound of considerable interest for both industrial applications and geological
environments. Recent studies have indicated that the formation of this mineral can
also occur via a multistage pathway, again confirming that the crystallization of
sparsely soluble salts is far more complex than pictured by standard models found
in general mineralogy textbooks.

The foremost aim of this chapter is to review the current state of knowledge
on the process of calcium sulfate precipitation from solution. Following a brief
introduction to the mineralogy and relevance of calcium sulfates, we will focus
on two main aspects: (1) the phase diagram of the CaSO4–H2O system (including
solubilities and relative stabilities of the different mineral phases as a function of
temperature, pressure, and salinity) and (2) the mechanisms of CaSO4 nucleation
and growth, both from a classical perspective and in view of recently gained insights,
again considering the influence of different solution conditions. Eventually, an
attempt will be made to unify the various reported observations toward an integrated
model for the formation of calcium sulfates, not forgetting however to also highlight
some central questions still open for further research.

12.1.1 CaSO4 Mineralogy and Structure

Calcium sulfate can exist in various structural forms. In the presence of water, three
distinct crystalline phases occur, differing in their degree of hydration: gypsum,
the dihydrate (CaSO4 � 2H2O), bassanite, the hemihydrate (CaSO4 � 0.5H2O), and
anhydrite, the anhydrous form (CaSO4). The crystal structures of these three
main phases are shown in Fig. 12.1. In addition to the water content, there are
further structural and/or morphological differences between crystals belonging to
the respective hydrate family (Table 12.1). Anhydrite, for example, comprises
three different polymorphs: (1) the AIII phase, or ”-anhydrite, with hexagonal
symmetry (obtained when water is quantitatively removed from bassanite by drying,
but generally metastable); (2) the AII phase, or “-anhydrite, with orthorhombic
symmetry (the thermodynamically stable phase at temperatures <1200 ıC); and (3)
the AI phase, or ’-anhydrite, with trigonal symmetry (formed when “-anhydrite
is heated above 1200 ıC and replacing “-anhydrite as stable phase at higher
temperatures) (Chang et al. 1996).

Since orthorhombic anhydrite is the only phase that precipitates spontaneously
from aqueous solutions, the other polymorphs will not be considered further in this
chapter.

In the case of bassanite, there is a distinction into ’- and “-hemihydrate based on
the way of production (Lewry and Williamson 1994; Singh and Middendorf 2008).
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Fig. 12.1 Structural motifs of the three main calcium sulfate phases, gypsum, bassanite, and
anhydrite (AII form). Tetrahedra are sulfate ions, large spheres are Ca ions, and arrows indicate
water sheets and channels in the gypsum and bassanite structures, respectively (Images were drawn
with VESTA (Momma and Izumi 2011))

The two types of bassanite differ primarily with respect to the shape of the crystals
(’ being more prismatic than “), their reactivity in contact with water (Lewry and
Williamson 1994), and the mechanical properties of the final product (Satava 1970).
Whether or not there are true structural differences between the two forms is still
under debate (Singh and Middendorf 2008, and references therein). In addition, it
has been reported that the actual water content in the bassanite structure can vary
over a quite broad range (CaSO4 � xH2O, where 0 � x � 0.8, in particular 0.5–0.8),
likely due to the fact that variable amounts of water can be accommodated in the
channels of the lattice (which at low values of x resembles that of ”-anhydrite)
(Abriel 1983; Lager et al. 1984). However, based on single-crystal refinement
and structure optimization by DFT calculations, a recent study concluded that
hemihydrate should contain exactly 0.5 water molecules per formula unit and that
subhydrates with a crystal water content of more than 0.5 per CaSO4 are unlikely
(Weiss and Bräu 2009).

12.1.2 Calcium Sulfate in Natural Environments

Gypsum and anhydrite are the most abundant sulfate minerals in the Earth’s crust
and frequently occur in evaporitic environments (e.g., Warren 2006), such as the
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Table 12.1 Overview of the different calcium sulfate phases

Phase Common name(s) Formula Stability range Remarks

Gypsum Selenite,
alabaster

CaSO4 � 2H2O <60–90 ıC in air
<40–60 ıC in H2O

Formed
spontaneously
upon precipitation
from solution
under ambient
conditions

Bassanite Hemihydrate ’-CaSO4 � 0.5H2O Metastable in H2O Formed by
heating gypsum in
air at >60–90 ıC;
readily rehydrates
to gypsum

Plaster of Paris “-CaSO4 � 0.5H2O Metastable in H2O Formed by
heating gypsum in
water at >90 ıC;
readily rehydrates
to gypsum

Anhydrite AIII, Soluble
anhydrite

”-CaSO4 Metastable in H2O
and air

Formed by
heating gypsum in
air at
>100–130 ıC;
readily rehydrates
to hemihydrate or
gypsum

AII, Insoluble
anhydrite

“-CaSO4 Stable <�1200 ıC Natural anhydrite
formed at the
Earth’s surface

AI ’-CaSO4 Stable >�1200 ıC Converts
immediately into
“-CaSO4 on
cooling below
�1200 ıC

Modified after Osinski and Spray, 2003

large deposits formed during the Messinian salinity crisis event (�5.3 million years
ago), during which the majority of the Mediterranean evaporated and produced
huge amounts of gypsum (Ryan 2009). Both gypsum and anhydrite are also present
in low-temperature hydrothermal zones (Blount and Dickson 1969), with one
spectacular example being the giant gypsum crystals found along with considerable
amounts of anhydrite inside the Naica Mine in Chihuahua, Mexico (Garcia-Ruiz
et al. 2007; Van Driessche et al. 2011). Recently, considerable quantities of gypsum
have also been discovered on Mars (Langevin et al. 2005). As opposed to gypsum
and anhydrite, bassanite is a very rare mineral on Earth (Allen and Kramer 1953;
Apokodje 1984; Peckmann et al. 2003), but significant amounts have been detected
on Mars (Wray et al. 2010) as well as in Martian meteorites (Ling and Wang 2015).

In addition to the geological occurrences mentioned above, calcium sulfates
can also be found as structural components associated with living organisms.
For example, two classes of medusae (Scyphozoa and Cubozoa) use bassanite
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for gravitational sensing (Tienmann et al. 2002; Becker et al. 2005; Boßelmann
et al. 2007), and there is evidence for the presence of bassanite in the so-called
“toothbrush” tree in Africa (Dongan et al. 2005). Also noteworthy is the frequent
occurrence of gypsum-rich microbialites (e.g., stromatolites), both in past- and
present-day evaporitic environments (Rouchy and Monty 2000). However, the role
that microorganisms played in the formation of these structures is still under debate.
In any case, compared to carbonates (see Falini and Fermani 2017, Chap. 9),
phosphates (see Birkedal 2017, Chap. 10; Delgado-Lopez and Guagliardi 2017,
Chap. 11), silicates (see Tobler et al. 2017, Chap. 15), or iron oxides (see Reichel and
Faivre 2017, Chap. 14; Penn et al. 2017, Chap. 13), the number of living organisms
that decided on sulfates as their biomineral of choice is minimal.

12.1.3 Relevance of Calcium Sulfate for Industrial
Applications

Calcium sulfate is an important industrial material, with more than 100 million
tons annually consumed worldwide (Sharpe and Cork 2006). While gypsum and
anhydrite are mainly extracted from their abundant natural resources (or gained
as by-products of other processes, e.g., in the industrial synthesis of several acids
or during flue-gas desulfurization in coal-fired power plants), bassanite is usually
obtained by partial dehydration of gypsum through heating at temperatures between
80 and 180 ıC. Despite this cost- and energy-intensive process, hemihydrate remains
one of the most extensively produced inorganic materials due to its relevance
for the construction industry, where it is used on large scales as a binder in
cements, mortars, or stucco (bassanite is often referred to as plaster of Paris).
Anhydrite is likewise a common component of cementitious products like binders
or adhesives. Finally, gypsum finds broad application in the agricultural (e.g., as
soil conditioner), food (e.g., as flocculant), and pharmaceutical (e.g., as inert filler
material) sectors (Sharpe and Cork 2006). Given this wide scope of possible uses,
it is evident that there is an industrial demand for the design of simple and efficient
protocols providing control over the phase composition, size, and morphology of
CaSO4 crystals, which may be achieved via solution precipitation if the underlying
mechanisms are properly understood.

On the other hand, solid calcium sulfates also pose a severe problem to the
industrial sector, as they represent recurrent scalants in several important processes,
such as water purification in desalination plants, oil recovery, and mining activities
(Ahmed et al. 2004; Mi and Elimelech 2010, Lu et al. 2012). Here, unwanted precip-
itation in pipes and on heat exchanger surfaces leads to incrustation, which causes
a loss of efficiency or even costly downtimes for cleaning (with anhydrite being
the major scale-forming phase at temperatures >100 ıC and gypsum prevailing at
lower temperatures). Therefore, considerable efforts are made to develop advanced
strategies to prevent or retard crystallization under process conditions, which again
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demands (or at least would benefit from) detailed insights into the mechanisms
at work. Another challenge related to calcium sulfates is the role that gypsum
crystallization plays in the deterioration of building materials (e.g., concrete, mortar,
marble, etc.) during sulfate (Neville 2004) or acid (Charola et al. 2007) attack. The
latter is of increasing importance due to the continuing acidification of rainwater.

12.2 The CaSO4–H2O Phase Diagram

12.2.1 Solubility

In order to understand, and eventually control, the precipitation of calcium sulfates
from solution, it is essential to know the phase diagram of the system, as this
provides thermodynamic information on relative phase stabilities. Together with
kinetic factors, these will determine the outcome of any crystallization process.
The intersections of the solubility curves of different possible phases indicate
the transition temperatures and thus define their corresponding thermodynamic
stability field during precipitation from aqueous solution. Precise knowledge of
these transition temperatures is of great relevance for understanding under which
conditions evaporites (gypsum/anhydrite) have formed in the geological record,
but equally also for optimizing the production/application of calcium sulfate-based
materials (gypsum/bassanite and anhydrite/bassanite) in industrial processes. Not
surprisingly, the solubility of solid CaSO4 phases has been investigated extensively,
with the first systematic works on the CaSO4–H2O system dating back to the
late nineteenth century (e.g., Marignac 1874; Raupenstrauch 1885), followed by a
plethora of studies in the twentieth century. Considerable effort was also devoted
to the solubility in multicomponent systems, i.e., in the presence of other salts
(e.g., Posnjak 1938; Bock 1961), and the effect of pressure (e.g., Dickson et al.
1963; Monnin 1990). Figure 12.2 shows a comprehensive overview of the solubility
of the three relevant phases as a function of temperature and salinity, including
both experimental and calculated data (using the PHREEQC speciation software
(Parkhurst and Appelo 1999)).

Although most experimental measurements are in relatively good agreement with
each other, still a considerably broad range of solubility data exists for all three
phases (shaded areas in Fig. 12.2a). Quite remarkably, the same conclusion has
already been drawn as early as 1902 by Hulett and Allen, who stated: “Although
the solubility of the substance CaSO4 has been the subject of investigation by
many careful workers, the results vary widely, while the experimental errors
are comparatively small.” The marked spread among the reported experimental
solubility values, as well as those derived from thermodynamic predictions, leads
to a distinct uncertainty in the transition temperatures of gypsum to anhydrite and
hemihydrate to anhydrite. Consequently, the stability regions of the different phases
in the CaSO4–H2O system are still rather ill-defined.



12 Calcium Sulfate Precipitation Throughout Its Phase Diagram 233

Fig. 12.2 Solubility curves for (a) gypsum, bassanite, and anhydrite (AII form) in pure water
at different temperatures and (b) gypsum and anhydrite (AII form) as a function of salinity at
ambient temperature. Both plots contain experimental data extracted from the literature (dots). The
lines in (a) represent solubility curves calculated using the PHREEQC (dotted lines) and LLNL
(dot-stripe lines) databases. The shaded areas in (a) are a visual aid highlighting the range of the
reported experimental solubility data. The black box in (a) highlights the uncertainty range of the
gypsum/anhydrite transition temperature. The black arrow in (b) marks the expected transition
temperature at 25 ıC and �4 M NaCl. Experimental data were taken from: Poggiale (1843),
Marignac (1874), Droeze (1877), Tilden and Shenstone (1984), Raupenstrauch (1885), Boyer-
Guillon (1900), Cameron (1901), Hulet and Allen (1902), Melcher (1910), Hall et al. (1926), Hill
(1937), Hill and Wills (1938), Partridge and White (1929), Roller (1931), D’Ans (1933, 1968),
Booth and Bidwell (1950), Madgin and Swayles (1956), Bock (1961), Dickson et al. (1963),
Marshall et al. (1964), Zen (1965), Marshall and Slusher (1966), Power et al. (1964, 1966), Block
and Waters (1968), Blount and Dickson (1969, 1973), Culberson et al. (1978), Innorta et al. (1980),
Kontrec et al. (2002), and Azimi and Papangelakis (2010)

12.2.2 Phase Transition Temperatures

Gypsum/Anhydrite The temperatures for the gypsum/anhydrite transition have been
extensively studied due to its relevance for understanding the evolution of evaporitic
deposits. Van’t Hoff and coworkers were the first to address this issue in detail
using experimental measurements and thermodynamic calculations and proposed
a range of 60–66 ıC for the transition temperature (van’t Hoff et al. 1903; see
also black box in Fig. 12.2a). Since then, a large number of related experimental
and theoretical studies have been performed. The resulting transition temperatures
are summarized in Table 12.2. They can be roughly divided into two groups,
centered around 42 and 58 ıC, respectively. The main challenge, standing in the
way of a more precise determination of the transition temperature, is the very
slow dissolution/growth kinetics of anhydrite at temperatures lower than �80 ıC,
i.e., anhydrite remains metastable in either under- or supersaturated solution and
true thermodynamic equilibrium is difficult (or even impossible) to reach in a
reasonable period of time. One way to circumvent this problem is to precisely
measure anhydrite solubility at higher temperatures (faster kinetics) and then
extrapolate to lower temperatures. However, this method also suffers from obvious
drawbacks (such as the extrapolation of data) and depends on precise knowledge
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Table 12.2 Reported values for the gypsum/anhydrite transition temperature in water

Authors
Transition
temperature/ıC Method

Van’t Hoff et al.
(1903)

60–66 Experiments and thermodynamic calculations

Partridge and
White’s (1929)

38–39 Solubility measurements of anhydrite at high
temperature and extrapolation

Hill (1937) 42 ˙ 1 Solubility measurements of anhydrite at lower
temperatures (65, 45, and 35 ıC) and interpolation

Posnjak (1938) 42 ˙ 2 Solubility measurements
Kelly et al. (1941) 40 Measurements of thermochemical properties of solid

gypsum and anhydrite and calculation of the
transition temperature

Bock (1961) 42 Solubility measurements of anhydrite and gypsum
Marshall et al.
(1964)

42 Solubility measurements

Zen (1965) 46 ˙ 25 Calculations based on revised thermodynamic data of
Kelly et al.

Power et al. (1966) 41 ˙ 1 Solubility measurements of gypsum and anhydrite
Hardie (1967) 58 ˙ 2 Water activity measurements
Blount and Dickson
(1973)

56 ˙ 3 Solubility measurements of anhydrite at high
temperature (>70 ıC) and extrapolation

Knacke and Gans
(1977)

55.5 ˙ 1.5 Equilibration experiments in solutions containing
both gypsum and anhydrite

Innorta et al. (1980) 49.5 ˙ 2.5 Solubility measurements
Corti and
Fernandez-Prini
(1983)

42.6 ˙ 0.4 Thermodynamic calculations

Hamad (1985) 46 Solubility measurements at high pressure and
extrapolations to 1 atm

Raju and Atkinson
(1990)

59.9 Thermodynamic calculations

Kontrec et al.
(2002)

40 Solubility measurements and phase transition
experiments

Azimi et al. (2007) 40 ˙ 2 Modeling of CaSO4 solubility

of the solubility of gypsum, which itself is subject to uncertainties (cf. Fig. 12.2a).
Using thermodynamic parameters to calculate the transition temperature is also not
a more reliable approach, because these parameters themselves rely on solubility
data. In summary, there is still considerable ambiguity with respect to the correct
temperature for the gypsum-to-anhydrite transition, and as discussed by Freyer and
Voigt (2003), there are no obvious reasons to prefer one group of values over the
other.

Gypsum/Bassanite Considerably less attention has been paid to the gyp-
sum/bassanite transition temperature due to the fact that at Earth’s surface
conditions, bassanite is metastable, i.e., at the conditions where gypsum transforms
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to bassanite, anhydrite is actually the stable phase (cf. Fig. 12.2a). However,
anhydrite does not readily form due to much slower nucleation and growth kinetics
(Ossorio et al. 2014). Moreover, the exact value of the gypsum/bassanite transition
temperature seems to be of little relevance to natural phenomena. However, it
is very well important for the production process of plaster of Paris and other
industrial hemihydrate materials. Within the range of reported solubility data, the
possible gypsum/bassanite transition temperature may vary from less than 80 to
nearly 110 ıC (cf. Fig. 12.2a). From dilatometric and tensiometric measurements,
van’t Hoff and coworkers (1903) derived a transition temperature of 106 ıC,
while Posnjak (1938) obtained 97 ˙ 1 ıC using solubility data of bassanite and
gypsum, which is close to the 98–100 ıC reported by Partridge and White (1929).
By modeling the solubility of CaSO4 phases, Azimi et al. (2007) determined the
transition temperature to be 99 ˙ 2 ıC. These studies suggest that there is generally
much better agreement about the transition temperature of gypsum to bassanite
compared to that of gypsum to anhydrite.

Anhydrite/Bassanite In the case of the transition between bassanite and anhydrite, it
is assumed that bassanite remains metastable (i.e., more soluble than anhydrite) over
the entire relevant temperature range (�50–1200ıC). Thus, no distinct crossover
temperature has been reported so far (Kontrec et al. 2002). Although solubility
data of hemihydrate at higher temperatures (>100 ıC) are very close to those of
anhydrite, stability experiments show that bassanite transforms into anhydrite in
contact with aqueous solution when given enough time (e.g., 1 week at 99 ıC and
0.8 M NaCl) (Ossorio et al. 2014).

12.2.3 Influence of Salt and Pressure on Calcium Sulfate
Solubility

So far, we have only considered the CaSO4–H2O system at atmospheric pressure
(except for the solubility data of bassanite and anhydrite above 100 ıC) and
in relatively pure systems without any additional salts or other solutes. Indeed,
there is a vast array of studies that assessed the solubility of gypsum in ternary
and quaternary systems (Azimi et al. 2007, Azimi and Papangelakis 2010, and
references therein). The best-documented case is the solubility of CaSO4 in the
presence of sodium chloride (Fig. 12.2b). As NaCl is added to solutions of gypsum,
a sharp increase in solubility is observed from 0 to 1 M; this can be ascribed to the
concurrent decrease in the activity coefficients of Ca2C and SO4

2�, which increases
the dissolved concentration at a given constant solubility product (as indicated by
calculations with PHREEQC). At higher NaCl concentrations, first a maximum
is reached between 2 and 3 M, before a slight decrease occurs at still higher salt
contents. The solubility of gypsum in the presence of a large variety of other salts
has also been measured and modeled, but a detailed discussion of these effects is
beyond the scope of this chapter.
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The dependency of solubility on ionic strength is slightly different for anhydrite,
especially at low temperatures, leading to a crossover at high salt concentrations
(cf. Fig. 12.2b) and suggesting that anhydrite should be the stable phase at room
temperature and high salinity. Hence, with increasing NaCl concentration the gyp-
sum/anhydrite transition temperature is shifted progressively to lower temperatures
(Bock 1961). Interestingly, so far no experiments have been reported to confirm
the spontaneous formation of anhydrite under these conditions; quite the contrary,
Cruft and Chao (1970) and Ossorio et al. (2014) found that up to �70 ıC gypsum
or bassanite are always the primary phases obtained due to kinetic inhibition of
anhydrite formation.

Finally, it is well established that the solubilities of both gypsum and anhydrite
increase with pressure. For example, at 50 ıC the solubility of gypsum is about
15 mM at 1 bar and ca. 35 mM at 1000 bar, while at 80 ıC anhydrite has a solubility
of ca. 9 and 25 mM at 1 and 1000 bar, respectively (Blount and Dickson 1973).
In the case of anhydrite, the presence of other salts strongly influences this depen-
dency, making the pressure-solubility relation more complex (Blount and Dickson
1969).

12.3 CaSO4 Formation from Solution

Similar to the solubility of calcium sulfate, its precipitation from solution has been
the subject of extensive studies, again due to the importance of corresponding
processes in both natural and industrial settings. In this section, we will discuss
the state of the art of CaSO4 mineralization from different perspectives. The first,
and most comprehensive part, deals with precipitation from aqueous environments
at low temperatures (<60 ıC), where gypsum is the thermodynamically stable phase.
The second part will focus on precipitation at higher temperatures, where bassanite
and anhydrite are the dominant phases. In the third part, we discuss the influence
of additives on CaSO4 mineralization, before finally we attempt to reconcile the
various observations and integrate them into a general model for the crystallization
of calcium sulfate.

12.3.1 Nucleation and Growth of Gypsum

12.3.1.1 The “Classical” Picture

The first systematic studies on the precipitation of CaSO4 from aqueous solutions
were performed during the late nineteenth and early twentieth century, mostly
focusing on solubility measurements (as described above). Later on, driven by the
industrial and geological interests, a large number of papers were published on the
nucleation and growth of gypsum, the kinetics of the transformation of bassanite



12 Calcium Sulfate Precipitation Throughout Its Phase Diagram 237

to gypsum (i.e., the hydration process of corresponding binders in construction
materials), and the relative phase stabilities in the CaSO4–H2O system. These early
studies broadly agreed that gypsum precipitation from a supersaturated solution
proceeded via a two-stage process (Conley and Boundy 1958; Schierholtz 1958;
Smith and Sweett 1971): (I) formation of incipient (more or less) crystalline nuclei
and (II) growth of these nuclei into gypsum crystals – i.e., the classical view of
crystallization (Kashchiev 2000).

Induction time measurements performed by Liu and Nancollas (1973) suggested
that the nucleation of gypsum is associated with an appreciable activation barrier,
involving a critical nucleus composed of approximately six ions, as predicted
based on a “nonclassical nucleation model” introduced by Christiansen and Nielsen
(1952). On the other hand, Packter (1971) measured induction times as well as
numbers and final sizes of crystals to conclude that gypsum formed through a
heterogeneous process, in which nuclei are generated rapidly (almost immediately
after mixing the reagents) on dust particles suspended in the supersaturated solution.
Growth was then suggested to occur initially through a slow “mononuclear” process,
yielding small crystallites that persisted over prolonged induction periods (which
is equivalent to the large activation barrier mentioned above). These primary
particles were finally thought to grow into large gypsum crystals by a more rapid
“polynuclear” mechanism. Overall, this proposed scheme appears to be inspired
by the precipitation model for sparingly soluble metal salts in solutions of low
supersaturation presented by Nielsen (1964).

More recently, a large number of studies were performed with the aim to pre-
cisely measure induction times of gypsum precipitation as a function of parameters
like supersaturation or temperature and/or in the presence of additives at different
concentrations (e.g., Klepetsanis and Koutsoukos 1989; Hamdona et al. 1993; He
et al. 1994; Klepetsanis et al. 1999; Lancia et al. 1999; Prisciandaro et al. 2001a, b;
Alimi et al. 2003; Prisciandaro et al. 2003; Rashad et al. 2004; Fan et al. 2010).
In essence, these studies concluded that the formation of gypsum appears to be
reasonably well described by the classical nucleation theory (CNT), with nucleation
kinetics being strongly dependent on temperature and solution speciation (like
for many other insoluble salts). In most cases, the experimental data were fitted
by the CNT equation and separated the into two regimes, i.e., homogeneous
nucleation at high levels of supersaturation and heterogeneous nucleation at lower
supersaturation. From these fits, the effective surface free energies of the forming
nuclei was obtained, yielding rather realistic values of �40 mJ/m2 and �14 mJ/m2

for homogeneous (He et al. 1994; Lancia et al. 1999; Alimi et al. 2003; Fan et al.
2010) and heterogeneous (Alimi et al. 2003) nucleation, respectively.

This highlights that even though the particular mechanisms underlying nucle-
ation may involve species that are fundamentally distinct from those envisaged in
the classical picture of crystallization (see below), CNT can still provide a good
description of the kinetics of the process – i.e., “nonclassical” nucleation does not
necessarily mean that CNT is not valid (note that CNT was actually developed for
the case of liquid condensation from vapors (e.g., Becker and Döring 1935) and
hence it should be equally well, or even more, applicable to liquid/amorphous nuclei
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than to crystalline nuclei). This notion is of course not unique to calcium sulfate,
but may generally be considered for a large variety of mineral systems (see e.g. De
Yoreo et al. 2017, Chap. 1).

Indeed, none of the aforementioned investigations provided direct insight into the
actual pathway(s)/mechanism(s) of the nucleation process. Thus, despite the large
amount of data on gypsum precipitation collected over the years, the nature of the
relevant species and their spatiotemporal evolution were still largely unknown at the
beginning of this century. Instead, it was inherently assumed that CaSO4 nucleation
is a one-step process, which according to the classical paradigm directly produces
nuclei that have the same characteristics (e.g., order, density, composition, etc.) as
the fully grown (macroscopic) crystals (Kashchiev 2000).

12.3.1.2 Recent Observations: “Non-Classical” Processes

Sparked by the significant advances made for prominent mineral systems like
calcium carbonate (De Yoreo et al. 2017, Chap. 1; Wolf and Gower 2017, Chap.
3; Fernandez-Martinez et al. 2017, Chap. 4; Rodriguez-Blanco et al. 2017, Chap.
5; Demichelis et al. 2017, Chap. 6; Andreassen and Lewis 2017, Chap. 7; Rao and
Cölfen 2017, Chap. 8, and references therein) or calcium phosphate (Birkedal 2017,
Chap. 10; Delgado-Lopez and Guagliardi 2017, Chap. 11, and references therein),
various groups started to explore if a more complex crystallization pathway may
underlie the precipitation of calcium sulfate. And indeed, the past few years have
seen a growing body of evidence supporting the notion of multistage processes
governing the formation of gypsum from aqueous solutions. In the following, we
provide an overview of these new insights and discuss their implications for the
emerging new picture of calcium sulfate mineralization at ambient conditions.

In 2012, Wang et al. (2012) reported on the existence of precursor phases during
gypsum crystallization. They precipitated CaSO4 at room temperature by mixing
equimolar aqueous solutions of CaCl2 and Na2SO4, and the formed solid particles
were isolated at regular time intervals from the reacting solutions and characterized
in the dry state by TEM and a number of complementary methods. Under the
conditions tested, evidence was found for a short-lived amorphous phase appearing
almost immediately after mixing solutions containing 25 mM CaSO4. This conclu-
sion was based on the fact that the isolated solids did not produce distinct crystalline
spots when analyzed by selected-area electron diffraction (SAED) and that they
readily transformed into gypsum upon prolonged exposure to the electron beam.
Furthermore, samples isolated from a 50 mM solution (supersaturated with respect
to gypsum but undersaturated with respect to bassanite) suggested that bassanite
can form under conditions where it should not and remained stable for at least
1 h after mixing. Therefore, it was proposed that initially an amorphous calcium
sulfate (ACS) phase formed that then converted into gypsum via bassanite as an
intermediate crystalline stage. Moreover, the data suggested that both the amorphous
precursor and the bassanite intermediate became progressively less stable (shorter
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lifetimes) with increasing supersaturation, and thus it was hypothesized that at high
supersaturation, gypsum may form directly from solution.

At the same time, Van Driessche et al. (2012) used time-resolved turbidity
measurements combined with ex situ characterization by high-resolution TEM and
nano-diffraction to probe the early stages of calcium sulfate precipitation from
mixtures of Na2SO4 and CaCl2 at different levels of supersaturation. Based on
the turbidity results, the precipitation process was arrested at different times by
quenching the reaction through flash-freezing of solution aliquots or by addition
of ethanol to wet particles obtained by micro-filtration. From detailed HR-TEM
analyses, it was inferred that gypsum was formed via a three-stage process: (1)
homogeneous nucleation of ca. 5 nm primary nanocrystalline bassanite particles
and growth of these particles to about 100 nm; (2) self-assembly of the as-formed
bassanite nanoparticles into elongated aggregates, co-oriented along their c-axis
(i.e., oriented attachment); and (3) collective transformation of these aggregates into
gypsum by merging of the bassanite units into a common crystallographic register
along high-energy faces (Zhang and Banfield 2012). In the study of Van Driessche
et al. (2012), no evidence of an amorphous CaSO4 precursor phase was found.
Moreover, the exact mechanism by which the oriented aggregates transformed into
gypsum remained unresolved. However, it was suggested that there might be a
crossover in the thermodynamic stability of calcium sulfate phases at small particle
sizes, with bassanite becoming more stable than gypsum at the nanoscale under
ambient conditions. This notion is similar to what has been proposed for the CaCO3

system in the pioneering work of Navrotsky (2004).
Further observations supporting the idea of a multistage precipitation pathway

for gypsum were reported by Saha et al. (2012). They used time-resolved cryogenic
transmission electron microscopy (cryo-TEM) to probe the early stages of particle
formation in a solution supersaturated with respect to gypsum, obtained by dissolu-
tion of bassanite. They observed small nanoclusters (2–4 nm in size) that evolved
to seemingly amorphous particles (ca. 100 nm in diameter), which later reorganized
to yield crystalline gypsum. On the whole, this multistep process took place on
timescales on the order of tens of seconds.

Finally, at the end of 2012, Jones reported about an interesting study where
attenuated total reflection (ATR) Fourier transform infrared (IR) spectroscopy was
used to follow in situ the crystallization behavior of CaSO4 in solution upon
evaporation (Jones 2012). It was found that the intensity of IR bands corresponding
to structural water increased over time, indicating that water molecules initially
occupied disordered positions (in an assumed amorphous CaSO4 phase). In later
stages, the water molecules adopted more defined configurations characteristic of
the forming of crystalline solids (inferred to be bassanite and/or gypsum). It was also
noted that the presence of water might influence the stability of the initial disordered
phase. Thus, Jones (2012) concluded that the crystallization process started with a
disordered (“amorphous”) phase that slowly transformed into crystalline gypsum,
possibly via a bassanite intermediate. During this transformation, water seems to
play a key role, shifting from disordered to ordered positions and thus inducing the
emergence of a defined crystal lattice.
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Fig. 12.3 Schematic overview of the various precursor phases and pathways leading to gypsum
formation from aqueous solutions at room temperature, as recently proposed by Wang et al. (2012),
Van Driessche et al. (2012), Saha et al. (2012) and Jones (2012). Note that the in the online version
different phases are color-coded and that the respective phase sequences are arranged according to
changes in size (bottom axis), not time

Although all these studies addressed the same problem, the results still show
discrepancies, likely because of inherent differences in the used experimental
and analytical approaches. Nevertheless, it seems clear that there are alternative
pathways to crystalline gypsum from supersaturated aqueous solutions other than
direct nucleation and growth as envisaged in the classical picture. The general
conclusion is that the phase(s) formed initially upon precipitation from solution
can be quite distinct from the final crystalline state (gypsum), or in other words
that gypsum formation indeed involves one or more precursor/intermediate phases.
Figure 12.3 provides an overview of the reaction sequences proposed in the recent
studies discussed above.

It is important to note that the reported data are ambiguous with respect to the
question whether amorphous precursors or bassanite nanoparticles, or both, play
a key role in the formation of gypsum. The main reason for these ambiguities
lies in the fact that it is extremely difficult to capture the elusive early stages
of precipitation with sufficient temporal and spatial resolution, while at the same
time not affecting the state of the reacting solids and solutions. Although some
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of the described studies used in situ methods (i.e., IR spectroscopy or turbidity
measurements), these lack specific resolution and provide limited information
about size, shape, or crystallinity of the formed solids. In turn, the applied ex
situ techniques provide sufficient resolution (e.g., (cryo)-TEM) but suffer from
the obvious drawback of possible sample preparation artifacts, along with other
problems like beam damage. These difficulties may lead to a situation where the
detected particles are actually not present in solution but rather formed/transformed
during isolation and/or analysis. Indeed, the strategies used for sample preparation
in the abovementioned studies (including micro-filtration, cryo-quenching, or direct
analysis of cryo-vitrified samples) are designed to minimize undesirable effects, but
still they do not offer true in situ and time-resolved characterization of the occurring
processes, as would be needed to fully address these rapidly evolving reactions in
the CaSO4 system at the proper length scale.

This limitation was just recently circumvented by Stawski et al. (2016),
who combined synchrotron-based small- and wide-angle X-ray scattering
(SAXS/WAXS) to investigate gypsum formation from supersaturated solutions.
These in situ experiments were carried out over a temperature range of 12–40 ıC, by
direct mixing of equimolar Na2SO4 and CaCl2 solutions and circulating the resulting
samples through a capillary centered in the X-ray beam. In-depth evaluation of the
obtained data led to the conclusion that crystalline gypsum forms via a multistep
process, involving four well-defined stages (see Fig. 12.4):

Fig. 12.4 Schematic representation of the four stages of CaSO4 precipitation from solution as
proposed by Stawski et al. (2016) based on the results of in situ SAXS/WAXS experiments: Stage
I, formation of sub-3 nm primary species. Stage II, assembly of the primary species into loose
domains; the inset shows that individual scatterers are separated by a distance larger than two
times the radius of gyration. Stage III, further aggregation into large surface-fractal morphologies.
Stage IV, growth and coalescence of the primary species within the aggregates and transformation
to gypsum. The inset between stages III and IV shows the successive evolution at the nano-
and mesoscale, where the primary units first grow/coalesce in length and subsequently in all
dimensions, yielding structural domains of increasing size and crystallinity. The three panels on
the bottom show tentative molecular structures for the anhydrous rodlike primary species based on
the gypsum, bassanite, and anhydrite lattice
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(Stage I) Formation of elongated primary species, <3 nm in length and �0.5 nm
in diameter and composed of “anhydrous” Ca–SO4 cores (as indicated by
considerations of SAXS volume fractions and electron densities)

(Stage II) Assembly of these primary species via density fluctuations into loose
domains, where the interparticle distance remains still fairly large, i.e., >2 times
the radius of gyration of the individual primary particles

(Stage III) Further condensation of these domains into larger and denser aggregates,
still consisting of the same primary units

(Stage IV) Growth of the primary units within the aggregates, mutual alignment,
and eventual collective reorganization/transformation into gypsum, as confirmed
through the simultaneously collected WAXS data

These results suggest that CaSO4 precipitation from solution relies on the
formation and aggregation of nanosized primary units with a rather well-defined
size and composition – which may or may not be analogous to the so-called “pre-
nucleation clusters” reported for the calcium carbonate and phosphate systems
(Gebauer et al. 2008; Dey et al. 2010; Kellermeier et al. 2014). So far no data
are available on how stable or metastable these primary CaSO4 species are. In
any case, the structure of the primary units cannot be uniquely assigned to any
of the crystalline CaSO4 phases (cf. bottom panels in Fig. 12.4). In other words,
the primary species are equally similar to all three possible phases, and hence
they may be considered as a universal precursor phase to any possible subsequent
crystallization process. Under the conditions investigated by Stawski et al. (2016),
the aggregation of the primary units into disordered domains and aggregates (Stages
II and III) may correspond to either the “amorphous” phase reported in other studies
(Wang et al. 2012; Saha et al. 2012; Jones 2012) or to the nanoparticulate bassanite
observed in the works of Wang et al. (2012) and Van Driessche et al. (2012). We
note that Stawski et al. (2016) could not unambiguously identify bassanite as a
separate nanocrystalline intermediate in the solutions analyzed, possibly because
the scattering units (or respectively their crystalline domains) present during Stages
II and III were too small and/or not dense enough (large distance between individual
units) to be detected by WAXS – or simply because bassanite is not an intermediate
on the way to gypsum under the tested conditions.

A possible clue to the answer to this question has recently been reported by
Tritschler et al. (2015a, b), who investigated the influence of organic (co)solvents
on the precipitation behavior of calcium sulfate. By mixing supersaturated (but opti-
cally clear, i.e., metastable) aqueous CaSO4 solutions with ethanol, nanoparticles of
phase-pure bassanite were obtained (Fig. 12.5a) (Tritschler et al. 2015a). Similar
observations were already made in an earlier study by Yang et al. (2011). These
findings challenge the results of experiments where ethanol was used to supposedly
quench the precipitation process in aqueous media (Wang et al. 2012; Van Driessche
et al. 2012), as addition of the organic solvent may in fact induce the formation of
bassanite rather than preserving structures that were thought to be present in solution
before. Systematic variations of the water/ethanol ratio further showed that there is
a critical water content (between 40 and 50 wt%), below which bassanite becomes
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Fig. 12.5 Precipitation of calcium sulfate from mixtures of water and organic solvents. (a)
Bassanite nanorods obtained by quenching 25 mM CaSO4 solutions in an excess of ethanol.
Note the morphological and structural similarity of the particles to those shown in Fig. 12.3. (b)
Fraction of bassanite in mixtures with gypsum, as obtained by mixing aqueous CaSO4 solutions
with solvents of different polarity. (c) Phase-pure anhydrite produced by addition of concentrated
sulfuric acid to solutions of CaCl2 in methanol at an effective water content of 0.07 wt%. (d) Plot
of the fraction of bassanite in mixtures with anhydrite as a function of the amount of water in the
reaction medium (Figures are reproduced from (Tritschler et al. 2015a, b) with permission by the
Royal Society of Chemistry and Wiley, respectively)

progressively favored over gypsum (Tritschler et al. 2015a). Another major factor
for phase selection was found to be the type of organic solvent used for quenching,
with more polar solvents yielding higher fractions of bassanite (Fig. 12.5b). This
strongly suggests that the availability of water and the degree of hydration of any
precursors (which is likely to depend on the polarity of the medium) are key factors
for the outcome of the CaSO4 precipitation process (as discussed in more detail
below).

In a subsequent study, Tritschler et al. (2015b) extended this concept to signifi-
cantly lower water contents and demonstrated that pure anhydrite (Fig. 12.5c) forms
spontaneously at room temperature if less than 0.2 wt% water is present in mixtures
with alcohol (Fig. 12.5d). Thus, it is possible to fine-tune the phase composition
of precipitated CaSO4 powders in a one-step process at ambient conditions simply
by adjusting the water content of the solvent medium – yielding pure anhydrite at
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<0.2 wt% H2O, pure bassanite between 2 and 30 wt% H2O, and pure gypsum at
>50 wt% H2O – while at intermediate values mixtures with defined compositions
are obtained.

12.3.2 Crystallization of Bassanite and Anhydrite

Compared to gypsum, relatively little is known about the early stages of the
crystallization of bassanite and anhydrite from aqueous solution. Several studies
have focused on establishing the temperature and salinity regions where these
phases form spontaneously, mainly by characterizing the outcome of direct precip-
itation experiments (i.e., mixing Ca2C- and SO4

2�-containing solutions at different
conditions) (Cruft and Chao 1970; Ossorio et al. 2014). Although solubility
measurements predict anhydrite as the stable phase above 40–60 ıC (cf. Fig. 12.2a
and Sect. 12.2.2 above), gypsum was always the major product obtained up to
90 ıC, while at higher temperatures mainly bassanite was formed (likely due to the
kinetic inhibition of anhydrite mentioned above). Interestingly, the temperature for
the primary precipitation of bassanite can be significantly lowered by increasing the
ionic strength of the reacting solutions, in particular by using highly concentrated
electrolyte solutions (Cruft and Chao 1970; Jiang et al. 2013; Ossorio et al. 2014).
For example, bassanite is formed already at 80 ıC in the presence of 4.5 M NaCl
(Ossorio et al. 2014), while a temperature of around 50 ıC is sufficient to produce
pure hemihydrate from solutions containing >6 M CaCl2 and small amounts of
Na2SO4 (Cruft and Chao 1970). This again hints at the importance of hydration
effects during the crystallization process, which are likely to change substantially
as the activity of water is modulated at high salt contents. Another observation
pointing in the same direction is the fact that bassanite forms spontaneously during
the evaporation of droplets of CaSO4 solutions at room temperature (Qian et al.
2012; Shahidzadeh et al., 2015). In those cases, the relative humidity (RH < �80 %)
and the time-dependent availability of water – potentially along with confinement
effects during the evaporation process – seem to be the controlling factors for phase
selection. Although the conditions needed to induce bassanite formation in purely
aqueous systems appear to be fairly well known, so far distinct insight into the
details of the nucleation mechanisms and pathways is still missing.

To the best of our knowledge, there is only one published study that reports
on the kinetics of direct anhydrite precipitation in aqueous media at temperatures
between 100 and 200 ıC and at a constant salt content of 1 M NaCl (Fan et al.
2010). Although no precipitation was observed at 118 and 148 ıC, induction times
could be measured as a function of supersaturation at 178 ıC. Based on these
results, the authors estimated the effective surface free energy of anhydrite to be
92.9 mJ/m2. This value is roughly twice as high as that for gypsum and explains
why anhydrite does not readily form in its own thermodynamic stability region
(Ossorio et al. 2014). Since the nucleation rate depends strongly (to the power of
3 according to CNT) on the surface free energy of the emerging mineral phase, it is
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reasonable that gypsum (�40 mJ/m2) and bassanite (�9 mJ/m2) (Guan et al. 2010)
form much more readily than anhydrite across large parts of the phase diagram
(Ossorio et al. 2014). Similar to the case of bassanite, the presence of high concen-
trations of salt in the reacting solutions can facilitate the formation of anhydrite. This
was recently shown by Dixon et al. (2015), who studied the dissolution of jarosite,
(K,Na,H3O)Fe3(SO4)2(OH)6, in saturated CaCl2 brines under ambient conditions.
In their experiments, the release of sulfate and the high concentration of calcium
in the medium inevitably led to precipitation of calcium sulfates. Interestingly, the
resulting phase composition varied depending on the particular procedure applied,
with experiments conducted in a batch reactor (i.e., a closed system) yielding
a mixture of gypsum and bassanite, whereas in a flow-through setup the main
product was anhydrite. This is the first experimental evidence that anhydrite can
spontaneously nucleate in aqueous environments at room temperature (i.e., without
organic (co)solvents), confirming the previously predicted stability region of anhy-
drite in high-salinity brines (Bock 1961; Hardie 1967). Initial nucleation of gypsum
and subsequent transformation into anhydrite represent an unlikely scenario under
these conditions, due to the slow dehydration rates of gypsum near the predicted
anhydrite-gypsum transition temperature (�18 ıC at the given salinity) (Hardie
1967). Again, one could argue that water activity and corresponding changes in
the hydration of solute precursors are crucial for phase selection in the CaSO4

system – with very high salt contents leading to anhydrite, much like extremely
low water contents caused anhydrite formation in the work of Tritschler et al.
(2015b).

12.3.3 Influence of Additives on Nucleation and Phase
Transformation

Based on numerous studies for a variety of mineral systems, it is a well-established
fact that both organic and inorganic additives can have a substantial influence
on the outcome of crystallization processes, in some cases already at very low
concentrations (e.g., Gebauer et al. 2009). Although this subject has not been
frequently addressed for the calcium sulfate system in the past, there are a few
interesting observations, which shall be summarized in the following.

Probably the most compelling example is found in biomineralization, where
two classes of medusae use bassanite for their gravitational sense (Tienmann et al.
2002; Becker et al. 2005; Boßelmann et al. 2007). The tour de force achieved by
these organisms is twofold: (I) they induce the nucleation, growth, and stabilization
of well-defined macroscopic bassanite crystals at room temperature – something
that in the lab can only be realized above 50 ıC and at extreme high salinity
(see Sect. 12.3.2) (Cruft and Chao 1970; Ossorio et al. 2014); (II) they manage
to stabilize this highly hygroscopic material in a water-rich environment – usually
bassanite transforms immediately into gypsum when put in contact with moisture
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(explaining its scarcity on the Earth’s surface). At present any conclusive mecha-
nistic insights into how this is achieved are lacking, but it is reasonable to assume
that molecules of biological origin (such as proteins, peptides, or polysaccharides)
and/or confinement effects may be responsible for this impressive level of control.
Support for this hypothesis has been reported by Tartaj et al. (2015), who performed
CaSO4 mineralization in carboxy- and amino-functionalized reverse micelles and
observed that strong binding between calcium and carboxylate groups can lead to
long-term (up to 5 months) stabilization of nano-bassanite.

Already in 1980, Cody and Hull studied the influence of organic crystal-
lization inhibitors on the precipitation pathway of calcium sulfate close to the
gypsum/anhydrite transition temperature (i.e., 60 ıC) and at moderate salinity
(Cody and Hull 1980). First, they tested the effect of a range of different additives
in diffusion-controlled crystallization experiments, where in the absence of any
additives only gypsum was formed (over a remarkable period of up to 4 years). The
presence of polycarboxylates and phosphate esters changed the picture completely,
as anhydrite was the only product detected after 60 days. In a second set of
controlled mixing experiments, anhydrite was formed both by direct precipitation
from solution and via transformation of initially nucleated gypsum and/or bassanite,
again under the influence of the mentioned organic species. The authors proposed
that the primary role of the polymeric additives was to inhibit gypsum and
bassanite crystallization, rather than accelerating anhydrite nucleation. However, the
particular mechanism and the question whether (and under which conditions) the
formation of anhydrite involves a precursor remained unresolved. Nevertheless, it
seems clear that certain polymers can promote anhydrite crystallization at relatively
low temperatures, which is not possible in pure CaSO4 solutions.

Along with the more recent finding that amorphous calcium sulfate and/or
bassanite may precede the formation of gypsum in aqueous solutions at ambient
conditions (Wang et al. 2012; Van Driessche et al. 2012; Saha et al. 2012; Jones
2012), the influence of additives on the precipitation pathway and the (meta)stability
of the different precursors received further attention. In the cryo-TEM work of Saha
et al. (2012), added citrate ions were found to stabilize the initial disordered phase
and thus delayed its transformation into gypsum. Wang and Meldrum (2012) per-
formed another study in which CaSO4 precipitation was carried out in the presence
of polyacrylic acid (PAA), polystyrene sulfonate (PSS), sodium triphosphate, and
Mg2C ions. In essence, the results suggested that all these additives, except PSS,
can retard the transformation of both amorphous calcium sulfate and bassanite to
a greater or lesser extent. For instance, 200 �g/mL PAA were found to increase
the lifetime of ACS and bassanite particles to a few minutes and more than 3 days,
respectively. This effect was also observed by Rabizadeh et al. (2014), who showed
that even at lower concentrations (5–20 �g/mL) carboxylic acids can change the
induction times and stabilize bassanite prior to its transformation to gypsum. In the
work of Wang and Meldrum (2012), sodium triphosphate showed similar behavior
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at 20 �g/mL, while the presence of magnesium (at a Mg2C/Ca2C ratio of 2:1)
stabilized mainly bassanite (up to 2 days). Although this appears to be a promising
concept to control CaSO4 mineralization, we note that the procedure used in these
studies for isolation and analysis of the precursor phases from solution involved
quenching in ethanol – a step that has proven to be critical and may affect phase
composition or even induce the formation of structures that were actually not present
before (Tritschler et al. 2015a, b). A different approach to the stabilization of
ACS and bassanite was reported by Nissinen et al. (2014), who dissolved calcium
sulfate in N-methylmorpholine N-oxide (NMMO) along with cellulose at 80 ıC and
prepared thin films by spin-coating and subsequent hydration. The resulting CaSO4

phase was determined by the rate of hydration – once more highlighting the key role
of water availability in the precipitation process.

12.3.4 Toward a General Model for CaSO4 Precipitation
from Solution

In the previous sections, we have discussed a number of early and more recent
studies on the crystallization of calcium sulfate from solution. While at first
sight there seems to be quite some disagreement between the various reported
observations, closer examination and consideration of the details intrinsic to each
work suggest that all the evidence is converging into a unified general picture of
CaSO4 mineralization. In Fig. 12.6 we have sketched out our opinion about the key
stages along the pathway from homogeneous solutions to crystalline phases.

In undersaturated solutions, calcium and sulfate occur both as individual ions
and ion pairs (Garrels and Christ 1965). Whether they also form larger species, akin
to the pre-nucleation clusters suggested for other salt systems, is still unclear and
the respective equilibrium constants of ion association remain to be determined.
The evidence so far suggests that when supersaturation is established, primary
nanosized units are formed by the assembly of multiple ions into rather well-defined
elongated entities, the structure of which can be related to any of the possible
crystalline phases. These primary units thus represent sort of a universal CaSO4

proto-structure (see Fig. 12.4). With time and through fluctuations, these primary
units begin to aggregate and condense, yielding domains that initially are mostly
disordered (possibly corresponding to amorphous calcium sulfate, although this is
still debated). These domains consist of the primary units separated by appreciable
amounts of solvent. In order to transform into well-ordered sheets of CaSO4 cores
with more (gypsum), less (bassanite), or no (anhydrite) interspersed H2O layers, the
disordered precursors must reorganize by progressive coalescence of the primary
species into larger units. During this internal rearrangement, there will be local
domains that adopt configurations that are not (yet) fully hydrated and ordered,
especially during the early stages of the transformation process. Therefore, the local
availability of water and the particular degree of hydration of the precursor units
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Fig. 12.6 Proposed mechanism for the nucleation and early growth of calcium sulfate from
solution. Note that the nature of the formed crystalline phase essentially depends on the availability
of water in the medium (respective water contents are quoted) and the hydration of the precursor
units, which is further influenced by temperature and salinity (tentative conditions are indicated)

control which crystalline phase is favored under the given conditions. As both of
these factors are inherently time-dependent, kinetics are likely to have a strong
impact on the final outcome. Once structural rearrangement has afforded an ordered
lattice (i.e., the crystalline state has nucleated), growth takes over and rapidly yields
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larger particles due to the high concentration of (still disordered) CaSO4 units in the
local microenvironment. Nevertheless, the actual mechanism of growth remains to
be clarified.

Based on this precipitation scheme, most of the recent (and older) experimental
evidence can be rationalized. Beyond that, this pathway reveals an intriguing
strategy to guide the precipitation process in the calcium sulfate system, namely,
by controlling the available amount of water or, respectively, by modulating the
hydration of the precursor units. Using defined mixtures of organic solvents and
water is a viable approach to achieve this, as demonstrated in the work of Tritschler
et al. (2015a, b). The importance of kinetics in the process has been exemplified
by the experiments of Nissinen et al. (2014), where the differences in the hydration
rate in pure water and water/ethanol mixtures proved to determine phase selection.
Apart from the use of organic solvents, the hydration of the precursor units can
also be influenced in purely aqueous media, namely, by changing salinity and/or
temperature. Increasing any of the two parameters is expected to decrease the
degree of hydration, as higher temperatures should favor the return of hydration
water into the bulk (for entropic reasons) (Paula et al. 1995; Damasceno et al.
2012; Kellermeier et al. 2016), while microscopic osmotic forces should also
remove water from the precursors at high salt content (Di Tommaso et al. 2014).
This hypothesis is supported by the well-established trend that bassanite replaces
gypsum as the primary phase formed at high enough temperatures and/or salinities
(cf. Sect. 12.3.2) (Cruft and Chao 1970; Jiang et al. 2013; Ossorio et al. 2014).
Moreover, it may explain the kinetic inhibition of anhydrite crystallization observed
under various conditions: regardless of any thermodynamic stability fields, it is very
difficult to remove enough water from the precursors in an aqueous environment for
anhydrite to be able to compete with bassanite and gypsum. Drastically decreasing
the availability of water – for example, by working in organic solvents that contain
only trace amounts of H2O (Tritschler et al. 2015b) or by increasing salinity to
extreme values (Cruft and Chao 1970) – can change the situation and induce direct
anhydrite formation, although the particular precipitation procedure seems to play
an important role here as well (Dixon et al. 2015). Finally, it is feasible that additives
such as organic polymers (Cody and Hull 1980; Wang and Meldrum 2012) or Mg2C

ions (Wang and Meldrum 2012) also act upon the initial process of phase selection
and/or the later kinetic stability of nucleated phases by modulating local hydration
phenomena. All these hypotheses await confirmation by further studies.

12.4 Outlook

Although significant advances have been made in our understanding of the pre-
cipitation of solid phases in the CaSO4–H2O system, there is still a considerable
dearth of basic information that is crucial for a complete and comprehensive model
of nucleation, growth, and transformation of the different CaSO4 phases. In our
opinion, the following key issues should be addressed in future work:
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• Unambiguous determination of both bulk and nanoparticle solubilities (and thus
relative stabilities) for the different calcium sulfate phases

• Actual measurements of the degree of hydration at different precursor stages
under various conditions to verify the role of water in the process of phase
selection, along with the influence of additives and other factors like confinement

• Characterization of ion association phenomena in undersaturated solutions with
respective equilibrium constants, existence (or not) of CaSO4 pre-nucleation
clusters (i.e., larger species beyond ion pairs), relation of any such clusters to
the elongated primary species occurring in supersaturated solutions

• Determination of the actual structure and (meta)stability of the primary species
and the driving force triggering their initial aggregation and later crystallization
to one or the other CaSO4 phase

• Identification of the actual nucleation step in the CaSO4–H2O system (i.e., the
stage where an interface emerges), distinction of the observed structures into
solution species (pre-nucleation) and solid particles (post-nucleation)

• More elaborate study of the nucleation pathways of anhydrite and bassanite to
confirm, or refute, the hypotheses made above

• Confirming the existence of a truly disordered (ACS) phase and characterizing
its properties with respect to parameters like local order, solubility, density, etc.

• Clarifying the role of the observed primary species in the growth of macroscopic
calcium sulfate crystals

• Verification of the relevance of the mechanisms described above for CaSO4

formation under real application conditions (e.g., for the case of construction
materials or scaling from hard water)

• Comparison of the precipitation pathways found for calcium sulfate with those
of other important sulfate minerals, such as BaSO4 and SrSO4

While obviously much is left to be unveiled, the progress made over the past few
years promises deeper insights in the near future that will hopefully help to improve
existing calcium sulfate-based materials and possibly become integrated into a still
larger unified picture of crystallization mechanisms from solution in general.
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Chapter 13
A Perspective on the Particle-Based Crystal
Growth of Ferric Oxides, Oxyhydroxides,
and Hydrous Oxides

R. Lee Penn, Dongsheng Li, and Jennifer A. Soltis

13.1 Introduction

The diversity of iron oxide, oxyhydroxide, and hydroxide materials in natural
settings is remarkable. Hereafter referred to simply as the iron oxides, these
materials exhibit myriad textures and morphologies, and such features provide
evidence that classical growth cannot adequately explain the formation and growth
of iron oxides.

The iron oxides often form as a result of iron leaching from iron-containing
minerals (e.g., biotite) through both abiotic and biotic weathering processes (Barker
et al. 1998). Furthermore, iron oxides can form when natural water containing Fe(II)
encounters oxidizing conditions (e.g., Waychunas et al. 2005). With its abundance
in near-surface materials and its redox reactivity, iron plays important roles in
biogeochemical cycling of a wide range of species, including metals and molecular
species. The capacity of the iron oxides for sorption of metals and polyatomic
anions makes these materials important players in the fate and transport of a wide
range of contaminants (Waychunas et al. 2005). Elucidating how these minerals
form, transform, aggregate, and grow is critical to understanding their geochemical
reactivity.

Particle-based crystallization has been featured prominently in the recent crystal
growth literature (De Yoreo et al. 2015 and references therein). Of the diverse
crystal growth mechanisms known, both classical crystal growth and particle-based
crystal growth are particularly important in the iron oxides. Classical crystal growth
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can be simply described as the monomer-by-monomer addition of molecular-scale
species to a growing crystal. Oriented attachment is a special case of particle-
based crystal growth and has been recognized since at least the late nineteenth
century (Ivanov et al. 2014). In oriented attachment, primary particles associate
to reversibly form complexes that are analogous to the outer sphere complexes
described in inorganic chemistry. The primary particles composing these complexes
lack direct contact, with solvent molecules and other molecular-scale species
residing in the spaces separating them. The primary particles can rearrange and
reorient through Brownian motion within this intermediate structure. If the primary
particles achieve a common crystallographic orientation, the intermediate structures,
which are sometimes referred to as mesocrystals (Cölfen and Mann 2003; Yuwono
et al. 2010; Rao and Cölfen 2017, Chap. 8), can either dissociate or irreversibly bond
together to form new secondary crystals. These new crystals can have symmetry-
defying morphologies and contain defects like dislocations, stacking faults, and twin
boundaries (Penn 2004).

Numerous reviews describing crystal growth by oriented attachment have
appeared in the relatively recent literature (De Yoreo et al. 2015; Ivanov et al. 2014;
Xiong and Tang 2012; Dalmaschio et al. 2010; Zhang et al. 2010; Zhang et al.
2009; Niederberger and Cölfen 2006; Penn 2004), among others. These reviews
provide concise descriptions of the fundamental mechanism as well as observations
of oriented attachment, reporting numerous examples of oriented attachment in
synthetic materials, such as titanium dioxide, iron oxides, metal selenides and
sulfides, and more. In addition, evidence for oriented attachment (OA) has been
observed in natural environment (Banfield et al. 2000; Hochella et al. 2008; Penn
et al. 2001b).

Currently, there is no universal description of how the iron oxides grow. In
fact, the iron oxides literature is rife with contradictions, even when observed
morphologies, textures, and microstructures are similar. An excellent example is the
case of pseudocubic hematite crystals, which have been prepared by several research
groups. Kandori et al. (1991) prepared synthetic hematite by aging an acidic
solution of ferric chloride at 100 ıC for 20 days, and they described their product
pseudocubic crystals as polycrystals composed of smaller and oriented subcrystals.
They concluded that the pseudocubic hematite formed by aggregation of hydrous
ferric oxide crystallites is followed by recrystallization and dehydration. Whether
the hydrous ferric oxides precursor particles were oriented prior to recrystallization
and dehydration was not addressed (Kandori et al. 1991). Similarly, Sugimoto
et al. (1993) described their synthetic pseudocubic hematite particles, which were
prepared by aging a partially neutralized solution of ferric chloride at 100 ıC for
8 days, as consisting of oriented subcrystals and even stated that their product
appeared similar to that of Kandori et al. (1991). However, they stated that single
crystals could not be produced by an aggregative mechanism and concluded that
their pseudocubic hematite must have grown by addition of monomeric species
(e.g., dissolved ferric complexes) from the solution phase. They concluded that
the observed textures arose because individual two-dimensional surface nuclei
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could not progress to form a continuous surface layer due to surface sites blocked
by adsorbed species like protons, chloride anions, and chloro ferric complexes
(Sugimoto et al. 1993).

Texture, morphology, microstructure, and the absence or presence of defects can
serve as clues regarding the crystal growth mechanisms at play. Relics of a particle-
mediated crystal growth mechanism can include dimpled surfaces, symmetry-
defying morphologies, dislocations, twin boundaries, stacking faults, and internal
porosity, and many of these features are often observed in reports describing iron
oxide crystal growth and phase transformations. Indeed, features apparent in images
of iron oxide particles shown in the classic Cornell and Schwertmann (Cornell
et al. 1989; Cornell and Schwertmann 2003) books are often consistent with
particle-mediated crystal growth. Recent work has demonstrated the importance of
aggregation, including oriented attachment, not only in iron oxide crystal growth
(e.g., Burleson and Penn 2006; Burrows et al. 2012; Burrows et al. 2013; Penn et al.
2006) but also during iron oxide phase inter-transformations (e.g., Davidson et al.
2008; Frandsen et al. 2014). Aggregation, including the special case of oriented
attachment, can lead to final crystals with rough surfaces as well as the incorporation
of pore spaces, defects, stacking faults, all of which can dramatically impact the
chemical and physical properties of the iron oxides.

Nucleation of particles with a structure distinct from the thermodynamically
most stable phase given the conditions (e.g., pH, temperature) is also common.
Phase transformation subsequently occurs to produce the more stable phase at the
expense of the initially nucleated phase. An excellent example is goethite produced
from six-line ferrihydrite nanoparticles in moderately acidic aqueous suspensions
(e.g., Burleson and Penn 2006; Burrows et al. 2012; Burrows et al. 2013; Penn
et al. 2006). Forced hydrolysis of dissolved ferric nitrate results in formation of
ferrihydrite nanoparticles that are a few nanometers in diameter. With time, the
ferrihydrite nanoparticles loosely aggregate into fractal aggregates, within which
the primary particles rearrange and reorient to form linear strings of nanoparticles.
These linear strings range from one to a few primary particles wide and several to
tens of particles long. In this intermediate state, the primary particles lack direct
contact with one another, with water and possibly other dissolved species residing
in the spaces between them. Further, the fraction of particles residing in the linear
strings increases with time (Yuwono et al. 2010), as does the fraction of goethite.
At some point, the phase transformation from ferrihydrite to goethite occurs. Based
on high-resolution imaging and X-ray diffraction results (Burleson and Penn 2006)
in combination with high-resolution imaging of the loose aggregates in vitrified
water (Yuwono et al. 2010), the current hypothesis is that phase transformation
to goethite precedes rearrangement from random appearing fractal aggregates to
linear strings of nanocrystals (Fig. 13.1 upper scheme). Indeed, linear strings with
overall morphologies consistent with goethite twins were frequently observed (e.g.,
Fig. 13.2), with the angle between the crystalline arms residing on either side of the
twin boundary matching that observed in twinned goethite crystals (Yuwono et al.
2010).
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Fig. 13.1 Simple scheme
illustrating the two end
member possibilities for
phase transformation after
(top) or before (bottom)
primary particles are
crystallographically aligned
with respect to one another

Fig. 13.2 Cryo-TEM image of aggregates of iron oxide nanoparticles. The aggregate with the
shape of “v” has a morphology and size that matches those of goethite twins observed in the
product material. High-resolution images of similar objects demonstrate lattice fringes that span
the entire object and with spacings consistent with the goethite crystal structure (Yuwono et al.
2010)

Alternatively, the phase transformation could occur after a threshold size is
achieved (Fig. 13.1 lower scheme). Indeed, size-dependent thermodynamic rela-
tionships between initial and product phases can mean that the new phase is not
thermodynamically favored until the initially nucleated crystals reach a threshold
size (Navrotsky et al. 2008). This results from the interplay between surface
and bulk energies, with the material with lower surface energy favored at small
size and the material with lower bulk energy favored at larger size. A beautiful
example of phase transformation occurring after oriented attachment is hematite
produced from oriented aggregates of akaganeite under hydrothermal conditions.
Cryo-TEM, in combination with XRD results, leads to the proposal that akaganeite
nanorods grew by oriented attachment and that the initial formation of hematite was
driven by a change in phase stability due to the increasing size of the akaganeite
crystallites. That is to say, once an akaganeite crystallite passed a threshold size,
phase transformation was driven by the comparative stability of hematite versus
akaganeite (Frandsen et al. 2014). Such size-dependent phase stability has been
demonstrated in a number of systems, such as the titanium dioxides (Navrotsky
2011), calcium sulfate (Van Driessche et al. 2012), as well as the iron oxides system
(Navrotsky et al. 2008).

In fact, considering the size-dependent phase stability of the iron oxides means
reevaluation of the results presented above regarding the growth of goethite from
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six-line ferrihydrite. Examining the thermodynamic relationships presented by
Navrotsky et al. (2008) does not, unfortunately, yield a clear answer regarding
the relative phase stability of ferrihydrite compared to goethite at extremely small
particle size. Ferrihydrite presents unique challenges because its crystal structure,
its hydrated state, and the probability that this material’s composition may vary
with particle size are not yet well understood. A challenge of the high-resolution
transmission electron microscopy (HRTEM) images presented by Burleson and
Penn (2006) is that the particles were dried before inserting into the high vacuum
of the transmission electron microscope (TEM). Thus, conclusions drawn about the
structure of individual particles as observed via HRTEM may not match the structure
of individual particles while still suspended in aqueous solutions. Nevertheless, the
relative stability for akaganeite and hematite as a function of particle size (Navrotsky
et al. 2008) seems consistent with the conclusions described by Frandsen et al.
(2014).

13.2 The Critical Role of Materials Characterization

Generally speaking, the final morphology, microstructure, and texture of a crys-
talline object are path dependent. That is to say, the detailed crystal growth
mechanism leads to the presence and/or absence of specific features in the growing
crystal. However, the dominant crystal growth mechanism(s) can change over
time. Later crystal growth can effectively erase evidence for early crystal growth
mechanisms (De Yoreo et al. 2015). The above disparate descriptions of how
hematite crystals composed of smaller subcrystals form highlight the challenges
of connecting the properties of the final product to its crystal growth history.
Interestingly, Sugimoto et al. (1993) stated that drawing conclusions from ex situ
TEM images is problematic because the dispersed state of the particles will change
upon drying on the TEM grid. Indeed, drawing conclusions based on data obtained
once the final crystal has been produced is risky, although sometimes these are the
only data available (e.g., crystals formed long ago in natural environments). Thus,
there is a pressing need for reliable characterization methods that can enable holistic
determination of the path to a final crystal. The most robust approaches will combine
methods, both in situ and ex situ, with particular focus on techniques that enable
characterization as a function of time (Penn and Soltis 2014).

13.2.1 Imaging Using Transmission Electron Microscopy
(TEM)

Direct imaging of nanoparticles using TEM and high-resolution TEM has long
been the primary technique for characterizing the often nanoscale features typically
associated with particle-based crystal growth mechanisms. Features such as crystal
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Fig. 13.3 TEM images of silicalite-1 prepared using bis-1,6-
(tripropyalammonium)hexamethylene dihydroxide as the structure-directing agent. The sample
was prepared after repeated washing and centrifugation to remove dissolved species and
amorphous material from the aqueous suspension. The high-resolution image highlights the
internal porosity and very complicated microstructure arising from aggregation of structural
diverse precursor nanoparticles followed by recrystallization (Kumar et al. 2011)

twinning, dislocations, and dimpled boundaries can often be readily detected
and even quantified in TEM images (Penn and Soltis 2014). However, detecting
such features does not represent sufficient evidence for concluding a crystal has
formed by oriented attachment or another particle-based growth mechanism. Indeed,
features like dimples and twins could form by random particle attachment followed
by recrystallization (Kumar et al. 2008; Kumar et al. 2011) (Fig. 13.3); alternatively,
this can proceed by monomer-by-monomer growth onto surface nuclei that cannot
extend beyond some physical or chemical barrier residing on the crystal surface,
as hypothesized by Sugimoto et al. (1993). Likewise, the absence of such features
is not a conclusive indicator of classical crystal growth, since rough surfaces and
defects can essentially be erased when particle-based crystal growth is accom-
panied or followed by recrystallization or monomer-by-monomer crystal growth.
It is therefore critical to employ correlative methods, time-resolved methods,
and in situ methods like X-ray scattering and cryogenic TEM (Penn and Soltis
2014).

13.2.2 Cryogenic and Fluid Cell TEM

Cryogenic (cryo) and fluid cell TEM enable direct imaging of particles as they exist
suspended in solvents (De Yoreo et al. 2017, Chap. 1; Nielsen and De Yoreo 2017,
Chap. 18). This removes the potential for artifacts that can arise due to drying a
sample on a TEM grid. The methods differ in that cryo-TEM provides a snapshot
of the sample at the instant of cryogenic vitrification, while fluid cell TEM enables
capture of the movement of particles in their suspended state. To prepare a sample
for cryo-TEM, a thin film of suspension is applied to a TEM grid and then plunged
into liquid cryogen (typically liquid ethane for aqueous suspensions) (Burrows and
Penn 2013). The rapid cooling (ca. 100,000 K per second) achieved by plunging

http://dx.doi.org/10.1007/978-3-319-45669-0_1
http://dx.doi.org/10.1007/978-3-319-45669-0_18
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Fig. 13.4 Cryo-TEM image of an aqueous suspension of three types of iron oxide particles: (1)
hematite (large diamond-shaped particle), (2) linear arrangements of primary particles with size
and shape similar to goethite crystals produced by OA, and primary particles that are aggregated
(3) or isolated (4). In the lower center of the field of view, the linear arrangement of particles
is consistent with the size and shape of final goethite crystals (white arrow), and the working
hypothesis is that the primary particles within that linear arrangement have the goethite crystal
structure

into liquid cryogen ideally serves to preserve the arrangement of objects in the
solvent and prevent crystallization of solvent molecules. By maintaining cryogenic
conditions during imaging and minimizing the electron dose, one can obtain high-
resolution images of crystals as they existed in the liquid state at the instant of
vitrification. Figure 13.4 shows a cryo-TEM image of an aqueous suspension aged
at 80 ıC. Several different nanostructures can be discerned in this image: (1) a large
crystal of hematite, with texture consistent with particle-mediated crystal growth;
(2) an aggregate of particles with morphology, aspect ratio, and size consistent with
product goethite crystals (arrow); (3) fractal aggregates with random orientation of
primary particles, which are hypothesized to be ferrihydrite; and (4) isolated primary
particles, which are also hypothesized to be ferrihydrite.

To prepare a sample for fluid cell TEM characterization, one need only ensure
that the mass loading of particles is suitable for characterization. The two basic
options are a static cell and a flow-through cell. An aliquot of suspension is injected
into a static cell and the cell sealed, which means only a single aliquot of suspension
can be examined with each cell. In the flow-through cell, the cell has both inlet and
outlet, and fresh suspension can be flowed into the cell. Both cells are bounded
by two electron-transparent windows (Grogan et al. 2012; Penn and Soltis 2014;
Nielesen and de Yoreo 2017, Chap. 18). Either way, imaging by fluid cell TEM
can yield unprecedented insights into the dynamics of particle-particle interactions,
enabling quantitative characterization of particle motion, rearrangement of particles
in loosely bound aggregates, crystal growth, and crystal dissolution. Generally

http://dx.doi.org/10.1007/978-3-319-45669-0_18


264 R.L. Penn et al.

speaking, the thickness of the liquid layer is thinner for the static than for the flow-
through cell, which means higher resolution and better contrast are obtained with
the static cell.

De Yoreo and coworkers successfully captured an instance of oriented attachment
between two ferrihydrite crystals in an aqueous solution (Li et al. 2012). They
directly imaged two ferrihydrite crystallites moving in suspension. The ferrihydrite
crystallites achieved close approach, and the authors were able to directly observe
the particles rearranging with respect to one another. A particle-particle attachment
occurred once crystallographic alignment was achieved, and continued crystal
growth by coarsening immediately after the oriented attachment event was observed
(Li et al. 2012). This resulted in smoothening out of the high radius of curvature
dimples that formed upon oriented attachment (Li et al. 2012). In addition to
quantifying the translational and rotational velocity of the smaller particle, they
also quantified the rate of coarsening by measuring the rate at which the curved
surfaces at particle-particle interfaces were eliminated. Their experimental rate of
coarsening was consistent with the dependence of chemical potential on interface
curvature (Cao 2004; Li et al. 2012).

The advantages of obtaining direct images of particles as they exist in liquid
suspension by cryo and fluid cell TEM come with some serious challenges. As
with all TEM methods, beam damage is a potential and serious complication. Both
radiolysis and knock-on damage can result in substantive changes to samples during
imaging. Unique to cryo-TEM, exposure to the beam can induce crystallization of
the vitrified solvent, which can result in the introduction of diffraction contrast
that can obscure the objects of interest. One main advantage of vitrification is
that the amorphous solvent contributes a uniform background, which means that
nanoparticles of sufficient size (with respect to the total thickness of the solvent
film) can be readily discerned. In addition, the amorphous solvent can liquefy or
sublime, which can cause the particles to move (Burrows and Penn 2013; Burrows
et al. 2014). In fluid cell TEM, additional considerations are numerous (Ross 2015)
and include the possibility that particles could interact with the cell windows, with
irreversible adhesion to the cell window or modified particle-particle interactions
both possibilities (Liu et al. 2013; Yuk et al. 2012; Zheng et al. 2009). Finally,
exposure to a sufficiently intense beam can yield substantial reduction of Fe3C to
Fe2C (Pan et al. 2006), which could result in the reductive dissolution of ferric oxide
during imaging. Figure 13.5 shows a series of images of goethite crystals in water
captured from a video collected while using a fluid cell TEM. Upon exposure to
the beam (unquantified intensity), the ca. one to two hundred nanometer goethite
crystals dissolved within approximately 70 s. Moving to a nearby location revealed
that crystals not exposed to the beam remained intact and appeared unaltered,
although onset of dissolution was observed soon after selecting a new field of view.
Furthermore, under similar conditions in the laboratory, no detectable dissolution
occurs. Thus, we conclude that the goethite reductively dissolved due to exposure
to the electron beam (Fig. 13.5).
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Fig. 13.5 Fluid cell TEM images obtained as snapshots from a video recording initiated imme-
diately after the left-hand, acicular particles were in the field of view. The dark-appearing round
objects are unknown contamination. The ca. 100–200 nm long by 20–50 nm wide particles are
goethite crystals, and one twinned particle can be seen on the right-hand size of the time zero
image (large white arrow). The ca. 200 nm long goethite crystal on the left-hand side of the field
of view rotated as it dissolved

13.2.3 Correlative Methods

One major problem with the above TEM methods is vanishingly small amounts of
material are imaged. In Fig. 13.5, the amount of material imaged in the left-most
panel is a fraction of a femtogram. High-resolution micrographs typically involve
just attograms of material. Thus, techniques that can produce data for comparatively
bulk samples are essential to ensuring the data are suitably representative of
the overall sample. X-ray diffraction (XRD) (Chiche et al. 2008; Hapiuk et al.
2013; Huang et al. 2003) and other diffraction techniques can be used to identify
minerals and quantify crystallite size, size distribution, and morphology. Scattering
techniques, such as small angle X-ray scattering (SAXS) (Davis et al. 2006; Drews
and Tsapatsis 2007; Kumar et al. 2008; Stawski and Benning 2013), small angle
neutron scattering (SANS) (Schwahn et al. 2007), and dynamic light scattering
(DLS) (Davis et al. 2006; Mintova et al. 2002; Schwahn et al. 2007) can be used
to quantify particle size and size distribution of particles in the suspended state. A
more detailed description of some of these methods for characterizing growth via
oriented attachment can be found in a review by Penn and Soltis (2014).

Kinetic models serve as an important method for detecting crystal growth
by particle-based mechanisms, especially when more than one crystal growth
mechanism operates. Several models employed for quantifying crystal growth that
involves aggregative processes, including oriented attachment, have been reviewed
elsewhere (Burrows et al. 2010; Xue et al. 2014), and describing those models is
beyond the scope of this chapter. However, the addition of semiquantitative and
quantitative models improves drastically our ability to detect crystal growth by
particle-based mechanisms, even when features that could serve as indicators of
such growth have been erased by subsequent processes.
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13.3 Highlights of Particle-Mediated Crystal Growth
in the Iron Oxides Literature

The work of Cornell and Schwertmann dramatically changed our understanding of
the occurrence and formation of iron oxides. Their books (Cornell and Schwertmann
2003; Schwertmann and Cornell 2000; Cornell and Schwertmann 2006) feature
descriptions of iron oxide minerals and reliable recipes for synthesizing them,
complete with results from careful materials characterization. Below are some
highlights of reports describing iron oxide crystal growth by nonclassical, particle-
based mechanisms.

13.3.1 Goethite

Goethite (’-FeOOH) has been described as the dominant reactive iron oxyhydroxide
in lake and marine sediments (van der Zee et al. 2003). Physical properties like
microstructure, particle size, and aggregation state are expected to strongly impact
the behavior of this ubiquitous and redox reactive material.

Evidence for goethite crystal growth by a particle-based mechanism was
described in the 1970s. Murphy et al. (1976a) prepared synthetic goethite from
partially neutralized solutions of ferric nitrate, and in their paper they describe
goethite growth by spheres linking together to form rods. They describe the spheres
as discrete, with sizes in the 1.5–3 nm size range and refer to them as polycations
that initially form in the partially neutralized ferric nitrate solutions. In related
work, they (Murphy et al. 1976b) describe goethite growth from ferric perchlorate
solutions that also starts with spheres linking together to form rods. They again
describe the spheres as polycations, which initially form in the ferric perchlorate
solutions as discrete spheres in the 1.5–3 nm size range, and they further discuss
link between ionic strength and rod formation. Whether their growth mechanism
involves a phase transformation to goethite that precedes or follows the aggregation
step is unclear.

Burleson and Penn (2006) proposed a two-step growth mechanism for goethite
crystal growth under aqueous conditions. They suggested that primary particles
first transformed from ferrihydrite to goethite followed by secondary assembly via
oriented attachment (Burleson and Penn 2006). This hypothesis was supported by
the cryo-TEM work published by Yuwono et al. (2010), in which images of loose
aggregates composed of oriented goethite primary particles were presented. The
kinetics of goethite growth by oriented attachment as well as the final goethite
crystal size are sensitive to temperature and pH (Burleson and Penn 2006; Burrows
et al. 2013), ionic strength (Burrows et al. 2012), precursor particle size (Penn et al.
2006; Penn et al. 2007), and the presence of chemical additives (Yuwono et al.
2012).
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The aforementioned studies on goethite crystal growth were mainly performed
at mildly acidic conditions. In contrast, Schwertmann and Murad (1983)
performed experiments at higher pH, and they concluded that goethite had
been formed by a dissolution and reprecipitation mechanism. No evidence
for goethite growth by oriented attachment has been reported, and their
general conclusion seems to be dissolution and precipitation dominates at
high pH due to increased Fe(III) solubility (Davidson et al. 2008; Shaw et al.
2005).

13.3.2 Hematite

The case of the pseudocubic hematite is but one example of disparate interpretations
based on very similar observed crystal textures. Similarly, spindle-shaped hematite
particles consisting of oriented subcrystals have been described as growing by
two different mechanisms. Morales et al. (1992) concluded that the spindle-shaped
hematite was formed by an aggregation process involving hematite crystallites. In
contrast, Sugimoto et al. (1993) stated that single crystals could not be constructed
by aggregation of primary crystallites and concluded that these structures were
formed by direct monomer-by-monomer addition of ferric complexes from the
solution phase.

Bailey et al. (1993) used time-resolved TEM and cryo-TEM to examine the
evolution of iron oxide particles produced from aqueous solutions of ferric chloride.
They concluded that their 1.5 �m hematite nanocubes formed from raft-like
aggregates of rod-shaped akaganeite nanoparticles aligned along <001>. They
proposed that hematite nucleated within the structure of the raft-shaped oriented
aggregate. Ocaña et al. (1995) described the “ordered aggregation” of small ellip-
soidal hematite nanoparticles to form larger hematite crystals. Finally, Fischer and
Schwertmann (1975) described the coalescence of “amorphous particles” into larger
aggregates that eventually transform into single crystals of hematite (Fischer and
Schwertmann 1975). Their results may be consistent with crystal growth by oriented
attachment preceded by or followed by phase transformation from ferrihydrite to
hematite.

Hematite produced by aging an acidic ferric chloride solution at elevated tem-
perature exhibited a texture consistent with crystal growth by oriented attachment,
resulting in the formation of lobed single crystals containing significant defects,
such as edge dislocations (Penn et al. 2001a). In addition, the recent work of
Frandsen et al. (2014) demonstrated hematite growth that indirectly involves
crystal growth by oriented attachment. In their work, akaganeite crystals grew
by oriented attachment, and the larger secondary crystals eventually phase trans-
formed to hematite. Other examples of particle-based hematite growth undoubtedly
exist.
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13.3.3 Akaganeite

Akaganeite is a less common iron-bearing mineral that is not precisely an iron
oxide mineral since it contains structural chloride. This mineral often occurs
in the nanoscale size range and is often a precursor phase to the more stable
hematite (e.g., Frandsen et al. (2014)). It has been described as occurring in the
vicinity of biological organisms, with biological polymers serving to template the
crystallization of akaganeite (Chan et al. 2004). It is less frequently studied (Barron
and Torrent 2013), but the material frequently exhibits features that may indicate
particle-mediated crystal growth.

An early report describing akaganeite crystal growth featured the conclusion
that akaganeite grew from ferric chloride solutions by addition of subcrystals to
produce the final larger structure. Watson et al. (1962) prepared ultrathin sections
of akaganeite collected from aged solutions of ferric chloride (Fig. 13.6). Images
of cross sections of their akaganeite crystals demonstrate that they are composed of
oriented arrays of tetragonal prisms of crystalline akaganeite.

Similar to their work with goethite, Murphy et al. (1976c) described akaganeite
growth from partially neutralized solutions of ferric chloride, starting with spheres
that link together to form rods. They described the initial spheres as polycations that
are in the 1.5–3 nm size range. Whether their growth mechanism involves a phase
transformation to goethite that precedes or follows the aggregation step is once again
(and understandably) unclear.

Recent work by Frandsen et al. (2014), which is described above, demonstrates
akaganeite crystal growth by oriented attachment, using cryo-TEM tomography to
produce exquisite three-dimensional images of the crystals.

Fig. 13.6 TEM image of a
cross-sectional ultra thin
section of an akaganeite
crystal impregnated with
polymethracrylate. The scale
bar represents 100 nm.
High-resolution images of the
individual tablets confirms
their crystalline nature as well
as the parallel
crystallographic alignment
(Watson et al. 1962)
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13.3.4 Feroxyhite

Feroxyhite (•-FeOOH) nanocrystals, which were produced upon oxidation of an
Fe(II)-bearing precipitate prepared by neutralizing a solution of ferrous chloride,
were described as high aspect ratio particles, with substantial dimpling, porosity,
and incorporation of defects like edge dislocations. The authors concluded that the
feroxyhite crystals had formed by oriented attachment (Penn et al. 2001a).

13.3.5 Ferrihydrite

Ferrihydrite is in a class of its own. There is a lack of consensus regarding its
crystal structure, homogeneity, and even composition (Drits et al. 1993; Gilbert et al.
2013; Janney et al. 2000, 2001; Michel et al. 2007). This iron oxyhydroxide occurs
only as nanoparticles, with sizes typically ranging from one to several nanometers,
and its structure continues to be poorly understood. This material is often the first
solid material to form upon partial neutralization of solutions containing ferric
ions, and it is often prepared as a precursor to the more thermodynamically stable
iron oxides like goethite and hematite (e.g., Cornell et al. 1989; Cornell and
Schwertmann 2003, 2006). In fact, aqueous suspensions containing ferrihydrite
nanoparticles typically are not stable, with the more stable iron oxide minerals,
such as goethite and hematite, forming even after quite short aging times. The new
phases often exhibit textures and morphologies consistent with particle-mediated
crystal growth. Mechanisms for conversion of ferrihydrite to the more stable
phases range from dissolution of ferrihydrite followed by precipitation of the more
stable phase as new nuclei or onto existing nuclei to aggregation-induced phase
transformations. Elucidating these mechanisms is complicated by the limits of
current characterization methods as well as our poor understanding of the nature
of this ubiquitous material.

13.4 Outlook

Iron oxides are important players in the geochemical cycling of the elements as
well as synthetic and naturally occurring chemical species. They can participate
in redox reactions and can be exploited in remediation of contaminants in a
wide range of settings. Particle size, morphology, composition, and microstructure
on chemical behavior can all dramatically affect the chemical behavior of iron
oxides. Furthermore, these materials are used in a wide range of industrial settings,
magnetic recording media, water treatment facilities, pigments, and more. Thus,
the importance of elucidating how the iron oxides form, transform, grow, and even
dissolve is far reaching. Detailed examination of direct images of final crystals
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has yielded dramatic insights into the mechanisms by which iron oxide crystals
form, but reliance on such images is risky since features produced during the early
stages of crystal growth can effectively be erased by later processes. Thus, the best
approach combines a suite of time-resolved and in situ methods in order to elucidate
the formation and growth history of the crystalline iron oxides. Elucidating the
mechanisms by which iron oxides grow and transform in complex environments
will require advancements in in situ materials characterization methods.
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Chapter 14
Magnetite Nucleation and Growth

Victoria Reichel and Damien Faivre

14.1 Introduction

Magnetite (Mgt) is a fascinating material, which plays a role in our daily life
and accompanies us in various situations: Imagine, for example, going to the
hospital to have an organ screening in a magnetic resonance imaging device or just
listening to music from an old cassette. In the aforementioned situations, magnetic
materials, especially magnetite, play an important role: In the magnetic resonance
imaging device, magnetic nanoparticles are injected as contrast agents to visualize,
e.g., tumors in the human body. In cassettes, magnetic tapes are used for data
storage. Alternatively, the magnetic properties of iron oxides in general, but of
magnetite in particular, are used in paleomagnetic and geomagnetic reconstruction.
The minerals are indeed preserving the main vectors of the Earth’s magnetization
and are therefore used to reconstruct past climates and continent positioning (Acton
2011). In ancient times, sailors were using magnetic materials as well. The earliest
known compass, called lodestone, was used for navigation (Fig. 14.1) (Annett
1921). Magnetite (FeII Fe2

III O4, Fe3O4), which is one of a number of iron oxide
phases (Cornell and Schwertmann 2003), can be found in nature and synthesized
in the laboratory. In this chapter, we will discuss magnetite and its occurrence, its
properties in general and of magnetite nanoparticles in particular, and how magnetite
can be formed synthetically. We will present how magnetite is biomineralized in
magnetotactic bacteria (MTB). Finally, we will show how biological additives can
be combined with magnetite synthesis to influence the properties of magnetite
nanoparticles.
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Fig. 14.1 An old photograph
of lodestone. Lodestones are
naturally occurring magnets,
which can attract iron-based
materials. They were used as
the earliest compass for
navigation (Annett 1921)

14.1.1 Occurrence of Magnetite

Geological magnetite can be found all over the world, e.g., in the Austrian Central
Alps, in Shark Bay and Lake Clifton in Australia, in parts of Iran, in China,
and in the United States (Zhao et al. 2014; Hüsing et al. 2011; Pechersky et al.
2009; Grachev et al. 2008; Stolz et al. 1989). The iron content of magnetite is
70 %wt, and it is therefore a valuable iron source. Magnetite is not only found in
geological samples, it also occurs in living organisms, e.g., magnetotactic bacteria,
mollusks, termites, bees, birds, and dolphins (Kirschvink and Gould 1981). In the
case of magnetotactic bacteria, the magnetite particles enable the cells to passively
orient themselves along the Earth’s magnetic field lines (Frankel and Bazylinski
1994). In birds and fish, magnetite has been associated with magnetoreceptive cells
(Solov’yov and Schulten 2012). Finally, in mollusks (chitons), magnetite is found in
the radula where it is used to harden the teeth that scrape rocks (Brooker and Shaw
2012).

14.1.2 Properties of Magnetite

Nanoparticles of magnetite can grow to different sizes and have different morpholo-
gies due to environmental or synthetic conditions. In magnetite, the iron ions are
distributed into the tetrahedral (Td) and octahedral (Oh) sites of the face-centered
cubic structure, stacking oxygen according to ([Fe3C]Td[Fe3CCFe2C]OhO4) as
shown in Fig. 14.2. Magnetite can easily oxidize to maghemite, which is its natural
weathering product (Widdrat et al. 2014). Maghemite is similar to magnetite in
its crystallographic structure (Fig. 14.2), in that it consists in the inverse spinel
group with a cubic unit cell. The magnetite unit cell contains 32 cubic closely
packed O2� ions. One half of the octahedral positions are filled with eight Fe3C
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Fig. 14.2 Crystal structure of magnetite (Fe3O4) and maghemite (‡-Fe2O3) (Modified from
Zhang et al. (2013) with permission of CrystEngComm)

ions and eight Fe2C ions. Additionally, eight of the tetrahedral positions are filled
with Fe3C ions. Two different sublattices are formed regarding to the octahedrally
and the tetrahedrally bound iron ions, which is shown in Fig. 14.2. Therefore,
magnetite is a ferrimagnetic material (Cornell and Schwertmann 2003). In the case
of maghemite, the unit cell consists of 21 1/3 Fe3C ions and 32 O2� ions and forms
the same crystalline structure as magnetite with the exception of observed vacancies
in the crystal lattice (‡–Fe2O3) ([Fe3C]Td[Fe3C

5/3X1/3]OhO4 (X stands for a cationic
vacancy) (Jolivet et al. 2004). The two antiparallel sublattices of maghemite have a
nonzero net magnetic moment, which leads to maghemite also being ferrimagnetic
(Cornell and Schwertmann 2003; Widdrat et al. 2014). Due to these similarities,
magnetite and maghemite are hard to differentiate by analytical means: the lattice
parameter for maghemite is, e.g., 0.83419 nm, slightly reduced in comparison to that
of magnetite, which is 0.83969 nm (Widdrat et al. 2014). The reduction is due to the
presence of the vacancies that replace the ferrous iron in the lattice. This difference
enables the differentiation of these minerals only by high-resolution techniques such
as high-resolution X-ray diffraction (Kim et al. 2012).

The magnetic properties of magnetite are influenced by their nanoparticulate
dimensions. Below a size of 30 nm, such nanoparticles exhibit a superparamagnetic
behavior (SP) (Dunlop and Özdemir 2001). In this case, magnetite nanoparticles
have to be placed in an external magnetic field to exhibit measurable magnetic
properties. Magnetite nanoparticles between ca. 30 and 80 nm are called stable
single domain. A ferrimagnet in which the magnetization does not shift across
the magnet has the stable single domain behavior. Particles above �80 nm are
multidomain. In this case, several magnetic domains coexist within a single particle,
thereby reducing the net volume magnetization of the sample (Fig. 14.3).

Finally, the hardness of magnetite is also an important property of this mineral,
as it is, e.g., used by mollusks to reinforce their teeth. Magnetite, which occurs
in the chiton radula of, e.g., Acanthopleura gaimardi, shows a Mohs hardness score
around 6 (Brooker and Shaw 2012). The Mohs score helps to characterize the visible
scratch resistance of minerals by other minerals. As a comparison, diamond is one
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Fig. 14.3 Sketch of the magnetic properties of magnetite nanoparticles as a function of their size

of the hardest materials with a Mohs score of 10(Ricks 2010). With a Mohs hardness
around 6, the chiton can easily use magnetite inside its teeth to scratch minerals such
as calcite or fluorite without damaging its teeth. These teeth are one of the hardest
biomineral structures, and they are known to exhibit three times the hardness of
human teeth or of typical mollusk shells (Brooker and Shaw 2012).

14.1.3 Applications of Magnetite Nanoparticles

Magnetite nanoparticles have found applications in domains as wide as coloring
pigments, magnetic materials, catalysis, data storage, biological assays, purification
processes, MRI contrast agents, agents for hyperthermia treatment, and magneti-
cally guided drug delivery (Guo et al. 2009). An overview of possible applications is
shown in Fig. 14.4. A principal criterion when utilizing magnetite nanoparticles for
these applications is the colloidal stability and monodispersity they display as those
directly influence their behavior. To stabilize magnetite nanoparticles and create
new morphologies and structures, different additives are used. These additives can
be biological compounds, polymers, and more, and their roles will be detailed below
(McBain et al. 2008; Ito et al. 2005; Shimizu et al. 2007).

14.2 Synthetic Formation of Magnetite

14.2.1 The Different Synthetic Routes

Synthetic magnetite nanoparticles can be formed via many different routes (Laurent
et al. 2008). Possible approaches include reactions in constrained environments,
hydrothermal reactions, flow injection synthesis, polyol methods, sol-gel reactions,
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Fig. 14.4 Possible applications and scientific fields that rely on the properties and uses of
magnetite nanoparticles

aerosol/vapor methods, electrochemical methods, sonolysis, and the classical copre-
cipitation to name a few. In one important method, the sol-gel method, the materials
are produced from small monomers, which are converted into a colloidal solution,
solution that acts as a precursor for an integrated network of particles. Sol-gel
syntheses are performed at room temperature, and the product acquires the final
crystalline state via aging (Vinogradov and Vinogradov 2014). High-temperature
and hydrothermal reactions are also used to form magnetite nanoparticles (Laurent
et al. 2008). In these cases, ultrafine powders are formed at temperatures above
200 ıC. The particle size increases with time, which can result in larger magnetite
aggregates. In the following, we focus on the coprecipitation technique for reason
detailed below.
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14.2.1.1 Coprecipitation

The coprecipitation technique is certainly the most widely utilized route to produce
magnetite nanoparticles in large amounts due to its simplicity, its high yield
obtained, and its low cost (Vayssières et al. 1998). Iron salts such as chlorides are
dissolved in a stoichiometric ratio for magnetite (Fe(II)/Fe(III) D 1/2) at very low
pH (around 1–1.5) and initially form monomeric iron in solution (Massart 1981);
(Baumgartner et al. 2013a). Through increasing the pH by addition of a base (e.g.,
sodium hydroxide), the monomeric iron species first start to hydrolyze and then
polymerize due to oxolation and olation reactions. Olation is a reaction by which
metal ions form polymeric hydroxides from aquohydroxo complexes by elimination
of water. Subsequently, in oxolation reaction, these hydroxo (Fe-OH-Fe) bridges
found in the iron polymer complexes are replaced by oxo (Fe-O-Fe) bridges (Jolivet
et al. 2004). If olation is slow compared to oxolation, the solid will be an oxide (this
is the case of magnetite). If it is faster, the coexistence of oxo and hydroxo bridges
will lead to an oxyhydroxide (such as ferrihydrite). The coprecipitation reaction
exemplarily takes place under continuous stirring, at room temperature, and under
nitrogen atmosphere to avoid oxidation and therefore maghemite formation. The
reaction follows the idealized formula:

FeCl2 C 2FeCl3 C 8NaOH ! Fe3O4 C 4H2O C 8NaCl

14.2.2 Magnetite Formation from Particulate Intermediate
Description of the “Nonclassical” Route

As stated above, the coprecipitation route is certainly the most widely used
technique for a high-yield synthesis of magnetite nanoparticles with the drawback
that mostly only superparamagnetic particles can be obtained (Laurent et al. 2008).
Therefore, efforts were developed in recent years to control the particle size of
the magnetite nanoparticles by producing them under physiological conditions
(Baumgartner et al. 2013a). The standard coprecipitation technique was modified,
and nanoparticles were grown beyond the superparamagnetic/stable single domain
threshold value. We describe below the mechanism of formation of such large
particles based on our recent work (Baumgartner et al. 2013a, b).

Using a computer-controlled titration setup, iron oxide nanoparticles (Baum-
gartner et al. 2013a) are formed from iron solutions (again with the stoichiometric
ratio Fe(II)/Fe(III) D 1/2) that were added into a reaction vessel, kept at a constant
temperature. The pH is controlled and kept stable by addition of a sodium hydroxide
solution under continuous stirring. The dynamics of the process was followed by
cryogenic transmission electron microscopy (Baumgartner et al. 2013b). Samples
were extracted from the reaction vessel and vitrified through plunging in liquid
ethane at 100 % to humidity and under a nitrogen atmosphere to prevent the samples
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Fig. 14.5 Cryo-transmission electron microscopy images of the nucleation and growth of copre-
cipitated magnetite. Images show the time-resolved evolution of primary particle and magnetite
nanoparticle aggregates after 2 min (a), 6 min (b), and 82 min (c). The early formed crystalline
magnetite nanoparticles can be seen in image b (yellow arrows). Magnetic nanoparticles can be
seen in image d, and image e shows primary particles which attach to the surface of a magnetite
nanoparticle (black arrows). The insets in images d and e are fast Fourier transforms, which
demonstrated the crystallinity of these nanoparticles. The scale bar in all images is 10 nm (Taken
from Baumgartner et al. (2013b) with permission of Nature Materials)

from oxidation or drying-induced crystallization. This method is particularly well
suited for avoiding artifacts in sample preparation (Nudelman and Sommerdijk
2012).

The following patterns were observed: Shortly after the initial addition of the
dilute sodium hydroxide solution to the iron chloride solution, so-called primary
particles are observed (Baumgartner et al. 2013b). These primary particles are
highly monodisperse with a dimension of about 2 nm in diameter. The primary parti-
cles subsequently aggregate into branched networks, which become denser, forming
spheroidal nanoparticles of magnetite as shown by the reflections on the high-
resolution images (Fig. 14.5b). These first magnetite particles measure about 10 nm
in diameter. With increasing reaction time, the magnetite nanoparticles increase in
size. Low-resolution images (Fig. 14.5c) depict well-defined cuboctahedral surfaces
typical of magnetite crystals. However, a closer look at high-resolution micrographs
shows that the crystal surfaces exhibit high surface roughness attributed to the
presence of primary particles on the surface of the growing magnetite crystals
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(Baumgartner et al. 2013b). In the moment of accretion, the dimension of the
primary particles decreases to around 1 nm on the large magnetite surface. Potential
explanations of this size decrease include contraction due to water loss concomitant
with olation or oxolation bond formation and/or partial redissolution. Therefore,
the primary particles are not only involved in the nucleation of synthetic magnetite
nanoparticles but are also critical for their growth.

14.3 Biomineralization of Magnetite

14.3.1 Generalities on Magnetotactic Bacteria
and Magnetosomes

Magnetotactic bacteria (MTB) (Fig. 14.6) are aquatic and motile prokaryotes
found at the oxic–anoxic transition zone, where oxygenated water/sediment meets
oxygen-deficient water/sediment (Bazylinski et al. 2014). MTB are gram-negative
bacteria and consist of various phyla of different proteobacteria, among others
(Lefèvre and Bazylinski 2013). MTB are diverse in phylogeny, physiology, mode
of magnetotaxis, and mineral and cellular morphology (Faivre and Schüler 2008).
What all MTB have in common is the magnetosome organelle, which consists of an
organic and an inorganic phase. The magnetosome comprises ferrimagnetic stable
single domain nanoparticles (either of the iron oxide magnetite (Fe3O4) or the iron
sulfide greigite (Fe3S4)), which are surrounded by a phospholipid bilayer called the
magnetosome membrane (Lefèvre and Bazylinski 2013; Faivre and Schüler 2008).
These magnetosomes are aligned by a bundle of filaments along the long axis of
the bacteria to form the magnetosome chain and act as miniature compass needles.
The magnetosome chains have the ability to passively align the bacteria along the
Earth’s magnetic field lines, and the bacterium itself can swim actively through its

Fig. 14.6 Magnetospirillum
magneticum AMB-1 (scale
bar, 1000 nm)
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flagellar system. This behavior is called magnetotaxis and combines the alignment
of the cells in the magnetic field and the chemotaxis along the oxygen gradient
(Lower and Bazylinski 2013).

14.3.2 The Reaction Pathway of Magnetite Biomineralization

Either magnetite or greigite is formed in magnetotactic bacteria. Before these iron
oxides are formed within the cell, the elements, which are necessary for mineral
formation, have to be taken up from the environment. Iron can be taken up as
Fe3C or Fe2C (Faivre et al. 2007), and oxygen originates from water (Mandernack
et al. 1999). A strict control of the iron uptake is necessary (Bazylinski et al.
2014; Grünberg et al. 2001). Several scenarios have been proposed: Either the
iron can be transported into invaginated magnetosome organelles via crossing the
outer membrane to the periplasmic space or the iron has to be transported into
the magnetosome vesicle, which is physically separated from the cytoplasmic
membrane via the periplasm of the bacteria (Schüler 2008).

14.3.2.1 Chemical Pathway of Biomineralization

Four main steps have been proposed for the mechanism of magnetite formation
in Magnetospirillum magneticum (Baumgartner et al. 2013c) (Fig. 14.7): after iron
uptake from the environment, a highly disordered phosphate-rich iron(III) hydroxide
phase is first observed outside the magnetosome organelle. This precursor phase
is consistent with prokaryotic ferritins as was shown by transmission electron
microscopy and X-ray absorption (Baumgartner et al. 2013c). In the next step,
a transient ferrihydrite-like intermediate, which is a purely inorganic material, is
found within the magnetosome organelle. Basically, the ferritin-like precursor is
transformed by the loss of the phosphate. The third step is the partial reduction
of Fe3C or the direct addition of Fe2C. Indeed, ferrihydrite is a Fe(III) species,
whereas magnetite is a mixed Fe(II)-Fe(II) phase. Therefore, the formation of
magnetite from a ferrihydrite intermediate requires a partial reduction. Magnetite
is formed by the aggregation of small particles in a process reminiscent of what
was described in the nonclassical synthetic pathway (Sect. 14.2.2). The final step
is particle growth toward mature size to reach the magnetic stable single domain
dimension (Baumgartner et al. 2013c), since the first observed crystals are about
10 nm in size and therefore superparamagnetic.

14.3.3 Influence of Proteins on Magnetite Formation In Vivo

The magnetosome formation is biologically controlled by mam (for magnetosome
membrane) and mms (for magnetosome membrane-specific) genes. The genes
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Fig. 14.7 Scheme of the proposed magnetite biomineralization pathway in magnetotactic bacteria.
After iron uptake, storage in a phosphate-rich ferric hydroxide phase (FeP) occurs. Phosphorus
and iron are separated into the magnetosome compartments in a transfer process. This leads to
the formation of ferrihydrite (Fh) (Fe2O3�n H2O). The reduction of Fh results in magnetite (Mgt),
which undergoes further growth to mature crystals (Modified from Baumgartner et al. (2013c) with
permission from PNAS)

responsible for biomineralization and organization of magnetosomes are clustered
in the magnetosome genomic island (Schübbe et al. 2003; Bazylinski and Frankel
2004; Ullrich et al. 2005). Recently, further bacterial strain was isolated in pure
culture and their genome sequenced and annotated (Jogler and Schüler 2009).
Comparative analysis of the data led to the discovery of mad genes, which are
specific to strains forming elongated magnetosome particles, and therefore the
genes were putatively associated with the control of the magnetosome morphology
(Lefèvre et al. 2013).

To understand the molecular mechanism of magnetite biomineralization in
more detail, two model organisms are particularly studied: M. gryphiswaldense
(MSR-1) and M. magneticum (AMB-1). In these strains, the role of particular
proteins has been studied in details and is briefly reviewed below (Table 14.1).
The proteins MamG, MamF, MamD, and MamC are the most abundant proteins
found in the magnetosome membranes, and they help in the control of the magne-
tosome size (Scheffel et al. 2008). MamK is a bacterial actin-like protein, which
stabilizes the magnetosome chain (Katzmann et al. 2010). MamJ interacts with
MamK as it anchors the magnetosomes to the MamK filaments (Lin et al. 2014).
MamE and MamO are proteins, which are involved in the arrangement of other
proteins into functional complexes within the magnetosome membrane (Lower
and Bazylinski 2013). MamP is involved in the control of the redox condition
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Table 14.1 Different magnetosome protein groups. Different functions of magnetosome mem-
brane proteins are in italics

Name of protein
Origin of the name
(abbreviation) Name of protein Function of protein

Mam Magnetosome
membrane

MamB, MamI, MamL,
MamQ, MamY

Membrane formation

Mme Magnetosome
membrane

MamA, MamM, MamN,
MamO, MamP

Magnetite
crystallization

Mms Magnetosome
membrane specific

MamC, MamD, MamE,
MamF, MamG, MamR,
MamS, MamT, MmsF,
Mms6

Control of particle size

Mtx Magnetotaxis MamJ, MamK Chain assembly
Mad Magneto-

deltaproteobacteria
specific

Lower and Bazylinski (2013)

within the magnetosome organelle and thereby helps in the establishment of the
physicochemical condition needed for magnetite precipitation (Siponen et al. 2013).
The most important proteins and their roles are summed up in Table 14.1.

14.4 Biomimetic Formation of Magnetite

14.4.1 Magnetite Synthesis in the Presence
of Magnetosome-Related Additives

As discussed in the previous section, magnetosome formation is strictly controlled
within the cell by different proteins. MTB can produce magnetite nanoparticles
at room temperatures and atmospheric pressures and with the help of biological
determinants. In this section, we focus on three of these dedicated proteins and
discuss their function when using them as biological additives for magnetite
nanoparticle synthesis in vitro.

Historically, Mms6 originating from M. magneticum AMB-1 was the first protein
identified to potentially affect magnetite formation in vitro (Arakaki et al. 2003).
The protein was indeed found to be tightly bound to the magnetosome particle
in vivo, and when used as additive in coprecipitation experiments, the size was
qualitatively observed to be larger than in the control (Arakaki et al. 2003). Later,
the same group of authors showed that the particle size could be decreased when the
partial oxidation technique was used (Arakaki et al. 2010). The authors concluded
that Mms6 controls magnetite size to obtain stable single domain particles both in
vivo and in vitro. Mms6 C-terminus is hydrophilic and was postulated to accumulate
iron ions, thereby triggering crystal nucleation and interacting with the magnetite
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nanoparticle surface, while the crystal is growing in vivo. However, the biological
function and the influence of the protein on crystal nucleation and growth are not
yet confirmed (Murat et al. 2012).

The second protein we focus on is MamJ, which is known as magnetosome
connector to the magnetosome filament MamK. Due to the acidic residues of MamJ,
binding moieties for cationic FeII/FeIII are eventually provided. When using MamJ
as an additive in magnetite synthesis, a strong effect on crystallinity, particle size,
aggregation, morphology, and phase of the precipitate is obtained (Baumgartner
et al. 2014). When using low concentrations of MamJ, extremely small magnetite
nanoparticles are formed at pH 11, whereas an unidentifiable mixture of minerals
is obtained at pH 9. When using higher concentrations of MamJ, either at pH 9 or
pH 11, a poorly ordered pattern is observed, potentially correlating with goethite
(Baumgartner et al. 2014).

Finally, MamP represents a new class of c-type cytochromes, which are exclu-
sively found in MTB (Siponen et al. 2013). MamP acts as an iron oxidase,
which contributes to the formation of ferrihydrite that is eventually needed for
magnetite crystal growth in vivo. Ferrihydrite would indeed be partially reduced
to finally obtain magnetite as described in Sect. 14.3.2.1 above (chemical pathway
of biomineralization) (Siponen et al. 2013). Such pathway can also be compared
with the synthetic pathway presented in part 3.2 (Baumgartner et al. 2013b). As
a precise FeIII/FeII ratio is required in magnetite crystal formation, MamP enables
the formation of the ferrihydrite precursor, which, when FeII is present in addition,
develops toward magnetite in vitro or in the magnetosome (Siponen et al. 2013).

14.4.2 Magnetite Synthesis in the Presence of Other Additives

Polymers, such as polyethylenimine (Laurent et al. 2008), and fatty acids, e.g.,
oleic acid (Kovalenko et al. 2007), are widely used additives during the synthesis of
magnetite nanoparticles. Furthermore capsids, which are empty virus shell proteins
(Qazi et al. 2013), and micelles are used to synthesize magnetite nanoparticles inside
nanocontainers (Qazi et al. 2013; Reichhardt et al. 2011). In this section, we focus on
proteins not specific to MTB and polypeptides, which influence magnetite particle
properties during in vitro synthesis.

Ferritin is a ubiquitous protein used for iron homeostasis in nearly every
organism. The proteins can be divided in two components: apoferritin, which is
the spherical polypeptide shell, and a 6 nm inorganic core made of the hydrated
iron oxide ferrihydrite. The shell can also be used in vitro as a nanoreactor. Under
controlled conditions, a 6 nm magnetite nanoparticle has been synthesized within
the nanodimensional cavity of a horse spleen ferritin (Meldrum et al. 1992). The
construct consisting of magnetically filled apoferritin is called magnetoferritin
(Meldrum et al. 1992; Lenders et al. 2014).

Polypeptides such as poly-L-glutamic acid (polyE) and poly-L-arginine (polyR)
are also used for in vitro studies. The main difference in these polypeptides is
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Fig. 14.8 Transmission
electron microscopy image of
magnetite nanoparticles
synthesized in the presence of
polypeptides (scale bar,
100 nm)

the availability of different charged groups, which can nonspecifically interact
with iron or iron (oxyhydr) oxide species in different manners. It has been shown
that polycationic polypeptides preferably attach to magnetite crystals (Baumgartner
et al. 2014). In the case of poly-L-arginine (polyR), its cationic guanidinium group
can electrostatically interact with negatively charged iron (oxyhydr) oxide crystal
surfaces in alkaline environment (Lai et al. 2010). PolyR affects the size, mor-
phology, and aggregation behavior of the formed magnetite nanoparticles. Single
domain-sized and highly monodispersed stable nanoparticles are formed, which are
able to assemble into a chain structure in solution (Fig. 14.8) (Baumgartner et al.
2014). The colloidal stability of these synthetic magnetite nanoparticles is similar
to the colloidal stabilization of magnetite crystals by magnetosome membranes in
magnetotactic bacteria. In magnetosomes, the compartmentalization is based on a
lipid bilayer, where the lipids expose mainly positively charged amines toward the
intracellular magnetite crystal (Baumgartner et al. 2014).

In a recent paper, it was shown that nucleation and growth of magnetite crystals
using a slow coprecipitation method based on a ferrihydrite precursor can be
manipulated by co-polypeptides (Lenders et al. 2015). These polypeptides are used
to mimic the function of biomineralization proteins. The ferrihydrite precursor
phase was stabilized, and the negatively charged amino acids of the co-polypeptides
were proposed to act as inhibitors of magnetite nucleation. In addition, the size
and shape of the magnetite crystals could be regulated by varying the amino acid
composition of the peptide (Lenders et al. 2015). The dimension of the formed
magnetite nanocrystals was affected as demonstrated by magnetic measurements: A
ferrimagnetic behavior was measured for particles synthesized with co-polypeptides
containing low glutamic acid content and alternatively, a superparamagnetic behav-
ior was observed for particles synthesized in the presence of polypeptides with high
glutamic acid content showing that a high glutamic acid content reduces the particle
size. When varying the lysine content of the co-polypeptides, the electrostatic
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stabilization upon protonation of lysine residues increased. This was inferred to
protect the particles against uncontrolled agglomeration. A low lysine content leads
to stable dispersions at high pH (Lenders et al. 2015). Higher lysine content enables
the crystals to self-organize in chain-like assemblies in a similar manner to what
was observed with the use of poly-L-arginine (Baumgartner et al. 2014).

14.5 Outlook

Magnetite is a fascinating material, and magnetite nanoparticles were used for many
applications in recent years. Especially in the field of nanomedicine, magnetite
nanoparticles are of great interest due to their magnetic properties and size ranges.

As we have seen, magnetite occurs in nature where the properties of mag-
netite nanoparticles and of their assemblies can be controlled. Along this way,
understanding the concepts of how biomineralization of magnetite nanoparticles
in magnetotactic bacteria is achieved is of particular interest since these simple
organisms are able to form particles with a controlled but large library of shape and
size but always with monodispersity and colloidal stability. If different additives
have already been tested and their roles in magnetite nucleation and growth
deciphered, we are still far away from being able to control both size and shape as
bacteria do, even further away of doing so with limited conditions that are required
for physiological processes.

In addition, the synthetic pathway presented here is already exhibiting high
similarities with the biological pathway. Still, and in order to potentially go toward
morphology control, it will be useful to determine the structure of the primary
particles. Knowing what are these 1–2 nm particles might indeed enable to tune
their interactions and orient their aggregation toward anisotropic structures.

Thereby, routes for the synthesis of magnetite particles with controlled properties
are emerging, which should pave the road toward an even wider applicability of
these fascinating particles.
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Chapter 15
Silica and Alumina Nanophases: Natural
Processes and Industrial Applications

Dominique J. Tobler, Tomasz M. Stawski, and Liane G. Benning

15.1 Introduction

Silicon (Si), aluminium (Al) and oxygen (O) are the three most abundant elements
in the Earth’s crust. The oxides these elements form constitute the main building
block for silicate minerals, and they are most often the end member oxides in rock
weathering processes. Due to their ubiquity, the variety of polymorphs they form,
each unique in structure, property and reactivity, they are among the most useful
natural materials.

Silica, usually denoted as SiO2, can crystallise in many different crystal systems,
forming a variety of polymorphs with stabilities governed by variable pressure
and temperature conditions (Heaney et al. 1994). Among these, quartz is the most
common and most stable form of SiO2. When dissolved, the amount of silica
in natural water is controlled by physicochemical parameters that are linked to
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water–rock interactions (e.g. weathering) or biomineral growth (e.g. diatoms or
radiolarians). These can vary significantly between different natural environments,
e.g. 100 ppb in seawater to >1000 ppm in near-boiling pressurised geothermal
waters. At Earth surface conditions, when SiO2 levels become supersaturated, silica
precipitates as an amorphous phase. Such amorphous silica, often referred to as
opal-A, has a local structural coherence smaller than 20 Å, and its solubility, density,
hardness and composition (e.g. water content can vary between 1 and 15 %) are
highly dependent on precipitation conditions (Perry and Keeling-Tucker 2000).
Yet, over time opal-A is unstable and gradually transforms into more crystalline
phases and eventually to quartz. The time scale for this transformation process is
highly dependent on the physicochemical conditions (i.e. temperature, pressure, pH
conditions) (Williams and Crerar 1985) and can take tens of thousands of years
(Herdianita et al. 2000).

The alumina system (Al2O3–H2O) is notoriously more complicated, with dif-
ferent polymorphs forming under different temperature and pressure conditions
but also at different solution pH. Aqueous Al3C oxy-species (i.e. the aluminates)
form as products of aqueous dissolution of aluminosilicates (which make up �75 %
of the Earth’s crust) or of simpler Al(OH)3, AlOOH and Al2O3 phases, with the
highest dissolution rates occurring at acidic and alkaline conditions. In solutions
supersaturated with regard to aluminate, typically only Al(OH)3 and AlOOH
phases precipitate, whereas Al2O3 or complex aluminosilicate phases are kinetically
inhibited and usually only form at higher temperatures. In the pure alumina system,
about half a dozen of metastable oxide and oxyhydroxide polymorphs are known to
exist, and these only transform at >1000 ıC to the thermodynamically stable trigonal
corundum (’-Al2O3). For a full review, see Levin and Brandon 1998 and references
therein.

In both the Si and Al systems, the formation of amorphous and (micro)crystalline
phases is preceded by hydrolysis and condensation reactions leading to various
mono-, di- or polynuclear species (Iler 1979; Brinker and Scherer 1990). In the silica
system, solution speciation (Fig. 15.1a) and the type and abundance of polynuclear
silica species do not affect polymorph selection, although they are believed to
influence the formation kinetics (Iler 1979; Rothbaum and Rohde 1979; Belton
et al. 2012). In contrast, the versatility of hydrolysed alumina species (Fig. 15.1b)
and the polynuclear complexes it forms, most likely affects alumina polymorph
selection (Wefers and Misra 1987; Casey 2006; Sipos 2009). In this chapter, we
review the current knowledge on the mechanisms and kinetics of polymerisation
and precipitation for these two systems. For simplicity, they will be discussed
separately, first focusing on the silica system, considering both processes in natural
waters and industrial applications. For the alumina system, we will take into account
the amphoteric character of the solid phases, and the precipitation process will be
discussed separately for acidic and alkaline solutions.
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Fig. 15.1 Partial speciation diagrams of dissolved silica (a) and alumina (b) as a function of pH at
25 ıC and 1 atm (Printed with permission from Elsevier from Dietzel (2000) for silica and Panias
et al. (2001) for alumina)

15.2 Silica in Natural Waters

Silica polymerisation and the subsequent precipitation of silica occur in many mod-
ern terrestrial environments (e.g. hot springs, brines, marine sediments, rivers), and
these processes are critical to a variety of processes including sinter formation, silica
diagenesis and biosilicification (e.g. diatoms, sponges and plants) (Pancost et al.
2005; Perry and Keeling-Tucker 2000; Tobler et al. 2008), as well as the transport
and fate of nutrients and contaminants, with silica nanoparticles acting as adsorbents
or mobile carriers (Ryan and Elimelech 1996). Silica also played an important role
in ancient geological settings; for example, most Archean fossils were preserved
in silica cherts (Westall and Walsh 2000). Furthermore, such processes were likely
also crucial in the formation of silica-rich deposits on Mars (Squyres et al. 2008) or
on other extraterrestrial bodies with the recent discovery of silica-rich nanoparticles
ejected from Enceladus, Saturn’s sixth largest moon, pointing towards subsurface
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hydrothermal processes (Hsu et al. 2015). The formation of silica in natural waters
can also be a nuisance to industrial facilities and equipment, for example, during
geothermal power extractions or in water treatment systems, where silica scaling
and fouling can greatly reduce performance (Gunnarsson and Arnorsson 2005).

15.2.1 Silica Chemistry

In most natural waters, the silicate ion is usually present as orthosilicic acid,
Si(OH)4, a weakly acidic molecule (pKa 9.8), with the Si atom tetrahedrally
coordinated to four hydroxyl groups. Orthosilicic acid remains stable as long as
its concentration is below the solubility of amorphous hydrated silica (�110–
120 ppm at 25 ıC; Gunnarsson and Arnorsson 2000). Silica solubility is affected
by several parameters, including pH, SiO2 concentration, temperature, pressure
and the presence of other ions, small molecules and polymers (Alexander 1954;
Iler 1979; Rothbaum and Rohde 1979; Marshall and Chen 1982; Perry and
Keeling-Tucker 2000; Gunnarsson and Arnorsson 2005; Patwardhan 2011). At
the near-neutral pH of many natural waters, silica solubility is at its minimum,
while it rapidly increases at pH values above 9, with orthosilicic acid becoming
increasingly ionised (Fig. 15.1a). In acidic waters (pH < 3), the silica solubility is
only slightly increased and silica polymerisation rates are at their lowest. Despite
some discrepancy between reported solubility data, SiO2 solubility increases with
increasing temperature and/or pressure, while it generally decreases with an increase
in ionic strength (IS). Naturally, IS favours the dissociation of acids, which in
turn may enhance SiO2 solubility (Fig. 15.1a), but likely this will only affect the
solubility at pH close to the pKa. The lack of such data hinders a more thorough
discussion on IS effects. The effects of inorganic and organic additives on silica
solubility and polymerisation are highly variable, and the extent and the pathways
in which they affect silica formation are still poorly quantified, but good insights
can be found in Iler (1979) and Patwardhan (2011).

In solutions supersaturated with respect to amorphous silica, orthosilicic acid
undergoes condensation reactions via the coalescence of orthosilicic acid molecules
and the concurrent release of water:

Si.OH/4 C Si.OH/4 $ .HO/3Si –O–Si.OH/3 C H2O

Further oligomerisation leads to the formation of trimers, tetramers, cyclic species
and other polynuclear entities, thereby maximising the number of Si–O–Si bonds.
Under most experimental conditions, the orthosilicic acid remains the dominant
dissolved silica species (Icopini et al. 2005), while the composition and abundance
of oligomers are primarily governed by pH and SiO2 concentration but also temper-
ature, ionic strength and the presence of other cations (Belton et al. 2012). These
polynuclear species undergo condensation and dissolution processes up to a point
where a critical cluster size is reached, and cluster growth becomes more likely than
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cluster dissolution. This is also termed the nucleation barrier. Once reached, it leads
to the formation of three-dimensional, internally condensed and highly hydrated
silica nuclei, a few nanometres in size (Iler 1979). These nuclei can grow through
monomer addition and/or through particle aggregation/coalescence (discussed in
Sect. 15.2.2) and interact with the biochemical environment in which silica will
be deposited. Overall, silica precipitates forming in surface waters are mostly
amorphous (i.e. opal-A) and not affected by oligomer type or abundance (contrary to
the alumina system, see Sect. 15.4). However, in some studies, silica precipitation
rate laws have been inferred as being a consequence of polymerisation of certain
oligomers (e.g. a fourth-order reaction corresponding to tetramer condensation)
(Rothbaum and Rohde 1979). This is further discussed in the next section where
the current understanding of silica formation mechanisms and kinetics is presented.

15.2.2 Silica Formation

The mechanisms of silica polymerisation and silica nanoparticle formation in
natural systems have been widely investigated in both laboratory (Alexander 1954;
Iler 1979; Carroll et al. 1998, 2007; Tobler et al. 2009; Tobler and Benning 2013;
Kley et al. 2014) and field settings (Carroll et al. 1998; Mountain et al. 2003;
Tobler et al. 2008; Meier et al. 2014), as well as through computational approaches
(Noguera et al. 2015). Silica polymerisation and silica nanoparticle formation are
generally described by a three-stage process where (1) silica polymerisation and
nucleation of silica nanospheres are followed by (2) particle growth via accretion of
silica monomers/oligomers and/or by Ostwald ripening and (3) particle aggregation.

In most natural waters (i.e. pH > 3), silica nanoparticles carry a negative charge,
which becomes more negative with an increase in solution pH and/or ionic strength
(Kobayashi et al. 2005; Barisik et al. 2014). This is explained by the deprotonation
of surface silane groups as pH increases and a decrease in surface HC concentration
with increasing ionic strength. Barisik et al. further observed that for particles with
diameters < 100 nm, the negative surface charge increases with a decrease in particle
size (Barisik et al. 2014). The higher the negative charge of the silica nanoparticles,
the more likely it is that they remain in suspension (because of the electrostatic
repulsion) and can get transported with the water flow. However, in most natural
waters, silica nanoparticles are not stable within the polymerising solution and
they aggregate into dense 3D networks. This is mostly due to IS effects, i.e. the
presence of charged species (e.g. coagulating cations such as Fe2C/3C or Al3C) or
of “sticky” organic molecules (e.g. polysaccharides) that reduce and even neutralise
the negative surface charge (Iler 1979; Perry and Keeling-Tucker 2000; Benning
et al. 2005).

Early studies estimated the size of the first silica nanoparticles forming within
the polymerising solution to be around 2–3 nm (Iler 1979). This was confirmed
and visualised through atomic force microscopy analyses (Conrad et al. 2007).
More recently, advances in scattering methods have made it possible to follow
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Fig. 15.2 (a) Initial steps of silica nanoparticle formation from supersaturated silica solutions
monitored by SAXS (640 ppm SiO2, IS D 0.22, pH D 7). Homogeneous nucleation followed by
initial fast particle growth concomitant with the decrease in molybdate-reactive silica, [SiO2(aq)]
(modified after (Tobler et al. 2009). (b) Silica nanoparticle size distribution in polymerising
solutions for two different ageing times (1600 ppm SiO2, IS D 0.22, modified after Tobler et al.
(2009)). (c) Decrease in monomeric silica and (d) concomitant growth of silica nanoparticles in
solutions with varying initial silica concentrations as indicated (pH D 7; modified after Kley et al.
(2014))

in situ and in a time-resolved manner the formation of silica nanoparticles from
a polymerising solution. In Tobler et al. (2009), we combined synchrotron radiation
small-angle X-ray scattering (SAXS) (Stawski and Benning 2013) and dynamic
light scattering (DLS) flow-through experiments with (cryo)electron microscopy
and monitored in situ the formation of silica nanoparticles from polymerising
solutions where supersaturation was induced by a pH drop from about 12 to 7.
These particles grew from 3 nm to approximately 8 nm, which was mirrored by
a fast decrease in the orthosilicic acid concentration in solution (Fig. 15.2a, b).
The size of the silica nanoparticles after 3h of polymerisation was not greatly
affected by the tested silica concentrations (640 and 1600 ppm SiO2) and ionic
strengths (IS D 0.02–0.22), while particle aggregation initiated considerably earlier
at higher SiO2 concentrations and IS. Kley et al. (2014) followed a similar approach,
employing both static and dynamic light scattering to monitor silica nanoparticle
formation in pH-induced silica polymerising solutions at a wider range of SiO2

concentrations (350–3000 ppm) and at two pH regimes (7 and 8). They showed that
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the particle density increased and the final particle size decreased with increasing
silica content (Fig. 15.2c, d) and pH, as expected from classical nucleation and
growth theory. Similar to the work reported in Tobler et al. (2009), Kley et al.
found that particle aggregation quickly set in at high SiO2 concentrations and that
at pH 7 aggregation was more enhanced than at pH 8 (Kley et al. 2014). They
explained this as a consequence of an increase in negative surface charge on silica
particles with increasing pH and with decreasing size and suggested that this leads
to repulsive forces, inhibiting particle aggregation (Barisik et al. 2014; Kley et al.
2014). In an attempt to better mimic natural processes, where silica polymerisation
and silica nanoparticle formation are the result of cooling (often extremely fast) of a
high-temperature, silica-supersaturated near-neutral fluid to ambient (geothermal)
or low temperatures (deep sea), we employed an approach similar to that used
in Tobler et al. (2009) but used a high-temperature flow-through experimental
system to monitor silica nanoparticle formation in temperature-induced silica
polymerising solutions (Tobler and Benning 2013). Our results revealed that the rate
at which silica nanoparticles formed was substantially lower (around 50 %) when
polymerisation was induced by fast cooling as opposed to pH change (both systems
having identical initial solution composition, i.e. [SiO2]). This was evidenced by
the occurrence of a lag time in the onset of particle growth, the formation of larger
critical nuclei and the absence of particle aggregation in the temperature-induced
experiments. This retardation in silica formation is explained by the differences in
time to establish supersaturation: the radical change in pH (<30 s) imposed a faster
attainment of supersaturated conditions compared to the slower (2–3 min) and more
gradual change in T.

Although there are some differences in measured particle sizes and particle
growth profiles between these three in situ studies (Fig. 15.2), they do however
agree in the mechanistic interpretation of silica nanoparticle formation with silica
polymerisation leading to the formation of condensed critical nuclei, which grow
by addition of monomers according to classical growth theory up to the point where
silica solubility is reached and/or particle aggregation sets in (Fig. 15.2a). Ostwald
ripening has been suggested to be an important growth mechanism during the late
stages of silica particle growth (Iler 1979; Perry and Keeling-Tucker 2000); however
this process could not be identified at the conditions tested in these studies. Ostwald
ripening seems particularly unlikely at higher SiO2 concentrations (>1000 ppm
SiO2), where particle aggregation quickly follows particle growth.

Several studies have observed the occurrence of a lag time (i.e. induction period),
where no silica polymerisation and particles are detected (i.e. no significant X-
ray/light scattering above background), although at the start of these experiments,
the experimental solutions were already at maximum supersaturation (Rothbaum
and Rohde 1979; Tobler and Benning 2013; Kley et al. 2014). The length of this
induction period is controlled by the same factors that determine silica solubility
(i.e. T, pH, IS and [SiO2]), and it decreases with an increase in silica supersaturation
(Iler 1979; Rothbaum and Rohde 1979; Gunnarsson and Arnorsson 2005; Conrad
et al. 2007). It is generally accepted that induction periods, recently also described
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as supersaturation plateaus (Noguera et al. 2015), represent the time during which
larger polymeric cluster structures and/or particles form and dissolve again (Perry
and Keeling-Tucker 2000), in agreement with classical nucleation theory. Such large
structures could be similar to the pre-nucleation clusters suggested for other mineral
systems (e.g. CaCO3; De Yoreo et al. 2017, Chap. 1). In both the silica and calcium
carbonate systems, particle nucleation likely occurs once such cluster structures
become dense enough to form the first solid particle.

This shows that despite the extensive research carried out in this field, there
are still a few gaps in the molecular-level mechanistic understanding of the
nucleation and growth of primary silica particles in natural aqueous solution. This
is further illustrated by the variety of kinetic models that have been derived from
measurements of the time-dependent decrease in orthosilicic acid concentration
or silica nanoparticle growth profiles, with reaction orders ranging between 1
and 6 (Tobler et al. 2009; Tobler and Benning 2013; Kley et al. 2014; Noguera
et al. 2015) and with varying dependencies on, for example, pH, [SiO2], particle
surface area or oligomer type. Due to the massive interest of industry in the
production of monodisperse silica nanoparticle, the bulk of the research has focused
on the mechanistic and kinetic understanding of silica nanoparticles synthesised
using organosilanes as a precursor (see Sect. 15.2.3). However, differences in the
formation process may prevent the resulting models from being applied to inorganic
natural systems.

15.2.3 Silica for Industrial Applications

Silica nanoparticles are highly desirable materials for industrial applications (e.g.
electronics, biotechnology, catalysis, water purification and chromatography)
because of their specific structural properties (e.g. swelling capacity, strength,
durability, thermal stability, dielectric properties) (Ab Rahman and Padavettan
2012; Hench and West 1990; Bagwe et al. 2006; Wang et al. 2008). In natural
waters, silica is formed from an inorganic building block, i.e. orthosilicic acid,
while most synthetic silica nanoparticles are produced through the hydrolysis
and condensation of alkoxysilanes, for example, tetraethoxysilane (TEOS) and
tetramethoxysilane (TMOS). Highly monodisperse, spherical silica particles have
been obtained through the so-called Stöber method (the base catalysed hydrolysis
and condensation of alkoxysilanes in low-molecular-weight alcohols) (Stöber et al.
1968), but other processes such as the diffusion of alkoxysilanes into a stirred
aqueous solution of lysine have also been investigated (Yokoi et al. 2006). In
aqueous solutions with acidic or basic catalysts, alkoxyl groups are hydrolysed to
form silanol groups and alcohol. The condensation between silanol groups (Si–OH)
or between silanol and alkoxides (Si–OR) group creates siloxane bridges (Si–O–Si).
These processes are affected by the type of alkoxysilane, the nature and composition
of solvent and catalyst, temperature, pH, as well as reactant mixing procedures (Ab
Rahman and Padavettan 2012; Besselink et al. 2013), which can be tuned to

http://dx.doi.org/10.1007/978-3-319-45669-0_1
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produce specific particle sizes and distributions. Silica nanoparticles prepared with
alkoxysilanes have much smoother surfaces compared to silica particles formed
by the condensation of orthosilicic acid in water. This is argued to be due to the
reversible exchange of alkoxyl (Si–OR) and hydroxyl (Si–OH) groups, thereby
creating a relaxation mechanism for further smoothening, while condensation of
orthosilicic acid produces fixed Si�O�Si bonds (Carcouet et al. 2014).

The formation conditions for industrial silica nanoparticles greatly differ from
those in nature, thus the reaction kinetics and mechanisms, to form highly size-
controlled, smooth and monodispersed silica nanoparticles during the hydrolysis
and condensation of alkoxysilanes, naturally deviate from those that occur in nature
(Sect. 15.2.2). However, there are quite a few similarities discussed below. Scatter-
ing and spectroscopy techniques combined with (cryogenic) electron microscopy
and molecular modelling have provided evidence that silica polymers with an open
fractal structure are the early species, which, once sufficient levels of supersaturation
are reached, transform into a dense sphere, with a size of approximately 2 nm
(Boukari et al. 2000; Green et al. 2003; Fouilloux et al. 2011; Carcouet et al.
2014). However, there is still debate on the mechanistic steps that lead to the
monodispersed mature particles formed during the hydrolysis and condensation of
alkoxysilanes, possibly also because of the large number of parameters that impact
these processes (i.e. type and concentration of alkoxysilane, solvent and catalyst,
mixing procedure, etc.). Similar to silica nanoparticle formation in natural systems,
growth by monomer addition (classical growth theory) has been a suggested mech-
anism (Matsoukas and Gulari 1989). Several studies have argued, however, that the
observed particle growth trends could also be explained by particle aggregation
(Bogush and Zukoski 1991). In the monomer addition model, nucleation occurs
in the initial stages leading to the formation of a set number of nuclei, which then
grow by the addition of hydrolysed monomers. On the other hand, in the aggregation
model, nucleation occurs continuously throughout the reaction, producing nuclei of
a certain size, which first aggregate to form larger particles and then grow by further
addition of the primary nuclei. A recent study combining high-resolution cryogenic
transmission electron microscopy (TEM) with 29Si magic angle spinning (MAS)
nuclear magnetic resonance (NMR) gives convincing evidence of the formation of
monodisperse silica nanoparticles through the aggregation of uniform 2.3 nm sized
primary particles to larger (>10 nm) units (Fig. 15.3) (Carcouet et al. 2014). These
larger units grow by further addition of primary particles, which collapse upon
association from 2.3 nm in solution to about 1.3 nm when bound to an aggregate
(associated with the expulsion of water). They further showed that free primary
particles were present at all stages of particle growth (Fig. 15.3), which demonstrates
that nucleation occurs throughout the reaction. Further support for the aggregation
model comes from a seeded growth experiment (Bogush and Zukoski 1991),
where the decrease in orthosilicic acid concentration was unaffected by the number
density of particles, which suggested that particle growth did not occur via direct
condensation of monomers onto the particle surface. In the aggregation model,
the fast initial decrease in orthosilicic acid concentration (i.e. fast consumption of
monomers once the reaction is induced) is explained by the formation of ionised,
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Fig. 15.3 Schematic representation of silica nanoparticle formation mechanism modified after
Carcouet et al. (2014). Initial open structures densify to primary particles (Stage I; T1) that collapse
upon association into assemblies (Stage II; T2, T3). After association, no further new assemblies
are formed, and growth occurs via the addition of primary particles (Stage III; T4, arrows point at
a free primary particle)

open structures of low density that collapse to form primary particles. This leads to
a steady increase in particle density up to a point where these primary particles start
to aggregate into more stable assemblies, leading to a sharp decrease in particle
density. Following formation of these assemblies, the particle number remains
stable, and the decrease in orthosilicic acid concentration proceeds at a much lower
rate (producing new primary particles for growth through aggregation). Similarly,
Fouilloux et al. reported an initial fast increase in the particle number density up
to a plateau, where particle numbers remained constant, but particle growth still
occurred (Fouilloux et al. 2011). They argued that this result supports a mechanism
with two consecutive phases: (a) nucleation and growth and then followed by (b)
phase densification. However, as pointed out by Carcouet et al., it could also be that
primary particles with sizes lower than 3 nm were present but simply not visible by
the employed techniques of these previous studies (Carcouet et al. 2014). Also, the
usually observed plateau in particle number density occurring during the particle
growth process can be easily explained with the aggregation processes described
above.
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15.3 Alumina in Natural Waters and in Aqueous Industrial
Environments

Aluminium is contained in more than 250 different minerals, most noteworthy in
the form of common aluminosilicates (e.g. feldspars or clays) and the economically
important bauxite ore (mixed Al oxides and hydroxides). Rock weathering and soil
formation processes are to a large extent driven by the interaction of fluids with
rocks leading to the dissolution of these various phases containing Al. Similar to
silica nanoparticles, colloids in the alumina–water system control the cycling of
various species in natural waters by introducing a charged solid-liquid interface to
which a multitude of inorganic (e.g. phosphate, arsenic, lead, iron, chromium) and
organic (e.g. humic acid) compounds can adsorb (Kasprzyk-Hordern 2004). This
way alumina colloids are involved in cycling of anthropogenic pollutants in soils and
natural waters and have many applications in water treatment (Hu et al. 2006). Al-
containing compounds and their processing are also essential for various industries,
for example, metallurgy and welding, ceramic production, catalysis, electronics,
pharmaceutics, cosmetics, fire prevention, paint production, etc. (Wefers and Misra
1987; Levin and Brandon 1998).

The main difference between the alumina–water and silica–water systems is
that in the alumina system, there are a multitude of possible Al-oxyhydroxide
phases that can precipitate from solution. Typically, amorphous colloids form at the
beginning and then transform directly in solution to crystalline polymorphs (Wefers
and Misra 1987). It is generally accepted for the alumina system that the reaction
pathways and the products strongly depend on the Al speciation in solution. The
various aqueous Al3C oxy-species (i.e. the aluminates) form through dissolution
of amphoteric Al phases under acidic and alkaline conditions, as illustrated in
Fig. 15.1b. In natural waters, the precipitation of Al phases usually occurs through
the neutralisation of Al-rich acidic solutions (pH > 3–4), while in industrial settings,
the neutralisation is most often from alkaline liquors (pH < 9–10, i.e. the Bayer
process used for processing of bauxite ores). Unsurprisingly, due to the geochemical
and industrial importance of the alumina system, a substantial body of literature on
precipitation from solution as well as speciation of aqueous entities exists (e.g. see
the reviews by Wefers and Misra (1987), Swaddle et al. (1994), Casey (2006), Sipos
(2009) and references therein). Below we present a brief summary of the current
knowledge.

15.3.1 Solid Phases in the Alumina–Water System

The water–alumina system is characterised by a plethora of polymorphs, and thus
it is inevitable to consider first the possible solid products of precipitation from
the aluminate solutions. Excluding pure Al2O3 phases (since they typically do not
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precipitate from solution), these include (Wefers and Misra 1987; Ruan et al. 2001;
Kloprogge et al. 2006; Demichelis et al. 2009; Smith et al. 2013):

• Colloidal amorphous and gelatinous hydrated alumina(s) formed through con-
densation of aluminate complexes (Bale and Schmidt 1959; Petz 1968; Nail et al.
1976a, b, c; Rousseaux et al. 2002) and including all nanometre-sized amorphous
oxides, hydroxides and oxyhydroxides.

• Poorly crystalline pseudo-spinel (Bradley and Hanna 1994) and pseudo-boehmite
structures formed through ageing of the amorphous phases mentioned above
and containing up to 30 wt% water with respect to the Al2O3 stoichiometry
(Tettenhorst and Hofmann 1980; Wefers and Misra 1987; Brinker and Scherer
1990). Further ageing of pseudo-boehmite leads to either trihydroxide(s) (at
T < �75 ıC) or oxyhydroxide(s) (T > 75ıC) (Wefers and Misra 1987).

• Crystalline Al-trihydroxides (Al(OH)3), in which the Al3C is octahedrally
coordinated by OH� groups, and each OH� is bound to two cations with a vacant
third octahedron, thus forming neutral sheet structures (Demichelis et al. 2009).
The most studied Al(OH)3 phases are:

– Gibbsite, the most common and thermodynamically stable phase among
hydroxides in natural systems (major component in bauxite ore). Structurally
it contains OH� ions in consequent and opposite layers with a sequence
arranged as f�AB-BA-AB-BA- : : : g in the direction perpendicular to the
layers – it means that OH� ions of the adjacent groups are located directly
in front of each other (Fig. 15.4a) (Saalfeld and Wedde 1974).

– Bayerite, which crystallises under highly basic conditions during processing
of bauxites (i.e. the Bayer process). Its layers follow the sequence f�AB-AB-
: : : g – OH� ions from one layer are shifted in respect to the previous one, so
that the ions from one layer fall into spaces in-between hydroxyls from the
neighbouring ones (Fig. 15.4a) (Rothbauer et al. 1967).

– Nordstrandite, which crystallises upon ageing of precipitates at mildly basic
conditions (pH � 7.5–9). Its structure follows the bayerite layer pattern, but
with oppositely located hydroxyl groups, hence yielding the sequence f�AB-
AB-BA-BA- : : : g(Fig. 15.4a) (Saalfeld and Jarchow 1968).

– Doyleite, only discovered recently (Caho et al. 1985), has a similar layer
stacking as bayerite (Fig. 15.4a), but the hydroxyls of the two consequent
double layers are located in intermediate positions between those of gibbsite
and nordstrandite (Demichelis et al. 2009).

• Al-oxyhydroxides (AlOOH) are composed of double layers, in which the primary
motif 2 AlOOH forms chains (Wefers and Misra 1987):

– Boehmite, precipitating upon neutralisation of aluminate solutions at elevated
temperatures, in which 2 AlOOH-based chains are arranged in a cubic packing
(Fig. 15.4a) (Christoph et al. 1979).

– Diaspore, in which the 2 AlOOH-based chains are arranged in a hexagonal
packing (Fig. 15.4a) (Busing and Levy 1958). This phase is typically found as
the product of weathering or high-temperature transformations (Keller 1978).



Fig. 15.4 (a) Structures of aluminium oxy-hydroxide phases in octahedral representations. (b)
Simulated diffraction patterns of the same phases for the wavelength corresponding to Cu K’1.
Patterns and visualisations were generated from the structural information contained in the
following entries of the ICSD: gibbsite, 98-000-6162; bayerite, 98-002-6830; nordstrandite, 98-
003-4393; doyleite, 98-005-0581; boehmite, 98-003-6340; diaspore, 98-001-6768. Visualisations
and diffraction pattern simulations were prepared in VESTA 3 (Momma and Izumi 2011)
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These differences are translated into variations in the diffraction patterns
of the various crystalline phases (Fig. 15.4b), which show common structural
features among the trihydroxide group phases in more stark contrast to the
oxyhydroxides.

The Al speciation diagram in Fig. 15.1b clearly shows the precipitation region
for solid trihydroxides at pH �4 to �10. Precipitation has been shown to occur
during the neutralisation of the acidic and alkaline aluminate solutions and pro-
ceeds through a colloidal stage with possible polynuclear complex ions and their
condensation products, as will be explained in more detail in the sections below.
In both cases, an initially formed amorphous alumina gel eventually transforms
to pseudo-boehmite, which has fibrous and sheetlike morphologies. This pseudo-
boehmite only gradually crystallises to bayerite and gibbsite (Cesteros et al. 1999)
through the following sequence:

Colloidal amorphous or gelatinous alumina .s/ ! pseudo-spinel and pseudo-
boehmite ! bayerite ! gibbsite

The polymorphic sequence as well as the morphology and the size distribution of
the products depend strongly on the physicochemical conditions of the precipitation
and transformation reactions (Li et al. 2005a, b, 2011). Gibbsite and bayerite can
crystallise concurrently from aluminate solutions, yet this transformation depends
on chemical conditions and bayerite is also known to transform to gibbsite (Loh
et al. 2000; Li et al. 2005b, 2011). In strongly caustic environments and at tem-
peratures close to 100 ıC, boehmite can form instead of trihydroxides (gibbsite or
bayerite) (Wefers and Misra 1987; Gong et al. 2003). The kinetics and mechanisms
for these polymorphic transformations between the various Al phases are still not
fully understood, partly because we lack knowledge of their stability field. Indeed,
gibbsite is regarded as the most stable phase because it is most common, but clear
evidence is missing. For more details, the reader is referred to the excellent reviews
and summaries found in Wefers and Misra (1987), Loh et al. (2000), Gong et al.
(2003), Li et al. (2005a) or Li et al. (2011).

15.3.1.1 Alumina Chemistry Under Acidic Conditions

The mechanism and products of acidic hydrolysis of Al3C have been extensively
studied using a wide variety of in situ and ex situ analytical techniques. These
include potentiometric titrations (Brosset et al. 1954; Nail et al. 1976a), 27Al NMR
(Akitt et al. 1988; Akitt 1989; Casey 2006), SAXS (Rausch and Bale 1964; Bottero
et al. 1982) and X-ray diffraction (Johansson 1960; Hsu and Bates 1964; Rowsell
and Nazar 2000).

The process starts at pH < 3 with an unhydrolysed, mononuclear [Al(H2O)6]3C

species, which with increasing pH hydrolyses according to the following idealised
equations (Brinker and Scherer 1990):
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ŒAl.H2O/6�
3C C xH2O ! ŒAl.OH/x.H2O/6�x�

.3�x/C C xH3O
C

where x defines the extent of hydrolysis (i.e. the OH/Al ratio ranging from 0 to 3).
The further polycondensation of the so formed ŒAl.OH/x.H2O/6�x�

.3�x/C species
and how these relate to the final solid Al-polymorphs have been extensively studied,
yet the mechanisms are still controversial (Bi et al. 2004 and references therein).
Essentially, two condensation mechanisms have been proposed: the “core-links” and
the “cagelike” models (Bi et al. 2004).

According to the “core-links” model, the condensation of hexameric
ŒAl6.OH/12.H2O/12�

6C rings or ŒAl10.OH/22.H2O/16�
8C double rings leads to

larger sheetlike structures. In this case, ŒAl54.OH/144�
18C was proposed to be the

last species in the series, before the precipitation of a solid colloidal entity of the
[Al(OH)3]n type takes place (Bi et al. 2004). These colloids are expected to exhibit
a local sheet-structure resembling that of the crystalline Al(OH)3 phases. This
model is primarily based on potentiometric titrations (Brosset et al. 1954; Stol et al.
1976) combined with X-ray diffraction analyses (Hsu and Bates 1964). Although
the “core-links” model explains well the various titration characteristics, it lacks
sufficient structural evidence for the proposed hexameric units and their consequent
condensation products.

On the other hand, the “cagelike” model considers the well-characterised tride-
camer Œ.AlO4/Al12.OH/24.H2O/12�

7C complex ion (Johansson 1960; Johansson
et al. 1960) and other similar structures (Casey 2006) to be the actual primary
building units in the alumina system. These primary structures are thought to be
involved in the nucleation and growth of amorphous colloidal particles and their
transformation to various crystalline polymorphs (Bottero et al. 1987; Fu et al.
1991). The tridecamer unit is also known as the Keggin Al13 structure, and it has
been shown that such units exhibit a very high stability (up to several years) (Casey
2006). The presence of the Keggin ion in aluminate solutions can be easily identified
through 27Al NMR, and this method has thus been the primary tool to study the
growth mechanisms and structures involving Keggin complex ions (Akitt 1989).
Similarly, the structure of another large Al30 cation, ŒAl30O8.OH/56.H2O/26�

18C,
composed of two •-Keggin units linked via four AlO6 units (Fig. 15.5) has also
been revealed by 27Al NMR (Rowsell and Nazar 2000; Allouche et al. 2000; Casey
2006).

It is important to emphasise that depending on reaction conditions, the formation
of other polynuclear species has been predicted. However, due to physical limi-
tations of analytical tools (insufficient specificity allowing to distinguish various
AlO6-based species) such as the aforementioned 27Al NMR, many of these species
have so far not been characterised or even identified (Casey 2006). Hence, results
from the experiments conducted under similar conditions are often interpreted by
using either the “core-links” or the “cagelike” model (see the next paragraph). There
have been attempts to consolidate the “core-links” and the “cagelike” models by
reinterpreting the various experimental data and creating a “continuous” model (Bi
et al. 2004). This unified model assumes that the polynuclear species transform
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Fig. 15.5
ŒAl30O8.OH/56.H2O/26�

18C

(aq) (Al30) complex ion
shown in a polyhedral
exploded view. This structure
can be viewed as two Keggin
units (Al13) joined by four
AlO6 octahedra. Al13 and
Al30 species are 1 and 2 nm in
size, respectively (Printed
with permission from Casey
(2006). Copyright American
Chemical Society 2006)

rotated trimeric group
δ−Al13
moieties

with corner-shared AI(O)6

tetrameric cap

molecule

µ3-OH

on a δ−Keggin

dynamically through different intermediate stages, where the long-lived Keggin
complex ions form upon ageing (i.e. the ion is stable as long as pH or temperature
does not drastically change), but the validity of this combined model is still debated.

For instance, Nail et al. studied the early stages of amorphous alumina gel for-
mation from AlCl3 and Al2(SO4)3 solutions and postulated a mechanism in which
the evolution of polynuclear species to a solid colloidal precipitate was a stepwise
process leading to the condensation of hexamers (Nail et al. 1976a). Depending
on the original counter anion in the Al3C solution, the colloidal precipitates were
suggested to be composed of �10 six-membered rings for Cl� and only �3 for
SO4

2�. Leetmaa et al. studied products forming under nearly identical conditions by
means of 27Al NMR and infrared/Raman spectroscopy (Leetmaa et al. 2014). Yet,
their data also revealed that the products were primarily composed of polynuclear
chains of highly distorted aluminium-based octahedra for the Cl� system and of
sulphate-stabilised Keggin Al13 clusters for the SO4

2� system. Perry and Shafran
evaluated the optimum conditions for the formation of polynuclear Al complexes
and found that the neutralisation of AlCl3 and Al(NO3)3 by KOH and KHCO3 at low
ionic strengths favours the formation of Al13 clusters and larger polymers (Perry &
Shafran 2001). In contrary, in the presence of sulphates, the resulting products were
primarily Al13 clusters, which was expected due to the stabilisation of the clusters
by SO4

2�.
The above-cited studies show that we have been learning more and more about

the structures and the synthetic routes for the various polynuclear species for
alumina under acidic conditions. Such insight is very important for the systematic
analysis of the process, because the mechanistic details of the interplay of the
various clusters on the path the crystalline phase remain rather vague at the moment.



15 Silica and Alumina Nanophases: Natural Processes and Industrial Applications 309

15.3.1.2 Alumina Chemistry Under Alkaline Conditions

Processing of bauxite ores (aluminium-rich ores containing primarily gibbsite,
boehmite and diaspore) under alkaline conditions is known as the Bayer method,
and it is used to form also gibbsite and nordstrandite (Counter et al. 1997). The
speciation of Al in basic solutions is rather complex and unsurprisingly a subject
of controversy (Sipos 2009). Furthermore, little is known about any polynuclear
complex ions that may form under these conditions. In fact, under highly alkaline
conditions, the aluminate systems are considered to be actual solutions (see
Fig. 15.1b), rather than colloidal systems, as was demonstrated, for instance, by
light scattering or infrared and Raman spectroscopies (Li et al. 2003; Sipos 2009).
Typically among the aqueous species, only tetrahedral ŒAl.OH/4�

� is expected to
be present at pH > �8–9 (Moolenaar et al. 1970; van Straten et al. 1984; Swaddle
et al. 1994; Li et al. 2003; Sipos 2009). Some other mononuclear species such
as linear [AlO2]� and square planar ŒAl.OH/4.H2O/2�

� complexes may also be
present (Gerson et al. 1996), but at insignificant concentrations (Swaddle et al. 1994;
Sipos et al. 1998; Sipos 2009). At pH > 13, Al3C can exist as either ŒAl.OH/5�

2�

or ŒAl.OH/6�
3� (Akitt and Gessner 1984; Barcza and Pálfalvi-Rózsahegyi 1989;

Buvári-Barcza et al. 1998), but again these two species are minority species
(Sipos 2009) compared to the main ŒAl.OH/4�

� species. Using computational
approaches, Gale et al. showed that at alkaline conditions dimeric complexes like
Œ.HO/3Al.OH/2Al.OH/3�

2� should also be expected (Gale et al. 1998), while
the presence (or significance) of higher polynuclear species is still a subject of
controversy (an insightful discussion is given in Sipos (2009) and the references
therein).

It is known that aluminium in amorphous precipitates is octahedrally coordinated
in the same way as it is later in crystalline phases (Tettenhorst and Hofmann 1980;
Wefers and Misra 1987). Upon precipitation from acidic solutions, independent
of the actual condensation mechanism and possible speciation, one can assume
that Al3C also condenses into solids with a sixfold coordination. However, in the
Bayer process, the dominant solution species, i.e. the ŒAl.OH/4�

� ion, exhibits
a fourfold coordination. Hence, one might rationalise the nucleation stage in
terms of a transition product, in which the realignment of ligands would occur
to establish the octahedral geometry by a swap from the tetrahedral one. The
question arises whether abundant ŒAl.OH/4�

� species constitute a monomer in
crystal growth or whether there are actually other minority species which control
the process. Gerson et al. carried out semiempirical quantum modelling of var-
ious mononuclear, dimeric, trimeric and tetrameric species in caustic aluminate
solutions and suggested a mechanism and possible pathway in which a minority
tetrahedral [Al(OH)3(H2O)] complex could dimerise and then transform to the
tetramer, via a transient trimer moiety (Gerson et al. 1996). In such a tetramer, a
central octahedral Al3C ion would be surrounded by three tetrahedral counterparts.
However, results from conductivity studies combined with viscosity measurements
of caustic aluminate solution were interpreted in terms of the formation of the
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ŒAl6.OH/24�
6� (Barcza and Pálfalvi-Rózsahegyi 1989; Buvári-Barcza et al. 1998)

or ŒAl6.OH/22�
4� moieties (Sipos et al. 1998). In such species, octahedral Al3C

geometry dominates, yet actual structural evidence for the proposed mechanisms
is still lacking to say the least (Sipos 2009). In more dilute caustic solutions (i.e.
ŒNaOH� = ŒAl� � 1; and ŒNaOH� � ŒAl� � 1:0 mol=L), a polynuclear species
in a size range comparable with that of Keggin Al13-like species was proposed
based on primarily light scattering evidence (Li et al. 2003, 2005a). Similar
colloidal polynuclear aluminate structures were suggested based on optically clear
supersaturated aluminate Bayer liquors analysed by cryo-vitrification of solutions
at different stages and subsequent imaging by transmission electron microscopy
(Counter et al. 1999). In these systems, the Keggin Al13-like species were assumed
to be primarily six-coordinated, and their existence in the Bayer process could
provide a conceptual link between the mechanisms of Al(OH)3 precipitation from
the acidic and alkaline solutions. Finally, the critical nuclei size for gibbsite that
forms as an end product in the Bayer process was calculated to have a radius
of � 1.2 nm (Rossiter et al. 1998), which is in line with the size range of Keggin
ions and other small polynuclear oligomers (cf. Fig. 15.5). This might suggest that
Keggin ions are sort of a universal “precursor” phase in alumina system regardless
of conditions. This is an interesting hypothesis, but yet it has to be confirmed.

To illustrate the influence of physicochemical conditions and speciation onto
the nucleation of phases precipitating from aluminate solutions, let us consider
the investigations reported by Li et al. concerning the growth of gibbsite and
bayerite through the Bayer process (Li et al. 2003, 2005a). The authors studied
precipitation using dynamic light scattering to derive particle size distribution and
X-ray diffraction for phase identification. Their data showed that dilute solutions
(


Al3C

�
� 0:82 M and ŒNaOH� � 1:0 M) yielded bayerite and the concentrated

ones (


Al3C

�
> 2:05 M and ŒNaOH� > 2:5 M) gibbsite, whereas a dimorphic

product precipitated at intermediate concentrations (0:82 <


Al3C

�
� 2:05 M and

1:0 < ŒNaOH� � 2:5 M). To explain their results, the authors proposed a growth
mechanism that took into account differences in speciation in the original aluminate
solutions and was dependent on concentration. For dilute systems (Fig. 15.6a), they
suggested that the process started with Keggin-like complex ions (1) that further
aggregated and oligomerised to larger clusters (2); these coalesced to amorphous
particles (3), which then lead to the rapid growth of nuclei (of pseudoboehmite)
and/or pseudo-spinel phases (4), which transformed into pseudoboehmite (5) and
then crystallised to a more stable bayerite phase. However, for concentrated
solutions (Fig. 15.6b), the process originally involved small aluminate species such
as ion pairs, dimers and trimers rather than the large Keggin ions (1), followed by
formation of a loose Al3C-containing oligomeric network (2), its initial densification
to form a cluster (3), further densification to form a crystalline core (4), densifi-
cation of the core and nuclei agglomeration (5) and final formation of a gibbsite
crystal (6).



15 Silica and Alumina Nanophases: Natural Processes and Industrial Applications 311

(1) < 5 nm (2) < 20 nm (3) < 200 nm (4) < 200 nm (5) < 200 nm (6) > 200 nm

(1) < 1 nm (2) < 10 nm (3) < 30 nm (4) < 50 nm (5) < 100 nm (6) > 150 nm

A

B

Fig. 15.6 A schematic representation of the formation of crystalline aluminium hydroxide from
sodium aluminate solutions: (a) dilute solutions and (b) concentrated solutions. The size ranges
indicated are speculative (Adapted and printed with permission from Li et al. (2005a). Copyright
Elsevier 2005)

15.4 Outlook

This chapter highlights the extensive research carried out to unravel the mechanisms
and pathways of silica and alumina colloid formation, with regard to both natural
processes and industrial applications. Substantial advances in in situ scattering and
imaging techniques have allowed to characterise the early stages of colloidal growth
and aggregation; however, we are still facing substantial gaps in the molecular-level
mechanistic understanding of the condensation reactions leading to the nucleation
of the primary particles. This is particularly true for the alumina system where
analytical limitations have so far hindered clear identification of all the polynuclear
species forming in aluminate solutions, making it even harder to define their
role in the formation of alumina colloids. For the silica system, the presence of
polynuclear species seems of minor importance and colloid formation is more
dependent on the behaviour of the monomeric silica. Whether silica nanoparticle
growth occurs via the aggregation of primary particles or the addition of monomeric
silica to existing particles is however still debated. It is evident that before we
can formulate a fully coherent picture of silica and alumina colloid formation,
more studies need to focus on the molecular characterisation of the condensation
reactions and the nucleation of the primary particles. This is challenging with the
current analytical limitations and the technical difficulties associated with these
observations. However, in situ scattering and imaging techniques are constantly
improving in resolution, with regard to both time and space. Also, the importance of
silica and alumina nanophases for industrial processes further accelerates progress
in this field, suggesting that a major breakthrough may come soon.
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Chapter 16
Crystal Nucleation of Small Organic Molecules

Huaiyu Yang and Joop H. ter Horst

16.1 Introduction

Small molecular organic compounds have a wide range of application areas in food,
pharmaceutical, and life science products. These compounds are often applied as
dry particulate products or as particles within a formulation; Fig. 16.1 shows an
example of a crystalline particulate product. Usually the particulate product has to
satisfy quality specifications in terms of crystal form, particle size, particle shape,
and purity. These quality specifications are strongly influenced by crystal nucleation
(Davey et al. 2013; Kashchiev 2000).

Due to the nucleation and growth of an unknown, more stable form in the
production, ritonavir (an antiviral compound for AIDS) had to be redeveloped and
reformulated costing over $250 million (Bučar et al. 2015). This shows that it can be
catastrophic to produce an unwanted polymorph in pharmaceutical manufacturing.
Experimental screening (Aaltonen et al. 2009) and structure predictions (Ismail
et al. 2013) can to some extent control the risk of new polymorph appearance in
the production of a new drug product.

The final product size is strongly related to the crystal nucleation rate through
the number of nuclei formed, which grow due to the amount of crystalline material
formed. For product performance such as dissolution behavior and bioavailability,
the crystal size has to be well controlled, especially for the particle size of inhalation
drugs (below 5 �m) (Patton and Byron 2007).

The industrial suspension crystallization process (Mullin 2001) to make the
desired crystal particles therefore should be operated so that the right specifications
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Fig. 16.1 Two crystal forms (polymorphs) of isonicotinamide strongly differing in size and
morphology. The quality of a crystalline material can be characterized in terms of crystal form,
size, shape/morphology, and purity. These would determine product properties like bioavailability.
The quality of a crystalline material is determined by the crystallization process, in which crystal
nucleation is an important factor

are achieved. Such crystallizations usually are performed from a solution in which
the product solute is dissolved. Prior to beginning the crystallization, due to poorly
controlling of the nucleation, usually milled seeds are added to reduce the final
particle size.

The future will show a paradigm shift from batch to continuous manufacturing
in pharmaceutical and specialty chemicals industry (ter Horst et al. 2015) (Lawton
et al. 2009) (Chen et al. 2011). This is initiated in order to cope with increased
molecular size and complexity, quality and purity specifications, and sustainability
demands of future manufacturing processes in these industries. The crystallization
process in which crystalline particles with controlled properties and high purity are
produced from complex multicomponent mixtures constitutes a major bottleneck
in continuous manufacturing. The drive toward continuous crystallization processes
therefore puts a strong demand on understanding, controlling, and predicting crystal
nucleation rates under various conditions.

This chapter will highlight recent advances in the area of the crystal nucleation
of small organic compounds like pharmaceuticals. It will describe the state of the
art of this subfield and a vision on the needed future research.

16.2 Crystallization of Small Organic Molecules

One of the ways to establish crystallization behavior is to measure clear and
cloud points for which now commercial equipment is available from several
suppliers. These measurements make use of the temperature dependence of the
solubility. The clear point is the temperature at which, upon linearly increasing
the temperature, a stirred suspension turns into a clear solution. If the heating rate
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Fig. 16.2 A measurement of the clear and cloud point temperature of a stirred sample containing
a certain amount of solid material and solvent. Upon decreasing the temperature (blue line) of the
clear solution, crystals are detected at a cloud point temperature of 17.3 ıC. Upon increasing the
temperature of the suspension, all crystals are dissolved at the clear point temperature of 40.6 ıC.
The metastable zone width then is 23.3 ıC. In this case the detection of crystals is done by the
transmission of light (red line) through the sample. If crystals are present, the transmission of light
is less than that through a clear solution (100 %)

is sufficiently slow, the clear point approaches the saturation temperature of the
measured composition. The cloud point is the temperature at which, upon linearly
decreasing the temperature, crystals are detected in a stirred solution.

Figure 16.2 shows that clear and cloud point of a specific sample composition can
differ significantly, showing substantial hysteresis. A solution has to be undercooled
considerably to provoke crystallization. The cloud point is a function of crystal
nucleation, and thus the difference reflects that crystal nucleation is an activated
process associated with an energy barrier that has to be overcome in order for a
solution to nucleate.

Industrial crystallization processes for the production of a particulate product of
small molecular organic compounds are conventionally performed in large stirred
vessels (>1 m3). Cooling a clear solution in which the compound is dissolved,
a crystallization driving force is created. The driving force for crystallization is
usually reported as a supersaturation ratio S D c/c* of concentration c over solubility
c*. To create a supersaturation, several options are available.

In case of cooling crystallization, the driving force is created by reducing the
temperature and with it the solubility c*(T), shown in Fig. 16.3. For evaporative
crystallization the solvent is evaporated and the supersaturation is increased by an
increase in the concentration c at constant temperature. In antisolvent crystallization
the supersaturation is created by adding an antisolvent to a solution, which
decreases concentration through dilution but also solubility through the strongly
nonideal effect of the mixture of solvents on the solute behavior. For antisolvent
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Fig. 16.3 The solubility of small organic compounds usually increases with temperature (blue
solid line). Cooling crystallization can be employed if the solubility has a sufficiently large
dependence on temperature and if the final solubility is sufficiently low. Supersaturation is created
by decreasing the solubility below the prevailing concentration in the crystallizer. Between the
solubility line (blue solid line) and the metastable zone (MSZ) limit (red dashed line), no detectable
nucleation occurs and the solution will have to be cooled down to the MSZ limit to invoke crystal
nucleation. Within the metastable zone width, no nucleation occurs but crystals can grow. By
adding seed crystals within the metastable zone and by gently further cooling, seed crystals will
consume the supersaturation by growth, crystal nucleation is avoided, and control is obtained over
the number of crystals in the process and thus over the final product size

crystallization to occur, the nonideal effect of the antisolvent should strongly
outweigh the dilution effect. Sometimes precipitation is used in which a reaction is
combined with a crystallization process. An acid can, for instance, be precipitated by
going from a dissociated state in water solutions to an associated state by generating
a pH shift in the solution through the addition of a dissolved acid. Usually, however,
solubility of organic compound is very low in water solutions, and therefore organic
solvents are used for industrial crystallization.

During industrial crystallization processes, a suspension of crystalline particles
is created. This process involves the subprocesses of crystal nucleation and crystal
growth while usually agglomeration is to be avoided. Crystal nucleation is important
since it produces the crystals that will be grown to larger sizes. In case of a batch
cooling or evaporative crystallization at the initial stage of the batch, crystal primary
nucleation sets the initial population of crystals. These crystals then are to be grown
out during the remainder of the batch. The number of initially formed crystals
strongly affects the final crystal size produced. In addition, these initial crystals
should be of the right form. Preferably, the crystal nucleation should take place in
the bulk of the solution of the crystallizer and not on its walls (fouling).

In industrial suspension crystallization, secondary nucleation is defined as the
formation of new crystals in the presence of larger crystals (Mullin 2001). This can,
for instance, be due to collision of larger crystals with the fast-moving stirrer tip.
Secondary nucleation falls outside the scope of this chapter.
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Crystal nucleation in industrial crystallization processes is hard to control and
predict. It therefore is often avoided by adding seed crystals at the initial stages
of a batch crystallization process. At slightly supersaturated conditions, a sufficient
amount of seeds is added that will grow out in the remainder of the batch. The
extent with which seeding is applied in pharmaceutical industry shows that crystal
nucleation under industrial conditions is impossible to control and predict. There is
therefore a strong drive toward understanding the crystal nucleation process within
industrial suspension crystallization processes and with it to come to new predictive
nucleation theories that allow industrial control.

16.3 Crystal Nucleation Theory

Crystal nucleation is an activated process in which the crystal building units
(atoms, molecules, ions, etc.) attach to and detach from clusters. In the Szilard–
Farkas model, nucleation is assumed to be a consecutive series of attachments and
detachments of building units to form differently sized clusters of the nucleating
phase in the supersaturated phase (Kashchiev 2000). Because nucleation is an
activated process, a nucleating particle has to cross an energy barrier located at a
specific cluster size n*, the nucleus size, along its path from a cluster of size n D 1
building unit to a macroscopic size.

The nucleation rate J can be defined as the result of a forward net flux (in units of
number per unit of volume and time) over the energy barrier of clusters that change
size from n* to (n* C 1) by the addition of a single building unit:

J D fn�Xn� � gn� C1Xn� C1 (16.1)

in which Xn is the concentration of clusters of size n, fn is the attachment frequency
of building units to a cluster of size n, and gn is the detachment frequency of building
units from a cluster of size n.

We can define a hypothetical concentration Cn of clusters in equilibrium with the
supersaturated solution for which the net flux of clusters that change size from n to
(n C 1) is zero:

0 D fnCn � gnC1CnC1 (16.2)

This equation can be used to remove the detachment frequency gn*C1 from
Eq. 16.1:

J D

�
X�

C�
�

Xn�C1

Cn�C1


f �C� (16.3)
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We now can define the nucleation rate as the product of the equilibrium
concentration C* of nuclei, the attachment frequency f * of building units to the
nucleus, and the Zeldovich factor z replacing the part between the brackets in
Eq. 16.3:

J D zf �C� (16.4)

The Zeldovich factor accounts for both the use of equilibrium concentration
C* rather than actual concentration X* and for supernuclei of size (n* C 1) that
decay rather than grow out to macroscopic sizes. This equation is the basis for the
nucleation rate equation from the classical nucleation theory (CNT) often used to
analyze nucleation rate data.

While CNT is theoretically sound, predictions of nucleation rates can be orders
of magnitude off. In recent years CNT has been challenged by observations in
experiments and simulations. New pathways for crystal nucleation were defined
(Fig. 16.4) that challenge some underlying assumptions of the CNT. However, the
new nucleation theories do not yet have predictive power. To come to improved
predictive power, we will have to find and overcome the deficits of the CNT. In
order to do so, the three constituents of Eq. 16.4 will need to be discussed further. In
separate subsections we will reflect on their importance in crystal heterogeneous
nucleation of small organic molecular compounds from solutions. The overall
expression comes back in Sect. 16.5 where it is discussed in relation to experimental
nucleation rate data.

Fig. 16.4 The classical nucleation mechanism (middle) has recently been challenged by the
two-step nucleation mechanism (top) and the mechanism involving the aggregation of clusters:
nanosized pre-nucleation clusters form which aggregate into a large single crystal (bottom)
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16.3.1 Nucleus Equilibrium Concentration

While homogeneous nucleation would occur in the bulk of a clear solution,
heterogeneous nucleation is induced by the presence of foreign surfaces such as
dust particles, bubbles, or foreign molecules (Kashchiev 2000). In industrial practice
usually such surfaces, for instance, from dust particles, are present and unavoidable.
Due to the heterogeneous particle onto which the nucleus forms, the energy barrier
for nucleation decreases and nucleation can proceed faster. Therefore, in practice it
is assumed that crystal nucleation follows the heterogeneous nucleation pathway.

We are therefore concerned with obtaining an expression for C*, the equilibrium
concentration of nuclei which are formed on the active sites of the heterogeneous
particles in the system. The equilibrium concentration C(n) can be described
through a Boltzmann process in which the work to form the n-sized cluster to
form, the heterogeneous nucleation work W(n), is incorporated. If C0 then is the
concentration of active sites onto which the nucleus can form due to the presence of
heterogeneous particles, the cluster concentration C(n) can be written:

C.n/ D C0 exp .�W.n/=kT/ (16.5)

The fraction of nucleation sites that contain a nucleus is then given by the ratio
C(n)/C0. In case of homogeneous nucleation (HON) from solution, the nucleus can
appear anywhere in the volume and the concentration of nucleation sites C0 D v�1

with v the molecular volume of the nucleating phase. While C0 for HON is much
higher than that for HEN, the nucleation work for HEN is much smaller, making
HEN the dominant nucleating mechanism.

The work W(n) to form an n-sized cluster consists of two parts:

W.n/=kT D �n��=kT C �n2=3 (16.6)

The first part describes a free energy gain due to the creation of the cluster
which scales with the cluster size n and the chemical potential difference ��.
For nucleation in solution, the chemical potential difference �� D kT ln S can
be written as a function of the supersaturation ratio S. The second part describes
the free energy loss due to the creation of the cluster surface which scales with the
cluster surface area and a factor � (Ter Horst et al. 2002) containing the interfacial
energies � and shape factors of the various interfaces present between the nucleus
and solution and, in case of heterogeneous nucleation, also between the nucleus and
the heterogeneous surface as well as between the heterogeneous surface and the
solution. The term � can be written as a summation over all surfaces i with shape
factor ci and interfacial energy � i:

� D �2=3
hklX

i

ci�i

kT
(16.7)
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If only a single interfacial energy ” is involved in the work, � D cv2=3g=kT and
the expression for the work W(n) changes which is, e.g., valid for liquid droplet
nucleation from a vapor (Kashchiev 2000). The work W(n) for forming a cluster has
a maximum value at n D n*, which is the nucleus size:

n� D
8�

27ln3S
(16.8)

The nucleation work for forming a nucleus then is

W�

kT
D

4�3

27ln2S
(16.9)

The expression for the nucleus concentration C* then becomes

C� D C0 exp

�
� 4

27

�3

ln2S

�
D C0 exp

�
�

B

ln2S

�
(16.10)

where B D 4�3=27 is used to simplify the equation.

16.3.2 Attachment Frequency

In order to analyze nucleation rate data, we have to find the supersaturation
dependence of the attachment frequency f * (Kashchiev 2000). The attachment
frequency f * is the number of attachments of building units per unit of time to
the nucleus of size n*. It is thus a function of nucleus surface area a� D c.vn�/2=3,
which can be written as a function of the nucleus size using a shape factor c and the
molecular volume v. The attachment frequency f � D c.vn�/2=3fa then is a function
of the attachment frequency fa per unit of nucleus surface.

We can understand the attachment frequency fa per unit of area being a linear
function of the concentration of building units. A higher concentration of building
units increases the attachment frequency. This concentration of building units can
be assumed a linear function of the actual concentration of solute molecules. The
attachment frequency fa then is a linear function of the supersaturation S:

f � D feqS D fa;eqSc
�
vn�

�2=3
(16.11)

where feq is the attachment frequency to the nucleus if there would be equilibrium
in the solution and fa, eq is the attachment frequency per unit of nucleus area if there
would be equilibrium in the solution. Using Eq. 16.8 we see that the attachment
frequency therefore has a supersaturation dependence of
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f � D f0
S

ln2S
(16.12)

with f0 being a supersaturation-independent part of the attachment frequency.
The pathway of a building unit will start in the bulk solution and end incorporated

into the cluster. On its way toward incorporation, several energy barriers have to be
crossed. First it has to diffuse to the cluster, and then adsorption onto the surface has
to take place, after which it undergoes surface diffusion toward the position at which
it will be incorporated. The incorporation itself can also be associated with an energy
barrier when, for instance, the building unit needs to change its conformation. The
building unit may need to lose (part of) its solvent shell on its way. We can thus
assume that there is a rate-limiting energy barrier Ea that the building unit has
to cross to incorporate in the nucleus. This then means that the supersaturation-
independent part of the attachment frequency f * contains this energy barrier:

f0 D f exp

�
�

Ea

kT

�
(16.13)

where f would be the attachment frequency of building units to the nucleus per unit
of nucleus surface at equilibrium without an energy barrier.

16.3.3 Zeldovich Factor

The Zeldovich factor z accounts for both the supernuclei that decay rather than grow
and the use of equilibrium rather actual nucleus concentration. From a comparison
of Eqs. 16.3 and 16.4, it follows that the Zeldovich factor z can be written as

z D
X�

C�
�

Xn�C1

Cn�C1

(16.14)

The ratio between actual and equilibrium concentration is well approximated
around the nucleus size using (Kashchiev 2000)

Xn

Cn
D 1

2 �
ˇ

	1=2

�
n � n�

�
(16.15)

It is interesting to note that the decay probability Q(n), the probability that a
cluster of size n decays rather than grows out to macroscopic sizes, is equal to the
ratio between actual and equilibrium concentration Q.n/ D Xn=Cn (ter Horst and
Kashchiev 2003). This shows that the Zeldovich factor z D Q� � Q .n� C 1/ is
actually just the difference between the decay probability of the nucleus and the
supernucleus of size (n* C 1). Using Eq. 16.15 the decay probability Q* of the
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nucleus is exactly ½: at the top of the barrier, a nucleus can lower its energy by
both increasing and decreasing sizes. Therefore, only half of the nuclei of size n*
(at the top of the barrier) grow out to become macroscopically large. The other half
decay and dissolve. Since the decay probability Q(n* C 1) cannot be smaller than 0
at which all supernuclei of size (n* C 1) grow out, the Zeldovich factor has an upper
boundary limit of z D 0.5.

Using the above equations, it can directly be seen that the Zeldovich factor is
approximated by

z D ˇ=	
1
2 (16.16)

The value ˇ describes the ease with which supernuclei survive rather than decay.
This is reflected in the curvature of the work to form a cluster around the nucleus
size n*. A high curvature coincides with a large ˇ and the decay probability Q(n)
for supernuclei will be small. An expression for ˇ is given by (Kashchiev 2000)

z D
ˇ

	1=2
D

�
�1

2	kT

�
d2W

dn2

�

nDn�

1=2
D z0ln

2S (16.17)

The Zeldovich factor z is therefore a function of the supersaturation ratio. The
factor z0 is independent of supersaturation but mainly depends on the interfacial
energies. The Zeldovich factor will usually have values around 0.001 < z < 0.5.

16.4 Crystal Nucleation Rate Measurements

Unfortunately, due to the small size of the nuclei (roughly 1–1000 molecules
large), a direct measurement of the nucleation rate is extremely hard. There
are various techniques that can detect crystals in a suspension if the crystals
above their detectable size are present in sufficient numbers. One could use, for
instance, in situ focus beam reflectance measurements (FBRM) (Kim et al. 2013),
turbidity measurements (Jiang and ter Horst 2010), or the human eye (Yang and
Rasmuson 2013). These techniques all signal detection above a certain crystal size
or suspension volume fraction of crystals rather than the actual number of nuclei.
In order to be observed, the nuclei thus have to grow out to a detectable size. If the
nucleation and growth stage are not separated in the nucleation rate measurement
method, the growth rate might have a significant effect on the measured rates.

While on the one side growth is intimately connected to crystal nucleation
making it hard to determine nucleation rate, on the other side the stationary cluster
concentration Xn needs time to develop in the supersaturated solution. During this
development period in which the cluster concentration Xn D Xn(t) depends on time,
the nucleation rate will be nonstationary (Kashchiev 2000). According to CNT the
time during which the nucleation rate is nonstationary is strongly influenced by the
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attachment frequency f *: a small attachment frequency results in a long time period
of nonstationary nucleation. Usually the time period of nonstationary nucleation in
solution nucleation is neglected due to the assumed high attachment frequency.

16.4.1 Double Pulse

One of the ways to circumvent the effect of the growth rate is to use the double pulse
method in which a solution first undergoes a high supersaturation pulse of a specific
time to nucleate crystals after which these crystals are grown out to detectable size
using a lower supersaturation pulse at which no nucleation takes place. The number
of crystals at the end of the experiment and the time of the high supersaturation
pulse lead to the nucleation rate. This was, for instance, applied for the polypeptide
hormone insulin in a relatively large volume (Nanev et al. 2010). They found that
heterogeneous nucleation in the bulk solution onto foreign particles of unknown
biological origin was dominant.

Such double pulse methods are easily miniaturized and done in high-throughput
mode using microwells. The microwell approach was applied earlier on protein
nucleation in which a large number of small volumes at equal conditions were used
to determine nucleation rates of the protein lysozyme (Galkin and Vekilov 1999).
The increase in the average number of crystals at a certain supersaturation ratio as
a function of pulse time was determined to be the homogeneous nucleation rate.
They additionally found a larger than zero intercept at zero pulse time which they
attributed to heterogeneous nucleation. Interestingly, they found discretely changing
nucleus sizes with supersaturation. Further double pulse experiments subsequently
led to the experimental identification of the two-step nucleation mechanism for
protein systems (Vekilov 2004). Microfluidic devices make it even easier to generate
a large number of equally supersaturated solution droplets with the same small
volume (Ildefonso et al. 2011).

Care should be taken to have a constant supersaturation during the nucleation
pulse. If excessive nucleation and growth occur in the nucleation pulse, the
supersaturation decreases so that at the apparent supersaturation, a smaller number
of crystals are formed and a lower nucleation rate is measured than actually
is prevailing at that supersaturation. In addition, the supersaturation during the
growth pulse needs careful tuning: too low supersaturations lead to the dissolution
of formed supernuclei; too high supersaturations lead to additional nucleation of
supernuclei.

16.4.2 Induction Time

The induction time is the time period from the establishment of a constant
supersaturated state to the detection of crystals in the solution. Already a long
time ago, it was identified that induction time is related to the crystal nucleation
rate. Induction times are usually measured in stirred solutions, similar to metastable
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zone width measurements. The presence of a certain volume fraction of crystals can
be detected then by, e.g., turbidity techniques. However, this makes the induction
time a complex function of nucleation and growth, while possibly also secondary
nucleation, due to attrition of large crystals with the stirrer, is involved.

There are various methods to analyze the measured induction times and relate
them to nucleation behavior. Lately the method using induction time distributions
(Jiang and ter Horst 2010) has found increased interest of researchers. Figure 16.6
shows induction time distributions for butyl paraben in 90 % ethanol/water mixtures
at three different supersaturation ratios (Yang and Rasmuson 2013; Yang et al.
2014). Such series of equally conditioned induction time measurements in volumes
of around 1 ml and smaller shows a very broad variation that cannot be explained
by experimental variations (Brandel and ter Horst 2015).

This broad variation means the observed variation must originate from the
nucleation process caused by the relatively low nucleation rate. It was realized that
only a single crystal is nucleated which grows out to larger sizes and then undergoes
attrition, which makes the suspension that is then detected (Kadam et al. 2012). A
model for this single nucleus mechanism (Fig. 16.5) is captured in the following
equation (Jiang and ter Horst 2010):

P.t/ D 1 � exp
�
�JV

�
t � tg

��
(16.18)

where P(t), the probability that a certain induction time or lower is measured, is
obtained from the induction time measurements. The growth time tg is the time
it takes for the nucleus to be detected, which is assumed constant for a certain
supersaturation. The nucleus is detected only after it has grown out to macroscopic
size so that collisions with the stirrer create attrition fragments. The growth of
these attrition fragments fills the suspension and leads to a detection signal. If this
mechanism is followed, nucleation and growth are effectively separated.

Figure 16.6 also gives a typical induction time distribution from a series of 120
induction time measurements at the same conditions for para-hydroxy acetophenone
in ethanol at a supersaturation S D 1.3 (Brandel and ter Horst 2015). The volume
used was 1 ml and the solution was stirred with a magnetic stirrer bar. In this

Fig. 16.5 The single nucleus mechanism in an induction time measurement



16 Crystal Nucleation of Small Organic Molecules 329

Fig. 16.6 Induction time distributions for 4-hydroxyacetophenone in ethanol (left) and butyl
paraben in 90 % ethanol (right)

particular distribution, no induction times below t D 156 s are measured. The
highest induction time was measured to be t D 4100 s. The induction times thus
can vary more than an order of magnitude. In between the measured induction
time, probability can be nicely fitted to Eq. 16.20 which results in a nucleation rate
J D 865˙ 20 m�3s�1 and growth time tg D 263˙ 20 s.

It is interesting to note that such induction time measurements also enable the
study of the effect of additional parameters on the nucleation rate, such as fluid
shear (Forsyth et al. 2014).

16.4.3 Molecular Simulations

The probability that nucleation occurs in a supersaturated solution volume is pro-
portional to the volume and time. Since volumes and times in computer simulations
are usually small, a direct determination of nucleation rates from simulations is
difficult and would require a large amount of computer power or unrealistically
high supersaturation values. Therefore, large amounts of work were put in the
determination of the nucleation work or nucleus size. Due to increasing computer
power, also kinetic features of the process can be investigated leading to an improved
mechanistic nucleation understanding on a molecular scale (Anwar and Zahn 2011).

Growth probabilities P(n) or decay probabilities Q.n/ D 1 � P.n/ can be
determined using molecular simulations (ter Horst and Kashchiev 2003; Deij
et al. 2007). Such growth probabilities as a function of cluster size then lead
to the determination of the nucleus size at a growth probability of P .n�/ D

1 � Q .n�/ D 0:5. Monte Carlo simulations determining growth probabilities P(n)
showed the difference in nucleus size for different polymorphs nucleating under
the same supersaturation conditions for paracetamol, L-glutamic acid, and a yellow
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isoxazolone dye. The simulations showed that for the dye at higher driving forces,
nucleation of the metastable form dominates, while below a certain driving force,
the stable form nucleates. The two other compounds showed dominant nucleation
of their stable form, even at extreme driving forces. This was in accordance with
experimental findings for these compounds.

A large amount of simulations are needed to accurately determine the growth
probability of clusters. It might therefore be more convenient to determine a mean
first passage time (Wedekind et al. 2007). For nucleation processes the mean first
passage time is determined as the mean time a system requires to reach a certain
cluster size n for the first time. The mean first passage time as a function of cluster
size is a function of nucleation rate, nucleus size, and Zeldovich factor. These
were determined recently for a methane hydrate nucleating in a system containing
methane and water (Yuhara et al. 2015).

16.5 Molecular Interpretation of Crystal Nucleation
Behavior

When using the previously derived expressions for z, f *, and C* in Eq. 16.4, we
arrive at an expression for the stationary nucleation rate from classical nucleation
theory:

J D zf �C� D AS exp

�
�

B

ln2S

�
(16.19)

with A D z0f0C0. Note that the kinetic pre-exponential factor A and the thermody-
namic exponential factor B are both a function of temperature. The factors A and B
can be determined from the supersaturation-dependent nucleation rate at a constant
temperature by plotting ln(J/S) against ln�2S. The straight line fitted through the
data leads to the values of A and B.

Table 16.1 and Fig. 16.7 show data for the organic compounds ethylparaben and
propylparaben in ethanol (Yang et al. 2014). At a supersaturation ratio between 1.1
and 1.5, nucleation rates were determined from induction time distributions. The
nucleation rates are in the range from tens to thousands of particles per second
per cubic meter. These are typical data generally obtained from induction time
measurements but also double pulse measurements.

Now using the nucleation rate equation, as Eq. 16.19, from CNT enables the
determination of the thermodynamic parameter B and kinetic parameter A. From
the slope and intercept in Fig. 16.7, the parameters A and B were determined.
Parameters A and B for ethylparaben in ethanol are an order of magnitude larger
than for propylparaben in ethanol. It is interesting to see that a slight difference in
the molecular structure results in a substantially different nucleation behavior. Now
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Table 16.1 The nucleation rate of ethylparaben and propylparaben in ethanol (Yang et al. 2014).
The values for the kinetic factor A and thermodynamic factor B were determined from the fit of
Eq. 16.19 to the data. The value for B is then used to determine nucleus size n* and nucleation
work W*

Ethylparaben in ethanol Propylparaben in ethanol
S J n* W*/kT S J n* W*/kT

[�] [m�3s�1] [�] [�] [�] [m�3s�1] [�] [�]

1.22 33 ˙ 1 71 6.9 1.12 28 ˙ 1 95 5.3
1.36 990 ˙ 20 20 2.9 1.15 61 ˙ 2 53 3.5
1.48 9.65 ˙ 0.61 � 103 10 1.8 1.29 2.08 ˙ 0.04 � 103 8.6 1.1
A [m�3s�1] 24 � 103 A [m�3s�1] 3.5 � 103

B [�] 0.27 B [�] 0.068

Fig. 16.7 The nucleation rate
of ethylparaben and
propylparaben in ethanol
plotted using Eq. 16.19

that we experimentally obtained A and B, we can try to interpret these in order to
gain an increased understanding of heterogeneous crystal nucleation from solution
(Davey et al. 2013), also in the light of nonconventional nucleation mechanisms.

16.5.1 Exponential Thermodynamic Factor B

When parameter B is known, CNT enables us to determine nucleation work and
nucleus size. As shown in Table 16.1, at the same supersaturation ratio S, the
nucleation work W�=kT D B=ln2S is much larger for ethylparaben than for
propylparaben. The nucleation work W* approaches 1kT at higher supersaturations
suggesting that the barrier for nucleation vanishes for higher supersaturations
and spinodal decomposition (barrierless demixing) will occur. The nucleus n� D

2W�=kT ln S contains several molecules at the high supersaturations going toward
100 molecules at the lower supersaturations.
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CNT states that parameter B is related to the interfacial energy between crystal
nucleus and solution. Since B is known, an averaged interfacial energy ” can be
determined by assuming a shape factor c:

� D

�
27k3T3B

4c3v2

1=3
(16.20)

The interfacial energies determined in this way are substantially lower than the
separately determined interfacial energy between a large crystal surface and the
solution, for instance, by contact angle measurements. This is usually attributed
to the occurrence of heterogeneous nucleation onto foreign particles rather than
homogeneous crystal nucleation. It was, for instance, shown that filtration of the
solution decreased the nucleation rate of isonicotinamide in ethanol (Kulkarni et al.
2013).

In case of heterogeneous nucleation, the nucleus forms onto a foreign particle
such as a dust particle or a deliberately added functionalized surface. Then the
nucleation work and thus the factor B are determined by at least three interfacial
energies: between nucleus and solution, nucleus and foreign particle, and foreign
particle and solution. If heterogeneous nucleation is occurring dominantly, this
means that the heterogeneous nucleation work is lower and thus that the interplay
between the three interfacial energies results in a lower effective interfacial energy.
This can be captured in an activity factor � D �=�HON which would have a
value between 0 and 1 and where ”HON is the interfacial energy between crystal
and solution. For instance, the activity factor for m-aminobenzoic acid in 50w%
water/ethanol mixtures was determined to be �D 0.27 (Jiang and ter Horst 2010).

Unfortunately for these systems, it is not known onto which foreign particles
the heterogeneous nucleation takes place, which is typically the case for nucleation
in solution without the deliberate addition of functionalized surfaces. Therefore, a
further interpretation of the data is not possible.

One main assumption of CNT is that the interfacial energy between bulk crystal
and solution also is valid for small clusters down to sizes of several molecules. This
would actually mean that the cluster structure is equal to that of macroscopically
large crystals. Simulations first indicated (ten Wolde and Frenkel 1997) that the
formation of a crystalline cluster is preceded by a dense, liquid-like cluster. This has
now also been established in practice for protein crystal nucleation (Vekilov 2005)
and small organic molecules such as glycine (Chattopadhyay et al. 2005). This was
coined the two-step nucleation mechanism. Attempts have been made to establish a
method enabling the interpretation of crystal nucleation rate data using the two-step
nucleation mechanism (Vekilov 2010).

16.5.2 Pre-exponential Kinetic Factor

The parameter A D z0f0C0 is related to the Zeldovich factor, attachment frequency
of building units to the nucleus, and the concentration of heterogeneous particles.
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As with the interpretation of the parameter B, due to our lack of knowledge on the
foreign particles, a thorough molecular interpretation of the pre-exponential factor A
is not possible: we cannot independently determine the attachment frequency f0 and
C0 from experimental nucleation rates; we can only determine the product f0C0. In
order to increase understanding, templates will have to be added. By assuming the
same concentration of heterogeneous particles, relative attachment frequencies can
be compared. This assumption for nucleation rates of para-aminobenzoic acid from
various solvents (Sullivan et al. 2014) led to the conclusion that solute dimerization
and desolvation are rate-determining processes in the overall nucleation pathway.

However, we can independently investigate solutions on the building units
present. This information then can be linked to nucleation rate data or crystallization
outcomes. Isonicotinamide self-associates differently depending on the solvent
used: in nitromethane chains of isonicotinamide are dominantly present and in
ethanol both chains and dimers, while there are indications that chloroform contains
single molecules of isonicotinamide (Kulkarni et al. 2012). This gives rise to
completely different nucleation and growth behavior from these solvents as is shown
by the polymorphic outcome of isonicotinamide crystallization from the various
solvents: crystallization of isonicotinamide in nitrobenzene, ethanol, and chloroform
leads to, respectively, polymorph form I, form II, and possibly a new form. This
tells that the building unit (dimer, chain, single molecule) dominantly present in
the solution and responsible for the attachment to the nucleus during nucleation
and to the crystal surfaces during growth has a large effect on these processes.
The interesting review (Davey et al. 2015) that further investigates the transition
state from solution to crystal discusses the molecular relation between association
processes in solution and crystal nucleation.

Techniques such as infrared and Raman spectroscopy (Kulkarni et al. 2012;
Davey et al. 2006; Kitamura et al. 2012) (Bernardes et al. 2014a), NMR (Hunter
et al. 2012; Bernardes et al. 2014b), and sophisticated x-ray techniques (Thomason
et al. 2015) were used to analyze the building units in solution. However, it should be
kept in mind that polymorph crystallization behavior is determined by more than the
building unit alone. Also factors such as heterogeneous particles, relative stability,
and relative growth rates play an important role in determining the crystallization
outcome (Davey et al. 2013) (Kitamura and Horimoto 2013).

16.5.3 Template Nucleation

Nucleation from solution occurs onto foreign particles like dust particles of which
concentration C0 and functionality (related to interfacial energy � ) are not known.
There might well be a reason for the phenomenon of disappearing polymorphs
(Bučar et al. 2015) sometimes encountered in industry: a change in, for instance, the
solvent supply might change the heterogeneous particles involved in the nucleation
process and herewith the polymorphic outcome of the industrial crystallization.
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In order to circumvent the lack of control over the foreign particles, func-
tionalized surfaces or particles can be deliberately provided. During full solvent
evaporation in small solution droplets on well-defined patterned surfaces, the
crystallization of mefenamic acid and sulfathiazole resulted in the nucleation of
various crystal forms observed in the numerous droplets (Lee et al. 2008). In this
way probability distributions of polymorph occurrence could be established. The
probability distribution was observed to be a function of among others droplet
size and evaporation rate. In another investigation the well-defined surfaces of
self-assembled monolayers were shown to steer and promote specific building
unit assembly toward targeted polymorphs of isonicotinamide (Kulkarni et al.
2014).

16.5.4 Temperature Effects

The pre-exponential factor A contains an energy barrier Ea for the incorporation
of a building unit into the nucleus. The energy barrier for the incorporation has
been determined to be 66 kJ/mol for rather viscous sucrose solutions in water
(Dunning and Shipman 1954). Surprisingly, not many reports of this barrier exist
for organic compounds nucleating in solution, probably because of the large amount
of experimental work needed. In order to obtain the barrier Ea, one has to determine
series of nucleation rates at a series of supersaturation ratios and temperatures.

16.5.5 Nonclassical Mechanisms

A main assumption of CNT is that clusters grow and decay by single building
units since the concentration of clusters larger than one building unit is very small
compared to those of one building unit. However, another nucleation pathway was
identified experimentally in which nanosized pre-nucleation clusters form, which
subsequently coagulate into a large cluster or single crystal (Gebauer and Cölfen
2011). This was found, for instance, for the crystal nucleation of the inorganic
compound calcium carbonate.

Solute clustering has been reported for a series of other small organic molecules,
including urea, citrate, aminosulfonic acids, and others (Gebauer et al. 2014). There
is a lack of knowledge on the cluster formation and behavior. The study of clusters in
solution surely will lead to a sound theoretical description of nonclassical nucleation
mechanisms in the crystal nucleation of organic compounds (Davey et al. 2013;
Gebauer et al. 2014; Jawor-Baczynska et al. 2013).
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16.6 Outlook

There are indications that the crystal nucleation of small organic molecules does
not always follow conventional nucleation pathways. However, CNT is still the only
theory that enables the prediction of nucleation rates, needed to predict polymorphic
outcome and particle size distribution of a crystallization process. Unfortunately,
these nucleation rates are unreliable. This is only partly due to the underlying theory.

Another factor making nucleation rate predictions unreliable is the ill-defined
nature of the system in which the crystal nucleation takes place. While usually
heterogeneous nucleation occurs in industrial crystallization processes, nothing is
known about the heterogeneous particles onto which nucleation occurs. Future
research should be targeting to measure accurate heterogeneous crystal nucleation
rates onto template particles having well-defined size distributions and surface
functionality. Combined with the known solution association processes that define
the crystal building blocks, this would enable a molecular level interpretation of the
nucleation process of small organic molecules.

Additionally, new analytical techniques and simulation methods are being
developed that enable the study of the pathway from supersaturated solutions to
macroscopic crystals. These new techniques will lead to new insights into the nature
of the nucleus, its size, and structure. They enable probing the stochastic process
that leads from a supersaturated solution to a crystal (Nielsen and De Yoreo 2017,
Chap. 18).

Progress has been made on crystal nucleation understanding in the areas of inor-
ganic compounds, biomineralization, proteins, metals, metal organic frameworks,
and small organic molecules. Although the materials are different, the process of
crystal nucleation for all these materials will follow the same scientific principles.
A scientific connection for crystal nucleation of all these compounds will be highly
advantageous for the general understanding of crystal nucleation (De Yoreo et al.
2017, Chap. 1; Lutsko 2017, Chap. 2; Andreassen en Lewis 2017, Chap. 7; Van
Driessche et al. 2017, Chap. 12).
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Chapter 17
Homogeneous Nucleation of Smoke Particles
and Its Relationship with Cosmic Dust Particles

Yuki Kimura and Katsuo Tsukamoto

17.1 Nucleation of Cosmic Dust Particles

In the universe, most atoms exist in the gas phase and only about 1 % of atoms
are incorporated into solid materials known as “cosmic dust particles” or simply
“dust” or “grain.” Despite its comparatively low abundance, cosmic dust is very
important, because it forms the building material for planetary systems, acts as
a substrate for the formation of molecules, and controls the energy balance in
astronomical environments. Our main motivation is to understand the life cycle
of materials in relation to the life cycles of stars. Knowledge of the initial state
of the materials is essential for modeling of their subsequent evolution. The first
solid materials were formed in gaseous ejecta from dying stars, such as asymptotic
giant branch (AGB) stars or supernovae (Fig. 17.1). At this stage, no substrates
were available for heterogeneous nucleation and, consequently, solid materials must
have nucleated homogeneously. Homogeneous nucleation can only occur under
conditions of significantly high supersaturation (Kimura et al. 2011, 2012; Kimura
and Tsukamoto 2011). Under these conditions, the size of critical nuclei will be
of the order of several nanometers or less. Once initial solid materials form, the
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Fig. 17.1 Schematic
showing the processes
involved in the formation of
cosmic particles in the
gaseous outflow from a dying
star. The size of cosmic dust
particles must pass through
the mesoscale to form dust
with a size of the order of
nanometers

remaining gaseous atoms have a much higher chance of undergoing heterogeneous
nucleation on the nascent surface. Consequently, the initial nuclei govern the early
stages of the growth process in the evolution of materials.

Small amounts of dust with an anomalous isotopic composition compared with
solar minerals have been found in meteorites (Bernatowicz et al. 1991, 1996). Their
composition suggests that they were formed before the birth of our solar system,
and they are therefore referred to as “presolar grains.” Spherules with a metal
carbide core and a graphitic mantle are examples of presolar grains formed by
heterogeneous nucleation on a primary grain. The graphitic spherules, which have
a diameter of 0.43–4.2 �m and contain metal carbide crystals with a diameter of
7–90 nm, are assumed to have formed within the circumstellar envelopes of carbon-
rich AGB stars (Croat et al. 2005). The metal carbide crystals, which consisted of
Ti and/or Zr/Mo carbide, are generally located at the centers of individual spherules
and are surrounded by well-graphitized carbon. It was therefore assumed that the
metal carbide condensed before the carbon. On the basis of the condensation
sequence and the sizes of the core and mantle, the conditions and environment
for the formation of the grains, such as the total gas pressure, the carbon–oxygen
ratio, the gas outflow velocity, and the stellar mass-loss rate, have been calculated
by means of classical nucleation theory (Lodders and Fegley 1995; Sharp and
Wasserburg 1995; Yamamoto and Hasegawa 1977; Draine and Salpeter 1977;
Kozasa and Hasegawa 1987). However, it is difficult to explain the thickness of
the graphitic mantle layer on the basis of the typical physical conditions expected in
the circumstellar envelopes of carbon-rich AGB stars (Chigai et al. 2003).

Similarly, the processes involved in the formation of many other types of
crystalline grains found in meteorites are unknown for reasons that might be
associated with phenomena characteristic of nanoparticles and with the uncertainties
associated with the physical properties of nanometer-sized particles (Kimura 2012).
In the nucleation process, the size of particles passes through the mesoscale.
Consequently, the physical properties and singular phenomena associated with
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nanoparticles must be taken into account if we are to understand the nucleation
process and the processes involved in the formation of cosmic dust particles.

17.2 Characteristic Phenomena in Nucleation

In nucleation, a free-energy barrier must be overcome for atoms or molecules
to form bulk materials (e.g., Lutsko 2017, Chap. 2). The size of particles, once
nucleated, must pass through the mesoscale. We believe that this produces one of
the major difficulties in understanding the process of nucleation. For example, let
us consider the growth of a nanoparticle consisting of 44 atoms. How many steps
are required for this to grow twice its initial size? Usually, at each step, an atom
from a mother phase will attach to the surface of the particle and will subsequently
be incorporated stochastically into the particle. The next atom then comes from
elsewhere and will similarly attach to the surface of the particle. By this route, 44
steps will be needed to double the size of the initial particle. However, nanoparticles
can grow by another, shorter route that involves only two steps: attachment and
diffusion (Fig. 17.2).

The latter growth mode, called fusion growth, can be seen in the micrographs
recorded by in situ bright-field transmission electron microscopy (TEM) shown
in Fig. 17.3. These micrographs show gold nanoparticles with a size of about
5 nm lying on the silica particle shown in the bottom right-hand corner of the

Fig. 17.2 Schematic showing two possible processes for the formation of nanoparticles. In
the step-by-step process (classical model), shown by gray arrows, a nanoparticle grows by
incorporation of individual growth units. In fusion growth, shown by red arrows, two nanoparticles
coming into contact fuse to form a larger particle, thereby decreasing their total surface energy.
Fusion growth is an example of a nonclassical model

http://dx.doi.org/10.1007/978-3-319-45669-0_2
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Fig. 17.3 Still micrographs of in situ bright-field TEM observations of an example of the fusion
growth. The pictures are labeled with the time in seconds. Two gold particles migrate on the surface
of the silica particle seen in the bottom right-hand corner in the images. When the two particles
contact, they fuse together to decrease their total surface energy. The lattice fringes of the two
gold nanoparticles indicate that the particles are crystalline. The final image shows a fast Fourier-
transform (FT) diffraction pattern taken from the first image, confirming that the gold particles are
crystalline. The scale bar corresponds to 3 nm

micrographs. Once the gold nanoparticles touch one another, they diffuse to form a
larger particle, to decrease their total surface energy. This phenomenon is commonly
experienced with water droplets. However, in this case, the gold nanoparticles show
lattice fringes suggesting that they are crystalline. The diffusion constant of an atom
in a nanoparticle is several orders of magnitude larger than that in the bulk material,
provided that the diameter of the particle is less than 10 nm or so.

When a particle reaches a size of 10 nm, it will consist of about 10,000 atoms,
more than 10 % of which are located on the surface of the particle. If we assume that
the particle is spherical, the contribution of the surface energy compared with the
total energy cannot be neglected. If the nucleation rate is significantly high, nuclei
have a high chance of colliding with one another during, or just after, nucleation. The
number density of the resulting particles will then decrease and become less than the
value predicted by nucleation theory. For example, in the vapor-phase homogeneous
nucleation of tungsten oxide, whereas the number density of the resulting particles is
two orders of magnitude less than that predicted on the basis of the nucleation rate
predicted by nucleation theory, the mass of the resulting particle is two orders of
magnitude larger than the predicted value; in other words, the total mass is the same
in the theoretical and experimental results (Kimura et al. 2011). This experiment
suggests that hundreds of nuclei combined to form a particle during the nucleation
process. The difference of several orders of magnitude between the experimental
and the nucleation rate and that predicted by molecular-dynamics simulations and
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nucleation theory is generally considered to be a limitation of nucleation theory
(Schmitt et al. 1982; Adams et al. 1984; Feder et al. 1966; Yasuoka and Matsumoto
1998; Toxvaerd 2001, 2003). However, some of the difference between the actual
formation rate and the calculated nucleation rate might be the result of fusion growth
caused by the so-called size effects of nanoparticles. Therefore, characteristic
phenomena of nanoparticles need to be taken into account to understand the process
of formation of cosmic dust particles.

17.3 Smoke Experiments as Model Processes for Dust
Formation

When a material evaporates in an inert gas, the evaporated hot vapor subsequently
cools and nucleates to form nanoparticles that flow along with the convection current
generated by the hot evaporation source. The flow resembles the smoke from a
cigarette. Inside the chamber, because there is no substrate near the evaporation
source, the particles nucleate homogeneously in a manner similar to cosmic dust
particles. Although the gas around a dying star is much less dense than the
experimental atmosphere, the presence of an inert gas decreases the mean free path
of the evaporant. If materials are evaporated at similar pressures (below 10�4 Pa)
to those surrounding a dying star, the evaporated vapor will collide directly with
the surface of the chamber wall, because of the long mean free path (in excess of
103 m), and will form a thin film on it.

The presence of an inert gas also affects the nucleation conditions, particularly
the relationship between the cooling rate and the collision frequency of the
evaporated atoms or molecules. Yamamoto and Hasegawa (1977) proposed a
nondimensional parameter ƒ, defined by the timescale for supersaturation increase
� sat and the collision frequency �. Cosmic dust particles are formed in gaseous
ejecta where the supersaturation gradually increases as the temperature decreases
with distance from the central star. The parameter ƒ is useful in discussing
the characteristics of particles formed in a gaseous atmosphere consisting of
various objects or even in the laboratory. In other words, particles formed under
conditions with the sameƒ value can be discussed similarly and should have similar
characteristics. Typicalƒ values for various objects and for various experiments are
summarized in Table 17.1. This shows that dust in novae can be reproduced by
laboratory experiments, and dust in supernovae and evolved stars can be reproduced
by experiments performed in conditions of microgravity.

Table 17.1 Comparison of ƒ values for natural and laboratory conditions

Object Nova Supernova Evolved star Solar system
Laboratory
experiments

Microgravity
experiments

ƒ 100–102 104 103–106 109 100–102 102–104

Revision of Yamamoto and Hasegawa (1977)
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17.4 In Situ Observation of Nucleation by Optical Methods

Nucleation is very difficult to visualize experimentally because it is a rapid process
that occurs on a nanometer scale (e.g., Nielsen and De Yoreo 2017, Chap. 18). In
contrast, direct observation of the nucleation environment is relatively easy and has
been achieved by in situ measurements of temperatures, concentrations, and infrared
(IR) spectra during nucleation from a vapor phase (Fig. 17.4); the temperatures and
concentrations were measured by using a double-wavelength Mach–Zehnder-type
interferometer, and the IR spectra were recorded by using an FT-IR spectrometer.

To produce nanoparticles by homogeneous nucleation from an evaporated vapor,
the mean free path of the atmosphere must be reduced by the introduction of a
buffer gas; this also permits the detection of the temperature and concentration
of the evaporated vapor from the changes in its refractive index, as detected by
an interferometer. Our experimental setup was capable of detecting a difference
in refractive index of less than 1 � 10�6, which, for example, corresponds to the
difference in temperature from 298 K to 302 K for argon gas at 1 � 104 Pa.

When a material is evaporated by electrical heating, changes in the refractive
index are induced not only by variations in the temperature but also by variations
in the concentration of the evaporated vapor. Because we used a double-wavelength
Mach–Zehnder-type interferometer, operating at 532–635 nm, the temperature and
the concentration could be determined by a simple calculation based on the dis-
placement of the interference fringes at the two wavelengths and the total pressure,
monitored by using a pressure gauge. The FT-IR spectrometer can distinguish the
crystalline structure of free-flying nanoparticles during nucleation by means of
spectra obtained in the region stretching from near the evaporation source to several
centimeters above it.

Fig. 17.4 (a) Photographs of (a) the experimental apparatus designed to produce nanoparticles
that mimic cosmic dust together with the Mach–Zehnder-type interferometer and (b) the infrared
spectrometer for in situ observation of the nucleation environment. The red and green arrows in
(a) show the optical path of the interferometer. The dotted arrow in (b) shows the optical path of
the infrared light

http://dx.doi.org/10.1007/978-3-319-45669-0_18
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17.5 Interferometer Shows the Difficulty of Homogeneous
Nucleation

Figure 17.5a is an example of an image of interference fringes before heating of
the evaporation source. When the evaporation source was electrically heated, the
interference fringes moved as a result of a decrease in the refractive index of the
hotter surrounding argon gas (Fig. 17.5b). The refractive index of Ar, nAr(T,P), can
be expressed as a function of temperature T (K) and pressure PAr (Pa) as follows:

nAr.T;P/ � 1 D



nAr.273:15;P0/ � 1

�

1C a�T

PAr

P0
(17.1)

where a is the coefficient of volume expansion (0.003663 K�1 in this experiment)
and Po is the pressure (101325 Pa). The shift in the fringes depends on the change
in the optical path length L, which is defined as nl, where 1 is the physical length
(70 mm in this experiment). The numbers of fringes of green (�dG) and red (�dR)
that showed displacements from the positions of the starting interference fringes in
Fig. 17.5a during heating are therefore given by the following equations:

�dG D

2
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E
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3

5 l

�R
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Fig. 17.5 Typical interference fringes taken along the longer axis of the tungsten wire with source
temperatures of (a) room temperature and (b) �1600 K in a mixture gas of argon (9.0 � 103 Pa)
and oxygen (1.0 � 103 Pa). The tungsten wire was 0.3 mm in diameter and 70 mm long and it
was oriented parallel to the optical path. The interference fringes in (b) suggest that homogeneous
nucleation occurred around the evaporation source. Nucleated smoke particles flowed upward as a
result of the convection current generated in the ambient gas
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where Ti and Pi are the initial temperature and pressure before the temperature of
the source was increased. The subscripts G and R show the values for the green and
red lasers, respectively, and PAr D Ptotal – PE, where PE is the partial pressure of
the evaporant. By using both equations, the temperature and concentration profiles
can be determined simultaneously from the images in Fig. 17.5. The existence of
nucleated particles can be confirmed in Fig. 17.5b, because the higher refractive
index of solid particles produces the marked change in the interference fringes
shown by the arrow labeled “smoke.” Because of the rising convection current
generated by the hot evaporation source, the evaporated vapor did not diffuse
uniformly from the tungsten wire; instead, the rising tungsten oxide vapor was
accelerated and downward flow of the vapor was restrained. As the result, a
relatively high-concentration field was generated below the evaporation source
compared in the same centric distance, i.e., the degree of supersaturation was highest
to the direction below the evaporation source. Consequently, nucleation occurred
below the evaporation source at the position shown by arrow N in Fig. 17.5b. The
supersaturation ratio reached values as high as 107 for tungsten oxide and 104 for
manganese. This high supersaturation was the result of homogeneous nucleation,
because supersaturation does not increase to such high levels if heterogeneous
nucleation would be occurred.

17.6 Determination of Physical Constants

The surface free energy and the sticking probability markedly affect the prediction
by nucleation theory of the characteristics of a dust, such as its nucleation
temperature, mineral species, size, and number density. The actual size of cosmic
dust particles ranges from a few nanometers to around a hundred nanometers.
Despite this, the surface free energy of the bulk material has always been used in
calculations. Recent studies have, however, shown that the surface free energy of
nanoparticle differs markedly from that of the bulk material. For example, in the
case of rutile, which is a polymorph of titanium dioxide, the surface free energy of
14-nm-diameter particles is 30 % larger than that of the bulk material (Zhang et al.
2009). Because absolute values of the sticking probability are generally unknown,
its value has often been assumed to be unity for the purposes of calculation. Actually,
a higher sticking probability provides a better explanation of the amount of dust in
the circumstellar environment. When a bulk experiment was performed to obtain the
sticking probability for iron, it showed a value very close to unity (Tachibana et al.
2011). In the experiment, iron was evaporated onto a temperature-controlled iron
substrate, and the mass of the evaporant and the adherent iron film were compared.
In contrast, Michael et al. (2003) found a very low sticking probability of 10�5 in
a nucleation experiment using zinc under microgravity conditions produced in a
parabolic flight.

We also performed numerical simulations of the nonequilibrium condensation
of several materials to determine their surface free energies and sticking coeffi-
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Fig. 17.6 A plot of the
surface free energy ¢ against
the sticking coefficient ’,
obtained by simulations using
the SP nucleation model to
explain the nucleation
temperature (solid line) and
the size of the resulting
particles (dashed line)
observed in experiments

cients. By in situ observations of a nucleation environment in conjunction with
the application of nucleation theories, we succeeded in determining the surface
free energies and sticking probabilities of nanoparticles undergoing homogeneous
nucleation (Kimura et al. 2012). We considered a gaseous system that cools down
with a specific timescale. By using this timescale, we calculated the equations
governing the temporal evolution of the gas number density and the nucleation rate
(Yamamoto and Hasegawa 1977; Tanaka et al. 2002). From these simulations, we
obtain the condensation temperature and the size of the particles.

By comparing the results of the simulations with the experimental results,
we were able to determine the surface fee energy and the sticking coefficient.
Figure 17.6 shows possible values of the sticking coefficient ˛ and the correspond-
ing surface free energies � that explain the nucleation temperature (solid line) and
the size of the resulting particles (dashed line) from the experiments in terms of a
semi-phenomenological (SP) nucleation model based on the results of experiments
using Mn as an example. The crossing points are the surface free energy and sticking
coefficient of Mn at 1106 ˙ 50 K, which are 1.57 ˙ 0.35 J m�2 and 0.4 (C0.42, –
0.21), respectively. The error bar arises from variations in the partial pressure and
timescale for cooling of Mn. Reported surface free energies of molten Mn include
values of 1.1 J m�2 at 1573–1773 K (Turkdogan 1980) and 0.92–1.18 J m�2 at
1573 K (Shinozaki et al. 1998). The surface free energy of Mn nanoparticles is
therefore about 30 % larger than that of molten Mn. We also performed a nucleation
experiment with iron in a microgravity environment generated by using a sounding
rocket. In this experiment, the sticking probability of iron was found to be as low as
10�4, a value significantly lower than that of �100 obtained by a ground-based bulk
experiment (Tachibana et al. 2011).

17.7 Multistep Nucleation Processes

Homogeneous nucleation can only occur under conditions of very high supersat-
uration where the critical nuclei are only a few atoms in size. The melting point
of a nanoparticle is generally lower than that of the corresponding bulk material
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(Lee et al. 2009; Buffat and Borel 1976). In the case of Mn, the size of the critical
nuclei is only 6 ˙ 1 atoms, as calculated from the SP model, due to the very large
supersaturation. In the growth process of Mn nanoparticles from six atoms to their
maximum size (13.7 nm in radius), the melting point will increase from about 800 K
to 1519 K due to the size effects of the nanoparticles. Therefore, the initial structure
of nascent Mn nanoparticles formed at 1106 ˙ 50 K can be regarded as being that
of a liquid. Because of the size dependence of the melting point, supercooling of
the molten Mn with respect to the melting point increases directly with increasing
particle size, even if the temperature remains steady.

The particles that were formed consisted of mixtures of ’-Mn and “-Mn, which
are the stable phases at temperatures below 1015 K and between 1015 and 1368 K,
respectively. The unit cells of ’-Mn and “-Mn contain 58 and 20 atoms, respectively
(JCPDS cards 32-637 and 33-887). Because the size of critical nuclei is much
smaller than these values, the structure of the Mn nanoparticles is not determined
at the point of nucleation. The polymorphism of the resulting Mn nanoparticles
is therefore determined in the particle-growth phase and not in the vapor-to-liquid
nucleation phase. This result confirms that the initial nucleation from the vapor
phase does not control the resulting crystalline phase that eventually forms from the
molten droplet. If that were the case, the crystal structure of the Mn nanoparticles
would be determined when the crystal first nucleated homogeneously within the
initial molten particle (second liquid–solid nucleation) rather than later in the growth
phase. Both ’-Mn and “-Mn nanoparticles can nucleate stochastically from the
molten particles independently of the phase diagram; this is similar to the nucleation
behavior of sodium chlorate (Kimura et al. 2014). Rapid cooling at more than 103 K
s�1 may allow the preservation of the higher-temperature phase. This kind of two-
step nucleation has also been reported in a molecular-dynamics simulation of the
homogeneous condensation of argon vapor (Tanaka et al. 2011).

Infrared spectra recorded during the nucleation of magnesium silicate from a
vapor phase also show the initial formation of a molten phase (Fig. 17.7). The initial
single feature at 10 �m originates from amorphous or molten magnesium silicate.
On cooling to about 500 K, the single feature becomes a double peak as a result of
the presence of a crystalline phase. This crystallization is the result of supercooling
of initially nucleated molten nanoparticles (Ishizuka et al. 2015). These studies for
in situ observation of a nucleation environment are inchoate and will generate deeper
insight and progress the understanding of nucleation in the coming decade.

17.8 Outlook

Using nucleation theories, we can calculate expected nucleation rates; however
these rates are very different from those obtained by experiments or molecular-
dynamics simulations. For instance, in the case of water or methanol nucleation
from its vapor, the difference in nucleation rates is several orders. Hence, one of
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Fig. 17.7 Infrared spectra of
magnesium silicate
nanoparticles during
nucleation recorded at
distances of 2, 4, 6, 8, and
10 cm above the evaporation
source (from the bottom to
the top, respectively). The
temperature decreases
gradually above the
evaporation source, and the
crystallinity increases from
less than 1 % at 2 cm to more
than 20 % at 10 cm

the largest problems to understand nucleation is that we do not yet realize why
nucleation rates are so different between theory and experiment or molecular-
dynamics simulation. There are some possibilities, such as limitation of the theories,
heterogeneous nucleation caused by not an ideal experiment, and occurrence of
multistep nucleation. Nucleation from the vapor phase has the advantage that there
is no water solution, which induces large hindrance during solution growth due to
the dehydration process (e.g., DeYoreo et al. 2017, Chap. 1). In a water solution,
both the crystals and growth units are usually surrounded by hydrated layers on their
surfaces (Araki et al. 2014). Growth units have to eliminate/rearrange these hydrated
layers before being incorporated into a crystal or nuclei. To do so, the system will
try to find more thermodynamically favorable routes, which can eventually lead to
“unexpected” nucleation processes.

Hence, before making a super-unified nucleation theory, first a more simple
nucleation theory, applicable to the vapor phase, should be developed. In case of
vapor-phase nucleation, binding energy of growth units seems more important than
surface free energy, because a phenomenological nucleation theory, which takes
into account the binding energy of a dimer, could reproduce nucleation rates in
homogeneous nucleation experiments for some conditions (Kimura et al. 2012).
Currently, these experiments have been performed using only one element. In the
near future, we will perform these experiments for multicomponent systems, and
then nucleation rates may be difficult to predict due to the occurrence of multistep
nucleation events, even in a vapor phase. For instance, two different kinds of
nanoparticles can merge to be a compound particle by fusion growth similarly with
that shown in Fig. 17.3. Magnesium silicate (Mg2SiO4), which is an astronomically
important mineral, may be able to form by a fusion growth of MgO and SiO2

particles. A better understanding of the nucleation process should also provide us
with new perspectives on material evolution in the universe.

http://dx.doi.org/10.1007/978-3-319-45669-0_1
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Chapter 18
Liquid Phase TEM Investigations of Crystal
Nucleation, Growth, and Transformation

Michael H. Nielsen and James J. De Yoreo

18.1 Introduction

Many open questions in crystallization processes remain in part because traditional
characterization tools do not allow for direct observations of the phenomena at
relevant length and time scales. The dynamics of nucleation, including formation of
the nascent particle, attachment and detachment of the fundamental units, and the
transient existence and transformation of potential intermediate phases, typically
occur at nanometer length scales limiting the utility of in situ optical (Hu et al.
2012), scanning electron microscopy (Verch et al. 2013), and X-ray-based imaging
(Rieger et al. 2000) and spectroscopic (Lee et al. 2007) methods. In situ scanning
probe microscopy has been successfully applied to nucleation and growth in many
surface-mediated systems due to its capability of imaging with adequate spatial
resolution (Sleutel et al. 2014). However, the early events in the formation of many
materials occur rapidly relative to the time required for image acquisition. Although
recent advances in high scan speed approaches have greatly improved the attainable
temporal resolution (Ando et al. 2001), surface scanning techniques are limited in
the samples they can characterize. Scanning probe microscopy is of little use, for
example, in examining the role of organic matrices, such as globular phases of
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macromolecules (Smeets et al. 2015), lipid vesicles (Tester et al. 2011), amelogenin
(Fang et al. 2011), and collagen (Nudelman et al. 2010), where mineralization
likely occurs within the matrix. More broadly, methods that minimize surface
effects are necessary for better understanding crystallization processes in solution,
as surfaces often substantially change the kinetic barriers and free energies that
control nucleation (Giuffre et al. 2013; Hamm et al. 2014, De Yoreo et al. 2017,
Chap. 1).

Lacking techniques for direct, in situ examination of mineralization mechanisms,
researchers have turned to alternative approaches to understand these phenomena.
Low-resolution in situ techniques have produced indirect evidence of crystallization
pathways (Bots et al. 2012; Hu et al. 2012), while ex situ imaging (Rieger
et al. 2007), calorimetric (Radha et al. 2010), and spectroscopic (Lee et al.
2007) approaches have given insight into individual time slices of mineralization
processes. In the absence of direct experimental data that follow the birth and
development of individual particles, tenets of classical nucleation theory (CNT)
originating from Gibbs (1876, 1878) have been challenged by novel theoretical
frameworks. Nucleation in electrolyte solutions, as described by CNT, occurs via
unstable density fluctuations of monomer attachment and detachment that, given
sufficient time, stochastically build a nucleus exceeding the critical size (De Yoreo
et al. 2017, Chap. 1, Andreassen and Lewis Chap. 7). Crossing this threshold
makes further growth energetically favorable, and, given a sufficient reservoir of
material, monomeric attachment of growth units continues unabated. An example
of alternative theories to CNT is well illustrated by recent studies in CaCO3

crystallization. Titration and analytical ultracentrifugation data have served as the
basis for proposing that a stable, multi-ion population of “pre-nucleation clusters”
exist (Gebauer et al. 2008) and that these clusters aggregate to form an amorphous
precursor that subsequently transforms into one of the anhydrous crystalline phases.
Supporting evidence for the existence of these clusters came from cryogenic
transmission electron microscopy (cryo-TEM) (Pouget et al. 2009), although these
data could not establish whether these were stable clusters or transient species
arising from the density fluctuations described by CNT; nor could they verify a
link between the observed clusters and later nuclei. Alternatively — or in addition
— to the clusters, a metastable, bicarbonate-rich dense liquid precursor phase has
been proposed based on NMR data, as forming prior to the appearance of a solid
phase (Bewernitz et al. 2012, Wolf and Gower 2017, Chap. 3). In silico approaches
have suggested that highly dynamic clusters form (Demichelis et al. 2011), followed
by spinodal decomposition driving a liquid-liquid phase separation (Wallace et al.
2013) at moderate supersaturations. The solid phase was then reasoned to form
via amorphous calcium carbonate (ACC) generation through dehydration of the
denser liquid droplets. In addition, ACC has been frequently observed as the initially
formed precursor (Brecevic and Nielsen 1989) that eventually ends up as one of the
crystalline phases (Gal et al. 2013, Rodriguez-Blanco et al. 2017, Chap. 5). Despite
many attempts, however, cryo-TEM (Pouget et al. 2009), X-ray spectroscopy (Lee
et al. 2007), and in situ X-ray studies (Rieger et al. 2000; Bots et al. 2012) have failed
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to determine whether crystal formation from an ACC precursor occurred through
dissolution-reprecipitation or direct phase transformation.

Complex mineral nucleation pathways involving cluster aggregation and trans-
formation of precursor phases have also been observed in other systems. Calcium
phosphate, for example, has been suggested, based on cryo-TEM and in situ
scanning probe microscopy data, to form through the initial development of an
extended network of nanometer-sized amorphous particles which then undergo
sequential chemical, structural, and morphological transformations to produce the
final crystalline phase (Habraken et al. 2013, Birkedal 2017, Chap. 10, Delgado-
Lopez and Guagliardi 2017, Chap. 11). However, because the characterization tools
lacked the capability of directly observing particle formation and evolution through
the proposed pathway, the results are open to other interpretations.

Looking beyond nucleation mechanisms, processes governing crystal growth
are also poorly understood. While the predictions of well-developed classical
theories accurately describe growth in many systems as proceeding via monomer-
by-monomer attachment, they fail to correctly portray growth in other systems.
Particle-based growth mechanisms provide a clear illustration of this point. It was
discovered that TiO2 primary particles can serve as growth units and attach on
specific crystallographic faces, a process that has come to be called “oriented
attachment,” yielding complex single crystals (Penn and Banfield 1998a, Penn
et al. Chap. 14). In the years since those findings, particle-based mechanisms have
been recognized as perhaps dominant in numerous biological, environmental, and
synthetic systems, particularly in the cases of semiconductor nanoparticles and
nanowires with complex topologies (Penn 2004). Particle attachment mechanisms
need not proceed through alignment along perfect crystallographic registry. Attach-
ment at slightly misaligned orientations (Penn and Banfield 1998b) may precede
crystal relaxation that expels defects from the structure to result in a well-ordered
single crystal (Li et al. 2012). Furthermore, attaching particles may not even be of a
uniform phase. Instead, a metastable, or stable only at the nanoscale, phase attaches
to the surface of a crystal of the stable bulk phase, followed by recrystallization of
the attached particle to yield a single crystal (Baumgartner et al. 2013; Frandsen
et al. 2014; Nielsen et al. 2014a, Reichel and Faivre 2017, Chap. 14). The resulting
crystals from any of the above examples of particle-based mechanisms may contain
scant, if any, signature of the pathway by which they were produced. Additionally,
most experimental data used to infer such particle-based pathways have been
produced by ex situ techniques.

With this context established, the need for in situ techniques such as liquid
phase TEM, capable of resolving crystallization processes at time and length
scales appropriate to catch the early stages of particle formation, is clear. The
abovementioned and many similar studies, some of which may be controversial
or inconclusive, suggest a multitude of mechanisms contribute to nucleation and
growth depending on material system and precipitation conditions. Thus, in order
to truly understand the physics behind such nonclassical mechanisms and develop
a more complete picture of materials formation, identifying which processes are
active is of paramount importance. Direct observation of these phenomena and the
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rates at which they proceed would additionally provide quantitative insight into
the energetics of nucleation and growth, as formation pathways depend on energy
barriers between initial and final states, changes in free energy, and gradients in
interaction potentials. Therefore, the ability of liquid phase TEM to acquire both
imaging and crystallographic data renders it an invaluable tool for advancing our
knowledge of crystallization processes.

18.2 Liquid Phase TEM

Many of the developments in liquid phase TEM approaches can largely trace
their roots back to the pioneering work at IBM (Williamson et al. 2003), which
entailed the construction of a hermetically sealed liquid cell from the assembly of
microfabricated silicon chips. These cells sandwiched a thin liquid layer between
two electron-transparent silicon nitride windows. The cell’s liquid volume was
constant due to the hard epoxy seal around the cell, and electrodes fabricated onto
the liquid cell provided electrochemical control over the electrolyte solution filling
the cell. In the recent past, a number of alternative approaches to liquid phase TEM
have appeared. Among these variants are the use of ultrathin graphene membranes
rather than silicon nitride for the windows (Yuk et al. 2012), and the use of non-
sealed cells in conjunction with plumbed TEM stages to allow continuous reagent
flow through the liquid cell (Ring and de Jonge 2010). While initially liquid phase
TEM was used by individual labs that designed and built their own systems, multiple
companies now exist that offer commercial in situ TEM stages, and the technique is
rapidly becoming more widespread.

Two generic liquid phase TEM platforms that represent the approaches used for
the data discussed below are depicted in Fig. 18.1. One system incorporates a sealed
cell (Fig. 18.1a) after the manner of the IBM cell mentioned above, while the other
pumps reagent solutions through an open cell via tubes integrated into the TEM
stage (Fig. 18.1c). Both cell types use as major components silicon wafers covered
with silicon nitride thin films deposited on both faces. On each wafer one nitride film
and the underlying silicon are etched away, to yield a suspended nitride membrane
that serves as the electron-transparent window. A spacer layer of desired thickness,
typically less than 500 nm, is deposited across regions of one wafer, to create a gap
between the windows and define the nominal fluid layer thickness in the imaging
region.

The sealed cell incorporates a few additional components, to provide solution
reservoirs which facilitate sample preparation. Sealing the main body of the cell can
be accomplished through a number of means, including wafer bonding during the
microfabrication process (Grogan and Bau 2010), gluing with a curable epoxy to
provide a hard seal (Williamson et al. 2003), and using a non-curing sealant to yield
a soft seal (Zheng et al. 2009). The reactant solution is placed in one reservoir and
flows through the channel between the windows to the other reservoir, which is then
topped off with additional liquid. The reservoirs are sealed, yielding a liquid-filled
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Fig. 18.1 Generic sealed cell and flow cell variants of liquid phase TEM. (a) Side-view schematic
of hermetically sealed liquid cell. Silicon nitride membranes suspended from silicon wafers
separated by a spacer layer enclose the liquid layer imaged in the TEM. Optional features such
as electrodes in the imaging area may provide additional functionality. (b) Assembled liquid cell
on a custom TEM stage. Wires leading from the cell to the internal section of the stage connect the
liquid cell to external electronics. (c) Dual-inlet flow stage and side view of sample region (inset).
Syringes pump reagent solutions through two separate inlets. Liquid streams combine into a single
solution stream shortly before flowing through and around the liquid cell and exit the stage via an
outlet tube connected to a waste container. (Inset) Liquid cell assembled from two silicon wafers
supporting nitride membranes, separated by a spacer layer, as positioned in TEM stage with o-rings
providing the barrier between liquid and vacuum environments (Figure 18.1a–b is adapted from
Ref. (Nielsen et al. 2012) and reproduced with permission by The Royal Society of Chemistry.
Figure 18.1c is reproduced from Ref. (Nielsen et al. 2014b) and used with permission by AAAS)

chamber that can then be placed in the vacuum of the TEM. Depending on the liquid
cell’s geometry the sealed cell may either fit on a standard TEM stage, or a custom
stage designed to fit the cell may be necessary.

Open cells are used in conjunction with stages that incorporate tubing systems to
pump one or more reagent solutions through the liquid cell. The cells have a liquid
flow pathway defined by the pattern of the spacer layer, which extends across the
entirety of the cell between openings that serve as inlets and outlets. These cells sit
in a chamber on the TEM stage which is sealed from the microscope’s vacuum by
o-rings compressed between the stage and the cell. Liquid is pumped through one
or multiple inlets in the stage, depending on design, and joined into a single stream
near the liquid cell. This combined reagent stream flows into the cell and through
the flow channel, as well as around the outside of the cell in the chamber in which
the cell is placed, with an outlet tube carrying the effluent to a collection container.

The two basic approaches are suited to investigating different types of phenom-
ena due to the characteristics of the cells and stages. Because sealed cells have no
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fluid exchange between sample preparation and imaging in the TEM, an external
stimulus is necessary to initiate the process of interest. The TEM’s electron beam
may provide this driving force (Zheng et al. 2009), or, with additional features
fabricated onto the cell or built into the stage, electrical biasing of electrodes
(Williamson et al. 2003) (Fig. 18.1b) or temperature modulation (Nielsen et al.
2012) may alternatively serve to modify the environment in the liquid cell either
locally or globally. The sealed cell is thus filled with an undersaturated solution (or,
if the reaction kinetics are slow enough, a low supersaturation solution) of a well-
defined composition and provided with an external driving force when ready for
TEM imaging. Flow cells are typically assembled with a drop of water between the
wafers, or, in the case of systems incorporating multiple inlets, one reactant solution.
This volume of solution is then displaced by a supersaturated solution or a combined
reagent stream which flows in from one or multiple inlets, respectively. Therefore,
the flow cell design provides the capability of creating supersaturated solutions
to drive crystallization processes without the need for applying external stimuli.
However, flow and mixing behaviors of flow stages remain poorly understood,
leading to a degree of uncertainty regarding the solution composition under electron
beam illumination when mixing multiple reagent streams. Moreover, the typical
resolution achieved with flow cell designs has been lower than with static cells,
presumably because the pressure required to achieve flow results in a greater
outward bowing of the windows and thus a thicker liquid layer. Typically, the
smallest resolvable particles have sizes in the single to double digit nanometer range,
depending on the fluid layer thickness.

18.3 CaCO3 Formation Pathways

In this section we discuss two recent studies of CaCO3 that demonstrate the utility
of liquid phase TEM in understanding phenomena occurring throughout the early
stages of mineralization. While many of the issues regarding the interest in this
system are discussed elsewhere in this volume (Chaps. 2, 3, 4, 5, 6, 7, 8, 9, and
10), a few of the many open questions around CaCO3 formation bear emphasizing
here. Which of the observed phases or proposed precursors are active participants in
crystallization? While calcite is the thermodynamically stable phase under typical
laboratory conditions, other anhydrous and hydrated crystalline phases exist (John-
ston et al. 1916; Krauss and Schriever 1930; Brooks et al. 1950), as do one (Brecevic
and Nielsen 1989) or multiple (Koga and Yamane 2008; Gebauer et al. 2010;
Radha et al. 2010) amorphous precursors (Fernandez-Martinez et al. 2017, Chap.
4). Additional precursors such as pre-nucleation clusters and dense liquid droplets
have also been proposed (Wolf and Gower 2017, Chap. 3). With this collection of
phases, does the classical picture of direct calcite nucleation from solution occurring
through monomeric addition to a nascent calcite crystal accurately reflect the actual
process? Does Ostwald’s rule of stages (Cardew and Davey 1985; Voorhees 1985)
more accurately reflect nucleation, with smaller kinetic barriers resulting in a
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progression of increasingly stable states from amorphous to calcite? Or are these
classical ideas insufficient because they do not take into account additional precursor
species or states that are crucial to the process? Furthermore, mechanistically how
do organic matrices such as those found in biomineral systems affect the early
stages of CaCO3 formation? The two following studies sought to provide insight
into these questions, utilizing the high spatial and temporal resolution provided
by liquid phase TEM to directly image the mineralization process. The first study
investigated CaCO3 precipitation from mixtures of simple salt solutions, while the
second looked at the effect of an organic additive. Viewed together, these in situ
TEM studies highlight the multiple pathways available to nucleating systems and
the strong control an organic matrix can exert over the nucleation processes.

18.3.1 Precipitation from Simple Salt Solutions

A dual inlet liquid phase TEM stage was used to study formation pathways
of CaCO3 precipitated through mixing two precursor salt solutions to create a
supersaturated solution in the imaging area (Nielsen et al. 2014b). An extensive
matrix of solution conditions were tested, varying initial concentrations and relative
ratios of Ca2C/CO3

2� to account for uncertainty in reagent stream flow and mixing
characteristics with the TEM stage and liquid cell. Calculated supersaturations for
the various phases ranged from undersaturated to highly supersaturated, assuming
perfect mixing of the reagent streams. Under at least some conditions, all of the
anhydrous crystalline phases, calcite, aragonite, and vaterite, ACC were found to
form. Increasing initial ion concentrations resulted in the observation of increas-
ingly more CaCO3 phases, and multiple nucleation pathways were simultaneously
present. Both of these phenomena are expected from predictions of classical
theories, as increasing supersaturation lowers energy barriers to make more potential
phases and pathways accessible.

Two series of images following representative direct and multistep formation
pathways of individual particles are shown in Fig. 18.2. In the first sequence
(Fig. 18.2a–d), two calcite rhombohedra formed in the absence of any visible
precursor, likely on the nitride window, and grew throughout the following minute.
In parallel with the calcite, a particle with roughly circular projection formed and
grew into contact with the center rhomb. Obvious diffraction contrast was not
observed nor was a diffraction pattern acquired, so there is some ambiguity as to
the identity of this particle as both ACC and vaterite have been observed to have
similar two dimensional projections. However, prior observations indicate that ACC
dissolves in the presence of calcite (Hu et al. 2012). Furthermore, as shown in
the following example, ACC is rapidly consumed when in contact with crystalline
phases. In this case, however, the two phases grew concurrently after coming into
contact, suggesting that the second particle was vaterite rather than ACC. The
second image series (Fig. 18.2e–l) follows the initial formation and extended period
of growth of a single ACC particle. The ACC grew to a few microns in diameter
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Fig. 18.2 Single- and multistep CaCO3 formation pathways. Neighboring calcite rhombohedra
and vaterite form in parallel from solution (a–d), with no observed precursor phase. Amorphous
particle forms on image’s right edge (e), followed by period of growth (f, g). Nucleation of
aragonite on or near the ACC surface (h) precedes continued growth of the crystalline phase at
the expense of the amorphous precursor (i–l). Scale bars are 500 nm and times listed are relative
to the beginning of the respective image series (This figure is adapted from Ref. (Nielsen et al.
2014b) with permission by AAAS)

and then shrank briefly prior to the appearance of two sheaf-of-wheat bundles, a
typical aragonite morphology (Andreassen et al. 2012), at or just below the ACC’s
surface. The aragonite then rapidly grew, consuming the amorphous precursor, with
physical contact maintained between the two throughout the transformation process.
In each observation of similar multistep pathways, the crystals appeared to form
through heterogeneous nucleation on the precursor or just below its surface, rather
than through dissolution of the ACC and crystalline re-precipitation.

A summary of the formation pathways observed by Nielsen et al. is presented
in Fig. 18.3. They observed direct formation from solution of all three anhydrous
crystalline phases and ACC, with no evidence of any precursor phase. Additionally,
amorphous or crystalline precursors were found as initial precipitates in multistep
pathways. In many experiments ACC particles led to the formation of vaterite
and aragonite but, significantly, were not observed to precede the formation of
calcite. Although the latter mechanism has long been assumed to take place, this
data adds to the body of evidence that this process is unlikely in the absence of
additives and, indeed, has never been directly observed. An apparent crystal-to-
crystal transformation was additionally observed, with calcite seeming to form on
and grow at the expense of an initially formed aragonite structure. However, given
that TEM images are 2D projections of 3D volumes, there is some uncertainty as
to whether the calcite nucleus forms on the aragonite bundle. Switching between
imaging and diffraction modes throughout the nucleation and growth processes



18 Liquid Phase TEM Investigations of Crystal Nucleation, Growth. . . 361

Fig. 18.3 CaCO3 formation pathways. ACC and the anhydrous crystalline phases vaterite,
aragonite, and calcite form directly from solution with no observed precursor in single-step
processes. Multistep pathways incorporate ACC particles as a precursor to vaterite and aragonite.
Crystal nucleation on existing amorphous particles leads to direct transformation from amorphous
to crystal. Aragonite serves as a precursor to calcite, which forms on and grows at the expense of
the aragonite, in an example of crystal-to-crystal transformation. Scale bars 500 nm and 2 nm�1

for images and diffraction data, respectively (This figure is reproduced from Ref. (Nielsen and De
Yoreo 2016) and used with permission by Cambridge University Press)

allowed, at times, for unambiguous phase assignment. However, oftentimes the fluid
layer thickness degraded the diffraction signal beyond use or the transformations
occurred while imaging. For such situations, the distinct morphologies typically
exhibited by each phase were used to infer which phases were present.

With the caveat that the precise supersaturations in the imaging area are
unknown, these formation pathways were found to exist, and oftentimes to coexist,
across a range of solution conditions. Increasing the solute concentrations resulted
in ACC becoming progressively more predominant and more pathways observed,
consistent with CNT expectations. However, while the data seem to contradict
models that allow only for pathways involving aggregation of pre-nucleation
clusters into amorphous precursors or dehydration of dense liquid droplets to
form ACC, these results provide no evidence for or against the existence of such
pathways. The resolution is inadequate to detect clusters of the size expected by the
pre-nucleation cluster model, and when ACC particles are observed, the data do not
definitively reveal whether they are solid or liquid.

Uncertainty about how the reagent streams mix and flow through and around the
liquid cell as assembled on the TEM stage raises the question of whether the liquid
stream flows through the liquid cell at all, or if diffusion alone carries solutes into
the imaging region. Nielsen et al. measured lateral growth rates throughout several
experiments for various precipitates, as shown in Fig. 18.4. They found that growth
was linear, which signified that surface kinetics, not diffusive transport, limited
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Fig. 18.4 Post-nucleation CaCO3 growth rates. Lateral growth measurements of ACC (a) and
vaterite (b) particles from multiple experiments consistently show linear growth, implicating
surface kinetics as the controlling factor for particle growth (This figure is adapted from (Nielsen
et al. 2014b) and used with permission by AAAS)

growth (Chernov 1984). Surprisingly they found two growth behaviors in these
measurements: A single growth rate described the entire growth period for some
experiments, while two distinct rates were found in others (evident from Fig. 18.4a
and the inset to Fig. 18.4b). In this latter case, the original rate was always found
to be larger than the second rate. A proposed explanation for the latter behavior
is that nucleation events upstream of the imaging region partially block continued
solute entrance to the liquid cell or simply decrease the solution supersaturation.
This might also explain the shrinking ACC prior to the appearance of aragonite
(Fig. 18.2g–h), although water expulsion from a hydrated amorphous precursor prior
to formation of the crystal might also produce such a phenomenon.

18.3.2 The Effect of an Organic Additive

The formation of biominerals in living organisms is well known to be greatly influ-
enced by organic matrices provided by these living systems (Mann 1993; Nudelman
et al. 2006, Falini and Fermani 2017, Chap. 9). Many studies have used simple
organic macromolecules containing chemical moieties present in biomolecules
active in mineralization, to understand aspects of the complex interactions between
the mineral and organic phases in biomineral development (Rao and Cölfen 2017,
Chap. 8). One such examination (Smeets et al. 2015) harnessed the high-resolution
imaging capability of liquid phase TEM to investigate the effect of an organic
additive, polystyrene sulfonate (PSS), on CaCO3 nucleation. PSS was chosen to
mimic naturally occurring carbohydrates rich in sulfate groups and hypothesized
to play a role in nucleating CaCO3 within diverse species of marine organisms
(Addadi et al. 1987; Marsh 1994). The same in situ TEM stage was used as for
the data reported in Sect. 18.3.1, albeit with a different experimental approach.
Rather than mixing separate reagent solutions to create supersaturated conditions,
gaseous products of ammonium carbonate powder decomposition were diffused
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Fig. 18.5 PSS effect on CaCO3 nucleation. In the absence of PSS, crystals form (a) with no
observed precursor phase. Diffraction analysis (ainset) identifies the crystals as vaterite. With the
addition of PSS (b), the first mineral precipitate forms inside an organic matrix. Diffraction data
(binset) is commensurate with amorphous nature of ACC. Addition of PSS into undersaturated
calcium-bearing solutions (c) produces globular phase of Ca-PSS complexes. Subsequent CO2

diffusion leads to the formation and rapid development of an ACC particle inside a Ca-PSS globule
(d) in the highlighted region of (c). Scale bars are 1 �m (a), 100 nm (b, c), 10 nm (d), and
2 nm�1 (a, binsets) (This figure has been adapted from Ref. (Smeets et al. 2015) and is used with
permission by Nature Publishing Group)

through one inlet and into a liquid cell filled with calcium-bearing solution.
This commonly used approach to CaCO3 precipitation produces a continuously
increasing supersaturation as the evolving CO2 gas diffuses into the electrolyte
solution.

When the precursor solution contained only dissolved calcium chloride (at a
concentration of 1.25 mM), diffusion of CO2 gas from the decomposing ammonium
carbonate induced nucleation of vaterite (Fig. 18.5a) on the liquid cell’s nitride
membranes. Whereas the Nielsen et al. study discussed in Sect. 18.3.1 found all
major CaCO3 phases to form from the mixture of calcium and carbonate precursor
solutions, Smeets et al.’s CO2 diffusion into the electrolyte precursor produced only
vaterite, though benchtop experiments using silicon nitride substrates also gave
sporadic occurrences of calcite. When the same benchtop experiments were done
with SiO2 glass substrates, only calcite was observed. Consequently, the dominance
of vaterite is likely due to the silicon nitride substrates, though the use of ammonium
carbonate as a source of carbonate is also known to promote its appearance
(Gehrke 2005). PSS inclusion (at a concentration of 7.1 � 10�3 mM) in the calcium
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solution, however, produced dramatically different behavior. The Ca-PSS solution
was imaged prior to diffusing in the supersaturation-inducing gas and was found
to contain numerous globules that formed on the nitride windows (Fig. 18.5c).
Independent measurements made by means of ion-selective electrode, calorimetric,
and spectroscopic methods found these objects to be Ca-PSS complexes formed as
a globular phase (Trotsenko et al. 2012) through the binding of calcium to the PSS.
Moreover, the amount of calcium drawn from solution to be bound in this state was
determined to be approximately 56 % of the total calcium in the system. The simple
addition of PSS to the electrolyte solution resulted in locally concentrated solute
reservoirs available for subsequent precipitation.

Shortly after the beginning of CO2 diffusion into the solution to increase the
supersaturation in the TEM liquid cell, particles were found to nucleate within the
Ca-PSS globules (Fig. 18.5d). These ACC particles, as identified from diffraction
data (Fig. 18.5b), rapidly grew until they consumed the calcium contained in the
globules. Following a long exposure to the continually diffusing CO2, a much longer
time than necessary to nucleate vaterite from a pure calcium chloride solution,
vaterite crystals formed separate from the initially formed, and ACC-containing,
organic matrix. These results provide a clear picture of the significant change a
simple organic macromolecule can have on mineralization. By binding over half of
the dissolved calcium in solution into Ca-PSS globules, the organic matrix produced
conditions that biased the system’s kinetics toward ACC formation. After the ACC
consumed the bound calcium in the complexes, the PSS globules then acted as
stabilizing chemical environments for the metastable ACC.

18.4 Metal Nanoparticle Nucleation and Growth

Synthetic approaches to crystal formation strive for similar levels of control over
morphological development to those seen in natural biominerals such as biogenic
CaCO3 but fall short of the precise engineering found in nature. In a similar
fashion to biomineral systems, inorganic chemists incorporate organic and inorganic
additives to direct crystallization during colloidal synthesis of nanomaterials (Yin
and Alivisatos 2005). As with biomineral systems, these additives can alter the
energetics of crystal formation (both the surface energies and the kinetics of
attachment and diffusion) to control crystal structure and promote anisotropic
growth into specific architectures. Although colloidal suspensions of ligand-capped
nanocrystals have been widely studied in recent years, much remains to be
learned about the growth dynamics that yield nanocrystals with narrow size and
shape distributions and the interactions between the organic and metal phases. By
permitting high-resolution in situ imaging, liquid phase TEM provides a means of
better understanding these phenomena. Recent years have seen a burgeoning body of
literature using liquid phase TEM as a direct observation technique to investigate the
formation and growth of individual metal nanoparticles. In this section we discuss
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two studies in this field. The first looks at mechanistically understanding metal
nanocrystal nucleation and growth in the absence of additives, while the second
investigates the effect that an organic ligand has on the development of a faceted
nanocrystal.

18.4.1 Nucleation and Multiple Growth Mechanisms

Among the liquid phase TEM literature on metal nanocrystal formation, one study
in particular stands out for its systematic approach to understanding nucleation and
growth (Woehl et al. 2012). As with other in situ TEM investigations of metal
nanoparticle formation, Woehl et al. initiated nucleation and growth with the micro-
scope’s electron beam. This study, however, sought to understand mechanistically
how the electron beam’s interaction with the sample induced crystallization and how
changes in imaging parameters influence nanocrystal formation and growth.

A single inlet, continuous flow liquid TEM stage was used to flush an AgNO3

solution into the liquid cell between experiments. The microscope was operated in
scanning transmission electron microscopy (STEM) mode to facilitate a high degree
of control over imaging parameters and enable precise measurement of resulting
electron dose rates. The imaging magnification, pixel dwell time, and electron
beam current were independently varied to investigate the effects on crystallization.
Stepping through different values of these variables led to a determination of
nucleation induction threshold doses, above which the concentration of aqueous
electrons (elsewhere referred to as hydrated electrons (Grogan et al. 2014)), one of
the many radiolytic products generated by the electron beam’s interaction with the
silicon nitride membranes and the liquid layer, was sufficient to induce observable
crystal nucleation. They found a constant induction threshold dose irrespective of
the toggled imaging parameter, suggesting that the only condition for nucleation in
this system was that a certain concentration of electrons had to interact with the
solution per unit time. In other words, a certain concentration of aqueous electrons
created a supersaturated solution and was sufficient for initiating Ag nucleation.

Post-nucleation growth behavior was also investigated for different imaging
conditions, some results of which are shown in Fig. 18.6. Imaging at high beam
currents (Fig. 18.6a–c) produced a large amount of aqueous electrons which served
to rapidly nucleate a large population of nearly spherical Ag nanocrystals. The
depletion of the Ag ions in the imaging region led to diffusion-limited growth, as
continued development of the nanocrystals was constrained by how fast the silver
ions from outside of the depletion zone could diffuse to the surface of the growing
crystals. The effective radius of crystals grown under these conditions (Fig. 18.6g)
was found to scale as t1/8 (Fig. 18.6i), rather than the t1/3 expected by the Lifshitz-
Slyozov-Wagner (LSW) model (Lifshitz and Slyozov 1961; Wagner 1961) for
diffusion limited growth. Woehl et al. attribute the discrepancy to the high density
of heterogeneously nucleated nanocrystals, as the LSW model assumes a single
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Fig. 18.6 Electron beam-dependent growth mechanisms of Ag nanocrystals. High beam currents
(a–c) produce a large population of aqueous electrons which nucleate many Ag nanocrystals.
Lower beam currents (d–f) yield fewer reducing agents, resulting in few nucleated Ag nanocrystals.
Growth of labeled crystals in a–c (g) and d–f (h) plotted versus time. Log-log plot of effective
crystal radius versus time with power law fits (i) suggests a high concentration of aqueous electrons
produces hindered diffusion-limited growth, while a sparse concentration of aqueous electrons
results in reaction-limited growth. Scale bars are 200 nm (c, f) and 100 nm (g, h), and sequential
frames were taken at 60 s intervals (This figure is reproduced from Ref. (Woehl et al. 2012) and
used with permission by the American Chemical Society)

crystal formed homogeneously in solution. Different behavior was observed when
imaging at low beam currents (Fig. 18.6d–f), with the behavior being described well
by reaction-limited growth that produced anisotropic, faceted crystals. Under these
reaction conditions, the aqueous electron concentration does not rapidly exhaust
the silver precursor concentration. Thus, growth is limited by the rate of silver
ion reduction at the surface of the growing nanocrystal. Furthermore, because the
growth is surface reaction limited, the precursor ions are able to explore the different
faces of the crystal surface and seek out lower energy faces to produce faceted
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crystals. The effective radius (Fig. 18.6h) scaled as t1/2 (Fig. 18.6i), as predicted
by the LSW model.

18.4.2 Facet Development Through Ligand Attachment

A recent paper (Liao et al. 2014) has extended liquid phase TEM investigations
of metal nanocrystal formation, using a high-resolution setup to resolve lattice
fringes of growing Pt crystals. This resolution coupled with a fast acquisition
camera allowed the authors to study how organic ligands direct growth of nascent
Pt nanocrystals into well-controlled, specific morphologies. Although there is a
rich literature developed from indirect observation techniques for understanding
colloidal suspensions of ligand-capped nanocrystals, high-resolution imaging pro-
vided by liquid phase TEM offers the ability to track the development of individual
particles so as to better understand – or confirm previously developed hypotheses
about – how such colloidal systems produce nanocrystals with narrow size and shape
distributions. In the abovementioned study, a sealed liquid cell was used, filled with
a solution containing both the Pt precursor and ligand molecules. Crystallization
was induced through the use of the TEM’s electron beam to reduce the dissolved Pt
precursors to metallic Pt.

Upon illumination of the liquid layer by the electron beam, Pt crystals rapidly
nucleated and grew. Growth was found to occur primarily via monomer addition,
with occasional coalescence events also observed, and the particles grew more or

Fig. 18.7 Development of Pt nanocubes. Growth of a single Pt nanocrystal followed (a) as it
develops into a cube. TEM image series (top row) matched with corresponding simulated images
(bottom row). Growth trajectory measurements for different facets (b) show face-specific growth
rates. Atomic layer attachment of Pt to the flat (100) (c) and the stepped (110) (d) facets followed
in TEM image series. Existing surface of the growing crystal shown by blue dots (c, d); newly
arrived Pt highlighted with red dots (This figure has been adapted from Ref. (Liao et al. 2014) and
used with permission by AAAS)
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less isotropically until their sizes reached about 5 nm. From this point onward, face-
specific growth rates were observed, and the crystals developed into nanocubes.
An in situ TEM image series (and the associated simulated images) follows a
single particle throughout the later growth stages as the crystal develops into a
nanocube (Fig. 18.7a). Measuring the growth rates (Fig. 18.7b), Liao et al. found
the f110g and f111g facets grew at similar rates and outpaced f100g facet growth.
The faster growing facets grew until they reached the bounding f100g facets, with
the final stages of growth serving to fill in the corners of the particles yielding cubic
nanocrystals. Furthermore, different growth mechanisms were observed on specific
crystallographic faces. Layer-by-layer growth was found on f100g (Fig. 18.7c) and
f111g, while multiple steps were visible on f110g facets (Fig. 18.7d).

Pt surface and ligand-crystal binding energies for the f100g and f111g facets
were calculated so as to understand the observed differences in growth rates and
development of the Pt crystals into cubes. The computations yielded a difference
of 1.65 eV/nm2 between the surface energies of the two faces passivated by the
ligand. According to the Wulff construction based on thermodynamic equilibrium
(Wulff 1901), these values would not result in the Pt crystals forming into cubes.
Energy barriers for ligands to hop between neighboring sites on the Pt surface
and to dissociate from the crystal were also calculated. Ligand movement between
surface sites was found to be energetically favorable relative to dissociation from the
surface. Dwell times of a ligand molecule on each of the two investigated surfaces
were calculated using the hopping barriers. A ligand molecule on a f100g site was
found to have a dwell time five orders of magnitude longer than a molecule on a
f111g site. As such cubic nanocrystal formation was determined to be kinetically
controlled. Ligand molecules on small nanocrystals are sparsely distributed across
the surface, allowing Pt atoms to land on any face with similar probability. With the
development of larger facets, the lower ligand mobility on f100g hinders continued
growth while growth is less perturbed on the f110g and f111g surfaces.

18.5 Outlook

The above examples highlight the utility of liquid phase TEM in better understand-
ing phenomena at the onset of crystal formation. This relatively new experimental
technique has opened a window to direct observations of nucleation pathways,
growth mechanisms, and the interactions between the primary crystallizing material
and additives. The ability to gather crystallographic information either through
lattice-resolution imaging or through electron diffraction further enhances the
utility of this approach in understanding processes controlling materials formation.
However, as should be expected given the relative youth of the liquid phase
TEM field, there are numerous areas for future development, which will greatly
enhance the technique’s utility in quantitatively understanding a wider variety of
experimental systems.
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As mentioned in Sect. 18.2, current flow stage designs of which we are aware
allow the liquid stream to flow around the outside of the cell in addition to flowing
through the channel and across the imaging region within the cell. As such, flow
patterns within, and mixing characteristics of, flow stages remain largely unknown.
This results in some degree of uncertainty regarding the solution composition under
electron beam illumination, particularly in the case of multiple inlet stages. Nielsen
et al., for example, observed formation of some CaCO3 phases from solutions
which were expected to be undersaturated with respect to those phases, based on
calculations using the starting reagent concentrations and relative flow rates of the
two precursor streams (Nielsen et al. 2014b). However, these surprising results may
not be caused entirely or even to a significant extent, by the uncertainty in fluid
flow pathways. Another, perhaps more important, effect on the sample arises from
interaction with the electron beam.

How the electron beam affects the liquid cell and its reaction solution is a
significant question that has only recently begun to be addressed. Woehl et al., for
example, have provided a good overview of a variety of potential artifacts that may
arise during liquid phase TEM (Woehl et al. 2013). Perhaps the most important
consideration is that of which radiolytic products are generated from the electron
beam passing through the liquid cell, as a number of liquid phase TEM studies have
utilized the electron beam to reduce solvated metal precursors to grow nanocrystals
from solution. Woehl et al. discussed the various species that arise through the
beam’s interaction with the silicon nitride membranes and the liquid layer and
identified the aqueous electron as the reducing agent for metal precursors, though
other radiolytic products are also produced (Woehl et al. 2012). More recent efforts
have gone toward building a predictive model for each of the species produced
through electron irradiation, their spatial concentrations relative to the electron
beam, lifetimes, and effect on the liquid’s pH (Grogan et al. 2014; Schneider et al.
2014). Extending this model from pure water, for which it was originally developed,
to complex solutions with many dissolved species will allow for more quantitative
and accurate studies of crystallization processes in the future.

The above model predicts that pH changes of potentially significant amounts
may be induced in the sample solution as a result of imaging in the TEM. At
present there are no in situ diagnostics to measure such changes in the experimental
conditions. However, in order to conduct a quantitative analysis of the energetics of
crystallization, it is crucial to know solution parameters such as pH and temperature.
Future developments of on-device probes that allow in situ measurement of — and
control over — these and other parameters will broaden the utility of liquid phase
TEM.

Although still in its early years of development, liquid phase TEM has already
become an invaluable tool in understanding nucleation, growth, and control over
these processes through the use of additives. Future advancements of the technique
will only expand its utility in addressing such fundamental questions of materials
formation. Through its unique ability to track nanoparticle motion, application
of liquid phase TEM to the post nucleation phase of solutions can provide
critical information on the dynamics and mechanisms of crystallization through
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nanoparticle assembly, such as oriented attachment (Yuk et al. 2012; Li et al. 2012)
as described elsewhere in this volume (Rao and Cölfen 2017, Chap. 8, Penn et al.
2017, Chap. 13). The spatial and temporal resolutions of liquid phase TEM are also
well suited to exploring the occurrence of novel crystallization pathways, such as
liquid-liquid phase separation, a process that has been implicated in both protein
(Galkin et al. 2002) and simple electrolyte solutions (Wallace et al. 2013). The
demonstration that both macromolecular and mineral phases can be simultaneously
observed during crystallization (Evans et al. 2012; Smeets et al. 2015) opens up
a new approach to understanding the formation of biominerals, such as bones and
teeth, in which organic scaffolds organize mineral constituents (Nudelman et al.
2010). In all of these examples, incorporation of in situ diagnostics to provide a
better understanding of the solution conditions in the volume illuminated by the
electron beam and the extension of current models to better represent experimental
solutions would allow for quantitative studies to better understand the mechanisms
underlying crystallization processes.
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Summary and Outlook

The chapters assembled in this book illustrate the important advances that have
been made in our knowledge about mineralization phenomena taking place both
in nature and in the laboratory. However, there is still a long way to go until
we fully and quantitatively understand how crystals nucleate and grow. Based on
the insights provided in the different chapters, it seems that progress in this field
is mainly hampered by two factors: (1) the lack of a comprehensive theoretical
framework accounting for nucleation and growth pathways outside the scope of
the standard (or “classical”) models and (2) the technical limitations to probe the
mechanisms governing the nucleation process at the relevant time and length scales,
especially during the very early stages. The latter is a direct consequence of the
intrinsically elusive nature of the nucleation event, which is a stochastic process
that usually occurs at the molecular level and in fast steps. Nonetheless, a vast
amount of experimental and computational data has been collected for various
crystallizing systems during the past decades, giving rise to a number of alternative –
often called “nonclassical” – perspectives on the mechanisms underlying the birth,
growth and transformation of mineral phases. This includes a range of precursor
and intermediate species that were shown to be involved at different stages of the
precipitation process. All this has significantly widened our view of crystallization
well beyond the horizon of established concepts that were developed during the first
half of the past century, even though information on the distinct species and stages
is often limited and/or only emerging.

In line with these thoughts, De Yoreo and co-authors (Chap. 1) argue that
the established theoretical frameworks for nucleation and growth need to be
broadened considering both thermodynamic and kinetic factors. For example, the
existence of (meta)stable pre-critical clusters and metastable bulk phases should
be accounted for in the free energy landscape of nucleation. However, dynamic
parameters like supersaturation or temperature are equally important and may
trigger complex pathways involving particles with no defined thermodynamic status
or kinetically trapped non-equilibrium bulk materials; these states have to be
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considered as well, along with the crucial influence of surfaces on any of the
possible scenarios. By developing a mechanistic understanding of such competing
and often simultaneously occurring processes, a more accurate quantitative picture
of mineral formation should arise. One step in this direction was made by Lutsko
(2017, Chap. 2), who proposes a new model for nucleation based on non-equilibrium
dynamics, which he calls “mesoscopic nucleation theory”. Although this approach
provides interesting qualitative insights into the nucleation process, it has so far
been focused on the “weak-noise regime”, while the highly nonclassical “strong-
noise” regime remains to be explored – especially now as preliminary simulation
results become available. Similarly, effects caused by common modulators, such as
additives, surfaces, confinement, complex fluid flow patterns (e.g. during mixing),
unsteady conditions and many more, need to be described and implemented before
an overarching nucleation theory can be put forward.

“Nonclassical” processes as those described above have been studied extensively
in the laboratory over the past years, with one particular example being polymer-
induced liquid precursors (PILP), discussed in detail by Wolf and Gower in Chap.
3. Although many aspects around these ion-enriched liquid phases can be mecha-
nistically understood based on liquid-liquid demixing and established concepts of
colloid chemistry, our insight into the different stages of the PILP process is still
limited – a fact that constrains controlled applicability of the PILP concept for
specific demands. Again, a proper theoretical description would certainly help to
design synthesis strategies towards, e.g. nanoparticle superstructures and composite
materials in a rational manner. Along the same lines, Fernandez-Martinez and co-
authors (Chap. 4) emphasize the urgent need for a model of amorphous calcium
carbonate that allows predicting structure-property relationships and reveal to which
extent amorphous structures contain features of distinct crystalline counterparts.
This is of paramount importance to understand how polymorph selection is con-
trolled in biomineralization and how calcifying organisms tune the kinetic stability
of ACC by carefully regulating conditions and/or using “impurities” like spectator
ions or bio(macro)molecules. For the transformation of ACC phases into crystalline
CaCO3, described by Rodriguez-Blanco et al. in Chap. 5, different routes have been
reported and hence there is still no “unified” picture for this step. For example, it
is still unclear whether aragonite can crystallize directly from ACC with no other
intermediate polymorphs being involved in the reaction. Yet, a better understanding
of the transformation mechanisms of mineral phases is key to improve our ability to
design new materials using biomimetic strategies. One crucial aspect is obviously to
know the (crystal) structure of the relevant phases – which can be quite challenging,
as shown in the case of vaterite by Demichelis et al. (2017, Chap. 6). Here,
computational methods such as ab initio modelling can provide invaluable insights
that are difficult, or even impossible, to gain through experimental measurements.
Whether or not vaterite is a singular example of structural variability in crystalline
minerals remains to be clarified, and the potential of in silico approaches for this
purpose is evident. However, ab initio methods usually rely on many assumptions,
and thus it is important to develop tools to improve the reliability of the results, for
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instance, algorithms addressing the non-generality of the approximations made or a
better description of weak interactions occurring in most (bio)minerals.

In the area of crystal growth, there is convincing evidence for the existence
of alternative pathways that employ nanoparticles as building units instead of
ions or molecules. Even though much progress has been made over the past few
years, still many central questions remain unanswered. For example, Andreassen
and Lewis (Chap. 7) point out that for the assembly of nanocrystals into micron-
sized superstructures, we still miss the link between supersaturation, the number
of formed nanocrystals and the particular aggregation mechanisms. Furthermore,
knowledge about the kinetics of nucleation at the growth front of spherulites forming
at high levels of supersaturation is quite limited. Mesocrystals are well-known
paradigms for systems in which the aggregation, attachment, coalescence and
growth of nanoparticles lead to inherent complexity and great structural variety –
although the actual oriented aggregation of preformed nanoparticles is just one of
several mechanisms that can lead to mesocrystals. Rao and Cölfen (2017, Chap. 8)
emphasize that all these processes are kinetically controlled and can be intimately
influenced by additives. This modulation is the key to generate sophisticated
mineral architectures beyond the realm of existing nucleation and growth models.
Filling the gaps in our understanding of mesocrystal formation and particle-based
crystallization in general should lead to new strategies for tailor-made materials and
calls for detailed experimental as well as theoretical studies.

Biomineralization continues to be a rich source of inspiration to challenge,
and expand, our current view of crystallization phenomena in complex systems.
Today, there is compelling evidence that living organisms make use of multistep
mineralization pathways, which often cannot be emulated in the laboratory. Falini
and Fermani (2017, Chap. 9) argue that one of the main obstacles is our limited
knowledge of the role of the various bio(macro)molecules that can be involved in
the formation of biominerals (i.e. the “organic matrix”), especially at the molecular
level. To solve this puzzle, we need to identify the key steps of the process: i.e.
which (macro)molecules are active in which step, and how do these macromolecules
influence each particular step. The availability of increasingly sophisticated char-
acterization techniques, offering unprecedented spatial and temporal resolution,
promises deeper insights in the near future, as illustrated in the contributions by
Birkedal (Chap. 10) and Delgado-Lopez and Guagliardi (2017, Chap. 11). In the
chapter by Birkedal, the great potential of in situ X-ray diffraction is demonstrated
for the example of calcium phosphate crystallization, one of the most important
processes in biomineralization. Even in the absence of any bio(macro)molecules
or other additives, inherently complex behaviour is observed due to the strong
pH dependence of the phosphate speciation and the fact that multiple competing
mechanisms are at play. This highlights that common solution parameters (like pH,
but also temperature or reactant stoichiometry) can have a profound influence on
the progress and outcome of crystallization. In other words, there is usually not one
universal mechanism of mineralization, but it is rather the particular conditions that
decide which of the possible routes are taken. In the case of calcium phosphate,
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the existence and/or exact nature of possible pre-nucleation species and the steps
leading to the formation of amorphous particles appear still more obscure than
for CaCO3, while refined structural models for the amorphous phase are just as
urgently needed. Delgado-Lopez and Guagliardi (2017, Chap. 11) show that only
through the use of complementary high-resolution techniques (SAXS, WAXTS and
AFM in their case) – ideally with in situ capabilities to observe processes as they
occur – can maximum information about the early stages of mineral formation in
biological systems be obtained. Their particular studies, along with those of other
groups, draw a detailed picture of how small organic molecules like citrate play a
key role in the development of a complex biomaterial such as bone. Gaining insight
into the modus operandi of larger molecules (e.g. polysaccharides or proteins) at
a similarly fundamental level would certainly be a giant leap ahead in the field of
biomineralization.

The high value of advanced characterization methods is a recurrent theme also
in the following contributions. For calcium sulphate, a mineral of great geological
and industrial importance, recent in situ scattering experiments have challenged
the long-standing view of nucleation and growth for CaSO4 phases from aqueous
solutions, as discussed by Van Driessche et al. in Chap. 12. Even though the
proposed alternative pathway seems to be able to reconcile the many observations
made over the years, a truly unified model for calcium sulphate crystallization is still
only emerging and awaits confirmation by further studies. Among the numerous
key issues that remain unresolved, the actual structure and composition of the
nanoparticulate precursor phase and the role of water in the process of phase
selection deserve special attention. In a similar fashion, significant advances have
been made in our understanding of the crystallization of iron (oxyhydr)oxides.
However, as Penn et al. (Chap. 13) emphasize, the earliest (and smallest) precursors
are still very difficult to capture analytically, limiting our knowledge on the
elementary steps occurring at the nanoscale. According to Reichel and Faivre (2017,
Chap. 14), this lack of understanding is the major bottleneck for improving the
efficiency of biomimetic approaches to the synthesis of magnetite nanoparticles
with controlled property profiles as desired for manifold applications. Despite
decades of intense research, similar challenges are still encountered regarding
the formation of silica and alumina colloids. In Chap. 15, Tobler et al. show
that growth and aggregation processes of corresponding nanoparticles are well
amenable to analyses by scattering and imaging techniques. By contrast, the onset of
condensation reactions and especially the nucleation of the primary particles suffer
from substantial gaps in both phenomenological and mechanistic understanding,
mainly due to the lack of conclusive experimental evidence. In this respect, there
is an urgent need for the development of analytical techniques that allow for an
in situ and time-resolved capability to monitor silicate and/or aluminate species in
solution – a notion that seems likewise attractive for characterizing the early stages
of iron oxide precipitation.

It is not surprising, and perhaps even reassuring, that related communities face
quite the same problems as those described above for typical mineral systems.
In the crystallization of small organic molecules, nucleation rates predicted by
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classical nucleation theory (CNT) were also proven to be unreliable in many cases,
as outlined by Yang and Ter Horst in Chap. 16. While this is certainly in part due
to the assumptions made by the underlying theory, the often ill-defined description
of the system in which nucleation takes place is another major limiting factor. One
critical aspect in this context is the omnipresence of foreign particles, like dust,
which frequently act as substrates for nucleation and yet themselves have hardly
been characterized so far. To fill this gap, concerted studies should be performed to
measure accurate heterogeneous nucleation rates on “template” particles with well-
defined size distributions and surface functionalities. In combination with detailed
analyses of solute association processes (which supposedly define the building
units for crystals), this might enable a molecular interpretation of heterogeneous
nucleation phenomena and their relevance in many practical situations. Similar con-
clusions are drawn by Kimura and Tsukamoto (Chap. 17) regarding the nucleation
of smoke particles as analogues for cosmic dust, where experimentally determined
nucleation rates are also very different to values predicted by CNT or molecular
dynamic simulations. According to the authors, a possible solution to this problem
could be to derive a new theoretical framework based on homogeneous nucleation
experiments from the vapour phase, which would then be extended to more complex
scenarios.

In a nutshell, the various examples of crystallizing systems described in this book
underline the persisting strong interest in nucleation and growth across numerous
disciplines. In the years to come, we assert that the field will strongly benefit from
improved theoretical models in particular for nucleation processes (Chaps. 1, 2, 16
and 17), but also for the later stages of growth (Chaps. 7, 8 and 9) and the structure(s)
of transient precursor phases (Chaps. 3, 4, 6, 9, 10, 13, 14 and 15). At the same
time, it is essential to keep advancing the development of new analytical methods
with highest temporal and spatial resolutions, in order to trace the key stages in the
nucleation and/or transformation of mineral phases as they occur. Although X-ray
scattering techniques have already proven their great potential (Chaps. 4, 5, 10, 11,
12, 13 and 15), we believe that these and similar novel methods will continue to help
in the future, especially as more sensitive detectors for use in synchrotron facilities
are becoming available. Another very promising approach is liquid-cell TEM, which
has just recently been added to the spectrum of diagnostic tools. As shown by
Nielsen and De Yoreo in Chap. 18, this technique enables direct visualization of
nucleation and growth pathways at medium to high resolution in liquid media while
simultaneously providing crystallographic information on the observed phases.
However, at the moment there are still a number of important technical limitations
and possible artefacts to consider, such as the formation of unknown radiolytic
products upon exposure of the investigated solution to the electron beam. Future
developments in this exciting area are directed towards the fabrication of on-device
probes in order to monitor solution conditions in the irradiated volume and thus
to better define the circumstances under which the observed processes actually
occur. Once this is accomplished, the technique should allow for quantitative studies
with great potential to foster our understanding of nucleation and crystallization
mechanisms on a fundamental level.
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We conclude this book by commenting on the somewhat overenthusiastic use
of the term “nonclassical” in the recent literature to describe different phases and
processes observed during crystallization. In our opinion, this terminology has
generated a lot of confusion, and, instead of helping, it has actually slowed down our
progress towards a general understanding of mineral nucleation and growth – espe-
cially when seeming differences in the end boil down to be a question of semantics.
Therefore, it is important to establish common definitions and clearly explain the
meaning of any “non-standard” terms used in new publications. Our major objective
should be to investigate and describe the precursors and intermediates occurring
during the multistep processes of the early stages of crystallization and to illustrate
how they are interconnected mechanistically – rather than emphasizing what they
are not from a “classical” point of view.
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