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Preface

The idea for this book emerged as we prepared the celebration of the 50th
anniversary of the Regional Research Institute (RRI) at West Virginia University
in 2016. The Institute was founded in 1965, and the personalities who helped shape
it include founding director William Miernyk, Andrew Isserman, Luc Anselin, Scott
Loveridge, and Randall Jackson. The Institute reflected the research focus and
personalities of each of these directors, flavored by the diversity of personalities
and scholarship of others with RRI ties. Yet throughout its history, the primary
mission remained: engaging in and promoting regional economic development
research, with a special emphasis on lagging and distressed regions. RRI scholars
have come from economics, geography, agricultural and resource economics, urban
and regional planning, history, law, engineering, recreation and tourism studies,
extension, etc. Over the half century of RRI’s existence, regional research has
grown and developed dramatically, with members of the Institute contributing to
scholarship and leadership in the profession. Reflecting on the history of the RRI
made us wonder about the next 50 years of regional research, so we decided to ask
colleagues in our field to share their thoughts about issues, theories, and methods
that would shape and define future regional research directions. Many responded
to our call for contributions, and in the end we accepted 37 chapters, covering
many aspects of regional research. Although the chapters are diverse, several share
common ideas and interests, so we have grouped them into seven parts. As with most
groupings, of course, there are chapters whose content would have been appropriate
in more than one part.

The large number of contributions resulted in a much greater number of pages
than planned, but their quality made us reluctant to cut some or to significantly
shorten them. We are, therefore, grateful to Johannes Glaeser, Associate Editor
for Economics and Political Science at Springer, and to the Advances of Spatial
Sciences series editors, for suggesting that we prepare two volumes instead of
only one, as initially proposed. We also thank Johannes Glaeser for his advice and
support throughout the process of preparing the two volumes. Volume 1 carries the
subtitle “Innovations, Regional Growth and Migration” and contains 20 chapters in
its four parts. In addition to the topics named in the subtitle, Volume 1 also contains
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vi Preface

three chapters on disasters, resilience, and sustainability, topics that are of growing
interest to scholars, policy makers, and agency and program administrators alike.
The subtitle of Volume 2 is “Methodological Advances, Regional Systems Modeling
and Open Sciences.” Its 17 chapters are organized into the three parts named in the
volume’s subtitle. The two volumes are roughly equal in length.

The chapters reflect many of the reasons why research methods and questions
change over time. A major reason for recent developments in regional research is
the digital revolution, which made vastly increased computational capacities widely
available. This made possible methodological advances, such as spatial economet-
rics or geographic information systems (GIS), but perhaps more importantly, it
changed fundamentally the way empirical modeling is conducted. Furthermore,
it has become possible to integrate different tools, such as spatial econometrics
and GIS, and generate graphical displays of complex relationships that enrich our
analyses and deepen our understanding of the processes that underlie empirical
patterns. Overall, the impact of technological changes on regional research has been
pervasive and, judging by the contributions to this volume, will likely continue to
be so, and this can be seen in most book parts. In Modeling Regional Systems, the
chapters’ authors rely on recently developed methodological tools and approaches
to explore what future research directions could be. In the part Disasters and
Resilience, Yasuhide Okuyama proposes a future modeling system that would
be unthinkable without modern computational tools. All contributions in the part
Spatial Analysis depend heavily on computational spatial analytical tools, including
visualization (e.g., Trevor Harris’ contribution on exploratory spatial data analysis).
Particularly interesting in this context is the part Open Source and Open Science,
because it is dealing with aspects of the computational revolution and the Internet
that are only now starting to become a major force in our fields, and the collective
development and integration of software proposed by Jackson, Rey, and Járosi is
still in its infancy.

The evolution of technologies not only drives much of societal change but
also has changed how we look at economic growth. While early models of
economic growth focused on the capital-labor ratio and treated technology as an
exogenous variable, current research in economic growth includes technology as an
endogenous variable and stresses entrepreneurship. It is, therefore, not surprising
to see an entire part focused on technology, innovation, and entrepreneurship. This
part confronts gender issues explicitly in the chapter by Weiler and Conroy, further
reflecting changing social attitudes. Gender issues are also addressed in the Regional
Growth, Regional Forecasts, and Policy part. As Chalmers and Schwarm note,
gender is still a relatively neglected topic in regional research, but social trends and
forces will likely increase the attention it receives in the future.

The digital revolution that made mobile phones ubiquitous has also had another
important effect, namely the emergence relatively recently of “big data” (e.g.,
the chapters by Newbold and Brown, and Harris). Even more importantly, vastly
improved communication technologies and faster means of transportation are
changing the nature of agglomeration. Timothy Wojan reminds us that Alfred
Marshall anticipated some of these changes more than a century ago, a remarkable
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feat of foresight. Because of improved communication technologies, the gap
between geographic and social distance is likely to widen in the future, particularly
among the highly skilled. Those of us working in research settings at universities
or institutes are already experiencing this phenomenon, as it has become common
to collaborate with distant colleagues, a sharp contrast to the case until the late
twentieth century. It seems certain that the impact of digital technologies on
traditional views of geographical space as separation and differentiation will raise
new regional research questions. Woodward provides a complement to Wojan’s
chapter when he speculates about the effects of the interplay of agglomeration
and automatization, which is yet another example of the pervasive influence of
technology on the future of spatial organization of our societies.

Wojan is not the only one looking to the past to glance into the future. David
Bieri studies neglected contributions in regional monetary economics of such
foundational scholars of regional research as Lösch and Isard. His chapter presents
a genealogy of regional monetary thinking and uses it to make a strong case for
renewed attention over the next 50 years to this neglected branch of our intellectual
family tree.

While most regional scholars are well aware of the impacts of the digital
revolution, there is less awareness of the impacts of an ongoing demographic
revolution. This may be because the revolution is far advanced in the economically
most successful countries, mostly the members of the Organisation for Economic
Co-operation and Development (OECD). But while England became the first
country to be more urban than nonurban in the mid-nineteenth century, the world as
a whole has reached this threshold less than 10 years ago. Indeed, urbanization in the
southern hemisphere is proceeding at a very rapid pace that poses significant policy
challenges in the affected nations. As part of industrialization and urbanization,
the world is also experiencing a dramatic decline in effective fertility, with the
number of births per female of child-bearing age declining. Since longevity is
increasing, this is resulting in demographic structures unlike any in the past.
This phenomenon is most advanced and dramatic in places such as Germany,
Japan, and most recently China—where government policies contributed mightily
to demographic restructuring—and challenges the future of public social safety
programs, particularly provisions for the financial security of the elderly and their
healthcare. In such cases, immigration may be seen as a way to slow the transition
from a predominantly young in the past to a much older population. Franklin and
Plane address issues related to this unprecedented demographic shift.

Migration, domestic and international, is also of growing importance because
of the disruptions caused by industrialization in many countries. The “land flight”
that once worried today’s industrial powers is now occurring in the southern
hemisphere. Migration is also fueled by political change in the aftermath of the
end of colonialization. The new nations that emerged were often formed without
regard for historic societies and traditions, and tensions that had been held in check
have sometimes broken out in war between neighboring countries or civil war. As a
result, the world as a whole has seen an increase in internally displaced persons as
well as refugees who had to leave their home countries. In an overview of directions
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in migration research, Schaeffer, therefore, argues for more work on migrations that
are rarely completely voluntary because traditional models have been developed
primarily for voluntary migrations.

Demographic shifts are also driving reformulations and advances in Regional
Systems Models, as evidenced by new directions in household modeling within
the chapter on household heterogeneity by Hewings, Kratena, and Temurshoev,
who touch on these and enumerate a comprehensive research agenda in the
context of dynamic interindustry modeling, and Allen and his group identify
pressing challenges and high potential areas for development within computable
general equilibrium models. Varga’s chapter contributes to this part’s topic and
to technological change, as his Geographic Macro and Regional Impact Modeling
(GMR) provides explicit mechanisms for capturing the impacts of innovation and
technology.

The chapters in these volumes reflect the changing world that we live in.
While some new directions in regional research are coming about because new
technologies allow us to ask questions, particularly empirical questions that once
were beyond the reach of our capabilities, others are thrust upon us by political,
economic, social, demographic, and environmental events. Sometimes several of
these events combine to effect change. A primary task of a policy science is to
provide guidelines for the design of measures to address problems related to change.
So far, regional researchers seem to have been most successful in making progress
toward completing this task in dealing with environmental disasters, addressed in
the Disasters and Resilience part. Rose leverages decades of research in regional
economic resilience to lay the foundation for this part.

These chapters will certainly fall short of anticipating all future developments
in regional research, and readers far enough into the future will undoubtedly
be able to identify oversights and mistaken judgements. After all, Kulkarni and
Stough’s chapter finds “sleeping beauties” in regional research that were not
immediately recognized, but sometimes required long gestation periods before
becoming recognized parts of the core knowledge in our field, and Wojan and
Bieri also point to and build upon contributions that have long been neglected. If
it is possible to overlook existing research, then it is even more likely that we are
failing to anticipate, or to correctly anticipate, future developments. Nonetheless, it
is our hope that a volume such as this will serve the profession by informing the
always ongoing discussion about the important questions that should be addressed
by members of our research community, by identifying regional research frontiers,
and by helping to shape the research agenda for young scholars whose work will
define the next 50 years of regional research.

Morgantown, WV Randall Jackson
Peter Schaeffer
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and Entrepreneurship



Chapter 1
Opportunities and Challenges of Spatially
Distributed Innovation Imaginariums

Timothy R. Wojan

1.1 Introduction

Envisioning what research questions will emerge in the spatial analysis of
innovation over the next 50 years is fraught with uncertainty. Perhaps the safest
bet is to identify those constructs and hypotheses that currently command a wide
degree of agreement and predict that these consensuses will have disappeared
by 2066. To the extent that “scientific truths” tend to endure for as long as their
progenitors (Azoulay et al. 2015; Planck 1949), new frontiers might be most clearly
delineated by the shadows cast by the current crop of star regional scientists.
Unfortunately, ideas regarding the geography of innovation do not usually fall into
clear white/black or sun/shade dichotomies. Just postulating a seeming opposite
might not get one very far.

The contrarian views investigated in this chapter rely on two different strategies
for helping to illuminate the as yet lightly investigated counter-arguments. We begin
with Alfred Marshall’s counterfactual musings on the declining importance of
proximity as the costs of communicating new ideas fall. Now that the huge
reductions in communications costs have been realized, empirical analysis has been
able to put Marshall’s conjecture to the test. The notion that proximity has become

The views expressed are those of the author and are not attributable to the Economic Research
Service or the U.S. Department of Agriculture.

T.R. Wojan
Economic Research Service, U.S. Department of Agriculture, Washington, DC, USA
e-mail: twojan@ers.usda.gov

© Springer International Publishing AG 2017
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4 T.R. Wojan

much less important to the transmission of new ideas runs counter to conventional
wisdom that regularly invokes Marshall’s 1890 argument. Ideas in the literature at
odds with the conventional wisdom but that reinforce the Marshallian counterfactual
are also discussed.

The second strategy contrasts the ideas of two seminal thought leaders: Joseph
Schumpeter and John Dewey. The ideas of Schumpeter will be easily recognized
in a discussion of an innovation economy and the governance requirements of
an entrepreneurial state. The contribution of Dewey to ideas about governance
as it relates to innovation will be much less familiar to readers but presents a
fecund alternative path that is much more compatible with emerging models of
distributed innovation. The alignment of the persuasive Schumpeterian linear model
of innovation, data collection focused on the required inputs and expected outputs
of this model, and an implicit social contract amongst the stakeholders of that model
(Jasanoff 2009; see Bush 1945) reinforced the belief that innovation is a function of
entrepreneurial leadership. The counterargument that innovation is a function of the
collective ingenuity of a community of actors confronting a problem has yet to be
mainstreamed.

Combining the counter-arguments from the two strategies provides a potentially
rich but thinly investigated pathway for the spatial analysis of innovation. User
innovators who now have access to both deep reservoirs of information through
the Internet and to like-minded problem-solvers through social media may spur
radical innovation without any need for entrepreneurial leadership as conventionally
understood. The objective of this chapter is to provide an outline of this alternative
pathway for innovation that can be contrasted with the dominant linear model of
innovation. There are three reasons why pursuit of this alternative track may be
advantageous for the regional study of innovation. First, in a rapidly urbanizing
world, large agglomerations that are the preferred locus of innovation in the linear
model will become increasingly commonplace. Identifying factors that amplify the
rare sparks of genius wherever they occur encompasses all innovation instead of
limiting analysis on the basis of density—an increasingly ad hoc criterion. Second,
the struggle within regional science between the relatively amorphous construct of
“community” and more concrete constructs defined by purely spatial relationships
is reinvigorated. Finally, the reintroduction of community opens up consideration
of the types of governance structures that promote socially valued innovation,
departing from the implicit assumption that innovation is universally good.

1.2 Conventional Wisdom

If the conventional wisdom regarding the geography of innovation was limited to
academic discussion, then any critique would likewise be academic. However, there
is clear evidence that conventional wisdom imbues thinking on policy related to
the best way to promote innovation and economic growth. Indeed, the notion that
innovation is best explained by scientism—the idea that scientific and engineering
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truths that are “out there” waiting to be discovered is the true source of innovation—
has not only guided economists and regional scientists but forms the foundation for
Federal innovation policy (Jasanoff 2009; Phelps 2013). The economic study of
innovation has been dominated by a linear model of hard inputs such as science and
engineering personnel, and R&D expenditures, motivated by the rational pursuit of
monopoly profit where the output is most reliably represented by patents. Despite
the critique that patents of new inventions do not adequately capture the concept of
innovation, the wide availability of patent data has made them convenient proxies.

But while economists and regional scientists may disagree over validity of
patents as a proxy for innovation and the need for collecting additional measures
that can more fully capture the concept of innovation, there is widespread agreement
over the salient characteristics of the geography of innovation. Feldman and Kogler
(2010, p. 381) distill these characteristics into eight stylized facts:

• Innovation is spatially concentrated
• Geography provides a platform to organize innovative activity
• Places are not equal: Urbanization, localization, and diversity
• Knowledge spillovers are geographically localized
• Knowledge spillovers are nuanced, subtle, pervasive, and not easily amenable to

measurement
• Local universities are necessary but not sufficient for innovation
• Innovation benefits from local buzz and global pipelines
• Places are defined over time by an evolutionary process

With the exception of references to universities and global pipelines, these styl-
ized facts provide a direct connection between Marshall’s (1890) seminal discussion
of industrial districts and the current state of the art regarding the geography of
innovation. The main twentieth century embellishment to the Marshallian story of
localized knowledge spillovers is the addition of agglomeration and urbanization
economies that derive benefits from the cross-pollination of ideas from related or
seemingly unrelated sectors (Glaeser et al. 1992).

The presumed stickiness of information—the added cost of acquiring, trans-
ferring or using information in a new location—and the heavy reliance on local
information and knowledge essential to inventors and entrepreneurs explains the
focus on particular cities to fully understand innovation in an industry (Feldman
and Kogler 2010). The same factor that Marshall identified in 1890—the costliness
of transferring information from place to place—appears as prominent now as it was
then. There are a number of explanations for why the cost of transferring informa-
tion related to economic innovation has remained high despite drastic reduction in
cost and phenomenal expansion of capabilities in communications technology since
1890. If some interactions required for the substantive transfer of knowledge and
information are not reliably conveyed by communications technologies, then huge
reductions in cost for other types of information transfer may matter little.
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1.2.1 Empirical Challenges to Conventional Wisdom

Packalen and Bhattacharya (2015) point to a brilliant insight by Alfred Marshall
regarding the conditions that convey significant innovation advantages to agglomer-
ation. In the late nineteenth century, physical proximity was the dominant vector for
conveying new ideas. And thus, the larger agglomerations would naturally provide
much more fertile ground for the dissemination and recombination of novelty. But
Marshall also recognized that this advantage might be altered by the “cheapening of
the means of communication” leading ultimately to knowledge production being
dependent “on the aggregate volume of production in the whole world.” It is
indisputable that the means of communication today are drastically cheaper than
in 1890 and, in some cases, were wholly unimagined.1 And yet this critical caveat
from Marshall—that the benefits of agglomeration might be dependent on the costs
of communication—has largely been explained away in the literature (Glaeser 2010;
Florida et al. 2008).

Packalen and Bhattacharya test Marshall’s intuition by applying content analysis
to the universe of U.S. patent applications to identify word sequences that represent
idea inputs to invention. By identifying the first occurrence of each idea input, they
are able to calculate the Age of Idea Inputs for every patent. Because the benefits
of agglomeration are believed to be strongest for the transmission, discussion, and
evaluation of new ideas, they construct a dummy variable to identify those patents
that are in the Top 5% by Age of Newest Idea Input which they regress against
population density of the Primary Metropolitan Statistical Area (PMSA) where the
inventors lived. The odds ratio of the coefficient estimate represents how much
more likely inventions in large cities are built on new ideas relative to average
sized cities. For the period relevant to when Marshall was writing (1880s–1910s),
residents in large cities were 20% more likely to use new ideas in patents. The
coefficient declines in the 1920s–1960s (15%) and 1970s–1980s (8%) periods. In
the most recent period of the 2000s, the odds ratio is still statistically significant
representing a 4% increase but is no longer robust to alternative specifications using
Total Population rather than Population Density as the independent variable or an
instrumental variable specification.

The empirical tests of Marshall’s intuition—that the advantages of agglomeration
might decline as communication technology improved—open up the possibility that
innovation using new knowledge may take place in areas other than where the
new knowledge is produced. However, the Packalen and Bhattacharya paper does
not directly address that issue. Given the focus on patents, the most that can be
concluded is that physical proximity no longer appears to be an essential vector for
the transmission of new knowledge to the creation of the newest knowledge.

1Teleporting does not yet exist but the ability to virtually transport a 3-dimensional object over the
Internet only requires a 3D scanner to send digital information to a 3D printer located anywhere in
the world.
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A recent paper by Capello and Lenzi (2014) makes the necessary distinction
between the creation of knowledge—in the form of R&D expenditures—and
innovation—in the form of shares of firms introducing new products or services.
The measure of innovation is constructed from responses to the fourth round of the
Community Innovation Survey. Their findings extend the Marshallian intuition by
demonstrating that some regions with very limited knowledge creation capabilities
may still support a relatively high share of innovative firms. Most importantly, a
relatively high share of innovative firms have a much larger impact on GDP growth
in those regions that have limited knowledge-creation capacity. The dual findings
that innovation appears to be more highly dispersed than knowledge creation
activities, and that the impact of innovation on GDP growth is also larger than the
impact from R&D expenditures suggests that the linear model of innovation with its
strong orientation to scientism may actually provide a very limited explanation of
how innovation is related to economic growth.

1.2.2 Conceptual Challenges to Conventional Wisdom

The linear model of innovation does appear to be aptly suited to an implicit
confirmation bias in regional science that begins from the premise that place
matters. Because the institutions, inputs, and outputs in the linear model are spatially
concentrated, the geography of (linear model) innovation is easily identified and
easily tested. A much more difficult model of innovation for regional scientists
is the one developed by Edmund Phelps (2013) as a counter to the scientism
of the linear model. Rather than place innovation at the intersection between
scientific/engineering discoveries and entrepreneurial leadership, Phelps envisions a
much more inclusive imagining of new products, processes and uses by consumers,
craftsmen, technicians, along with professional scientists and engineers. The chal-
lenge to solve vexing problems and the creative spark emerge as motivations for
innovation that extend beyond the pursuit of monopoly profits. These problem
contexts for innovation—or “imaginariums”—might also describe a Marshallian
industrial district along with many other types of economic dynamism. It is the
inability of the linear model to explain the emergence of innovation and economic
dynamism in unexpected places that raises the biggest questions.

The historical record that is wholly inconsistent with the linear model of
innovation is the rapid productivity growth in early nineteenth century America.
Scientism would predict that the far superior scientific and engineering knowledge
in Europe at the time, along with much deeper markets for exploiting profitable
new innovations would have given the nod to England. And yet productivity growth
in the sparsely populated U.S., with a very small contingent of tinkerers, eclipsed
England before mid-century. The frontier may have had something to do with the
success of these New World imaginariums as new challenges were frequent with
few constraints from convention or established ways of doing things. A more recent
example of dynamism in unexpected places is the surprising rise of Finland as the
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world-leading pioneer of cellular technology. Clearly the scientific and engineering
expertise in electronics in Japan, Western Europe, or North America eclipsed that
of a little known, diversified Finnish manufacturing conglomerate. And the number
of consumers in those three large markets exceeded the Finnish population of four
million by more than a couple orders of magnitude. But the problem context of
being able to communicate without a landline while at a remote summer cottage
appears to have been the spark that would eventually change the world (Steinbock
2001).

1.3 A More Comprehensive View of Innovation

It is important to reiterate that the goal of developing alternatives is not to displace
the geography of (linear model) innovation. Rather, the goal is to illuminate other
types of innovation that are occurring, some of which may be much more relevant
to understanding innovation processes that emerge in unexpected places.

Recognition that the linear model of innovation only tells part of the story is
not new. As early as 1991 economic historian and science policy scholar Nathan
Rosenberg made the seemingly unequivocal claim that “[e]veryone knows that the
linear model of innovation is dead.” He did not add “Long live the linear model of
innovation” to that pronouncement though he very well could have. The resilience
of the linear model of innovation, despite recognized shortcomings, is explained
by the seamless way it integrates the entrepreneurial theory of Schumpeter with
conventional neoclassical economic theory (Phelps 2013).

The strongest argument for expanding the economic study of innovation beyond
the linear model comes from Nobel laureate William Baumol. Baumol’s (2010)
discussion of radical and incremental innovation focuses on the microfoundations
behind the division of innovative labor. Incremental innovation is aptly suited to the
linear model where the systemic investigation of options to improve performance or
lower cost—often through the application of new scientific discoveries—is more
likely to result in an acceptable rate of return on R&D investment. As profit
maximizers, incumbent firms will invest R&D in areas that have the highest
profit potential, conditional on relatively high chances of success. And since their
competitors are engaged in similar efforts, failure to pursue incremental innovation
risks the survival of the firm. In contrast, radical innovation has the potential for very
high payoffs accompanied by very high risk of failure. Radical innovation is aptly
suited to the entrepreneurial firm where an individual or small team conceive of a
genuinely novel product or process. Baumol’s theoretical argument is compelling
and gets heavy empirical reinforcement from the long list of disruptive technology
innovations by small firms that have profoundly changed the world we live in.2

2Baumol cites a U.S. Small Business Administration report that lists roughly 100 highly disruptive
technologies developed by small firms including the airplane, air conditioning, microprocessor,
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The main takeaway is that innovative entrepreneurship is a necessary but largely
discounted dimension of economic theory and applied economic analysis.

The regional science implications of the Baumol call to study the complementary
forms of incremental and radical innovation might be muted, if noted at all. While
the availability of data consistent with the linear model of innovation has resulted
in a geography of innovation dominated by large, global cities, the presumption has
been that these are the same places where innovative entrepreneurship should also
be most dynamic and most prevalent. A local symbiosis is implicit in Baumol’s
mainly aspatial discussion of the need for large incumbents to outsource radical
innovation activities. In this case, even if the linear model of innovation does not
provide a comprehensive story of innovation, it may still provide a comprehensive
identification of where incremental and radical innovation take place.

However, there are two aspects of innovative entrepreneurship that counter
an implicit local symbiosis story of the co-location of radical and incremental
innovation. Two dominant sources of innovative entrepreneurship come from: (1)
users who either extend capabilities or develop entirely new uses of products; or (2)
through serendipity when a different problem environment sparks a completely new
approach. Since users of products are likely to be much more spatially dispersed
than the sites where the products were made, user innovation is also likely to be a
fairly dispersed process. For serendipity, being physically and cognitively separate
from those places of recognized expertise may accelerate the generation of true
novelty. While both paths to innovation have been recognized in the literature, these
paths are consistently discounted as being too sparse and too random to be worthy
of study.

Eric von Hippel (2005) has devoted his career to the study of user innovation
and has built up an impressive body of evidence. His distinction between users
and manufacturers is quite simple: users are firms or individuals that expect to
benefit from using a product or service while manufacturers expect to benefit from
selling a product or service. Beginning with case studies of particular industries
with lead users of products such as scientific instruments, the research provided
empirical evidence that the linear model was missing a lot. For example, the Science
and Engineering Indicators published annually by the National Science Foundation
consistently show that patent productivity as a function of R&D expenditures is
supposedly very high in the scientific instruments industry. However, since upwards
of 80% of innovations in scientific instruments are developed by users in academia
and other industries, simply attributing patents in the industry to industry R&D
expenditures seriously misconstrues that industry’s inventive process (von Hippel
1976). Most industries will not be user dominated as is the case with scientific
instruments, but user innovation is present in all industries. The development of the
Internet, social media, 3D printing, and simulation software for rapid prototyping
are all reinforcing the trend toward democratizing innovation (von Hippel 2005).

personal computer, supercomputer, high resolution x-ray and CAT scanner, vacuum tube, and
integrated circuit.
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As the technology for searching the codified global knowledge base improves,
and as the tools for translating ideas into prototypes get cheaper, the barriers to
innovation will also decline. A survey of consumer innovators in the U.K., U.S.,
and Japan estimated the total expenditures on “grassroots R&D” in the billions of
dollars, exceeding corporate R&D expenditures in the U.K. and comprising a third
of corporate R&D expenditures in the U.S. (von Hippel et al. 2011).

Recent collections of data on user innovators that are representative of the
population suggest not only that it comprises an important component of innovation,
but that it also has the potential to transform users into producers. The 2014
Economic Research Service (ERS) Rural Establishment Innovation Survey includes
questions to determine if businesses were founded to market goods or services
that were originally produced for their own use. The population of interest is
all establishments with five or more employees in nonfarm tradable sectors. User
entrepreneurs make up 5.59% of the establishments in this population, accounting
for 6.12% of employment for a total of roughly 2.9 million jobs (USDA-ERS
2015). These percentages are likely conservative estimates as respondents in large
establishments are less likely to be familiar with circumstances surrounding the
founding of the business. However, even with this potential for bias in large
establishments, these data confirm that at least 3.23% of user entrepreneur estab-
lishments have grown to employ more than 100 workers, compared to 6% for
all other establishments. Preliminary geographical analysis of user entrepreneur
establishment confirms that they are found throughout the settlement hierarchy.
Additional analysis will examine the extent to which these user entrepreneurs
are more likely to emerge in industrial clusters or other locations of specialized
knowledge relative to more greenfield locations.

Industrial, and now occupational (Florida 2002), specialization is presumed to
be a critical component of the geography of innovation as the focus provided
by a large number of people in a place thinking about similar problems should
accelerate finding solutions to those problems. The counter-argument—that the
freshness of thinking about these problems is enhanced in new environments using
tools that may be foreign to more specialized locations—might be intriguing but
would be seemingly impossible to test. This makes research on the characteristics
of winners of science innovation tournaments all the more compelling. Jeppesen and
Lakhani (2010) provide strong empirical evidence that both “technical marginality”
and “social marginality” are consistently associated with winning broadcast search
tournaments. Broadcast search tournaments consist of well-defined but complex
algorithmic or computational challenges with high uncertainty of finding an optimal
solution. Examining 166 such contests that received submissions from 12,000
scientists, winners were more likely to come from fields of expertise somewhat
distant from the problem field (technical marginality) as well as being more likely
to be women, which is interpreted as a proxy for social marginality given the strong
gender bias in the sciences (Jeppesen and Lakhani 2010).

The most interesting result of this line of research for regional science comes
from the NASA Tournament Lab that held a contest to devise an algorithm that
would select the optimal medical kit for space travel based on simulated medical
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event data provided by NASA (Boudreau et al. 2011). The problem required
a software solution trading off mass and volume against sufficient resources to
minimize the risk of medical evacuation. After significant effort, the kit optimization
algorithm developed by NASA took 3 hours. NASA researchers were “blown away”
by the winning solution that performed the kit optimization in 30 seconds.

But the winner did not come from a space agency center like Washington DC,
Paris, or Moscow, but from a former Eastern Bloc satellite country (Lahani 2015).
Anecdotally, the winning extreme value outcomes in other contests came from
similarly unexpected places suggesting that spatial marginality might accompany
technical and social marginality as predictors of tournament success. But even with-
out statistical evidence of this, the empirical confirmation that “optimal marginality”
appears to be an important factor in radical innovation (McLaughlin 2001; Jeppesen
and Lakhani 2010) points to a large blind spot for the linear model of innovation:
concentrated specialization that aggressively explores the core of a field may inhibit
lateral exploration of radical solutions.3

The fact that R&D labs are the main clients of the broadcast search tournaments
studied by Jeppesen and Lakhani (2010) suggests that conventional practice is
not waiting for the linear model of innovation to catch up. A recent special issue
of the Journal of Economic Geography on “Knowledge creation—local building,
global accessing” identifies a number of traditional and emerging constructs such
as international trade fairs, crowd-sourcing, and listening posts that are accelerating
realization of the Marshallian conjecture that knowledge production will ultimately
be dependent “on the aggregate volume of production in the whole world” (Maskell
2014; Bathelt and Cohendet 2014; Bathelt and Gibson 2015). And empirical
evidence is now available suggesting that collaboration with distant interlocutors
can substitute for proximate knowledge spillovers (Grillitsch and Nilsson 2015).
Whether this rapidly emerging literature on non-local sourcing of knowledge and
information is the crest of a wave or a short-lived fad remains to be seen. What is
most notable is the vintage of the conventional wisdom counterargument regarding
“the stickiness of information”—for example, the most recent reference to this
construct in the review article by Feldman and Kogler (2010) is 22 years old (cf.
von Hippel 1994), which corresponds with the founding of the World Wide Web
Consortium.

1.4 From Locale to Community

The emergence and growing importance of communities that are not defined by
physical proximity casts localization of the archetypal Marshallian industrial district

3Two papers investigate the possibility that the serendipitous interaction that is thought to be the
key advantage of urban agglomerations and clusters may in fact promote lock-in to conventional
ways of thinking about problems (Boschma 2005; Fitjar and Rodriguez-Pose, forthcoming).
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in a different light. Given Marshall’s focus on economics, it is understandable that he
would emphasize economic concepts like tacit knowledge rather than sociological
constructs of reciprocity and trust that underlie community. Quite simply, the
competitive advantages that clusters are thought to confer may be overdetermined.
Framed in the vernacular of Marshall’s evocative explanation, “[t]he ‘secret’, thus,
of local clusters may reside much more in the relational aspects of community
(i.e. as one spatial form of knowing through communities) than on the balance
between tacit and codified knowledge.” (Amin and Cohendet 2005). The local
cluster may be better understood as conferring benefits from tacit knowledge and
tacit relations.

Empirically, communities that are defined by spatial proximity may be thought
of as a dummy construct where the effects of spatial proximity are measurable but
no explicit explanation of the components of those effects is provided. Advances
in behavioral and experimental economics help illuminate the types of relations
we might expect to emerge organically as a byproduct of proximate interaction
every day (Beinhocker 2006). For example, the empirical regularity of strong
reciprocity—the common observance of conditional cooperation and altruistic
punishment in experimental prisoner dilemma games—suggests that relations that
are not assumed a priori for economic agents do emerge spontaneously as tacit
relations. In contrast, spatially distributed communities that form in the interest
of innovating to solve particular problems will not necessarily develop the norms,
expectations, and reciprocal relations simply as a byproduct of “coming together”
at a distance. As a result, the construct of community has been at the center
of how open source, user innovators, communities of practice, and other virtual
communities are constituted and operate (West and Lakhani 2008).

The spatially distributed community that most readers should be familiar with
is the academic community with the four basic elements of community defined by
universalism, organized skepticism, disinterestedness, and communalism (Merton
1942). The last two elements require elaboration as they provide the starkest contrast
with the proprietary model that is used to understand most economic behavior.
Disinterestedness suggests that member are rewarded for actions that appear to be
selfless and communalism requires common ownership of scientific discoveries in
which ownership of intellectual property is waived in exchange for recognition and
esteem. Within the proprietary model, exclusive property rights allow an organiza-
tion to capture value from discoveries that are manifest in commercialized products.
The elements that typically define spatially distributed innovation communities
are a hybrid of the academic and proprietary models (Shah 2006). Motivation
of members is often from a self-interested need to solve a specific problem that
is more in line with the proprietary model but violates the universalism and
disinterestedness elements of the academic model. However, the self-interestedness
of community members is ameliorated by the sharing of discoveries consistent with
the communalism element from the academic model. The value that community
members place on making important discoveries independent of any material gain
is also consistent with the communalism element. Organized skepticism is also a
common element in some innovation communities that can give them an advantage
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over proprietary models where the best short-term profit maximizing solution may
not provide the best technical solution, evidenced by the closed source dictum to
“sell first, fix later.”

The simplest way to summarize the hybridization is to define the objectives
of the proprietary model as instrumental (i.e., activities that are instrumental to
maximizing profit) and the academic model as constitutive (i.e., activities that are
constitutive of being an academic).

Innovation communities are an amalgam of instrumental and constitutive objec-
tives of solving problems for personal gain but where the activity is also constitutive
of the identity of members. In the words of one such community member, “in an
open source community, not one answer is forced on anyone. Everything is up
for discussion and change—all the time : : : it’s empowering and it leaves room for
new people to come in and make improvements and changes : : : That dynamic just
doesn’t exist in communities around tightly licensed corporate code : : : ” (as quoted
in Shah 2006, p. 1000). The same constitutive aspect of productive communities
emerges in Michael Piore’s resolution of the seeming conflict between competition
and cooperation in Marshallian districts in the Third Italy:

The openness of the production process, and of the innovations in the instruments of
production, becomes almost a prerequisite for their existence. If production is to serve as an
arena of discourse and a stage for action [the activity through which men reveal themselves
to other men, and through which they achieve meaning as individuals], the interlocutors-and
the audience obviously have to be allowed to enter the theatre (Piore 1990, p. 66).

Spatially distributed innovation communities help make explicit the motivations
and governance that may also characterize many localized innovation communities
but whose contribution might more easily be attributed to generic information
spillovers. But by bringing out the essential role of community in various types
of innovation, spatially distributed innovation challenges the adequacy of the linear
model of innovation as a proxy or catchall of innovation that matters.

The social contract that has undergirded the linear model of innovation since
World War II is similarly premised on a combination of the academic model and
proprietary model, but in a way that treats these components as separable (Jasanoff
2009). Basic science under the academic model would be largely autonomous
to pursue curiosity-driven research agendas meeting the rigors of peer review.
Applied science and engineering would fall within the proprietary model, directed
by entrepreneurial leadership to commercialize discoveries that contributed most
to social welfare and corporate profits. Within this social contract, the process of
innovation is not dependent on community but on two undemocratic searches: the
search for truth and the search for profits. The governance of innovation within the
linear model is driven by the market, where valued innovations survive and redun-
dant or obsolete innovations perish, which may be accompanied by regulation to
address information asymmetries. However, the imaginative aspect of innovation—
determining what new technologies should do—is limited to entrepreneurial leader-
ship that attempts to foretell the desires of consumers.
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The Schumpeterian model that is implicit in the linear model likely does explain
a good portion of innovation, but that portion would appear to be declining over
the post-war period as problems requiring innovative solutions are increasingly
contentious (e.g., cloning, climate change; Jasanoff 2009) and as innovations are
increasingly dependent on the imaginative resources of communities to keep pace
in directing them (von Hippel 2005). Addressing the first aspect—the increasing
ethical challenges of innovation—is beyond the scope of this chapter. However,
to the extent that the second aspect is reliant on the deliberative capabilities of a
community, alternatives to the linear model of innovation may be more likely to
support more democratic modes of technology assessment. The focus here is on
how more inclusive, distributed forms of innovation have performance advantages
over focused, expert-centered linear innovation and the governance structures that
might be most conducive to promoting this type of innovation.

Both academic and popular research make the compelling case that protection
of new ideas that pre-empts connection to a panoply of other new—often half-
baked—ideas can limit innovation (Moser 2013; Johnson 2010). The metaphor that
Johnson uses to motivate his discussion of the increasing importance of distributed
innovation is the liquid network. The same network construct that defines how a new
idea is recognized by the brain as a novel firing of synapses has its fractal parallel
in the liquid network where multiple hunches from disparate brains collide.

The “places” of these liquid networks may range from coffee houses to World
Fairs, and from conference rooms in corporate R&D labs to open source chat rooms.
Innovation in this case is driven by the combined imaginations of many rather than
by a singular commercial creative genius that defines entrepreneurial leadership.

A counter to Schumpeter’s political economy argument that entrepreneurial
leadership is the essential motive force comes from his contemporary, John Dewey.
Dewey’s view of the human imagination as the key to developments in science,
technology and all other human endeavors had a profound effect on education.
These same ideas in the context of a mass production economy in the first half of
the twentieth century, driven by large increases in labor productivity and material
wealth, had little purchase. In the current context of an innovation economy
the insights from Dewey deserve reappraisal. The most powerful argument for
this reappraisal comes from the title of Eric von Hippel’s book Democratizing
Innovation. The book powerfully demonstrates how innovation is becoming more
distributed and potentially more inclusive—a descriptive use of democratizing—but
does not address the potential functional advantages of democracy to innovation.

Dewey’s notion of democracy as a way of life is perhaps easiest to understand
as a counter to Schumpeter. In contrast to the classical notion that the truth of the
universe is “out there” for elite scientists to discover, the pragmatic notion is that all
discovery calls on “a new audacity of imagination.” By focusing on imagination—
a universal capability of all people—the emphasis is on the contribution of every
individual. “Creative Democracy”—an essay written during the rise of Fascism
and totalitarian states—makes the strong case that democracy is not merely a form
of government that makes periodic demands on the civic duty to vote but instead
permeates all social relations.
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Democracy is a way of life controlled by a working faith in the possibilities of human nature.
Belief in the Common Man is a familiar article in the democratic creed : : : Democracy as
compared with other ways of life is the sole way of living which believes wholeheartedly
in the process of experience as an end and as mean; as that which is generating the science
which is the sole dependable authority for the direction of future experiences and which
releases emotions, needs and desires so as to call into being the things that have not
existed in the past. For every way of life that fails in its democracy limits the contacts,
the exchanges, the communications, the interactions by which experience is steadied while
it is also enlarged and enriched (Dewey 1940, p. 2).

In its simplest terms, Dewey is expanding the dictum of “government of the
people, by the people and for the people.” The emphasis on the processes of
origination and bringing new things into existence could also be expressed as
“innovation of the people, by the people and for the people.” The democratization of
innovation that Dewey envisions is a continual work in progress. What is provided is
a grand scheme of how this might work but is remiss in providing the organizational
or institutional designs required to implement it (Sabel 2012). The governance of
many open source communities and Marshallian industrial districts already point to
ways in which democracy as a way of life is an essential component of community
dynamism (Shah 2006; Piore 1990). However, developments in technology over
the next 50 years are likely to make the democratization of innovation both more
possible and more essential.

1.5 Opportunities and Challenges of Spatially Distributed
Imaginariums

The opportunities of spatially distributed imaginariums are brought in bold relief
by how the “world of production” and the “world of innovation” are stylized by
conventional wisdom. The world of production is thought to be flat as a result of
the rapid diffusion of information and production technologies that has enabled
an unparalleled modernization in low-wage countries. In contrast, the world of
innovation is thought to be spiky resulting from the agglomeration of highly
specialized knowledge in global cities that are widely regarded as the essential
engines of economic growth (World Bank 2009). What has yet to be widely
recognized is the potential that the rapid diffusion of information technologies and
design and prototyping technologies has for substantially raising the plateau of
innovation outside of global cities. The fact that this potential was first introduced
by Marshall more than 100 years ago makes conventional wisdom’s current blind
spot all the more blatant.
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What is undeniable is that the resources for atomized invention and innovation
outside of large agglomerations are expanding at a rapid rate (von Hippel 2005;
Kennedy 2016):

The exciting news for consumer-innovators is that it is getting steadily easier to commercial-
ize an innovation oneself; you need not give up an attractive job or career you already have.
Companies can be hired to produce your design in volume, to accept and process customers’
orders and payments and to ship the completed product to the customers for you as well. It
is a far cry from the all-consuming entrepreneurial effort that was required to perform these
tasks in earlier days. In effect, the way has now been opened for the innovating consumer
to be a “casual entrepreneur” (von Hippel 2005).

Recognition of the largely untapped innovation resource of lead users by
business has resulted in the development of innovation platforms that allow users to
demonstrate new uses of current products or modifications that expand a product’s
capability (von Hippel 2005). Unorganized versions of this have emerged in the
form of hacks—clever new uses of products, a mode of exaptation and invention
particularly suited to the modular products from IKEA. The Maker movement—
represented by Make magazine, Maker Faire and makerspaces popping up in
libraries and schools—point to a renewed interest in tinkering and inventing that
harkens back to the heyday of Popular Mechanics, only this time with integrated
circuits, lasers, and 3D printers.

These innovation tools, that are increasingly accessible to consumer innovators,
will similarly expand the capabilities of small and medium sized businesses.
However, starting as manufacturers (or producers) their focus of concern will be
their ability to market innovations in products they sell. Here too capabilities are
expanding. The tremendous growth in digital globalization provides new avenues
for small firms to not only target niche markets but also to develop global networks
(Manyika and Lund 2016). As familiarity with digital interaction increases, and
as norms and protocols evolve to facilitate mutually beneficial interaction, the
conventional wisdom on the advantages of face-to-face contact will need to be
reassessed (Storper and Venables 2004).

What is sure to lag the development of new communications modes and
technologies is data on just how they are being used. The huge benefit of localized
innovation imaginariums noted above is that interaction can be assumed as an
outcome of proximity. The data needs of studying spatially distributed imaginariums
is just beginning to be addressed (Grillitsch and Nilsson 2015; USDA-ERS 2015).
As the evidence base is in its infancy, it is helpful to posit some stylized conjectures
suggested by findings in the literature reviewed in this chapter as a parallel to the
stylized facts provided by Feldman and Kogler (2010):

• The creative spark required for disruptive innovation is randomly distributed
• Specific geographical contexts may facilitate the transformation of great ideas

into implemented solutions
• Active search protocols that combine seemingly unrelated ideas increasingly

displaces proximity engendered serendipity as the primary source of exaptations
• Some types of knowledge spillovers remain geographically localized
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• Knowledge spillovers that can be spatially distributed increasingly exploit the
genius of crowds

• Local universities that pursue curiosity-driven, normal science become irrelevant
for innovation while universities that facilitate transdisciplinary approaches to
wicked problems spur local innovation

• Socially desirable innovation benefits from democracy as a way of life.

The challenges or threats to spatially distributed innovation imaginariums all
begin from the undemocratic tendencies of concentrated power that limit contacts,
exchanges, communications and interactions. Barriers to entry are the most visible
manifestation of this. Evidence from OECD countries suggest that the advantages
to incumbency have never been higher as the share of firms under 5 years of age
is at an all-time low (Criscuolo et al. 2014). In the urban U.S., the share of firms
under 5 years declined from 46% of all firms in 1990 to less than 35% in 2012. The
trend for rural firms is even more dire, declining from 42 to 27.2% over the same
time period (US Census 2013). Despite the steady decline, young firms are still
the sole source of net employment growth when aggregates of all OECD countries
are examined, and the predominant source of net employment growth in the U.S.
(Criscuolo et al. 2014). This suggests that the economy is not rewarding age,
longevity, or experience in some way that breaks with historical patterns. Rather,
the data suggest that the toe-hold for start-ups is becoming ever more tenuous.

One possible explanation for these trends is the displacement of small employer
firms by freelance contract workers. Since non-employer firms are not included
in the datasets examining business dynamics, the statistics may be an artifact of
the rapid rise of the “gig economy.” The possible implication of this are mixed:
some types of spatially distributed innovation may be conducive to such freelancing,
such as innovation tournaments that double as freelance rating agencies (Jeppesen
and Lakhani 2010). On the other hand, increased importance of the gig economy
to innovation would shift the residual claims to innovation from the innovative
entrepreneur to incumbent firms, which retain the intellectual property rights to
discovery made under contract.

The more explicit case of concentrated power limiting exchanges and interaction
to the detriment of innovation is the crafting of intellectual property law and gaming
intellectual property law to thwart entry by the construction of patent thickets (Foray
2004). Regulation, licensing and standard setting can also work at cross-purposes
by favoring incumbents with poorer technical solutions but with more resources to
lobby legislators or third-party auditors.

The scenario that provides the most compelling case for the necessity of democ-
ratizing innovation comes directly from the evolution of technology itself. The
imminent, though never quite realizable, threat of robotics and artificial intelligence
making huge swaths of the workforce redundant is likely to come to fruition
sometime over the 50 years after publication of this book (Smith and Anderson
2014). The most conservative view suggests that the transformation will happen
much later than most think simply because the mindset that will allow massive
automation will evolve much more slowly than the technology that would allow
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it to happen. Distributed innovation as discussed here has the potential to order
the innovative, cognitive, and manual divisions of labor in a way that resolves the
potential conflicts between productivity enhancing robots and the common man.
The mindset that may do the trick is the same one that John Dewey elaborated nearly
100 years ago. If imagination is the essential input to the process of innovation, and
if all persons are capable of unleashing that imagination, then the human mind will
remain the primary source for its continued social evolution.

In conclusion, it is important to place the democratization of innovation within
the framework of regional science. Consider the pronouncements of the 2009 World
Development Report (World Bank 2009). Although the book does not reflect the
views of many regional scientists and economic geographers, it does provide a very
thoughtful and cogent summary of new economic geography. That summary also
comports with the prediction of the linear model of innovation. The key insight is
that innovation is an activity limited to large urban agglomerations while lower order
areas in the “portfolio of places” provide more routine production, logistics and
service functions. If, in fact, innovation and imagination are only of consequence in
global cities, then the prospect of fulfilling, meaningful economic lives everywhere
else by 2066 is very dim indeed.
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Chapter 2
Exploring Innovation Gaps in the American
Space Economy

Gordon F. Mulligan, Neil Reid, John I. Carruthers, and Matthew R. Lehnert

2.1 Introduction

The field of regional science emerged out of a need to understand the geographic
disposition of economic activity within and among metropolitan areas—what Isard
(1956) called the “spatial physiognomy” of development. Evolving on its own, with
little or no intervention on the part of planners and other urban policy makers, the
space economy has produced some of the most organized systems on the planet.
For example, the northeast corridor—nothing less than an American “Prometheus,”
as described in Gottmann’s classic (1961) text Megalopolis, an exploration of
the Boston, MA—Washington, DC conurbation—is configured along an almost
perfectly linear NE � SW axis �750 kilometers in length. A stylized map of the
region, consisting of the population weighted fx, yg coordinates of census block
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Fig. 2.1 Prometheus unbound

groups calculated by Carruthers et al. (2012), is shown in Fig. 2.1.1 There are about
36,000 northeastern census block groups shown in the graph, and the correlation
coefficient between the x-coordinates (longitude) and y-coordinates (latitude) is
0.91; moreover, a linear regression of latitude on longitude, plus a constant, yields
an r2 value of 0.82. Not only is the northeast region an economic titan, it is one of
the most structured objects on the planet—so structured that it might be considered
as natural as anything else created by life on earth. Though this organization
is enforced, in part, by physical geography, the overall form is one of spatial
agglomeration: economic forces acting to create a massive pattern of urbanization
that is fundamental to the prosperity of the United States (Fujita 1989; Krugman
1991a, b, 1997; Fujita et al. 1999; Zenou 2009; Glaeser 2011; Fujita and François
2013).

At the national scale, a vast and enduring central place hierarchy has emerged
out of the same (Gabaix 1999; Ioannides and Overman 2003, 2004; Gabaix and
Ionniades 2004) agglomeration processes that gave rise to the Megalopolis. The
overall pattern is shown in Fig. 2.2. While clearly the pattern is ordered around
geographic advantage—for example, the transportation routes of the Great Lakes—
and disadvantage—for example, the remoteness of the Great Plains (Krugman
1991a, b, 1997; Fujita et al. 1999)—the system is clearly organized (Christaller
1966; Lösch 1954; Beckmann 1968; Pred 1977; Berry and Parr 1988) and rank-

1For further details, see Renner et al. (2009).
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Fig. 2.2 The American city system

ordered (Zipf 1949) in the manner long predicted by location theorists (Mulligan
et al. 2012). Nevertheless, the world has evolved since early theoretical frame-
works were advanced—and the space economy along with it. Hyperbole from the
heady days of the Internet explosion aside (see, for example, Cairncross 2001),
economic growth in advanced economies like that of the United States has become
increasingly uneven, demanding new frameworks for explaining and predicting the
processes and outcomes of economic geography and urbanization.2 The world itself
is urbanized (Angel 2012) with spatial structures looking a lot like those depicted
in Fig. 2.1 developing across the globe (Peirce et al. 2008; Nelson and Land 2011;
Angel et al. 2012; Batty 2013). Increasingly, these frameworks are grounded in the
concept of agglomeration economies, which give rise to specialization and patterns
of development that are often unpredictable—new economic geography models
typically predict “catastrophic” outcomes (see Head and Mayer 2004)—and highly
specialized (Behrens and Robert Nicoud 2015; Duranton and Puga 2015; Combes
and Gobillon 2015; Carlino and Kerr 2015).

With this history in mind, the present chapter presents an analysis examining
the fact that, over the past few decades, the United States space-economy has
separated into “have” and “have not” urban regions. Demographers, beginning with
Frey (2002), have also noticed this break and have gone so far as to suggest that
it may be irreversible. In the realm of economic geography, Florida (2014) and
Moretti (2004, 2012), among others, have suggested that a permanent break has

2In the natural sciences, a good analogy is the relationship between Newton’s laws of motion,
which, to this day work well for many practical applications, but—their enduring power and
utility—were shown to be incomplete and wholly supplanted by Einstein’s theory of general
relativity.
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arisen in metropolitan America between growing areas that learn and innovate and
declining areas that do not. This notion has been reinforced in a recent case study,
by Storper et al. (2015), where the divergent paths of development taken by San
Francisco and Los Angeles are documented in great detail. Still others have noted
that a similar break has formed in the nation’s non-metropolitan areas between the
more urbanized micropolitan centers and the more isolated rural areas. In 50 years’
time, these disparities should be even starker as growth and change typically follow
dependency paths that have been established at earlier times.

Today, a number of private and public agencies monitor various aspects of
economic performance in the nation’s more than 350 metropolitan areas. Several
websites exist where one city can be directly compared to another using different
attributes of their labor markets: unemployment rates, average wages and salaries,
recent employment growth, and the like. Increasingly, though, attention is being
given to the notion of innovation—a term capturing the rise of high-tech industries
and the importance of those factors that sustain high-tech industries: knowledge,
creativity, advanced skills, entrepreneurship, research and development, patent pro-
duction, technology transfer, and communications infrastructure. In fact, a growing
number of observers now suggest that metropolitan areas should establish and
nurture innovation ecosystems that include key actors (corporations, universities,
etc.), service providers, venture capitalists, networks among the actors, and good
local or regional governance. However, outside of various case studies, not much is
known about how the complex features of innovation ecosystems might vary from
one metropolitan center to the next.

This chapter argues that key input, output, and contextual attributes are combined
locally to create each city’s innovation ecosystem. These attributes not only differ
from one place to another, but the manner in which they are combined varies by
location. As a start on the project 20 variables were selected in order to discern
how these innovation ecosystems currently vary across the nation’s very largest
metropolitan areas. Using multivariate techniques, these production ecosystems
were deconstructed in order to reveal the underlying dimensions of innovation
that are common to all of the nation’s 350-plus metropolitan areas. Once the
primary dimension of general innovation has been identified for all metros, the
other n � 1 less important dimensions will reveal how specific cities differentially
combine their knowledgeable and educated workforces to produce patents, engage
in entrepreneurship, and create high value-added outputs. As a consequence, the
overall innovative index of any metropolitan economy can be estimated by first
generating its score on each of the latent dimensions and then, second, adding up
those performance scores across all of the dimensions.

Today—despite advances in technology and the reduced tyranny of distance in
advanced economies—geography matters more than ever (de Blij 2012). Cities
and regions that are at the “have not” end of the spectrum described above may
be able to improve their performance by pursuing policy strategies that enhance
their connectivity around the globe. Economists increasingly emphasize competitive
cities (see Glaeser and Joshi-Ghani 2015) as a means of achieving progress and
the most recent State of the World report, published by the Worldwatch Institute,
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highlights the need for urban policy to not only be environmentally sound—but also
keyed towards connectivity and inclusivity. Looking toward the future of regional
science, it seems that competitiveness, inclusivity, and connectivity on the global
stage will be fundamental to regional success, even as local innovation remains a
main driver. Even as the analysis contained in this chapter illustrates how innovation
works to establish regional productivity, the findings are used to look to a future
wherein the world is smaller and evermore interconnected.

2.2 Background

There is, not surprisingly, a large literature dedicated to trying to understand why
some cities and regions are more successful than others in building economies that
are both vibrant and resilient and which provide a high quality of life for their
residents. While no one would disagree with the premise that innovation plays a
vital role in urban well-being, there are disagreements as to how to foster innovation
within metropolitan economies (see Brueckner 2011 and Cheshire et al. 2014 for
wide-ranging and recent overviews of the state of economic thinking on cities).

One school of thought, championed primarily by Richard Florida, emphasizes
the importance of creativity, diversity and tolerance as key drivers of innovative
economies. The basic argument is that such values drive innovation and urban
growth by establishing a creative environment which attracts and retains the bright-
est and smartest—and most innovative—people (Florida 2014). Not surprisingly
perhaps, Florida and his colleagues have found evidence in support of these ideas.
For example, Lee et al. (2010) examined the role of human capital, creativity
and diversity, and industry mix in explaining variations in innovation across 284
metropolitan statistical areas (MSAs). Their findings suggest that variations in
innovation across MSAs are related to differences in levels of human capital,
creativity and diversity while, at the same time, are not related to differences in
industrial mix.

The impacts of not being able to attract workers with the right skill sets are
discussed by Lautman (2011) who suggests that a shortage of qualified workers
is creating a zero-sum labor market that results in communities “stealing” talent
from each other. This scenario is the result of two failures. First, low fertility rates
among the baby boom generation resulted in a labor shortage and second, the
education system failed to equip the available labor force with the requisite skills
demanded by the modern economy. Lautman argues that communities unable to
attract qualified workers have bleak economic futures. Florida et al. (2011) found
evidence that analytical and social intelligence skills are associated with higher
wages and that individuals with such skills tend to be located in larger metropolitan
areas. In sharp contrast, physical skills are associated with lower wages where such
skills are being concentrated in smaller metropolitan areas. Florida et al. argue
that skills are more important than either education or human capital in explaining
geographic differences in wages (Florida et al. 2011). Members of the creative
class (and by extension the communities in which they live) are more resilient than
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other workers to economic downturns (Gabe et al. 2012). In the case of the Great
Recession, for example, this greater resiliency has been attributed to the fact that
the creative classes held occupations that were less likely to be negatively impacted
by the recession, and indeed, were bolstered by post-recession structural change.
Those with creative class occupations were less likely to be unemployed during the
study period, 2006–2011, than those holding non-creative working or service class
occupations. Much of the work on the economic resiliency of the creative class
suggests that it is the possession of skill sets, rather than formal education that is
important (Gabe et al. 2012).

The role of institutions of higher education, particularly universities, has also
been examined extensively in the literature. University contributions to economic
development have been categorized into generative and developmental roles, with
the former emphasizing knowledge-driven economic development and the latter
focusing on capacity building (Gunasekara 2006). The generative role is derived
from the Triple Helix concept in which the role of universities is expanded beyond
the traditional ones of teaching and research to include economic development
(Etzkowitz and Leydesdorff 2000). Through knowledge transfer and commercial-
ization activities, in particular, universities can make important contributions to
both local and regional economic development. These activities often manifest
themselves in licensing agreements and spin-off companies. Not surprisingly,
some universities and regions are more successful than others in creating spin-off
companies (Calzonetti and Reid 2013). In regions with a track record of generating
spin-off companies, there can be considerable benefit to the local economies. For
example, the University of Utah created 188 spin-off companies between 1970 and
2010, 61% of which still had operations in Utah. These spin-offs have had a positive
impact on the state economy through the creation of a significant number of jobs that
pay well above the state average (Crispin 2010).

Knowledge spillovers have also been credited with contributing to entrepreneur-
ship and innovation within urban areas. The Knowledge Spillover Theory of
Entrepreneurship (KTSE) suggests that entrepreneurship is not exogenous but rather
the result of the presence of knowledge spillovers. In other words “entrepreneurial
behavior is a response to profitable opportunities from knowledge spillovers” (Acs
et al. 2013: 759). Opportunities for entrepreneurial activity in the form of start-up
companies present themselves when incumbent firms create knowledge that they do
not commercialize (Audretsch and Keilbach 2007). This knowledge is appropriated
by entrepreneurs who utilize it to establish start-up firms. Capitalizing on these
knowledge stocks, however, requires a particular set of “skills, aptitudes, insights,
and circumstances” that are neither ubiquitous nor uniformly distributed through the
population (Acs et al. 2009). Carlino et al. (2007) explored the relationship between
patent intensity (patents per capita) and employment density across American
metropolitan areas.3 Their findings suggest that the rate of innovation is enhanced

3It is worth noting that patent counts can be problematic for cross-country comparisons for a
number of reasons. For example Japan applied a higher standard for judging innovation with the
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where employment density is higher, the local economy is more competitive (many
small rather than a few large firms), manufacturing jobs account for a larger share of
total employment, and a larger share of the adult population have a college degree.
Shapiro (2006) examined the role of college graduates on MSA employment growth.
He found that a 10% increase in a MSAs concentration of college-educated residents
was associated with a 0.8% increase in subsequent employment growth. College
graduates impacted employment growth by enhancing productivity growth and the
quality of life in an MSA.

While national scale studies can be highly informative and often bring valuable
insights to the processes that underpin variations in urban economic performance,
it is also important to remember that place, particularly the uniqueness of place,
matters. All urban areas are influenced by their history and, as a result, are
susceptible to lock-in and path dependency (David 1985; Arthur 1989). Each
city has its own story to tell. At the local level it is important to understand
this uniqueness and the historical backdrop of how a particular city reached the
particular position that it now occupies. For example, Reese et al. (2014) document
the negative influence of race relations and a “regimeless” governance culture in
Detroit’s economic fortunes. In an equally compelling piece on Boston, Glaeser
(2005) recounts that city’s fascinating economic history and highlights the critical
role played by human capital, institutions of higher education, and labor force skill-
sets in the city’s post-1980 renaissance.

2.3 Empirical Analysis

The main intent of the empirical analysis is to reveal the substantially different ways
that large American cities now produce their various goods and services. A mixture
of input, output, and contextual variables are used in the multivariate analysis of
352 metropolitan areas at one point in time. These groups of variables measure: (1)
the quality of the workforce, (2) the incidence of entrepreneurship, (3) the intensity
of patent production, (4) overall innovation, (5) overall productivity, and (6) the
metropolitan context for innovation.

2.3.1 Workforce

Six different variables are chosen here (1) to reflect general creativity, (2) to capture
the general benefits that flow from higher education, and (3) to highlight the
special advantages of attracting and maintaining youthful, educated workers. First,

result that it is more stringent in awarding patents than a number of other countries, including the
United States. See de Rassenfosse et al. (2016).
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Richard Florida’s widely-known twin measures of creative workers are adopted (see
martinprosperity.org/tag/creativity-index). The share of metropolitan workers in the
creative class, CCLASS, is used to capture the importance of having city workers
engaged in the fields of science and technology, design and architecture, and various
other professional areas. Alternatively, the creativity index, CREATE, is used to
measure the incidence of the 3Ts—technology, talent, and tolerance—in the local
environment. Although highly correlated (Pearson’s r D 0.80), these variables are
not identical. The third variable in this cluster is the standard measure of human
capital, DEGREE, which reflects the percentage of the MSA adult population
25 years of age and older having a bachelor’s degree. This variable correlates
significantly (in the 0.55–0.60 range) with Florida’s variables, but the incidence
of college degrees is relatively high in certain places, like retirement areas, that are
not very innovative.

Three other variables are used to address the special importance of attracting
university-educated workers in the 18–44 age cohort. The annual Leading Locations
studies provide ordinal data regarding this youthful “prime workforce” and both
the current level and recent change in this demographic group are addressed (see
www.areadevelopment.com). So data are adopted for: (1) the percentage share of
the prime workforce, PRIMWF, in the total workforce; (2) the 3-year percentage
change, CHPRIM, in the prime workforce; and (3) the 1-year percentage rate of
in-migration, INPRIM, for this prime workforce. To facilitate the interpretation,
all the ranks are reversed so that higher scores are better. PRIMWF and INPRIM
correlate strongly with the variables in the first cluster; however, CHPRIM is a lot
more volatile and does not correlate with any other variable in the entire group.

2.3.2 Entrepreneurship

While entrepreneurship is widely known to be a key in regional growth, there
is some disagreement about how best to measure that activity. Three approaches
appear to dominate the current literature: (1) self-employment rates, (2) new product
formation rates, and (3) new business startup rates. Much research has argued that
startups, (usually) taken as those businesses opened in the previous year, are an
especially important part of Schumpterian “creative destruction” dynamics. Recent
studies have focused on how activities (STEM) of a more technical nature are
especially important in the creation of new jobs. Moreover, several observers have
argued that high-tech multipliers are much higher than other multipliers. The anal-
ysis here makes use of data provided in the report prepared by Hathaway (2013) for
the Kauffman Foundation. This report is especially valuable because it differentiates
general startups GENTRE from high-tech startups TENTRE, although the levels
do correlate highly (r D 0.95 in 2010). Here startup density figures, or location
quotients using a national base, are given for each measure of entrepreneurship in
1990 and 2010. The 2000–2010 changes in those concentration measures, CHGENT
and CHTENT, are estimated by subtracting the 1990 densities from the 2010

http://martinprosperity.org/tag/creativity-index
http://www.areadevelopment.com/
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densities and dividing that change in half. The degree of correlation for the density
changes (r D 0.78) is somewhat lower than for the densities.

2.3.3 Patents

Patent production has been studied for years, especially in the more advanced
economies. The analysis here uses the figures disclosed for utility patent grants
in all classes, as provided annually by the United States Patent and Trademark
Office (2015). Here the metropolitan location is attributed to the residence of the
first-named inventor. The website www.uspto.gov provides figures for the patent
volumes, which correlate highly with city size, and these figures must be standard-
ized to address local specialization. The raw patent figures PATENT for 2010 and
2000 were transformed into patent densities LQPATE for each year by computing
location quotients using the local and national population figures. Next, the change
in patent density CHLQPA was computed as the 2010 location figure minus the
2000 location quotient. Patent densities correlate significantly with entrepreneurship
densities (r is approximately 0.50 in both instances), but there is virtually no
correlation between the alternative measures of change. Finally, a composite
variable ENTPAT was computed as GENTRE*LQPATE to capture the possible
synergy effects between entrepreneurial activity and patent production in 2010.

2.3.4 Overall Innovation

A comprehensive view of metropolitan innovation is given by the composite vari-
able, INNOVA, which is calculated by Statsamerica (see www.statsamerica.org).
This index is comprised of four distinct sub-indices—human capital, economic
dynamics, productivity and employment, and economic well-being—where each
sub-index is in turn comprised of several performance indicators. The human capital
sub-index comprises 30% of the total score and, as considered above, this reflects
both the age and the education of the workforce. The economic dynamics sub-index,
which comprises a further 30%, is different from all of the other variables used here
because it addresses venture capital and broadband connection. The other two sub-
indices are to a large degree captured in the variables that are considered below.
The basic problem with this composite variable is that many of the input data are
known to be highly correlated (redundant), but it remains unclear where this double-
counting actually occurs.

http://www.uspto.gov/
http://www.statsamerica.org/
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2.3.5 Overall Productivity

The nation’s metropolitan areas vary tremendously in terms of their per capita
productivity. In fact, gaps in urban productivity have been growing steadily for
decades. To capture this aspect of the nation’s metropolitan landscape, the analysis
makes use of productivity figures provided each year by the Bureau of Economic
Analysis (see www.bea.gov). Highly innovative cities generally have high levels of
gross domestic product per capita, GRDPPC, but not all highly productive cities
are in fact highly innovative. This occurs, in part, because some cities remain
productive in high value-added industries that are in the declining part of their
product cycle. In our case, the degree of correlation between GRDPPC and INNOVA
is r D 0.64.

2.3.6 Metropolitan Context

Four other variables are included in the multivariate analysis in order to provide
suitable context for the different variables that have been discussed above. The first
of these is metropolitan population, POPULA, where it is known that the largest
cities, like New York and Chicago, have very different production ecosystems—
with highly beneficial internal and external scale economies—than the smallest
cities, like Yuma and Dothan. A second variable, WAGSAL, addresses average
wages and salaries across the cities, and is adopted to recognize that qualitative
differences exist in the metropolitan workforces. Moreover, new patent production
and entrepreneurship tend to be promoted in those areas that already enjoy higher
wages and salaries. Two other variables are chosen to control for the highly
variable composition of both metropolitan income and employment in the United
States. One variable, EARRAT, measures the ratio of earned income to total
income and thereby distinguishes retirement places and depressed areas, with high
amounts of non-earnings income, from the nation’s most vibrant and productive
cities. A second variable, EMPRAT, measures the ratio of total employment to
population and distinguishes those productive places with high (gross) labor force
participation rates from those unproductive places with low participation rates.
These variables are all taken from or manufactured from BEA data for the year
2010.

2.3.7 Empirical Results

Table 2.1 shows the factor loadings for each of the 20 variables across 10 latent
dimensions (factors) after applying a Varimax rotation. These numbers basically
represent the degree of correlation of the variables with the different orthogonal

http://www.bea.gov/
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dimensions. The ten rotated factors, identified later, are arranged in order of their
declining importance in accounting for the variance in the 20 � 352 data matrix;
together the ten factors account for more than 92% of that variance. Many variables
load heavily and few lightly on Factor 1: hence, it is recognized as the primary
underlying dimension of the factor analysis. In fact, this single factor accounts for
nearly 20% of the variance in the data set. The frequent large loadings reveal that
this factor represents youthful, educated, and talented workers who are very active
in entrepreneurship, patent production, and overall innovation.

The other latent dimensions of the analysis are identified in Table 2.2, where
the amount of the total variance accounted for by each factor is also shown.
Here the second factor, F2, which accounts for 14.5% of the variance, captures
those creative workers that are very involved in patent production despite the
fact that these workers have lower levels of university education than in the
first factor. Factor scores, which are standardized, are computed in order to see
how the various metropolitan areas perform on each factor. Table 2.3 shows that
Ithaca (3.02) and Ann Arbor (2.57), both university-dominated cities, are ranked
highest on F1, while San Jose (13.49) and Boulder (6.10), both well-known
high-tech centers, are ranked highest on F2. The various loadings in Table 2.1
indicate that while Ithaca and Ann Arbor have somewhat younger workforces,
San Jose and Boulder are much more productive in patents. Looking down
the top-15 lists for F1 and F2, two places—Ann Arbor and Corvallis—actually
appear twice. So these two cities are identified as being especially innovative in
that entrepreneurship, patent production, and GDP per capita are all rated very
highly.

The revealed factors or dimensions basically deconstruct the various metropoli-
tan economies in ten separate ways. In a sense, then, the city’s score on each
dimension reveals something unique or important about the innovation ecosystem
of that metropolitan area. Some metros are productive but not so entrepreneurial,
others are entrepreneurial but not so active in patent production, while still

Table 2.2 Interpreting the ten orthogonal factors

Factor %Variance Interpretation

F1 19:7 Young, educated, and highly talented innovators
F2 14:5 High patent production with high entrepreneurship
F3 10:7 Ascending entrepreneurial
F4 9:8 Large cities with diverse patents and entrepreneurs
F5 9:6 Young workers in very high valued-added industries
F6 7:6 Young, talented workers in high value-added industries
F7 5:2 Ascending in patent production
F8 5:1 Significant rise in young workers
F9 5:0 High entrepreneurship but low patent production
F10 4:8 Talented workers with moderate entrepreneurship and patents

F8 is flipped (reversed) for interpretation reasons
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Table 2.3 Top-15 metro areas on each factor

Factor 1 Factor 2 Factor 3 Factor 4 Factor 5

Ithaca San Jose Boulder New York Midland TX
Ann Arbor Boulder Ft Collins Los Angeles Casper
Charlottesville Boise City Cheyenne Chicago Bridgeport
Corvallis Corvallis Missoula San Francisco Sioux Falls
Olympia Burlington VT Corvallis Philadelphia Ocean City
Gainesville FL San Francisco Champaign Boston Columbus IN
College Station Santa Cruz Bend Dallas Charleston WV
Naples Rochester MN Dover Houston Dubuque
Durham Austin Sioux Falls Miami Napa
Tucson Seattle Seattle Seattle San Jose
Lawrence Bremerton Colorado Sp San Jose Fargo
Iowa City Rochester NY Grand Junction Atlanta Lake Charles
Prescott Fort Collins Boise City Detroit Atlantic City
Athens Ann Arbor Kansas City Washington Sioux Falls
Washington Raleigh Crestview Phoenix Madison
Factor 6 Factor 7 Factor 8 Factor 9 Factor 10

Manchester Bremerton Coeur d’Alene Boulder Bridgeport
Provo Corvallis Harrisonburg Manchester Durham
Worcester San Jose Warner Robins Provo Trenton
Burlington VT Seattle Florence Denver Washington
Ames Burlington VT Lawrence Salt Lake City Midland TX
Rochester MN Rochester MN Hot Springs Washington Hartford
Des Moines Bloomington IL Casper Dallas Anchorage
Columbus OH Reno Kingsport Fort Collins Kokomo
Raleigh Santa Fe Bay City Colorado Sp San Francisco
Morgantown Champaign Spartanburg Phoenix Hinesville
Springfield IL Spartanburg Ogden Las Vegas Kennewick
Atlanta Iowa City Michigan City Orlando Palm Bay
Akron Portland ME Nashville Ann Arbor Boston
Santa Cruz Tucson Grand Forks Huntsville Seattle
Greenville NC Provo San Angelo Cheyenne Huntsville

Factor F8 has been flipped for interpretation

others are simply large and perform about average in both patent production and
entrepreneurship.

After examining all of the top-15 lists in Table 2.3, it becomes apparent that
some metropolitan areas appear much more frequently than others. For instance,
San Francisco appears on the top-15 lists for F2, F4, and F10 and Seattle appears
on the top-15 lists for F2, F3, F4, and F10. So these two large metros demonstrate
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a strong similarity in their overall innovative ecosystems. In fact, a vector of the ten
ranked scores (where lower is better) provides a simple signature for the innovation
ecosystem of each and every metropolitan area. In the case of San Francisco, this
vector is (181, 6, 89, 4, 75, 229, 15, 137, 87, 9), and in the case of Seattle this
vector is (185, 10, 10, 10, 117, 104, 4, 91, 25, 14). Here the only significant rank
difference is seen on F6 where Seattle has substantially younger workers. The
pattern of ranks in both of these vectors is very different from that of a moderately
innovative place like Tucson, AZ (10, 135, 316, 121, 324, 267, 13, 83, 270, 131) or
a weakly innovative place like Dalton, GA (351, 131, 113, 193, 169, 241, 278, 102,
45, 84).

Earlier in the chapter it was noted that an innovation index can be constructed by
assessing performance on each dimension and then aggregating this performance
across the different orthogonal dimensions. Factor scores, FS, which are standard-
ized across the cities, can be used to gauge performance on each dimension and then
these factor scores can be summed. However, there is some disagreement about
whether or not these scores should be weighted by the importance of each factor
before the summation occurs. So in the first instance the unweighted index INNOV1
is calculated as:

INNOV1 D FS1CFS2C � � � C FS10

while in the second instance the weighted index INNOV2 is calculated as:

INNOV2 D w1FS1Cw2FS2C � � � C w10FS10

where the weights are calculated by taking either the square root of each dimen-
sion’s (rotated) eigenvalue or the square root of the percentage of the variance that
is accounted for by that dimension. So the first index treats all factors equally, while
the second index places greater emphasis on those factors that are found to be more
important in the analysis. However, this added importance might only reflect the fact
that the redundancy of having more highly correlated variables is being extracted by
those factors with larger eigenvalues.

An examination of the results indicates that our methodology penalizes those
metros that have experienced downturns in either entrepreneurship or patent
production in recent times. If a metropolitan area has a large negative score on
Factor 5 or Factor 7, then its overall performance can be severely compromised.
Considerable drops in entrepreneurship depress the overall innovation scores for
Riverside, CA and Provo, UT while considerable drops in patent production depress
the overall innovation scores for Austin, TX and Boise City, ID. So if the analyst
preferred an index that did not address change, then both INNOV1 and INNOV2
could be recalculated with the dimensions F5 and F7 completely removed from the
formula.
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Table 2.4 Top 10% innovators: unweighted and weighted scores

Rank City INNOV1 City INNOV2

1 Boulder 17:68 Boulder 53.21
2 San Jose 14:94 San Jose 50.43
3 Seattle 14:11 Seattle 37.34
4 San Francisco 11:74 San Francisco 35.74
5 Washington 11:71 Washington 32.97
6 Denver 9:30 Corvallis 30.23
7 Corvallis 9:11 New York 29.19
8 Durham 8:20 Denver 23.29
9 New York 8:00 Durham 22.77
10 Portland OR 7:11 Boston 21.49
11 Boston 6:28 Fort Collins 20.01
12 Kansas City 6:27 Burlington VT 19.90
13 Salt Lake City 6:26 Raleigh 19.39
14 Des Moines 6:11 Trenton 17.34
15 Cheyenne 5:78 Portland OR 17.30
16 Raleigh 5:61 Des Moines 17.07
17 Chicago 5:52 Kansas City 16.81
18 Burlington VT 5:48 Cheyenne 16.70
19 Cedar Rapids 4:91 Los Angeles 15.45
20 Los Angeles 4:87 Atlanta 15.10
21 Sioux Falls 4:82 Huntsville 15.04
22 Atlanta 4:79 Chicago 14.77
23 Huntsville 4:43 Colorado Sp 14.72
24 New Orleans 4:42 Champaign 14.67
25 Charlotte 4:39 Bremerton 14.61
26 Philadelphia 4:16 Philadelphia 14.34
27 San Diego 4:09 Salt Lake City 13.92
28 Baltimore 4:04 San Diego 13.46
29 Jacksonville 4:02 Richmond 13.45
30 Provo 3:96 Rochester MN 13.18
31 Casper 3:95 Missoula 12.87
32 Bridgeport 3:94 Bridgeport 12.52
33 Richmond 3:86 Minneapolis 12.48
34 Minneapolis 3:83 Provo 12.35
35 Portland ME 3:81 Santa Fe 12.33

INNOV2 is calculated using the square root of the percentage of the variance extracted by each
factor

In any case, Table 2.4 shows these innovation indices for the top 35 metropolitan
areas. Figures 2.3 and 2.4,which accompany the table, show the cities that make
it on the list twice and once, respectively. Here the scores on Factor 8 have been
inverted or flipped as was noted earlier. The lists are much the same, but there are
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Fig. 2.3 Metropolitan areas listed twice in Table 2.4

Fig. 2.4 Metropolitan areas listed once in Table 2.4
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seven metros (20% of the total) on one list that are not on the other; in fact, the
degree of correlation between the two indices across all of the metropolitan areas is
r D 0.92. So 28 cities qualify as a top 10% innovator on both indices, while a further
14 cities qualify as a top 10% innovator on one of the two indices.

When using INNOV1 Boulder, CO stands out alone at #1 (its score is 17.68), San
Jose and Seattle then group closely together at #2 and #3 with scores between 14.0
and 15.0, and then San Francisco and Washington group together at #4 and #5. After
that the scores slowly descend until reaching the two least innovative cities: Naples,
FL (�4.95) and Punta Gorda, FL (�5.79). Alternatively, when using INNOV2,
Boulder (53.21) and San Jose (50.43) distance themselves from the remainder of
the pack; five other places have scores ranging between 29.0 and 38.0, and only
then does a pattern of steady decline appear in the weighted index. Now the two
least innovative cities in the nation are identified as being Sumter, SC (�14.11) and
Sheboygan, WI (�14.20).

Although this can only be a rough indicator of geographic differences in
metropolitan innovation, the average index values for the 117 Sunbelt cities are
calculated to be INNOV1 D �1.14 and INNOV2 D �0.52, while the average index
values for the 235 Snowbelt cities are INNOV1 D 0.53 and INNOV2 D 0.26. So
the Sunbelt appears to be marginally less innovative than the Snowbelt. Moreover,
separate OLS regressions show that this spatial distinction is significant for INNOV1
at the 0.05 level and for INNOV2 at the 0.15 level. However, once these OLS
regressions include metropolitan population as a second independent variable, the
Snowbelt-Sunbelt distinction becomes significant at the 0.05 level in both instances;
moreover, the new results indicate that a strong positive relationship exists between
innovation and metropolitan population in both cases. The nation’s most innovative
metropolitan areas are also mapped out in order to discern whether or not these
metros follow some sort of geographic pattern.

One of the major shortcomings of indices is that they often remain descriptive
tools and are infrequently used to make testable inferences—in this case about other
attributes of metropolitan labor markets. Regional science should become interested
in how the two constructed innovation indices correspond to the most widely-used
measures of health in labor markets: those being the current unemployment rate,
recent employment growth, recent wage growth, and recent per capita productivity
growth. Moreover, the field should be interested in how the performances of our
two indices compare to the performances of the three input variables CCLASS,
CREATE, and INNOVA that were used in their construction.

For assessing (and not predicting) recent growth, the time period 2007–2013
was selected, in order to include several years both before and after the year 2010.
Table 2.5 shows some Pearson correlation coefficients between the two innovation
indices calculated above and these four important labor market attributes. The table
also shows correlation coefficients for the three input variables just mentioned.
Evidently, a strong relationship holds between all the measures and the 2010
unemployment rate across the nation’s metropolitan areas, where metros with more
talent or higher innovation rates enjoyed significantly lower unemployment rates.
Very clearly, too, the five measures are strongly correlated with recent employment
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Table 2.5 Correlations between innovation measures and labor market attributes

Index Un rate 2010 Job growth Wage growth GDP growth

INNOV1 �0.29** 0.29** 0:13� 0:11�
INNOV2 �0.36** 0.32** 0:12� 0:08

CCLASS �0.33** 0.20** 0:01 0:06

CREATE �0.18* 0.20** �0:11� �0:05

INNOVA �0.29** 0.21** �0:01 0:02

Growth is during 2007–2013; ** significant at 0.01 level; * significant at 0.05 level.; n D 352

growth, although the weighted index INNOV2 outperforms the others by a fair
amount. However, the two new indices are clearly superior to the three input
variables in the areas of wage growth and per capita GDP; in fact, CREATE actually
has a significant negative relationship with growth. Evidently, innovation is now a
determining factor in various aspects of metropolitan growth and change, but the full
extent of its effects will have to be established by more sophisticated econometric
models. But, for present purposes, it is worth stating that OLS regressions, using
logarithms, indicate that a 1% increase in either innovation index decreases the
unemployment rate by approximately 0.15% and increases employment growth by
approximately 0.13%.

2.4 Challenges to Regional Science

The multivariate analysis undertaken above clearly indicates that U.S. metropolitan
areas currently exhibit a great amount of heterogeneity in the composition of
their high-tech economies. This means, among other things, that the prospects
for future metropolitan growth are highly polarized where, very clearly, there
will be winners and losers. These findings suggest that regional science is now
confronted with several theoretical problems and empirical issues that must be
addressed before policymakers can discern the degree to which the metropolitan
space-economy will be divided into two broad welfare camps. These topics can
be roughly categorized as follows: (1) understanding how urban creativity leads
to innovations; (2) understanding how these innovations create new industries; (3)
understanding how these new industries are transformed into old industries; and (4)
understanding how global connectivity can capitalize on local agglomeration forces.
At the same time, it will be important for regional science to understand how human
capital, startups, and patent production, among other factors, interact in order to
drive city growth during all three of these stylized phases or time periods.
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2.4.1 Creativity

Human creativity is uncharted territory for regional science because, outside of a
few contributions by people like Ake Andersson (2009), little has been written about
why new ideas often appear only at certain places and only at certain times. Here,
the discipline of psychology has much to offer and regional science should begin
thinking—much like the field of behavioral economics has—about how to extend
standard models in psychology to incorporate features of the economic landscape
like population density and the age-gender composition of the population.

A good place to begin is with the research of Dean Simonton (1999) on
Darwinian approaches to creativity. In one paper Simonton (1997) outlines a two-
step model that addresses time-specific rates for both ideation (new ideas) and
elaboration (their application). This leads to the construction of a productivity curve
P(t) for each person where:

P.t/ D c Œexp.-at/ � exp.-bt/�

Here, a is the ideation rate and b is the elaboration rate and both of these rates have
negative signs because the fixed stocks (representing all combinatorial possibilities)
of new ideas and their elaborations are both being continuously exhausted over
time. The constant c D abm/(b � a) where m represents the maximum number
of ideational combinations the person can conceive in a lifetime. So the genius or
long-lived person can conceive of many more possibilities than can the average or
short-lived person and m can be set much higher for these cases. So the stylized
productivity curve rises quickly at first, then peaks a number of years later (usually
at 20–25 career years), and eventually falls, but at an ever-decreasing rate. The rates
for ideation and elaboration (0 < a,b < 1) will both vary from one activity (industry)
to another so the two-step model actually exhibits a fair bit of flexibility.

It would be a useful—but not entirely a straightforward—exercise to expand
this individual model to include several matters of interest to regional scientists.
One important step would involve identifying where so-called geniuses prefer
to live. Our current thinking is that superstars prefer living in highly urbanized
environments in order to enjoy interaction with other highly endowed people and
to maximize their opportunities to find a compatible partner. However, there are
indications that many of these highly talented people actually prefer some mixture of
urban and non-urban lifestyles. At the very least, there is a need to better understand
how superstars selectively demand the key attributes provided by these two very
different residential settings. Simonton’s model could be modified to portray a
hierarchy of creativity by using the shift parameters in his model while recognizing
that large cities have more industries than small cities. Another consideration
would be some appreciation of demographic heterogeneity. Metropolitan areas have
different numbers of persons in various age-gender cohorts and Simonton’s model
could be adapted to address this fact. So the city-wide productivity curve for new
ideas and elaborations would necessarily aggregate across all the various individual
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productivity curves for each resident of the city. One more important consideration
would be population density. A lot of the thinking in the NEG framework is based
on the notion of externalities arising from agents that are located close together in
space. Presumably Simonton’s model could be modified so that both of the rates a,
b would rise with higher density and this in turn would raise the city’s aggregate
productivity curve to a higher level.

2.4.2 New Industries

Economists now regularly differentiate between those innovations that are more
important for subsequent growth and those that are not. Following Schumpeter,
the former—and much more influential group of commercial applications—are
usually called disruptive or radical innovations. Uber, the new taxi service, is an
example of a deliberately disruptive business model that seeks to transform an
industry as old as vehicles themselves through innovation and networking (Cramer
and Krueger 2016). Such innovators, though often unwelcome, are usually not only
rewarded but often transform existing practices and rules of business organization
and industrial/service production. The emerging literature on this topic reminds
one of Thomas Kuhn’s vision of scientific progress, where normal science and
revolutionary science become separated by entirely different paradigms

It is increasingly apparent that some firms, cultures, nations, and cities are simply
more open and receptive to new ideas and practices than others (Hofstede 1997).
Furthermore, there are variations in the ability of a firm to take new ideas and
utilize them—in other words absorptive capacities vary across individuals, firms,
industries, and cultures (Cohen and Levinthal 1990; Spithovena et al. 2011). The
field needs a better understanding of the determinants of absorptive capacity at the
scales of both the individual and the firm (Schmidt 2005). Of course, this position
has been established in the metropolitan setting by Richard Florida who has long
maintained that the tolerance exhibited by the creative class is very important for
sustained urban growth. But mainstream economists now recognize the importance
of such factors as openness and tolerance and have begun to develop models where
agents actually choose between incremental and radical innovations depending upon
their innate attributes, including their age, level of human capital, and the attitudes
they hold toward risk (Acemoglu et al. 2015).

Radical innovations, which can be stymied by both pecuniary and non-pecuniary
means, are absolutely critical for continued economic success in our cities, and
these are the innovations that will increasingly differentiate the fortunes of our
metropolitan areas well into the future. Along these lines, Storper et al. (2015)
have argued that one of the reasons Greater San Francisco has outpaced Greater
Los Angeles in recent decades is because the private and public officials of the
Bay area were generally open to new ideas and practices, and were also able to
cooperate with one another in a constructive way. In other words, innovations
are fostered when openness occurs in both the firms and the wider institutions
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(networks) of society. While Social Network Analysis (SNA) has been utilized by
social scientists (mainly sociologists) since the 1940s (Freeman 2011), it is only
more recently that geographers and regional scientists have started to use SNA
to enhance our understanding of innovation and regional economic development
(Fritsch and Kauffeld-Monz 2010; Ter Wal and Boschma 2009). SNA holds
considerable potential to unlock significant insights into the role of networks in the
innovation process.

An obvious challenge to regional science is to develop models that shed light
on how the location-specific balance between normal and disruptive innovations
is reached. As in the handful of firm-level innovation models that already exist,
visible attributes like age and education of the workforce will clearly be important
drivers of both the generation and acceptance of radical innovations. These agent-
based models should also allow key personnel to move upwards in the same firm
or, alternatively, move sideways to a different firm in order to accomplish their
disruptive innovations. As a result, externalities will likely once again play an
important role in these sorts of urban innovation models. The overall risk-avoidance
attitude of the urban population will also be an important factor in this process.
Moreover, adopting a learning-by-doing approach, those cities that already enjoy
successful high-tech industries will be more open to radical innovations than others,
and this factor alone should introduce an element of circular and cumulative change
to the future geography of the most important innovations.

2.4.3 Transformation of Industries

One of the greatest challenges to regional science over the next 50 years will be to
understand the ever-changing nature of industries as they first appear, then mature,
and eventually become declining industries The traditional capitalist model, based
on the notion of the product cycle (Vernon 1966), is that new industries generally
arise only in those places with favorable incubation properties—high human capital,
support services and more—and then diffuse outward to other locations with
less costly labor as they become sunset industries and the production process
is rationalized. By the 1990s this model, originally envisaged to serve domestic
purposes, had been nicely adapted to explain the global dispersal of industry from
the core manufacturing regions of Anglo-America and Western Europe to the
world’s more peripheral developing regions. However, this stylized model has now
proved to be somewhat inadequate for several reasons.

Mainly, manufacturing has simply become less important—relatively speaking—
in advanced economies where more jobs are now available in trade and the services.
In fact, most top-20 lists of future occupations will mention a litany of service
jobs, particularly those that are health-related, across the various private and public
service industries (see for example United States Department of Labor 2015).
It seems, too, that industry numbers might rise or fall at certain locations but
occupation numbers remain a lot more stable.
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More theoretically, as captured in the thinking of Dixit-Stiglitz-type models,
consumers have shown a great preference for more and more variety in the different
goods and services that national economies now provide. In fact, this demand
for variety will likely drive the next industrial revolution in goods production as
identity-minded consumers strive to differentiate their personal products as much
as possible. There is evidence that many consumers are primarily interested in
goods and services that they consider authentic—with authenticity being defined in
terms of products that are made by small-scale independent specialist producers,
often using high quality inputs (Kovács et al. 2014; Lewis and Bridger 2000).
The explosive growth of the craft beer market in the United States and elsewhere
exemplifies this trend (Moore et al. 2016). Twenty-one percent of beer sales in
the United States in 2015 were accounted for by the craft segment (Brewer’s
Association 2016). The rising popularity of craft beer and other craft products
creates a market opportunity that has also been explained in terms of resource
partitioning theory (Carroll et al. 2002) and has led to what Jovanovic (2001,
108) refers to as “variety proliferation”. A complex interplay of factors seems to
be driving the demand for these products including the demand for customized
goods and services, anti-mass production sentiments, and the status conferred by
being seen to be the owners/consumers of certain products (Carroll et al. 2002).
These changing market dynamics may mean challenging times ahead for some
large-scale producers. In the case of the brewing industry, large-scale brewers have
already been jolted into action: AB InBev’s $104 billion takeover of SABMiller is
partly a response to declining market share in the U.S. and other western markets.
Purchasing SABMiller gives AB InBev access to the former’s production and
distribution networks in future growth markets, such as Africa (Shadbolt 2015;
Forbes, 2015). Changing consumer pattern is partly driven by growing importance
of the millennial demographic. Described as “confident, self-expressive, liberal,
upbeat and open to change” (Pew Research Center 2010: 1), Millennials number
75.4 million and are the largest age cohort in the United States (Fry 2016).
Understanding the millennial consumer will be critical to future corporate success—
as consumers, millennials are highly dependent upon social media for information,
feel that there is too much power vested in large corporations, prefer to purchase
from companies that support solutions to specific social issues, and often seek the
opinions of peers (often via social media) before making a purchasing decision
(Barton et al. 2012; Fromm et al. 2011; Cone Communications 2013; Winograd
and Hais 2014).

Finally, nearly all goods production has become highly roundabout where vast
international supply chains—networks—are normally involved in the production of
final consumer goods. But, when communication and transportation allow just-in-
sequence assembly, the pervasive logic of the product cycle model will invariably
assert itself. However, the dispersal of new industries to the periphery might be
delayed for some time whenever skill-intensive, batch production in the center still
provides cost advantages over unskilled, Fordist production in the periphery. This
fact is evident in the fashion industry where the production of women’s clothing
is only now departing from Los Angeles which, in contrast with New York, chose
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to specialize in low-quality, fast fashion clothing. In fact, New York’s alternative
choice on the ‘fashion divide’ has served to encourage strong jobber-contractor
relationships that in turn led to problem-solving cooperation among the different
agents in that industry. So, at the very least, regional science must find ways of
recognizing that different industries will mature or evolve in somewhat different
ways. Perhaps a typology for industry maturation is needed, where it is recognized
that location is critical to production but only at certain junctures in each industry’s
complex product cycle. Moreover, regional science must improve our understanding
of how successful, healthy regions are able to reinvent their export bases along the
lines already noted by Douglass North and Hans Blumenfeld some 60 years ago.

2.4.4 Modeling Interconnectivity Agglomeration

This chapter opened by presenting what is perhaps the most productive urban
agglomeration in the history of humanity—namely the American Megalopolis—
and the system of cities in which it is situated. Looking toward the future, regional
science must find ways of modeling technological agglomeration, or the manner
in which such dense urban agglomerations are bound together across the globe.
This is especially true in an economy that is dominated by creative industries in
metropolitan areas. The cross-sectional analysis developed earlier in the chapter
is very useful for providing snapshot insights into the nation’s metropolitan space
economy but more sophisticated longitudinal models are needed to uncover the
long term trajectories of both economic and population growth across those
hundreds of metropolitan areas— and how they are woven together nationally and
internationally.

Perhaps the simplest way to begin is to draw an analogy with the research on
regional production functions and hypothesize that productivity growth across cities
depends upon both patent production and business startups, along with controls
for various initial conditions. This, of course, raises various issues related to
measurement and specification (see below). In any case, a straightforward linear
regression model has been estimated whose reduced form is as follows;

PRODt D f .PRODt-1; PATNt-1; PROPt-1I Mt-1/

where PROD is productivity (real GDP per capita), PATN is the volume of
patents, PROP is the number of proprietors operating single-person businesses,
and M is a vector of initial conditions, including metropolitan population, climate
attributes, and a Sunbelt versus Snowbelt distinction. The three key variables were
all standardized to make them scale-free: city productivity was changed into a ratio
using the national average for productivity (in the appropriate years) while both
patents and proprietors were converted into densities (by dividing each by its city
population) before being changed into ratios using the appropriate national density
figures.
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Over the 12-year period, 2001–2013, proprietorship (0.885) has a coefficient
that is nearly twice that for patents (0.415), so there is a prima facie case for
startups being a much more important contributor to GDP growth than trademarks,
copyrights, and the like. However, when a system of three equations is solved for a
Carlino-and-Mills adjustment model, then over the very long run—as convergence
in the coefficients takes place—patents are seen to be about four times as important
as proprietorship. Seven of the nine coefficients in this 3 by 3 adjustment model
are significant and positive; however, with the lag of 12 years, proprietors exhibit
a negative impact on patent growth and patents exhibit a negative impact on
proprietorship growth. So, as the direct and indirect effects unfold over the very
long run, it seems that the importance of patents eventually overshadows that of
startups in the metropolitan productivity model.

The estimation was repeated with shorter lags in order to assess the pattern of
coefficients before, during, and after the events of the Great Recession. During
2001–2005, patents and proprietors both had a positive effect on one another but,
during both 2005–2010 and 2010–2013, the two negative effects identified above
were once again prominent. So is it possible that productivity growth since the
Recession has taken on a different form where many metropolitan areas, largely
in the Snowbelt, are specializing in patents while others, mostly in the Sunbelt,
are specializing in business startups? Only more extensive research will answer
that question. In addition, the two direct effects on productivity growth that were
mentioned earlier were apparent in the first and third time periods where, if anything,
the effects of startups were even stronger in the later as opposed to the earlier years
(the ratio of coefficients climbed from approximately 2:1 to approximately 5:1).
However, during the second time period, proprietorship was negatively related to
productivity growth, probably because the recessionary events of 2007–2009 were
so much more pronounced in the cities of the Sunbelt states.

This preliminary analysis sheds light on several issues that will challenge
regional science over the upcoming years. To begin, analysts will have to decide
if the specification of this simple model is appropriate or not; in other studies it
has been found that entrepreneurs seem to occupy an intermediary position between
patent activity and the creation of jobs by incumbent firms (Tsvetkova 2015). In
the same way, some patent activity might translate directly into higher productivity
through incumbent firms, but other patent activity might require new proprietors
in order to see the light of day. And, of course, there is the standard observation
that all patents are not equal. Besides, the use of proprietors to represent startups in
the estimation is by itself problematic; other data sources will have to be mined to
get a more accurate picture of annual business startups in these metropolitan areas.
Finally, econometric experimentation should clarify what the appropriate time lags
are for these or other sorts of metropolitan productivity growth models.

The dimension of global connectivity can be modeled in the spirit of contagion
in financial markets (see, for example, Kolb 2011). Just as financial contagion
can be broken down within and across regions—whether regions defined within a
nation or among them—so, too, can innovation. Regional scientists (see Kelejian
et al. 2006; Hondroyiannis et al. 2009) have already started making good use
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of spatial theory and methods to study contagion and similar frameworks would
extend to innovation in a natural way. Ultimately, both research on and, indeed, the
practice of innovation must recognize that regions—whether established titans like
the megalopolis or emerging ones like those in China—can leverage advantages
derived from spatial agglomeration globally. This is perhaps the next large question
horizon for regional science in terms of the matter of this chapter: how can localized
spatial agglomeration be transferred across networked global space? Some thinkers
(Khanna 2016) seem to believe that the answers to this question have important
implications for the future of the global economy. If so, regional science is a field
uniquely positioned to help explore, understand, and predict what is yet to come.

2.5 Summary and Conclusion

This chapter set out several specific goals, in the context of the history of city
systems and advanced urban economies. First, it argued that key input, output,
and contextual attributes are combined locally to create each city’s innovation
ecosystem. These attributes not only differ from one place to another, but the manner
in which they are combined varies by location. The project then settled on 20
variables in order to discern how these innovation ecosystems currently vary across
the nation’s very largest cities. Next, using multivariate techniques, production
ecosystems were deconstructed in order to reveal the underlying dimensions of
innovation that are common to all of the nation’s 350-plus metropolitan areas. Once
the primary dimension of general innovation was identified for all metropolitan
areas, the other n � 1 less important dimensions were used to reveal how specific
metros differentially combine their knowledgeable and educated workforces to
produce patents, engage in entrepreneurship, and create high value- added outputs.
As a consequence, the overall innovative index of any metropolitan economy could
then be estimated by first generating its score on each of the latent dimensions and
then, second, adding up those performance scores across all of the dimensions.
The results produced a clear set of innovation centers, spread evenly across the
United States. Not only do these findings square with contemporary theory on
agglomeration economies, as explained by Mulligan et al. (2012), they line up nicely
with older, less behaviorally motivated theories of central place hierarchies.

To conclude, it is worth pointing out several areas for future research. First,
while satisfactory for present purposes—as is often the case—more and better data
are key to refining this project; ideally, the work could be replicated using micro
data on firms. Microdata would facilitate the development of behavioral models
of firm agglomeration, which could then be productively used to explore gaps in
innovation and performance both across and within metropolitan areas. Looking
within metropolitan areas would be especially interesting to better understand the
kind of mega-regions (see Nelson and Land 2011) identified in the introduction and
that are increasingly relevant within the policy frame. Identifying the wage gradients
that motivate firms to decentralize (Brueckner 2011) would be especially useful for
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understanding the processes that give rise to the “fine structure” of contemporary
land-use patterns. Clearly, such evolution needs to take advantage of time series
data, and look at two or more points in time in order to chart the trajectory of
growth and change within regions as their fortunes rise and fall. Further, future
research would do well to trace the contours of the actual business world by looking
specifically at Fortune-500 companies, and their respective headquarter-cities—plus
by examining occupational (as opposed to employment) related data. Finally, such
work might also look at particular industrial outcomes, including patents and/or
other products of innovation.
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Chapter 3
Future Shock: Telecommunications Technology
and Infrastructure in Regional Research

Tony H. Grubesic

3.1 Introduction

By definition, telecommunication refers to the transmission of words, sounds or
images over great distances, typically in the form of electromagnetic signals (RH
2015). Historically, telecommunication has taken many forms, ranging from drums,
to smoke signals, to the telegraph, radio and Internet (Huurdeman 2003). As detailed
by Gillespie and Williams (1988), telecommunication is often lumped together with
other “distance shrinking” technologies such as air transport—technologies that
serve to reduce the friction of distance and generate a functional convergence of
space and time. Specifically, Gillespie and Williams (1988, p. 1317) note that “when
the time and effort required to communicate over 10,000 miles is indistinguishable
from that required to communicate over 1 mile, the convergence of time and space
has taken place at a fairly profound scale.”

The impacts of telecommunication have challenged many of the fundamental
notions of regional science and neoclassical economics. In explaining how cities,
metropolitan areas and larger regional systems grow, traditional approaches have
relied upon central place theory (Christaller 1993) and/or location theory (Weber
1929), both of which assume that there is an unavoidable need to physically
transport both people and goods between places. Here, the friction of distance across
the Euclidean plane is associated with significant costs in both time and money—
dictating urban form and structure, as well as the economic behavior of people, firms
and industry (Graham and Marvin 1996). In short, as physical distance between
places increases, their overall levels of interaction decrease (i.e., distance decay).
Although this is often true, the strict limitations of these theories were exposed,
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particularly with the advent of advanced telecommunications technologies such as
the Internet. As detailed by Graham and Marvin (1996, p. 56), instead of assuming
that “the only way goods and services could be consumed, or communications
could take place was through physical transportation,” telecommunications could
be viewed as “a means of moving information, services, capital and labor power.” It
is unfortunate, then, that for many years the role of telecommunications was largely
ignored in much of regional science and neoclassical economics, even though the
assumption of perfect information for producers and consumers was rooted within.
For example, how was knowledge about the economic system acquired? This is
a particularly important question considering that transaction costs are assumed
to be zero within these types of systems (Nicol 1985). Zero costs assume that
the collection of information about a system and making transactions within the
system can be done without any effort or time expended. This is somewhat ironic,
because if there is any single technology that would come close to facilitating perfect
knowledge within a market, drastically lower transaction costs and facilitate the
movement of information, services, capital and labor power without heavy physical
impediments, such as distance, it is telecommunications.

With the pioneering work of Gillespie and Williams (1988), Ota and Fujita
(1993), Warf (1995), Graham and Marvin (1996), Capello and Nijkamp (1996),
Gaspar and Glaeser (1998), Rietveld and Vickerman (2004), as well as the more
recent work by Caragliu et al. (2011), Mack and Rey (2014), Grubesic and Mack
(2015), and many others, telecommunications is now widely recognized as a critical
component to the development of regions. Many of the classic physical limitations
of distance and location remain, but technologies such as broadband, wireless
communications and satellite systems continue to both enhance and facilitate the
exchange of information, knowledge and communication—the valuable goods of
the information economy (Moss and Townsend 2000). The purpose of this chapter is
to explore key challenges in the continued development of the telecommunications
ecosystem, highlighting how future technologies might impact regions. Challenges
that will be discussed include: (1) infrastructure deployment, (2) shifting needs and
uses of telecommunications systems, and, (3) future technologies. Implications for
regional research and policy will also be addressed.

3.2 Infrastructure Deployment

The process associated with deploying telecommunications infrastructure is com-
plex. Take, for example, the Telecommunications Act of 1996, which deregulated
the telecommunications industry in the United States. It was hoped that this
legislation would provide consumers and businesses with the benefits of more
provider choice, higher quality of service and lower prices. Over time, the price for
voice communications certainly fell, but costs, choices and overall quality of service
associated with platforms such as broadband have failed to keep the U.S. apace
with much of the developed world. For example, the most recent Organization for
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Economic Co-Operation and Development (OECD) statistics (2014) suggest that the
U.S. ranks 16th in the world for wireline broadband penetration, behind countries
such as Greece, the Czech Republic, Canada and many others. Further, although it
is difficult to compare pricing across countries, the U.S. is clearly not a price leader
(OECD 2014). Broadband is more expensive and slower in the United States than
many other countries.

The fundamental problem with telecommunications infrastructure deployment
in the U.S. is that it has been left to private companies, such as Verizon, AT&T
and many of the other regional wireline juggernauts. This is not to say that
investment has been lacking. For example, recent estimates suggest that wireline
providers invested $78 billion in broadband during 2014, with the industry having
invested $1.4 trillion since 1996 (US Telecom 2015). But, there are disparities
with how these monies are invested, particularly from a regional perspective. As
detailed by Grubesic (2015), although broadband is widely deployed in the United
States, there are significant variations in both the speed and quality of available
service, particularly when comparing urban and rural/remote areas. Specifically, in
large, densely populated areas, such as San Francisco, Philadelphia and Chicago,
network providers are eager to rollout the latest (and greatest) network platform
enhancements and associated technologies. Smaller communities, particularly those
located in exurban or rural regions, are much slower to receive network upgrades and
often find themselves at least one generation behind more urbanized areas. In remote
regions of the U.S., communities are often two or more generations behind the urban
leaders, if broadband is available at all. In fact, many of the most isolated locales in
the U.S. rely upon satellite broadband connections, because reliable wireline and/or
wireless (i.e., cellular or WiMax) is not available (Grubesic and Mack 2015). These
stubborn gaps in access, quality of service, pricing and speed can be attributed to
the dominance of private telecommunication infrastructure provision in the U.S.
Companies like Verizon, Comcast and Cox want a rapid return on their infrastructure
investments, so they cater to thick, urban markets, rather than thin, rural markets
(Grubesic 2006; Grubesic et al. 2011). It is unlikely that these geographic disparities
in telecommunications infrastructure will be ameliorated in the near future.

3.2.1 The Future of Infrastructure Deployment

One of the more troubling facets of existing broadband infrastructure is known as
the first-last-mile bottleneck (Kazovsky et al. 2011). In a nutshell, as the demands
for bandwidth continue to increase, a reliance upon older copper infrastructure for
the delivery of that bandwidth is becoming a weak link in the system. Although
copper provides basic functionality, the future will require and rely upon fiber
optic networks. Consider, for example, the most high-bandwidth flavor of digital
subscriber lines, VDSL2. It delivers downstream speeds of approximately 100 Mbps
with upstream speeds approaching 30 Mbps (Kazovsky et al. 2011). These speeds
pale in comparison to the most basic broadband passive optical network (BPON),
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which offers speeds of 622 Mbps downstream and 155 Mbps upstream. Even
with the advent of repeater technologies that help mitigate the geographic service
restrictions of xDSL and the emerging bonding technologies that connect several
telephone lines with multiple xDSL modems to enhance bandwidth (Gorshe et al.
2014), there is simply no way that any last mile technology reliant upon copper can
compete with an all fiber system.

There are several reasons why it is important to acknowledge the first-last-
mile bottleneck. First, the world is shifting away from an Internet of computers
toward an Internet of things (IoT) (Mattern and Floerkemeier 2010). As more
devices become connected to the Internet, including thermostats, refrigerators, door
locks and lighting systems, the demand for bandwidth and its use will increase
exponentially. Second, there are millions of supervisory control and data acquisition
systems (SCADA) used throughout the world to remotely operate and monitor
infrastructure systems (e.g., water and gas distribution, road conditions, electrical
grid, etc.) that are reliant upon last-mile connectivity (Murray and Grubesic 2013).
As more of these systems arrive online and the associated demands for data
from these systems increases, copper first-last-mile infrastructure will no longer
be adequate and it will be replaced with fiber. Third, as detailed by Grubesic
and Mack (2015), the costs to produce and install optical fiber are decreasing
steadily, gradually pushing the industry toward all-fiber solutions. Consider, for
example, the rather archaic installation process currently required for fiber. Small
channels are cut into the asphalt along streets (compromising its overall integrity),
earth is trenched and excavated, conduit is installed, the fiber is threaded through
the conduit, the earth is replaced and the street is repaved. This is an extremely
expensive and time consuming process that creates significant disruptions to travel,
commerce and life, especially in urban areas (Specht 2015; Canon 2014). However,
emerging techniques, such as micro-trenching are quickly gaining favor in many
locations, as are installations within existing infrastructure such as water pipelines
and sewer systems using drones and associated robotic vehicles. In time, this will
greatly expand the optical fiber footprint, bringing exceptionally high bandwidth
connectivity to the masses and easing local/regional disruptions.

Finally, it is important to address the issues associated with wireless telecommu-
nications systems and their associated infrastructure. Some believe that the death
of wireline broadband has already begun (Worstall 2013a). Specifically, Worstall
(2013b) argues that with the increasing bandwidth available from cellular systems,
it makes no sense to install expensive optical fiber networks that may, at some point
in the future, lock regional economies into an antiquated platform. This is, after all,
exactly what happened to landline telephone systems (Worstall 2013b). Or is it?
It is easy to forget that plain-old-telephone-service (POTS) has existed since 1876
and that the first long distance line was installed just 1 year later in 1877. What
is the historical value of POTS and its network? Frankly, the economic, cultural,
social and political value would be so large, it might be impossible to estimate for
a region, let alone an entire country. Today, with less than 20% of U.S. households
maintaining a landline, and the Federal Communications Commission making plans
to phase-out the existing analog network, it is easy to suggest that optical fiber
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will suffer the same slow death 140 years from now. It might. However, wireless
infrastructure will not be the slayer of wireline systems anytime soon. There are
several reasons for this. First, wireless systems are completely reliant upon optical
fiber networks for data transit and routing. Wireless networks are not autonomous
systems that operate independently of wires—they need fiber. Second, wireless
systems are heavily constrained by the availability of spectrum, and spectrum is in
short supply (Vantage Point 2015). This means that wireless providers have very few
options for accommodating a high density of customers or their bandwidth demands.
The capacity simply does not exist. Third, wireless systems are highly susceptible
to interference during transmission. Obstacles such as mountains, vegetation and
weather all function as impediments to high-quality wireless connections. Thus,
while it is provocative to suggest that the end is near for wireline networks, and
that the U.S. and private companies should not waste their resources on wireline
systems, the future is (and will remain) fiber for a long time to come.

3.3 The Shifting Needs and Uses of Telecommunications
Systems

Most readers are likely familiar with Moore’s Law. In 1965, Gordon Moore, the
director of research at Fairchild Semiconductor and future co-founder of Intel, wrote
a paper (Moore 1965) in which he observed that the doubling of components per
integrated circuit would continue to occur at regular intervals, approximately every
18 months. As detailed by Schaller (1997), this observation has been self-fulfilling
to some degree, with the entire industry using this benchmark as the roadmap for
growth and development. Further, although projections suggest that physics (i.e.,
quantum theory and thermodynamics) will ultimately collapse Moore’s law within
the next 20–40 years (Lloyd 2000; Powell 2008), there may be room to grow toward
the Bekenstein bound, which is the upper limit on the amount of information that
can be contained and/or processed within a finite region of space that has a finite
amount of energy (Bremermann 1962, 1965; Bekenstein 1981).

A lesser known, but equally intriguing observation is Nielsen’s law of Internet
bandwidth (Nielsen 1998), which suggests that the average user’s bandwidth will
grow 50% per year. This, of course, is much slower that Moore’s law, but there are
several good reasons for the lag. First, as detailed above, the telecommunication
companies responsible for installing the physical plant (e.g., fiber) are relatively
conservative. Thus, although they are not afraid to invest, installations take time
and there is a significant lag between investment and service rollout for many
places. Second, Nielsen (1998) notes that average users are relatively reluctant to
spend money on bandwidth. For most users, a modestly fast connection will suffice.
As a result, the return on investment for bandwidth improvements and associated
infrastructure is slow. Research has also shown that the demand for broadband
services is elastic (Goolsbee 2002; Galperin and Ruzzier 2013), contingent upon
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household income, installation fees and monthly service rates. Finally, as the
broadband user base broadens, the demand for low-end services will grow faster
than premium services. Because most existing physical networks can handle these
modest bandwidth demands, even with a growing user base, the incentives to rapidly
improve the network are lacking.

One underlying problem with Nielsen’s law is that it is user-focused, assuming
that bandwidth demand is rooted in the individual (or collective) needs of human
users. Although this has been true during the first 20 years of the commercial Inter-
net, the landscape is changing quickly. As the IoT begins to take root, bandwidth
demand is going to increase exponentially and the way in which telecommunications
systems are used is going to shift dramatically. In fact, the internet of things is going
to quickly become a misnomer, being replaced by the internet of everything (IoE).1

Consider, for example, the current landscape of demand for the IoT. Many
readers will be familiar with the Nest thermostat, a WiFi enabled device that
interactively learns the heating and cooling patterns of households and can be
operated remotely from a smartphone. Aside from an occasional software update,
which may require 50 MB per month upload and 10 MB per month download (Nest
2015), the daily operations of the thermostat require only a few hundred bytes
of data transfer. In fact, this is true for most appliances currently comprising the
IoT—they are small, fixed, power efficient devices with low bandwidth demands
that occasionally require a routine software update. Current estimates suggest that
only 1% of all bandwidth is allocated to the IoT (Lawson 2014) and that there
are approximately 10 billion devices connected (globally) to the Internet (Bradley
et al. 2013). Again, this is going to shift dramatically within the next decade, as
barriers to connectivity start to decrease. In fact, with the shift from Internet Protocol
version 4 (IPv4) to IPv6, more than 340 undecillion addresses2 become available
for devices, people and things.3 Further, much like a social network, there is value
in connectivity. Bradley et al. (2013) estimate that the IoE will be worth nearly
$14.4 trillion in value by 2022. The question is, how does one connect all of these
devices? In addition, what are the implications for how telecommunications systems
are designed and used with the IoE?

3.3.1 The Future of IoE and Telecommunications Systems

As noted previously, the current IoT is primarily comprised of fixed devices that
“sip” bandwidth supplied by household broadband connections. This includes
devices such as thermostats, refrigerators, lighting systems, door locks and other

1IoE refers to connected people, processes, devices and things (Bradley et al. 2013).
2340,282,366,920,938,463,463,374,607,431,768,211,456.
3IPv6 is the next iteration of Internet Protocol and will replace IPv4. IPv6 provides a unique, 128
bit numerical IP address for any device that is connected to the Internet.
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thing within the household. Of course, other computing and/or mobile devices can
also reside in a household that do more than sip bandwidth, examples include
devices that stream Internet content (e.g., Roku or Apple TV). The future of the
IoE, however, will exhibit a radical shift away from fixed devices in the ecosystem,
to mobile “things” that require ubiquitous access to the Internet. This will include
automobiles, bicycles, clothing, sunglasses, recreational equipment (e.g., golf clubs,
soccer balls), and cameras of every size and for every application, unmanned aerial
systems, personal food allergy testing equipment, etc. Currently, the only networks
that could come close to handling this need for ubiquitous connectivity are the
existing 3G and 4G wireless systems. The problem with this scenario is that few
users can (or will be able to) afford the bandwidth required for their personal IoT
ecosystem, especially as the IoE shifts from devices that sip bandwidth to data
hungry devices such as driverless cars. Wireless data remains expensive, especially
in the U.S. Recent statistics indicate that it costs about $10 for 2–5 GB of mobile
data in Copenhagen, but $45 for the same amount of data in the U.S. (OTI 2014).
Moreover, there is no wireless network, at least as they are currently constructed in
the U.S., that will be able to handle bandwidth demand generated from an estimated
50C billion devices to be connected to the network by 2020.

In anticipation of increasing demand for the IoE, some are speculating that
regional cellular networks, specifically designed for IoE, will solve spectrum short-
ages by making sure the growing ecosystem does not overload existing networks
(Chamberlain 2015). While this seems like an appealing option for alleviating
the strain on existing wireless systems, the complications associated with new
network protocols might limit the ability of IoE things to communicate with each
other (Chamberlain 2015). Thus, critics of the IoE-specific networks suggest that
improvements to local WiFi, cellular wide area networks and Bluetooth personal
networks should suffice (Jawanda 2014). More importantly, the value of the IoE
ecosystem is largely contingent upon users capitalizing on the bring-your-own-
device (BYOD) model that their current lives are centered upon (Jawanda 2014).
BYOD values interoperability and reflects the prevailing preferences of customers,
in that they want devices that work with every other device and/or application they
care about.

5G, the next generation of mobile technology, will likely have a profound impact
on regions and will be the key to realizing the growth and interoperability of the
IoE. For now, however, nobody has a firm grasp on exactly what 5G is going to be.
The standards and associated technologies to be embedded within 5G are still being
worked out (Boccardi et al. 2014). That said, we a rough idea of what providers
and the massive consumer market would like to be included in the fifth generation
wireless platform:

1. 5G will be fast—perhaps 10 GB per second fast. This is roughly 66 times faster
than existing 4G technologies ( 150 MBps). Fast enough, in fact, for autonomous
cars to safely and seamlessly navigate the streets and for the 5G network to
support billions of IoE devices, sensors and things.
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2. 5G will support augmented reality, where ambient and/or contextual data about
a place will be projected onto car windshield, or one’s personal eyewear. This
requires nearly instantaneous data delivery and 5G will lower latencies to
approximately 1 ms, greatly departing from the 25 ms delays in current 4G
systems.

3. The infrastructure support systems will change dramatically. Instead of solely
relying upon large, macro-cell antennae, which typically exhibit transmission
coverages of approximately 35 km in simple terrain, 5G networks will use
heterogeneous networks that include an assortment of cells, from macrocells
(35 km) to microcells (2 km), to picocells (200 m) and femtocells (10 m)
to accommodate the IoE (Boccardi et al. 2014). More importantly, the size
reduction of cells helps spectral efficiency, allowing systems higher rates of
frequency reuse (Chin et al. 2014).

4. Providers are also moving toward a system architecture that splits the uplink
and downlink communication channels from a single base station to multiple,
heterogeneous cells. The larger cell will maintain connectivity and mobility for
a user and associated devices (uplink), while the smaller cell will provide the
high-bandwidth data connection (downlink). This will allow for higher spectrum
efficiency, throughput, and energy savings (Chin et al. 2014). More importantly,
when no data is required, the small cell can be switched off.

5. Device-to-device (D2D) communications will be supported more formally.
Although this can already occur in unlicensed spectrum, using technology such
as Bluetooth, 5G will allow for cellular base stations to help manage D2D
and machine-to-machine (M2 M) communications, helping to avoid intra-cell
interference (Chin et al. 2014).

There are many other potential innovations being considered for 5G, including
the use of Massive Multiple-Input/Multiple-Output (MIMO) antenna technologies
that can accommodate three dimensional beam forming. This would allow for
capacity increases and the improvement of radiated energy efficiency (Larsson
et al. 2014). Millimeter wave technology (Rappaport et al. 2013) may also help
alleviate existing spectrum limitations. Although mmWave spectrum is limited and
it is highly sensitive to blockages, optimal arrangements antennae and the use of
emerging antenna technology will help minimize blockages, especially for micro
and picocells arranged in indoor areas.

Most analysts believe that 5G will debut sometime between 2020 and 2022. In
the meantime, 4G networks still have plenty of life. Estimates suggest that wireless
operators will spend upwards of $1.7 trillion on their 4G networks between 2014 and
2020, with the anticipation of reaping a return on those investments (Best 2014).
Further, during the transitional phase in the early 2020s, when 4G systems begin
competing with 5G systems (and eventually being replaced by 5G), there will be
problems with consumer pricing models (Bouras et al. 2014). As a result, providers
are not necessarily in a rush to bring 5G to market. As detailed earlier, there are
many technological and market-based hurdles to overcome.
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3.4 Future Technologies

Of all the potential technological innovations that we are likely to see in the next
several decades, there are two developments that will represent the pinnacle of
modern telecommunications advances: holography and brain-to-brain communica-
tions. Although these types of communication are fairly standard in popular science
fiction movies (see Star Wars, for example), the technological hurdles associated
with making these forms of telecommunication a reality are very much real, but
progress is being made.

3.4.1 Holograms

Consider, for example, holography. In the 1977 film Star Wars, Princess Leia
records a holographic message which is displayed by R2-D2 for Ben Kenobi. In this
instance, the hologram was displayed by R2-D2 without any additional equipment
(e.g., a screen) and it was viewed without any special eyewear or lighting. In other
words, the message was a true hologram. This, not surprisingly, is extremely difficult
to accomplish. Holography is a process by which wavefronts of light are recorded
and then reconstructed in both amplitude and phase information to generate three-
dimensional (3D) images (Collier 2013). In most instances, holograms are some
type of photographic recording of a light field and not an image formed through
more traditional lenticular or autostereoscopic 3D display technologies (Huff and
Fusek 1980). Holograms require fixed wavelengths of light to work properly, which
is why lasers are used as the light source for holograms (Collier 2013). Only
recently have advances in holography provided a way to generate these types of
displays, in 3D, that can be viewed without any additional equipment (e.g., glasses).
The recent work of Li et al. (2015) uses graphene4 for generating 3D holographic
images. Specifically, graphene oxide is pulsed with a laser to facilitate the process
of photoreduction. As the graphene oxide is heated/pulsed by the laser, a nanoscale
pixel is created that is capable of bending the light to create a holographic image.
These small tweaks to the refractive index5 can create many different optical effects
(Gu 2015), including 3D holograms that are visible to the naked eye. Although
the images created by Li et al. (2015) remain small, approximately 1 cm in size,
they anticipate that the process for generating these holograms will scale, eventually
accommodating much larger images (Gu 2015), but this will take time.

Although we are years away from realizing a 3D display like the one seen in
Star Wars, there are many interesting commercial and military applications for

4Graphene is a two dimensional, hexagonal lattice of bonded carbon atoms that is 100 times
stronger than steel, can carry 1000 times for electricity than copper and has a pronounced field
effect (Colapinto 2014).
5The refractive index is a measure of how much light passes through a medium or material.
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holography that are changing the way in which strategic planning is approached, as
well as telecommunication for large public events and performances. One example,
although not directly related to telecommunications, is the use of holographic prints
for strategic planning. Using a combination of digital printing technologies, as
well as commercial planning platforms, such as computer aided drawing (CAD),
geographic information systems (GIS) and remotely sensed imagery, holographic
prints can be generated to create a realistic 3D view of an urban landscape, the
interior or an office building or an architectural plan (Saenz 2010). This is done by
embedding several hundred thousand individual 3D views onto a single sheet, where
the parallax allows for the image to look completely three dimensional. Although
these images are not directly immersive, such visualizations can be used both to
enhance and extract valuable regional planning information, facilitating interaction
and collaboration for strategic planning (Groenendyk 2013).

One of the more stunning and useful applications of holography for telecom-
munications is holographic telepresence (HT). Although the technology used
for generating HT is continually evolving, HT displays rely upon a transparent
screen for display. Some readers may recall the 2012 Coachella Valley Music and
Arts Festival, where Tupac Shakur (who died in 1996), appeared on stage and
performed as a hologram (Ngak 2012). Michael Jackson was next, performing at the
Billboard Music Awards in 2014 (Respers 2014). In both of these cases, the artists’
performances were pre-rendered and recorded for the performance. Today, however,
holographic telepresence is increasingly relying upon broadband networks for real-
time interactions, performances and video conferencing. For example, fans of
late-night television may recall that Jimmy Kimmel used holographic telepresence
for hosting his show live from Los Angeles and Nashville (hologram) simultane-
ously. Although the results were not particularly convincing or realistic (see http://
tinyurl.com/omsuq8r), the technology will improve. A more impressive application
was recently staged by Musion, which generated a holographic telepresence in
London using 4G wireless networks. The devil, of course, is in the details. Musion
used eight SIM cards and a codec that takes signals from the four largest wireless
providers in London to generate the hologram (see http://tinyurl.com/pqbw5nb). It
worked well, but this type of arrangement is both expensive and difficult to organize
for every day applications.

Current limitations aside, holographic telepresence has massive potential for
changing the way people interact and communicate. In time, HT will be immersive.
For now, Microsoft and Digital Video Enterprises (DVE) have already partnered
together to create a holographic presentation room that allows participants (both
real and holographic) to make “real” eye contact with each other and interact
with 3D objects suspended in mid-air from Microsoft Windows applications using
their Kinect technology. This type of interaction is vastly superior to existing
video conference systems, providing a more personal and engaging platform for
long-distance meetings (Summit 2015). Further, from the perspective of regional
science, the possibilities embedded within holographic telepresence may, finally,
have notable impacts on travel behavior (e.g., eliminating some demand for long-
distance travel), facilitate telemedicine in real-time using 3D holographic models for

http://tinyurl.com/omsuq8r)
http://tinyurl.com/pqbw5nb)


3 Future Shock: Telecommunications Technology and Infrastructure. . . 61

instruction or emergency intervention, or using holograms for aiding geographically
remote, robotic control for navigation or disaster relief applications. In short,
there are endless possibilities and their potential impacts to regional development,
commerce and transportation may be remarkable.

3.4.2 Brain-to-Brain Communication

A second technological advance for telecommunication worth detailing is non-
invasive brain-to-brain (B2B) communication. Of course, the invasive version of
any brain science is scary (but intriguing) stuff. For example, invasive cortical
stimulation can be used to promote recovery of function after a stroke (Plow et
al. 2009). That said, there is some disagreement between the efficacy of invasive
versus non-invasive approaches (Hummel et al. 2008). Here, we are focusing on
non-invasive techniques to facilitate communication between humans. Many readers
might be curious to know what the rationale is for B2B connectivity. First and
foremost, most existing forms of communication are rather inefficient. Thoughts,
emotions, instructions and/or processes must be communicated between humans
using words, symbols, visual and/or auditory cues. This creates a temporal lag,
where thoughts are converted to discernable information, then conveyed between
humans. Once conveyed, the information must be processed and then considered
and/or acted upon by the humans involved. All phases of this process take time.
Temporal lags are further exacerbated when communications take place across
great geographic distances. Agarwal et al. (2010) notes that even for hospitals,
communication inefficiencies can drastically inflate operating costs. It is estimated
that for a typical 500 bed hospital, over $4 million in costs must be absorbed due
to inefficiencies associated with conveying information within the hospital. This
ranges from reading/writing on medical charts, allocating the appropriate care at the
correct time, and simply tracking down nurses, physicians or other specialists for
assistance (Agarwal et al. 2010).

Second, existing forms of communication are always subject to misinterpre-
tation. We have all suffered from this, saying or writing something that did not
accurately convey a sentiment or thought. Further, as detailed by Rao et al. (2014,
p. 1), “a great deal of the information that is available to our brain is not
introspectively available to our consciousness, and thus cannot be voluntarily put
into linguistic form.” For example, a pro-basketball player cannot simply tell a child
how to exactly position a ball on their hand and use their legs, arms and torso to
shoot a 3-pointer. Even when an idea or concept can be expressed linguistically or
through symbols, there may be problems with translation, language barriers and/or a
propensity for misinterpretation because of cultural biases or associated limitations.
B2B technology seeks to bypass the use of these archaic forms of communication,
instead opting for neural code, mediated by computers and transmitted across the
Internet.
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Recent research has demonstrated that there are a variety of ways for decoding
(i.e., reading) and writing (i.e., encoding) digital information from neural activ-
ity. In fact, most brain-to-brain interfaces (BBI) leverage recording techniques,
such as electrocorticography (Blakely et al. 2009) and magnetoencephalography
(Hämäläinen et al. 1993; Mellinger et al. 2007), to capture neural activity. There are
also a number of techniques used to stimulate brain activity, including transcranial
magnetic stimulation (Hallett 2000) and cochlear implants (Starr and Brackmann
1979). The problem with all of these technologies is that some type of invasive
implant is required. However, the work of Grau et al. (2014) and Rao et al.
(2014) uses non-invasive technologies to accomplish brain-to-brain connectivity.
For example, Grau et al. (2014, p. 1) establish “internet-mediated B2B communi-
cation by combining a BCI (brain-computer-interface) based on voluntary motor
imagery-controlled electroencephalographic (EEG) changes with a CBI (computer-
brain-interface) inducing the conscious perception of phosphenes (light flashes)
through neuronnavigated, robotized transcranial magnetic stimulation.” Put more
simply, the researchers transmitted the words “hola” and “ciao” between the brain
of a human located in India and the brain of another person located in France using
the Internet and a host of other non-invasive decoding and encoding technologies.
Rao et al. (2014) used a combination of electroencephalography and transcranial
magnetic stimulation for brain-to-brain communication between two humans. The
two test subjects were able to cooperatively perform a task (embedded within
a computer game) using only the direct brain-to-brain interface as a channel of
communication.

Thus far, the B2B experiments and associated results are relatively small in
scale and scope, limited to one or two individuals. However, the non-invasive
technologies hold much promise for making neural communication a reality. For
example, although existing experiments have been limited to one-to-one scenarios,
one-to-many or many-to-one connections for B2B interaction will soon be a
reality (Rao et al. 2014). There are, or course, ethical implications associated with
emerging B2B interfaces, including significant privacy concerns. As detailed by
Trimper et al. (2014), privacy issues are highly relevant for any technology that
can extract meaningful information from a person. For example, privacy for neural
information should be no different than one’s personal genetic information, or
data gathered from tools like functional magnetic resonance imaging (fMRI) that
measures brain activity and associated changes with blood flow given a particular
stimulus (Nishimoto et al. 2011). More importantly, because neural activity can be
transmitted over the Internet, when B2B communications become more pervasive,
there are dangers associated with third parties hacking neural transmissions or the
neural devices themselves. Amazingly, medical devices such as pacemakers have
already been hacked using software-based radio attacks (Halperin et al. 2008).
Issues associated with neural coercion, cognitive enhancement or the transmission
of misinformation and/or false memories are also a concern (Ramirez et al. 2013).
Indeed, the premise of the movie Inception (2010), where corporate espionage is
conducted by implanting ideas into a target’s subconscious mind may soon be a
reality.
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The implications of brain-to-brain communications for regions and their devel-
opment are significant, particularly for transportation. As detailed above, the power
of holographic telepresence is that it gives the audience the impression that real
interaction is taking place. The nuances of body language and facial expressions
provide a significantly more personal and engaging platform from which to
conduct business and interact. As holography improves, it will likely replace a
small percentage of business travel. Now, imagine the implications of direct, B2B
neural communications, once the technology has improved beyond its existing,
relatively simple framework. Hyper-detailed thoughts, emotions and intellect will be
transferred over telecommunications networks, potentially providing more intimacy
and meaningful exchange of information than would be possible in the standard
face-to-face meetings of today. In fact, it is difficult to speculate on exactly how rich
these neural exchanges will be, but it is likely that B2B communications will reduce
the need for travel. More importantly, B2B communications are the most likely
future technology to move transaction costs toward zero within a classic economic
system (Nicol 1985).

3.5 Discussion and Conclusion

Telecommunications technologies and their associated infrastructure systems are
continually improving. Just over 150 years ago, pundits were debating whether or
not information transmitted over the telegraph was too fast to be reliable. Consider
the following, gleaned from a New York Times article published in 1858 (LaFrance
2014, p. 1):

Superficial, sudden, unsifted, too fast for the truth, must be all telegraphic intelligence.
Does it not render the popular mind too fast for the truth? Ten days brings us the mails from
Europe. What need is there for scraps of news in ten minutes? How trivial and paltry is the
telegraphic column?

This text was written in response to the first transatlantic telegraph line installed
between the Valentia Island in western Ireland to Heart’s Content in eastern
Newfoundland. Today, 20 years past the emergence of the commercial Internet,
academic engineers and those working in the private sector are trying to develop
techniques to reduce millisecond latencies on wireless telecommunication networks
so that self-driving cars will not have any technical difficulties in navigating
congested urban environments. Clearly, the importance of telecommunication, its
associated infrastructure and application will continue to exert an influence on the
economic, cultural, political, social and environmental fabric of regions. Future
technological innovations will be no less controversial or be less prone to skepticism
than previous technologies, including the telegraph, telephone or the Internet. If
there is one major difference between the past and current technologies and those
that are currently emerging and/or under development, it is the speed at which these
technologies are being developed, tested and brought to market. For example, over
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30 years elapsed between the first telegraph message and Alexander Graham Bell
patenting the electromagnetic telephone (1876). It was another 90 years before
the basics of the Internet (e.g., packet switching) were conceived of and applied
to telecommunications systems in the U.S. (Abbate 2000). Today, advances are
more numerous and more immediate. For example, standards for second-generation
wireless technology were introduced in 1991, yet third (3G) and fourth (4G)
generation technologies emerged in 2001 and 2006, respectively (Qualcomm 2014).
4G Long Term Evolution (LTE) standards were ratified in 2008 and 4G LTE
networks were rolled-out by 2010 in the United States. As detailed previously, 5G
represents the most significant overhaul to wireless standards, maybe ever, but it too
is nearing rollout, likely in 2020.

3.5.1 A Regional Perspective

It would be easy to assume that upon the wide release of these technologies and their
platforms, few barriers would exist (or emerge) regarding their adoption and use. For
example, telecommunication providers will push strongly for consumers to upgrade
their handsets to 5G capable devices. 5G data rates will be expensive at first, but as
more providers rollout the technology and consumers migrate to 5G, economies of
scale and competition will lower costs. The same can be said for holograms and
brain-to-brain communication devices. Initial rollouts of this technology will be
expensive, used primarily by corporate customers, but over time, the technology
will diffuse and be adopted at the household or individual level.

The problem with these simplistic assumptions is that the influence of regions
and place are completely overlooked. There is a long history of regions recasting,
modifying and/or impacting technologies and their provision in wildly unexpected
ways. This can happen through formal, policy-driven channels, or through informal
entrepreneurial and/or grassroots movements.

Formal channels include policy mechanisms that can either promote, or hinder
the widespread rollout, use or adoption of emerging technologies (Stoneman and
Diederen 1994). For example, 21 U.S. states have regulations that either heavily
restrict or prohibit municipalities from offering video, telecommunications or
broadband services. In addition, these laws prevent municipalities from purchas-
ing, leasing, maintaining, operating or building the infrastructure or facilities for
providing video, telecommunications or broadband services (Gillette 2005; CBN
2015; Grubesic and Mack 2015). This is clearly a regional problem. For example,
in 2011, the state of North Carolina passed the “Level Playing Field Act”, which
mandated that cities in the state cannot expand communications services beyond
their corporate limits, that municipal telecommunications companies would have to
pay the same fees that the government charges private companies and that cities
cannot subsidize the communication service with other revenue sources (Billman
2015). In short, this act ensures that virtually no city can get its own network up and
running in North Carolina.
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In a recent plot twist, however, the FCC preempted this law in North Carolina and
a similar one in Tennessee, ruling that “the need for broadband is everywhere, even
if the business case is not” and that “it is clear that the combination of requirements
effectively raises the cost of market entry so high as to effectively block entry and
protect the private providers that advocated for such legislation from competition.”
(Billman 2015). The state of North Carolina recently filed a lawsuit in federal court
asking that the preemptive efforts of the FCC be reviewed. The case is ongoing.

Regardless of the outcome, the case in North Carolina exemplifies the somewhat
strange and twisted regional machinations that occur when private companies
attempt to provide a public good or service, including broadband (Grubesic 2006).
Specifically, corporate entities often look to build, expand, and profit from local
markets, but end up facing a constellation of counterforces (and policies) that
attempt to safeguard local interests, ensure equity and protect communities. In
such situations, it is often more realistic to establish public–private cooperation to
ensure the needs to both groups are met (Girth 2014). This is especially true in
North Carolina, where the local populace has already seen exactly how successful
a municipal effort can be. In fact, the Greenlight broadband system in Wilson, NC,
which was established prior to the 2011 Act, is widely considered a best practice
example of municipal broadband for the United States (O’Boyle and Mitchell 2012).

From a grassroots/entrepreneurial perspective, many communities are forced to
think creatively about technology to meet the needs of their local populace. Consider
the plight of rural, Appalachian Ohio (Washington, County) during the early 2000s.
There were no fiber-optic backbones (or plans for them) to support broadband
telecommunication to its residents or businesses (Grubesic 2001). At the time,
average costs to install fiber exceeded $20,000 per mile in areas where the terrain
was not challenging, but given Washington County’s location and the complex
topography of the Ohio River Valley, fiber installation costs had the potential to
increase by a factor of 10 (Grubesic 2001). As a result, large telecommunication
providers were not interested in expanding to Washington County, fearing that
return on investment would be too low (Grubesic 2003). In their place, Sequelle
Communications Alliance (SCA) was formed and plans were hatched to rollout
wireless broadband services to the region (Sequelle 2004).

Unfortunately, accumulating enough spectrum to support broadband connections
was difficult for SCA. Given the rapid growth of cellular communication systems in
the U.S., especially during the mid-2000s, licensed spectrum was nearly impossible
to obtain. In a creative twist, SCA made arrangements to utilize licensed spectrum
from Mountain State College in Parkersburg, West Virginia. The spectrum was
originally allocated for television applications, but the Federal Communication
Commission (FCC) granted permission to switch the spectrum from analog to
digital (Grubesic 2001) to support broadband services. In the end, the project was an
abysmal failure. Although SCA received $3.295 million from the U.S. Department
of Agriculture, a $600,000 grant from West Virginia’s Development Office and
$400,000 in loans from the Mid-Ohio Valley Regional Council, the broadband
service never manifested for the region (Dampier 2010). Worse, many lawsuits
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were filed, fraud charges were levied and the president of Mountain State College
admitted to obstruction of justice and concealing facts in the case (Dampier 2010).

Although the SCA broadband particular project failed operationally, at its core,
it was a conceptual triumph. Since the early 2000s, many other regions have
taken innovative and entrepreneurial approaches for recasting and appropriating
broadband technologies to fit their specific needs. For example, in the state of
Minnesota, the most populous regions (e.g., Minneapolis, St. Paul, their suburbs,
etc.) have a long history of excellent broadband service. The more rural areas of
the states, however, had far slower service, if it existed at all (Grubesic 2008).
Instead of tolerating this disparity and hoping that large broadband providers would
eventually expand to the region, several telecommunication cooperatives6 took
matters into their own hands, including Paul Bunyan Communications (PBC) in
Bemidji, Minnesota (Dampier 2012). In 2009, PBC began installing their own fiber
and providing 25 Mbps to the community. In 2014, PBC embarked on a project
to bring 1 Gbps speeds to the community (PBC 2015). PBC is not alone, many
other coops and smaller telecommunications providers throughout the United States
have followed suit, using a combination of wireline and wireless platforms to bring
broadband service to their communities. In fact, since 2009, the USDA (2015) has
provided more than $77 million to help such efforts.

Regions and telecommunication are inextricably linked and will continue to
influence each other in both expected and unexpected ways. This chapter explored
three major facets of telecommunication technologies and infrastructure. The
first dealt with infrastructure provision and deployment. Even with all of the
technological advances occurring at the ends of the cable plant (e.g., devices, routing
equipment, lasers, etc.), optical fiber is, and will continue to be, the workhorse of
telecommunications systems (both wired and wireless) for the conceivable future.
Fiber is extremely fast, reliable, high capacity and relatively easy to install. In short,
fiber provides significant room to grow (both in its capabilities and geographic
footprint) as a transport technology for telecommunication systems. Second, the
shifting needs and uses of telecommunications systems were documented, with
particular attention given to the coming wave of demand associated with the
Internet of Things and the IoE. Ubiquity is the key concept here, because the
IoE requires a nearly continuous connection to the Internet to facilitate operations
and exchange of information from massive sensor networks, adaptive energy
allocation systems, home appliances and other connected devices. As a result, a
more robust and ubiquitous wireless communication infrastructure will be required.
Current development trajectories suggest it will be hierarchical in nature, using
macro-to-femto level systems that enable the control and coordination of high
bandwidth demands in the field. This also includes developments that facilitate
device-to-device communications. Future telecommunications technologies, includ-
ing holograms and brain-to-brain connections were detailed. Although there is much

6Cooperatives are businesses that are owned and run jointly by its members, who share the profits
or benefits.
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work to be done before these technologies are commercially mainstream, both
offer the potential to reduce physical travel and facilitate more meaningful and
intimate interactions between humans. Only time will tell if these technologies
manifest accordingly. Finally, this chapter highlighted several key examples of
how regions impact telecommunication systems and technology, emphasizing both
formal policy mechanisms and entrepreneurial approaches to overcoming local chal-
lenges. Regardless of how future technologies manifest, leveraging a combination
of efficient and meaningful policy with creative approaches for addressing regional
telecommunication needs will be of paramount importance.
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Chapter 4
Mobility and Technology Research: From
the Industrial Revolution to Flying Vehicles
in 2050

Roger R. Stough

4.1 Introduction

This chapter summarizes the ways in which mobility has been and will be affected
by technological change over a relatively long period from the late 1800s to 2050
and the implications of this for research in regional science. The review covers
the period from the Industrial Revolution to the mid-2000s. Out of necessity the
scope will be broad, encyclopedic and somewhat general. The extrapolation of how
mobility will be affected by technological change in the first half of the twenty-first
century will be the primary and concluding focus of the analysis.

A major conclusion of the interpretive analysis of this chapter is that mobility
of people and things (e.g., cargo) has been heavily influenced by technology and
that this impact has grown stronger and exerted increasingly more impact over time.
Given these general conclusions, regional science mobility research will continue
to require adjustment if not radical transformation. In short, it will continue to be
dynamic. This chapter seeks to draw conclusions about the nature and need for
regional science mobility research over the next 30 years.

The chapter is organized chronologically around eras of technological change.
So, in the last half of the nineteenth century such technologies as the steam engine
and the emergence of wireline information transmission were the focus. In the
twentieth century, technologies that led to changes in transportation and commu-
nication options, such as automobiles (internal combustion engines), airplanes (jet
engines), space travel (rocketry), high speed rail, and information technology and
telecommunications, were important. Issues of micro level mobility, unlike earlier
developments of a more macro level, began to take on importance as well as
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increased attention being given to the support needs for various dependency groups,
such as the aged, children, wounded and the handicapped, commuters, etc., as
the issue of equity assumed greater importance. The twenty-first century analysis
extrapolates the fusion of new and enhanced information technology (IT), energy,
transportation and telecommunications technologies leading to enhanced vehicles
for moving about, i.e., automobiles, airplanes, space travel, prosthetics, mobile
telecommunications and the increasing substitution of communication for travel.

It is useful before embarking on the analysis to define some terms. Mobile things
are those that are “capable of moving or being moved readily”. The phrase “capable
of moving” implies underlying intentionality or motivation and thus movement
of animated things, such as people or animals; the term “being moved” may be
viewed as movement of things (but in some cases, humans as well) and, the
term “readily” implies moving with little constraint (or moving less “readily”),
depending on the level of barriers to movement. With mobility there are a variety of
physical and institutional barriers, thus, there is always a concern with efficiency
of moving (or being moved). And while technology aims to reduce barriers to
mobility, there may also be unintended consequences that in fact increase constraints
despite enhancing movement. In this context, mobility’s sister concept, accessibility,
becomes important. Accessibility may be defined as “approachability” or “being
able to be reached or approached” (Vocabularity.com); and in the context of
mobility, it implies either a constraining influence or a complement to moving about.

4.2 Mobility and the Industrial Revolution up to 1900

4.2.1 Technology

Prior to the twentieth century, mobility of people and things was supported mostly
by horse and horse and buggy, boats on inland and coastal waterways, walking,
wind or human powered ships and railroads. So mobility, for the most part, was
limited due to the slow nature of these supporting modes of movement and limited
communication about scheduling and arrival times. The invention of the steam
engine reduced this constraint somewhat in that it enabled much faster rail and
sea travel. This reduced the time to specific places but had a marginal impact on
enhanced local mobility as travel by rail was confined to the nodes or city regions
that it connected. Other mobility support services, such as horses and carriages,
were required once one reached points closer to the destination. In short, even in the
early twentieth century most mobility and travel was by walking, horse and/or horse
and buggy, and some railroads and steam ships for ocean and river travel. Despite
the more macro level context that railroad and steamship travel represented, they
improved mobility over long distances measurably.

http://vocabularity.com
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4.2.2 Research and Modeling

Research in the 1800s regarding mobility was mostly in map making and improving
tools to increase mobility of humans and cargo with the new steam powered
vehicles. But logistic support for human and cargo travel was elementary as
telegraphing, which replaced the “Pony Express” in the U.S., was of use for city
to city communication and along railroads, but many areas and locales were not
linked in and telephoning was just beginning to expand beyond limited availability
in the largest cities and was mostly for commercial use at the end of this period.

Johann Heinrich von Thunen’s publication “The Isolated State” (1826) is often
recognized as the first formal theory of location of economic activities. It is
important for this analysis in that it formulated a theory of efficient location of
agricultural land uses based on transport cost, i.e., mobility efficiency. von Thunen’s
work, as we will see, was later used as a platform for creating a theory of urban land
use (Alonso 1964). In short, mobility related research leading up to the twentieth
century was limited with the only major formal theoretical foundation for research
being the work of von Thunen.

4.3 Mobility in the Twentieth Century

4.3.1 Technological Change

The twentieth century witnessed huge technological change with corresponding
huge expansionary impacts on mobility and the modes created to support moving
about at all scales, including international, national, regional and local. For example,
rail based local transportation made possible the development of suburbs at the local
level. Further, automobiles invented around the turn of the century had become
highly sophisticated vehicles not only from their design and motive technology but
also from the addition of telecommunications and advanced IT by the dawn of the
twenty-first century. Airplanes evolved after the early 1900s to a capability of flying
passengers and cargoes half way around the world, thereby connecting literally all
major urban places in the world by direct air travel by the end of this century.
Moreover, air travel was by then largely guided by autopilots, including both take-
off and landing supported by advanced IT and telecommunications technology. It
was not uncommon to fly from Chicago to China or such destinations as Japan,
Australia, India, Indonesia, Turkey, etc. in less than 1 day, conduct business and
return to Chicago the next day. Although possible, most travelers prefer to have
more time at the destination to recover from jet lag.

Railroads that had become common by 1900 evolved into supporting huge and
complex mobility networks as well as superfast trains (Shinkassen (Japan), TGV
and Ice trains in Europe, and Acela in the U.S.) enabling travel from origin to
destinations in extended urban corridors (Gottman 1961) or to multiple nodes in
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national and multinational networks, often in times no longer than required to
make trips by plane up to distances of as much as 500 miles. Yet places not on
these networks required, at least in part, other forms of travel, including motorized
vehicles to reach the destination.

Those born early in the twentieth century, living near its end and on into the first
few years of the twenty-first century, could look back to a time when most travel
or mobility was still by horse and wagon, railroads, and walking and bicycling
from an era of fast automobiles, fast trains, jet airplanes including SSTs and the
increased likelihood of space travel, or at least tourism, to beyond the Earth’s
atmosphere. Building technology also contributed resulting in, for example, tunnels
over 30 miles in length. Interstate highways, pioneered in Germany, markedly
reduced travel time even without technological progress in automobile design and
operation. Further, IT and telecommunications technology advanced and evolved
to support what some call smart cars, planes and trains for mobile humans and
cargoes. Such smart vehicles have continuous contact between different sub-
systems via electronic sensors that provide corrections to malfunctions, internal and
external safety threats and information about constraints and barriers to mobility.
This technology also enables such mobility supporting vehicles with continuous
connectivity to other places, agents and information centers, thus enabling mobile
actors to execute tasks remotely including monitoring the transport of cargoes.
The latter part of the twentieth century and the early part of the twenty-first
century witnessed the gradual merging of mobility of people and things with mobile
communication systems, which enabled complementarity and substitution of each
for the other (Moktarian 1990).

4.3.2 Research and Modeling

Mobility related research and theory, like mobility itself, evolved and expanded
enormously during the twentieth century. Theory moved beyond the agricultural
land use work of von Thunen to urban land use models, including the work of
Alonso (1964), which extended the earlier agricultural model to the urban context.
But other theoretical land use models appeared such as the Park-Burgess Concentric
Zone Model (Park 1915; Park et al. 1925) and the Hoyt sectoral land use model
(Hoyt 1939), and later the multi-nuclear model (Harris and Ullman 1945), which
gradually replaced the assumption of a core dominated city as the primary model.
The Christaller (1966), Losch (1940) and Weber (1929) models also appeared in
the first half of the twentieth century, which in different ways assumed minimizing
transport costs or achieving efficient transport; i.e., mobility was important and
played a critical role in defining where things (manufacturing plants, cities, towns
and the structure of landscapes) would or should be located to create efficient mobil-
ity of humans and things to access these places. At the base, the objective of all of
these models was achieving mobility efficiency and that accessibility ceteris paribus
would be optimal under models that assumed a maximizing function for mobility.
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In addition to these mostly land use models, network optimization and spatial
interaction models were designed to guide the development and management of
transportation systems as well as to locate facilities to enhance accessibility. Later
after the mid-century mark, network optimization (Boyce et al. 1983; Goldner 1971;
Ben-Akiva et al. 1996; Lowry 1964), transportation simulation (Barrett et al. 1999;
Clark and Holm 1987; Landis 1992; Southworth 1995; Mackett 1990; Nagel et al.
1999; Wegener 1982) and spatial interaction models (Haynes and Fotheringham
1984) had evolved that enabled modeling and simulating the optimization of
mobility as well as accessibility. Parallel to this work, equity emerged as an
important variable in the design and management of urban space leading to research
like that of David Harvey (1973). So, models attempting to maximize mobility and
access were increasingly required to include factors that could or might constrain
equal access to all groups (other abled, children and youths, aged, ethnic minorities,
women and other disadvantaged groups). Further, the last half of the century
witnessed the rise of concern for environmental integrity as the provision of clean
air and water became major factors that needed to be considered in attempts to
maximize mobility and related efficiency of movement (EPA 2000; Wegener 1996).
Hence, network models included variables in addition to transport cost that impacted
mobility and with models seeking to optimize mobility efficiency subject to equity
and environment factors as well as cost of fuel. Further, an increased interest in
institutional factors in mobility was observed (Rietveld and Stough 2005).

4.3.3 Integration and Fusion of Technology

Parallel to the overall concern with ensuring mobility and accessibility were the
rapid advancements in IT and telecommunications technologies, such as the Internet
and mobile communication, and their merging with computer technology. This
development was initially called Intelligent Vehicle Highway Systems—IVHA and
later was renamed as simply Intelligent Transportation Systems (ITS) (Stough
2001). In the 1990s and on into the twenty-first century, communication support
systems evolved to the stage where mobility and accessibility information was now
available in near real time at most places and for most agents. In turn, this capability
had begun to serve as a major complement and substitute for trip taking (Button
et al. 2006; Stough et al. 2003; Moktarian 1990). In addition to personal mobile
technology, video technologies were emerging that enabled virtual conferencing as a
substitute for personal transport and mobility. One highly significant outcome of this
was an increasing ability to telework and teleconference, thereby substituting remote
communication for trip taking to the office and other meetings with communication.
This began to occur increasingly not only for local metropolitan level travel but also
over increasingly long distances, e.g., transcontinental or international. But this is
what was occurring in the first decade of the twenty-first century. In the next part of
the chapter we turn the clock forward 30–40 years to the age of flying vehicles and
beam energy.
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4.4 Mobility Going Forward into the Twenty-First Century

4.4.1 Technological Change

For a portal into the future, we now extrapolate technological change as a means of
identifying the likely impact of new transportation technologies on regional science
and its models as they evolve in the continuing effort to enhance mobility efficiency
and equity. The world has witnessed an ever increasing rate of technological change
since the Industrial Revolution and similarly a huge impact on human mobility.
There is little reason to believe that technology will not continue to evolve at an
increasing rate other than the possibility of huge global natural and or man-made
disasters, which we assume will not occur. The basic assumption upon which this
part of the chapter rests is that technological change will continue to occur at an
increasing rate and that it will in turn impact mobility and accessibility accordingly.

What will a scenario of life 25–35 years from now look like? The major
technologies we have seen that have impacted mobility over the past 150 years or so
have been in the area of energy and related propulsion, transportation, information
technology and telecommunications. We focus on these going forward.

Energy sourcing, production and use is in the midst of a major transformation
with emphasis on moving away from more traditional combustion fossil fuels to
alternative sources, such as solar, wind, bio-fuels, natural gas, nuclear and fuel cells.
It is likely that these will come to dominate energy markets over the next several
decades. But in the background there are other alternatives, such as highly improved
and safer nuclear power and even nuclear fusion possibly being available by mid-
century (Mahaffey 2009; Nuttal 2005). Further, beam energy (Landis 2004; Marx
1966) or power produced in solar and or nuclear plants located at the edge of the
Earth’s atmosphere may be available by 2050 or sooner, whereby energy collected
and produced in outer parts of the earth’s atmosphere or beyond will be beamed to
earth to support a variety of energy demands and mobility enhancements.

This transformation in energy supply and use, when coupled with other technolo-
gies as described below, opens enormous opportunities for enhanced mobility that
will be needed to support movement in cities of the future that may far exceed
the size of the world’s largest mega cities of today (International Federation of
Surveyors 2010). It is not unreasonable to expect to witness cities with populations
of as much as 50–60 million by 2050 (Lewis 2007) given that Tokyo, the world’s
largest megacity, has about 37 million residents today. To support efficient mobility
in urbanized complexes of this size will require use of underground subways or
tube transport at much higher levels than today and likely a more intense use of
air space over cities. We already see the leading edge of this possibility with the
development and use of drones (Beard et al. 2005) for not only defense but also
to support emergency response, disaster recovery, real estate sales, police and fire
services, retail delivery logistics, urban and transport planning and management,
and so on. Below we discuss the possibility of flying personal vehicles as a possible
solution to using air space more intensively for local travel. In the meantime, we
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take a digression to discuss the evolving fusion of energy, telecommunications, IT
and computer technologies and how this development might impact surface mobility
over the coming decades. This discussion is important because the same technology
that is evolving to support land based two-dimensional travel by auto or high speed
and mag lev trains will be important for the age of flying vehicles.

4.4.2 Integration and Fusion of Technologies

Perhaps the most important transport technological change ongoing in this early part
of the twenty-first century is the integration or fusion of computer, information and
telecommunications technologies with evolving motive technology, such as hybrid
and all electric vehicles, as they move beyond the novelty phase. Personal and
commercial autonomous vehicles are already being tested in seven states (National
Conference of State Legislatures 2015). The application of this technology is
in a nascent, if not embryonic, stage of development with perhaps the most
important immediate or near term actual application being to create a backup-
system for driver vehicles that intervenes when a safety, security of collision threat
appears eminent. For example, some personal and commercial vehicles already
have very sophisticated onboard collision avoidance technology. This fusion of
technologies enables global positioning, way finding and guidance especially in
remote, unchartered or unknown areas, but soon these way finding systems will
be fully erected on geo-location data bases for the entire world. Further, even
today’s vehicles enable continuous connectivity to communication via on-board
telephoning and messaging, meaning that drivers and riders can be in nearly
complete communication with family, friends, colleagues and clients in real time
and at almost all times.

Looking ahead 25 or so years gives every reason to assume that personal and
commercial travel, and thus, mobility will be monumentally transformed. Vehicles
will be autonomous and rarely driven by humans and, thus, driving, or should we say
riding, behavior will be transformed beyond our current experience. For example, a
recent report (Delaware Institute 2016) envisions sports stadia reaching a capacity
of 250,000 seats with considerably reduced footprints as participants will arrive by
autonomous vehicles that drop them off before and pick them up after the event.
Thus, the need for vast parking areas at the stadium will no longer be required.
Smaller land requirements mean that a stadium can be more inexpensively located
in downtown areas thereby opening new avenues for optimizing aggregate mobility.

Driving to distant destinations may become more realistic given the possibility
of being picked up in the evening and bedding down in an autonomous vehicle
that arrives at the destination the next morning, thus enabling the rider to sleep all
during the trip. Further, autonomous vehicles by definition drive themselves once a
target destination(s) is provided, thus enabling those with health or other barriers to
“drive” and travel easily by car, such as dependent populations (e.g., children and the
aged). Also, travel and traffic related accidents are expected to be hugely reduced,
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if not totally eliminated, due to collision avoidance technology, thus helping the US
Federal Highway Administration (FHWA) reach its ultimate goal of no traffic deaths
on U.S. roadways (FHWA 2015).

On board communication and visualization technology will enable passengers to
be entertained and to entertain, do business, reach friends and relatives and work
on team projects anywhere in the world while in route to a destination and/or
even substitute trip taking with enhanced quality communication systems. Mobility
should, thus, be enhanced at the same time that productivity and recreation time is
increased. Commercial transport and mobility will be different as well. It is possible
within the next 10 years that commercial transport will be largely accomplished
by autonomous vehicles and by 2050 solely by driverless vehicles with on-board
communication technology that connects the sender with the recipient client as
needed if problems arise with the protection of the cargo, deliveries, etc. As well,
passenger and freight trains will operate autonomously and provide the same quality
of communication services that personal and commercial vehicles will have.

4.4.3 Flying Vehicles and Beam Technology

There are energy and transport technologies on the drawing board that by 2050 will
enable the creation of lightweight vehicles that fly over many of the world’s urban
locations. Such vehicles are expected to weigh as little as 200 pounds (DaVinci
Institute 2016) because they will not have an onboard source of propulsion. These
machines will be propelled by beam energy supplied from outer atmosphere power
plants fueled by collection and transmission of solar or nuclear produced energy
or a hybrid of these sources (DaVinci Institute 2016; Landis 2004; Marx 1966).
How likely is this scenario? Much of the technology for such flying vehicles is
already available, and the air traffic control system technology is essentially known
for managing a large fleet of simultaneously flying vehicles as might be required
for commuting to work or for shopping and entertainment in metropolitan airspace.
That said, beam energy production and applications that make light flying vehicles
possible are in a nascent stage of development. So, the critical technical barrier for
personal flying vehicles is an available external source of energy.

The air traffic control system required for managing and controlling the flight
of a large fleet of personal vehicles would draw upon existing two-dimensional
land based traffic control models and the technology that is envisioned to safely
manage “free flight” of current air transport (DaVinci Institute 2016). Such free
flight management systems have been envisioned for some time (GAO 2001), and
the U.S. Federal Aviation Administration (FAA) has long sought to develop the
technology to manage such a flight system in an ideal world with onboard collision
avoidance technology. In the European Union, a hybrid system of free flight already
exists with some airway control as planes near landing or at takeoff. Such a hybrid
system would be required to manage flying vehicles over urban locations in the
future.
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One system that has been envisioned is that flight would be channeled into
circular patterns with different elevations used for flights to different directional
locations in urban areas, a system DaVinci calls “directional layering of airspace”
(DaVinci Institute 2016, p. 2). At takeoff these personal planes would rise under
centrally controlled guidance technology to an elevation for the intended destination
and would then be maintained in that flight pattern until nearing the destination
when an autonomous central controller would guide the landing. A type of free flight
would be possible at the different elevations and control would be central for takeoff
and landing. These light vehicles would have on board parachutes to ensure a safe
landing if technical difficulty or an accident occurred during the flight. Collisions
with such advanced on-board avoidance and traffic control systems for takeoff and
landing will likely have advanced to the point where collisions and breakdowns
would be rare events in 2050.

4.4.4 Research and Modeling

What does all of this visioning about what might be possible mean for regional
science research? One would expect that land based two-dimensional traffic control
systems coupled with on-board vehicle communication, navigation and collision
avoidance technology would serve to manage the fleet of largely autonomous
personal and commercial vehicles by 2050. Driver autos will be rare events. Travel
and mobility will be safer, more efficient and pleasurable, and contribute to higher
levels of human productivity. The traffic control systems of the future will be at
base hybrid in nature, including both central control systems that manage the fleet to
maximize or optimize system-wide mobility efficiency as well as manage equitable
use and access while at the same time ensuring safety and security. Safety and
security will be managed, in part, by on-board navigation and collision avoidance
technologies. At the same time, a central control system that is in communication
with every operating vehicle at all times, i.e., has perfect information at all times,
can intervene and redirect or channel vehicles into alternative routes as hot spots
arise in the system, from the rare collisions or technical breakdowns that may occur.
The traffic control systems of the future will operate in faster than real time and be
erected on dynamic algorithms as proposed in the late twentieth century (Friesz et
al. 1996) and by Kulkarni et al. (1996) using an approach borrowed from particle
physics called spin glass modeling (Kulkarni et al. 1996) that enables not only real
time monitoring of traffic system performance but anticipates the beginnings of “hot
spots” or bottlenecks that lead to congestion. Such a modeling approach revolves
around two basic parameters: (1) identification of the beginnings of hot spots and,
(2) estimation of how fast and large the bottleneck will become. Such information
can be used to dynamically manage a large urban surface transport system optimally
by intervening and re-routing traffic flow to support optimally efficient mobility and
accessibility.
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The Friesz et al. (1996) and Kulkarni et al. (1996) approaches offer insight into
the faster than real time systems that will be required for the management of travel
in the mid-twenty-first century. Travel, and thus mobility, will rely on methods that
are erected on perfect information about all the vehicles operating in a geographic
area and thus can anticipate bottlenecks and reroute vehicles to ensure optimal
traffic flows despite hot spots that may develop (of course, subject to a variety of
constraints including ensuring equity goals and environmental integrity). Further,
onboard navigation and collision avoidance systems will prevent most collisions
and accidents, and because all vehicles and their systems are known by the central
controller, adjustments needed to ensure that optimal system functioning can be
achieved. The current systems for land and air based traffic control systems do not
have the luxury of perfect information about all the vehicles operating in an arena.
Consequently, they cannot be operated in real or faster than real time to optimize
travel and subject to, for example, safety and environmental integrity constraints.
The systems of the future will be ones that ensure that travel system operation is
optimized in terms of an objective function that not only optimizes efficiency, equity
and safety because such systems anticipate problems and intervene to avoid them.
Traffic management and control models of the future will operate in faster than real
time and will be totally dynamic unlike the systems of today and the past that do not
have the luxury of perfect information.

One might ask with such a system’s operation how equity in mobility and access
would be achieved. An example helps illustrate this. Today urban road pricing
applications have become fairly common. While some argue that this results in little
other than to create “Lexus lanes”, i.e., lanes that enable those who wish to pay an
extra demand related fee to move more continuously and efficiently through urban
space, recent evidence finds that both those who can and will pay and those who
cannot pay gain efficiency from such investments (Malone 2014). Those electing
to use tolled options gain efficiency because pricing is used to ensure that travel
is unimpeded; those who do not use the priced option also gain efficiency in that
reduced use of the non-tolled infrastructure occurs because of those who choose to
use priced lane(s) opt out, thereby increasing efficiency of both user groups and,
thus, a more equitable outcome for those not using, or financially unable to use,
tolled lanes. In short, providing priced lanes seems to create a socially optimal
outcome regarding mobility efficiency. Traffic control systems by 2050, in the age
of autonomous vehicles, can manage a surface travel system and infrastructure that
includes priced lane options. All that is needed is a decision to use or not-use the
priced lanes. The system will manage such distributed programming of thousands
of vehicles and their routing.

The mobility supporting systems of the future will be dynamic and operate in
faster than real time. Research in the future will increasingly be aimed at enhancing
efficiency, equity and safety just as it has been historically since almost the time of
von Thunen in the early nineteenth century. What has changed is that unlike in von
Thunen’s era, it will be possible to assume that perfect or near perfect information
will exist regarding all the elements in a transportation system. Once that assumption
is satisfied, it is a matter of programming the system to achieve optimum system
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outcomes. Such programming will likely take on a superstructure along the lines of
optimization modeling whereby an objective function, e.g., efficiency, maximization
is subject to equity and safety constraints or multiple objectives are moved in and
out of the objective function. At the same time, operational programming will
be required to identify and rectify bottlenecks or hot spots in the system with
sophisticated extensions of the Friesz et al. (1996) dynamic systems model or the
Kulkarni et al. (1996) spin glass modeling approach.

4.5 Discussion and Conclusions

4.5.1 Discussion

To this point in the essay the focus has been upon future mobility supported by
individual modes of transportation. The reader may legitimately ask “what sorts of
public or public subsidized transportation in urban, extra urban or inter-city contexts
will exist in 2050 and how they will impact mobility?”

Regarding the extra urban and inter-city contexts, it is likely that high speed rail
will probably have been upgraded to magnetic levitation for greater speed that will
provide travel for distances up to perhaps 1000 miles or more with commercial
air serving longer trips. Even magnetic levitation trains will have been transformed
significantly from the nascent technology used today for example, a solar powered
magnetic levitation fast train has been proposed that would link Phoenix and Tucson,
Arizona (Inhabitat 2010) and an even grander concept, proposed by Elon Musk, is
a 700 mile per hour solar hyperlink magnetic levitation train that would span the
U.S. from Atlantic–Pacific coastal locations at low cost and which would require
only a few hours for the trip (Inhabitat 2013). Places with high levels of sunlight
may have adopted such trains by 2050. The effects of such developments would be
to reduce the cost and time of longer distance travel and thus increase mobility and
accessibility. It is an important aside here to note that by 2050 parabolic flight will
likely support intercontinental flights thus reducing trip times to an hour or two at
most from say New York to Sydney Australia.

At the intra-urban level a question still remains as to what form local public
transportation will take by 2050. It would be a stretch to envision that large capacity
flying vehicles would be affordable or efficient for moving people and cargo about in
metropolitan space. What makes the vision of individual flying vehicles attractive
is that it would be convenient and speed up travel for individuals or quite small
families or groups. Although, it is probable that flying drones would handle a lot of
logistics and reverse logistics support.

Most likely some adaptation of magnetic levitation tube or subway transit
systems would provide public support for travel in city regions. The future in
2050 may also be that advanced individual vehicles may provide linkage for “last
mile” destinations when these distances are too far to conveniently walk to, given
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such subway systems cannot directly link all possible destinations. Such individual
vehicles may be highly advanced powered bicycles or other individualized vehicles
like, for example, “Segways” that can be accessed at major subway destinations?

4.5.2 Conclusions

We have seen the evolution of mobility related research advance from the ele-
mentary efficiency model of von Thunen to a vision of models that control and
manage faster than real time models that optimize a mix of mobility objectives such
as efficiency, equity and safety. It is of note that the basic objectives of mobility
research are not likely to change much even by 2050, rather, what has changed is the
technology that creates not only highly efficient vehicles and related models which
in turn enable vast improvements in mobility. Technology has evolved from steam
engines supporting improvements in rail and sea transport and related mobility, to
a vision that provokes believability when we look out a generation or so into the
future.

Future mobility will likely be supported by robotic and central control systems
whereby travelers are, at best, observers. Given this, it will be important to ask
whether this represents a future where freedom is highly constrained. Some would
argue that such a future creates more freedom as the traveler still chooses the route
and mode but does not have to bother with the details of mobile behavior. Yet there
also are potential privacy issues that are just beginning to surface in the “Big Data”
era, because systems that are erected on perfect information threaten privacy of the
individual traveler, and in turn, freedom. Perhaps mobility research in the age of
autonomous vehicles and perfect information guided central control systems will
focus more on issues like protection of privacy and freedom than on achieving
improved mobility as the envisioned systems suggest that mobility optimization
will be so well managed that it will be a secondary concern. Emerging issues like
freedom and privacy may only be forerunners that hint at a future where many
engineering and technological problems are relatively easily addressed while society
tradeoffs in terms of actualizing personal intentional behavior actually dominate!
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Chapter 5
Entrepreneurship, Growth, and Gender

Tessa Conroy and Stephan Weiler

5.1 Introduction

All regions have fundamental economic development goals. Perhaps the most
foundational aspiration is that of quality job growth, with continuing streams of
new employment in industries and niches that are innovative with high labor value-
added. Yet in direct contrast to many of the employment pillars of the nineteenth and
most of the twentieth centuries, the most dynamic and intriguing of such jobs now
come from small firms. Innovation no longer is the sole purview of major industrial
research laboratories, but has spread out to the grass-root garages and workbenches
across both rural and urban landscapes. Entrepreneurship has become the primary
channel through which innovation tests the market frontier, with survival and growth
being the clearest form of success.

Macroeconomic research has made clear the surprisingly dominant role of
startups in particular in the job creation process. Yet these individual entrepreneurial
projects are difficult to discern in the haystack of aggregate economic activity.
Regional science has shed light on the key entrepreneurship-growth nexus by
offering a more discerning and natural spatial lens through which to examine
that key relationship. Yet answering fundamental questions about entrepreneurship,
growth, and innovation has simply led to a more penetrating series of questions. In
this essay, we sketch an agenda for regional research in this field, first by exploring
the next steps in understanding this nexus, then by outlining the exciting prospects of
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exploring the rapidly emerging role of women as innovative entrepreneurs opening
whole new networks and market niches.

5.2 Entrepreneurship and Growth

The most recent and compelling vision of entrepreneurship is as the conduit for
innovations to shape themselves for the market place. Innovation itself is a process,
product, or service that potentially adds new value to the marketplace. But raw
innovations, often the product of labs or garages, are rarely immediately ready
for the rigors and demands of the market. Entrepreneurs are essential to identify,
mold, and maximize a raw innovation’s market value (Weiler et al. 2012). In that
sense, Steve Jobs was less an innovator than an innovative entrepreneur, with an
unusually keen vision of technology’s potential niche in the broader marketplace.
Thus, identifying and assessing entrepreneurs is critical.

However, entrepreneurship, by its nature, is difficult to measure. Quite simply,
startups are small, and arguably even smaller than most statistics indicate. In most
data, startups are “born” when the first employee is hired. However, the firm may
already have existed as a non-employer proprietorship for some time, as the owners
develop their business. Yet the latter are rarely counted in formal statistics, precisely
because they are especially hard to count, even though they may well be the original
signal of an innovation meeting the market (Weiler and Conroy 2014). In that sense,
the “birth” of an employer firm is in fact a major growth step for a set of owners, as
it involves adding the employee, her payroll, and supervision/management pieces to
the emerging business.

Astonishingly, that employment step is in fact the foundation of the largest
element of job creation in the entire economy. Recent research on job creation
is very clear. Startups, despite their almost universal small size, are themselves
responsible for an extraordinarily large portion—roughly one third—of gross job
growth. Although firm survival is recognized to be difficult, with barely half of
newborn firms reaching their fifth birthday, younger firms nevertheless universally
have higher job growth rates than their more mature counterparts (Decker et al.
2014). So not only are startups creating a significant portion of jobs right as they
open, surviving young firms make up much of the rest of the job creation process as
well. Meanwhile, job growth in older firms becomes progressively slower.

Recent trends in job growth underscore troubling prospects for these young
firms. Job creation rates have been falling over the last three decades, particularly
sharply during the Great Recession. Given that the latter was clearly rooted in
financial markets, small firms critically dependent on early-stage capital suffered
particular hardship (Haltiwanger et al. 2013). High-growth young firms in particular
are becoming less numerous since 2000 (Decker et al. 2015). Those difficulties
are reflected in the especially sharp drop in job creation both during the recession
itself as well as early phases of the recovery—which are not being recouped as
the recovery continues. These signals matter, as the flow of marketable innovations
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depend vitally on the vitality of the entrepreneurial sector. And this sector is also
the critical driver of job growth.

Interestingly, while this intuitive link between entrepreneurship and growth
is clear, it is challenging to discern empirically. The basic problem is one of
endogeneity. Entrepreneurship clearly should be a driver of job growth, but job
growth itself creates new market opportunities for entrepreneurs. Regional science
was instrumental in addressing and overcoming this vexing statistical problem.
Macroeconomic views jumble many markets. Regions offer a better empirical lens
with which to explore and determine patterns of interaction between growth and
entrepreneurship. Recent availability of publicly available regional data on firm
births and deaths now provide regional scientists adequate time-series to definitively
attack the endogeneity question (Statistics of U.S. Businesses Employment Change
Data, United States Census Bureau). While many, including some major journal
editors, believed that disentangling the growth-entrepreneurship endogeneity was
not possible, innovative use of instrumental variables is finally allowing the
illumination to better understand this key relationship (e.g. Bunten et al. 2015;
Conroy and Weiler 2016). Entrepreneurship really does drive job growth.

As we embark on the next 50 years of regional research, the entrepreneurship-
growth research agenda is an increasingly exciting one. The just-cited research
used a geographic informational structure as its theoretical motivation, where
establishment births and deaths reveal valuable increments of market viability.
The fact that deaths positively predict future entrepreneurial and subsequent job
growth is an especially powerful result, with a series of game-theoretic, Bayesian-
revealed preference, and a unifying endogenous growth model (Weiler 2000a;
Weiler et al. 2006; Bunten et al. 2015) providing the framework for a theory of
geographic informational asymmetries. The attractiveness of identical projects will
differ simply based on the amount of market-revealing entrepreneurial activity in
the form of births and deaths. Thus, marginalized rural and inner-city regions may
get caught in a cycle of neglect and stagnation due to the informational imbalance
due precisely to their lack of business activity in the first place.

Yet the flipside of these challenges also offers the unusual opportunity to foster
market efficiency and equity simultaneously, two goals that are otherwise almost
always in opposition. Addressing the informational market failure not only improves
the functioning of the market, allowing the clearer and more certain determination
of the prospects for entrepreneurial projects, but also fosters equity by leveling
the informational playing field between thinner and thicker markets. Universities
are unusually well-placed to provide informational public goods, which may also
provide a new vision for land-grant universities in particular (Weiler 2000b). In
that sense, the research agenda offers the exciting opening for an especially-applied
research agenda.

But there is far more terrain to forge in the empirical field as well. Given the
recent evidence that information has decreasing returns to evolving networks, as
indicated by market scale and gender results in similar growth inquiries, the question
of which sectors are most impacted by these network informational effects becomes
important. Births and deaths may reveal the viability of a number of different aspects
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of business success, from local labor pool to supplier networks, but the success of
an on-site service such as dining or retail is obviously much more closely linked
to the local geographic market itself. In that vein, the information effect should
have a stronger manifestation in a retail establishment than an export-manufacturing
establishment, for example. This hypothesis could be assessed empirically.

Furthermore, given the obvious constraining role that the recent financial crisis
played in handicapping small firms from playing their job creation role, the
relative roles of different forms of financing need to be evaluated. In particular,
the changing landscape of banking has reduced the relationship-lending role that
small community banks used to play in small business development (Conroy et al.
2016). This consolidation trend as well as the flow of small business loans can be
explicitly tested against trends in entrepreneurship. Innovative “fintech”—such as
crowdfunding—is anecdotally having a significant impact on entrepreneurial loan
options; this proposition could also be tested empirically. More in the business-
school anecdotal tradition, entrepreneurs may be moving (back to) Friends, Family,
and Fools—as well as credit cards—to finance their operating expenses.

The increasing flow of regional-level data on entrepreneurship should help fuel
this agenda, as should the incorporation of more methodologies. In particular,
Geographical Information Systems (GIS) techniques could be leveraged without
endangering privacy through localized aggregations of firms and labor pools.
County-level data continue to provide an imperfect but useful standard for market
areas, but GIS mapping technology could offer a wider range of aggregations
while also being more precise about key networks. Computable general equilibrium
models could also be brought into this research arena, with further efforts to explore
an entrepreneurial sector within existing industrial and labor market segments. By
providing sectoral- and household-level lenses that regional data alone currently
cannot offer, the integration of CGE’s could generate a more detailed sense of
critical job flows and regional growth.

5.3 Women Entrepreneurs as the New Pioneers of Innovative
Entrepreneurialism

Women entrepreneurs are proving to be an underutilized economic resource with the
innovative potential to generate significant regional employment effects. Even based
on straightforward statistics, the job creation power of women-owned businesses is
evident. In the years preceding The Great Recession, privately held women-owned
firms added nearly half of a million jobs to the economy while other privately held
firms lost jobs (U.S. Department of Commerce 2010). The number of women-owned
businesses has also been growing rapidly, outpacing the growth of male-owned
businesses in recent decades. This distinction is particularly noteworthy, given the
just-cited recent deceleration of firm and job creation. The accelerated performance
of women-owned businesses during a time when other businesses slowed or
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stagnated testifies to the importance of women entrepreneurs to the economy. Their
businesses are a promising source of future job creation, though they are still
underrepresented in innovation and entrepreneurship.

In light of the evidence that women entrepreneurs are key to job creation,
understanding what drives them and what barriers may impede their innovative
potential is critical. The distributions of knowledge, resources, opportunities, and
constraints certainly differ between men and women. Given these differences,
women can be expected to differ from men in their processes of innovation and
business formation even in the same economic environment. While much of the
literature focuses on the defining characteristics of the entrepreneur herself, such
as her management experience, risk preferences, and network disadvantages, there
are relatively few studies of women entrepreneurs in regional science. Yet regional
economies are particularly useful units of analyses for understanding the local
contextual factors, many of which may be significantly influenced by policy. These
milieus and policies could uniquely affect entrepreneurial outcomes for women, as
well as their ability to generate tangible economic impacts, particularly in terms of
job creation.

Compared to relatively stable trends in male business ownership, the trends in
female business ownership have evolved rapidly. Perhaps the most distinct among
these trends is the accelerated growth in the number of women-owned businesses.
Based on their growth in the 1990s, women-owned businesses were expected to
equal male-owned business in number within a decade. Interestingly, the growth
trend observed in the late twentieth century appears to have changed course,
slowing dramatically since 2000, with women-owned business still far outnumbered
and outperformed in terms of sales and employment growth by their male-owned
counterparts.

The dramatic changes in the growth trajectory of women-owned business during
the last 70 years seem to indicate that there are broad socio-cultural shifts that are
continually shaping and reshaping rights and roles for women, including women
entrepreneurs. For example, women have gone from a relative minority on college
campuses to earning the majority of college degrees, reducing the education barrier
to entrepreneurship but only to deepen the gender segregation across fields of
study. Similarly, women’s access to institutional financing has changed over time,
relaxing an important constraint on their entrepreneurial potential. However, the
relatively low share of women entrepreneurs actually using institutional finance
may be indicative of the lower risk preferences among women, a less obvious
issue before credit was widely available to women. These examples suggest that
the factors driving and constraining the growth of women’s entrepreneurship may
continue to evolve as women entrepreneurs advance toward gender equality. Perhaps
the most insightful future research will treat women’s entrepreneurship as an
evolving phenomenon that partly results from unique institutional circumstances
that continue to change and influence processes of women’s business formation.
Considering women entrepreneurs over time and by cohort may be especially useful
for identifying and understanding the factors that drive trends in women-owned
business and shape the innovative capacity of women entrepreneurs.
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There are likely regional determinants of entrepreneurship that are unique to
women, such as child care availability, but even the well-established determinants
of entrepreneurship could vary by gender. Human capital has proven an important
factor driving entrepreneurial outcomes across U.S. regions, but it also has an
important role in explaining the gender differences in those outcomes. Educa-
tional attainment at the regional level varies by gender, but recent work suggests
that even if educational attainment were the same between men and women,
there are important behavioral differences that would still result in wide gender
gaps (Conroy and Weiler 2015). Thus distilling behavioral differences will be
critical to future assessments of the gender differentials in entrepreneurship and
innovation. Understanding these gendered entrepreneurial behaviors will also be
essential to transitioning from gender-blind policies based predominately on the
male experience to more informed policies better suited to equitably enhancing
entrepreneurship for both men and women.

One of the most promising aspects of gendered entrepreneurship research in
regional science, both theoretically and empirically, lies in the personal networks
of entrepreneurs. The entrepreneur’s social network is important because it can be
a source of moral and financial support, but perhaps most importantly, networks
are a source of information that could be useful in starting her business. Networks
as an information transmission mechanism may be especially critical for women
who have historically operated on the economic periphery and consequently
have less access to mainstream market information. Yet their networks may also
compound the information disadvantage for women entrepreneurs. Generally, men
and women have networks with members primarily of the same gender. Given the
historically and currently low rates of entrepreneurship among women, it is less
likely that women will have entrepreneurial peers and role models in their networks.
Consequently, women may find it all the more difficult to access market information
and integrate themselves into the business community.

The informational disadvantage for women entrepreneurs may be especially
relevant to their financing strategies. Potentially, the information deficit among
women entrepreneurs also plays out as bankers and financiers try to evaluate the
credit-worthiness of female-led ventures. With relatively few comparable projects
to reference, women-led ventures seem relatively risky, and thus less attractive
candidates for financing. Relationship lending can mitigate the potential information
asymmetries between bankers and entrepreneurs regarding the quality of their
businesses. However, with little information based on female-led projects and
no personal network connecting women entrepreneurs to decision-makers in the
financial community, their projects are less likely to get funding, leading to
undercapitalization and lower chances of success. The existing literature focuses
on possible gender discrimination in the credit market as an explanation for their
small share of women using institutional finance, but as of yet there is little focus on
the role of information in the credit market in relation to gender and entrepreneurs.
These relationships between information, finance, and women’s entrepreneurial
outcomes are an exciting area for future research, particularly in the wake of the
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most recent recession, which was coupled with a financial crises and tight credit
markets.

Considering the social aspect of entrepreneurship might help explain why some
places are much more entrepreneurial than others, as well as why men appear
much more entrepreneurial than women. According to some social models, utility
maximizing agents benefit from a behavior of others (a spillover), and more
importantly, benefit from behaving similarly (Brock and Durlauf 2001, 2007).
Thinking of entrepreneurship in such a theoretical framework can help us under-
stand highly entrepreneurial places as those settings where, not only do individuals
benefit from being surrounded by other entrepreneurs via knowledge spillovers,
but they also gain from mimicking the (successful) entrepreneurial behaviors of
their peers. Empirically, accounting for social networks has a natural analog in
spatial econometrics. Much like we often expect two places located near each other
in geographic space to influence each other, we would expect two entrepreneurs
who are near each other in “social space” to influence each other. The closer the
relationship between two agents, the stronger the behavioral influences between
them. With ideal data, it would be possible to set up a matrix that defines the strength
of the social influence between any two agents much like a spatial weights matrix
does for any two places. In the spirit of Kilkenny and Nalbarte (2000), describing
and comparing the structure of the social influences between agents in any region
could be insightful, let alone the possible lessons from a fully tractable econometric
model.

Gendered networks and information asymmetries are one explanation for the
strong regional employment effects from women-owned businesses. The same infor-
mation disadvantage that creates an obstacle to the success of women entrepreneurs
also makes their projects especially valuable. In many ways women entrepreneurs
are exploring relatively unknown market terrain, generating valuable information
about the market including the viability of new projects and consumer demand.
Women have to be particularly innovative as they start their businesses and bring
unique products, services, and management styles to the market. As a recent
example, a woman in tech who designs new applications specifically for women
is innovative in several ways. First, in her sector there are few women available
to her as mentors to give advice and share market insights making her role as a
business leader in a male-dominated sector a valuable example to those that may
follow. Second, given that most apps are developed by men who likely know men’s
preferences better than they know and understand women’s preferences, her product
is testing the viability of a new idea. The consumer response and success of such
new ideas will be a valuable indicator for related projects.

Given recent evidence of decreasing returns relationship between information
and regional employment in both regional and gendered networks (Conroy and
Weiler 2016), we can expect relatively large payoffs from incremental increases
in female entrepreneurship. The persistently low rate of female entrepreneurship
compounded by their network disadvantages implies that women entrepreneurs
enter a relatively thin market. In the context of the information payoff function, the
marginal female-led entrepreneurial project lies to the left of the curve and results
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in relatively large incremental increases in employment. In contrast, entrepreneurial
men enter a thick market with detailed information available based on a long history
of past projects led by other male entrepreneurs across all sectors of the economy.
With ample market information already available, the marginal male-owned projects
would lie much further to the right of the diminishing-returns function and generate
small employment effects.

Empirically, the gendered market information hypothesis holds, suggesting that
the innovative capabilities of women entrepreneurs, both in terms forging the way
for women that may follow as well as in identifying new market niches, can lead to
significant job creation. As they become business leaders and grow in economic
presence and significance, women entrepreneurs are also building foundational
network ties in the business community that will benefit themselves as well as
their peers and those they mentor. These new and growing networks can mitigate
the information disadvantage for women, allowing them to better evaluate their
prospects for success and have an impact on the local economy.

Identifying the specific aspects of women’s entrepreneurship that lead employ-
ment growth will be important for future research. For example, their sectoral
concentration may partly explain the large employment effects. Women tend to be
concentrated in sectors, especially service sectors such as healthcare and education
that are inherently local in their activities. Properly assessing such localized markets
places an especially high premium on information flows, where growth can be
stymied by limited numbers and thus networks among women business-owners. But
this situation also implies potentially very high returns for entrepreneurial women
pioneers.

In addition to the local aspect, such service sectors are already undergoing major
shifts brought on my new policies and rapid technological change. These aspects
of women-owned businesses could explain the strong employment effects in the
context of the information hypothesis. Future studies that account for industry
sector and more precisely identify the contributions of women-owned firms will
be valuable extensions of the regional entrepreneurship literature.

The most challenging aspect of furthering gendered research on entrepreneurship
is the data limitations. The gendered data that are currently available publicly are
typically limited in geographic scope or frequency. The Survey of Business Owners,
for example, is available only in 5-year increments, specifically years ending in “2”
and “7” which can make it difficult to use with conventional decennial sources. The
Current Population Survey is only representative down to the state level, making it
difficult to study small geographic areas. To our knowledge, there are no publicly
available gendered data on business dynamics (openings, closings, expansions,
and contractions), which are often preferable for entrepreneurial research. Until
gendered data on entrepreneurial and business outcomes are more readily available,
these data limitations will constrain the progress of research in the field.

The importance of collecting and publishing high quality gendered data is even
more critical when considered as a component of informed policy. Advances in
research on women entrepreneurs and other demographic groups are essential to
policy designs that successfully and equitably enhance entrepreneurship. Designing
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policy based on current research, most of which is at least implicitly based on the
male experience, may be ineffective for enhancing entrepreneurship among women
business leaders and minority groups more generally. Hence, data improvements
together with regional studies, which often lend themselves naturally to informing
community and regional development strategies, focused on women entrepreneurs
are an important step towards effectively tapping into the job creation potential of
women-owned business and spurring regional economic growth.

5.4 Pioneers of the Twenty-first Century

Our understanding of how regions grow—and equally importantly why regions
decline—has evolved rapidly in the last 50 years. Regional science has provided
illumination on these core questions of its own discipline, but along the way
its regions have also been productive higher-resolution lenses through which to
understand aggregate growth (Krugman 1991). Most recently, entrepreneurship has
been confirmed as a major driver of job growth, putting yet further into question
economic developers’ remarkably myopic focus on “primary” industries, among
other implications.

Yet we need to extend this understanding to better inform decision-makers—
public, private, and non-profit—about how such an entrepreneurship-innovation-
growth nexus can best enhance a region’s opportunities for quality job growth. A
major first and obvious step is better utilization of well-educated resources already
in place, namely potential women entrepreneurs—and the expanded market they
may be uniquely able to access. The emerging stagnation of high-growth firms and
their job creation is a troubling trend, interestingly one that is occurring alongside
the noted flattening of new women-owned businesses. Both regions and nations
would do well to consider more carefully the neglected half of the entrepreneurial-
growth puzzle, as jobs, incomes, and quality-of-life trajectories may depend on
women even more than we realized.
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Chapter 6
Agglomeration and Automation in the
Twenty-First Century: Prospects for Regional
Research

Doug Woodward

6.1 Introduction

There are few absolute certainties, but we can be reasonably sure that the world’s
population will grow and continually concentrate in space. By 2050, total population
is estimated to be 9.6 billion, with the share residing in urban regions rising to 67%;
it was just 30% in 1950 (United Nations 2014).

For regional science, there is ample evidence and widespread agreement that
spatial concentration will not only persist, but also improve the world’s economic
welfare. Scholars widely concur that urban agglomeration raises regional produc-
tivity. In Economics of Agglomeration—a definitive work on urban and regional
growth—the authors conclude: “Consequently, the wealth or poverty of nations or
regions seems to be more and more related to the development of prosperous and
competitive clusters of industries as well as to the existence of large and diversified
metro areas” (Fujita and Thisse 2002, p. 4).

While the world’s population will certainly enlarge and remain highly concen-
trated in the twenty-first century, technological change will fundamentally alter
productivity, employment, and competitive regional clusters. Brynjolfsson and
McAfee (2014) document how we are entering a second machine age, with poten-
tially exponential growth in output based on pervasive, interconnected computing
power and massive digital information. The first machine age was essentially
mass production that began in the late nineteenth century. In the first machine
age, productivity, employment and income increased together, along with urban
and industry agglomeration. The second machine age—artificial intelligence, cloud
computing, machine learning, autonomous vehicles, drones, and robotics—heralds
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a new era of accelerating automation and rising productivity. Nevertheless, there is
the potential for massive labor contraction across many industries. Can we expect
regional economic concentration, as in previous eras?

In this paper, we consider the implications of the second machine age on agglom-
eration and related regional research. We begin with background on the second
machine age, exploring the implications for employment and regional develop-
ment. Automation will substantially raise productivity across numerous industries.
Consequently, technological change will alter industry and urban development.
Then we turn to an overview of what regional science currently knows about
industry and urban agglomeration. Agglomeration is the spatial concentration of
firms and workers beyond expected clustering by natural advantages or randomness.
In regions with strong agglomeration economies, positive externalities generated
by spatial proximity lead to increasing returns to scale and higher productivity.
A substantial body of research has demonstrated that agglomeration is a major
determinant of productivity. Yet most of the findings about productivity predate the
second machine age and largely focus on manufacturing. Will future agglomeration
research overturn our understanding of regional (urban) growth and productivity?

Next, we delve deeper into the three main sources of industry agglomeration: (1)
better labor skill matching; (2) enhanced local learning and knowledge flows; and
(3) more efficient input sharing, along with deeper and more specialized supplier
relationships. Will local labor matching/pooling diminish as an agglomeration
driver, given projected declines in jobs from automation, robots, machine learning
and artificial intelligence? How will local knowledge spillovers change? Will
supplier development and clustering remain crucial to agglomeration?

We then consider measures of agglomeration. Measuring agglomeration accu-
rately is central to regional science. Despite major improvements in spatial concen-
tration indices, many are based on employment as a gauge of scale. Moreover, they
still apply to individual industries, but not clusters or more complex interindustry
interactions. Therefore, it is imperative that we press on with the current work on
clusters and agglomeration indices.

Essentially this chapter contemplates how accelerating automation will challenge
our understanding of agglomeration, one of the most established tenets of regional
science. We are not just entering a new era of automation, but of urban and industry
agglomeration. One does not have to portend “the rise of the robots and the threat
of a jobless future” (Ford 2015) to accept that by 2050 automation will profoundly
affect the world’s 9.6 billion people and the regions where they reside.

6.2 The New Age of Automation

The second machine age of the twenty-first century will bring substantial economic
benefits, along with disruption for decades to come (Brynjolfsson and McAfee
2014). Pratt (2015) argues that the new technological era will be revolutionary,
rather than evolutionary, spurred by interactive “machine intelligence.” Contempo-
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rary examples of machine intelligence include cloud computing, in which machines
learn from one another; and deep learning, in which machines analyze enormous
amounts of data to magnify their competencies. Following recent breakthroughs,
robots with sensors can scan their surroundings and execute complex physical tasks
much better than humans perform, even for skilled work. Autonomous drones, self-
driving vehicles, 3-D printing, and globally interconnected devices (the Internet of
Things) will revolutionize the economy by performing tasks far exceeding human
capabilities.

As a result, automation and artificial intelligence will upend numerous industries
on a scale and scope the world has never before witnessed. One highly cited study
predicts that by 2033, 47% of U.S. jobs face displacement by robotics, machine
learning, and other technological advances (Frey and Osborne 2013). The estimates
show the probability of employment loss by automation for 702 occupations
based on an original Gaussian process classifier. To give a regional perspective,
Walden (2015) used the occupations identified Frey and Osborne as having a high
probability of displacement in North Carolina. He found the state could lose 1.9
million jobs over the next 40 years (nonfarm wage and salary employment was 4.3
million in 2015).

This disruption will not be confined to developed economies. Frey and Osborne
(2016) project that 85% of employment in developing countries, including India and
China, could be displaced by automation. In the future machine productivity may
likely outstrip human productivity in many activities. In turn, productivity gains
may be divorced from tasks carried out by humans. The implications for regions
across the world could be momentous, especially if employment diminishes, while
population continues to enlarge.

With growing value added and declining employment over the long run, then
the economy would not generate the income needed to buy back the fruits of this
productivity. Generally U.S. productivity has constantly increased since the begin-
ning of the twenty-first century, but both private employment and median family
income have stagnated (Brynjolfsson and McAfee 2015). Labor compensation since
the 1970s has lagged far behind productivity growth in the United States (Bivens and
Mishel 2015).

Countering the present-day prophets of the coming technological revolution,
some prominent economists are pessimistic about the rate of productivity growth,
which has fallen since the 1990s. Gordon (2015) predicts an enduring productivity
growth slowdown for the United States. He claims that recent inventions have
concentrated in entertainment and communication devices that do not significantly
raise productivity or living standards. Innovations enabled by the Internet (social
media apps and online banking, for example) are trivial compared with previous
innovations like indoor plumbing, the telephone, and the internal combustion
engine. For the decade from 2004–2014, which includes the Great Recession, U.S.
labor productivity and total-factor productivity (TFP) actually decelerated when
compared with 1995–2004 (Byrne et al. 2016). Accordingly, it appears that recent
technology benefits show up only in consumer products and services, not production
gains. Consumers use new devices to provide services that they apparently value, but
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mostly for leisure time. Smartphone communications, online searches, and social
media interactions—and now virtual reality—are largely nonmarket, consumer
activities. So far, then, there is no measurable productivity gain from the applications
of Internet communications.

This “productivity paradox” perspective looks backward, however. It eschews
the enormous potential production from automation and accelerating technological
change. As the most significant applications of digital technology move from leisure
to work activities, economic output will surge with robotics, 3-D printing, artificial
intelligence, and machine learning, in which computers perform complex tasks for
which they were not explicitly programmed.

Today, we find evidence for these changes in many regions and a broad array
of sectors: manufacturing, services, finance, insurance, retail trade, distribution and
logistics, health care, education, the military, construction, agriculture, education,
energy, and mining. Across the world, select regional economies are restructuring
around robotics and smart machines. Beyond the vaunted Silicon Valley, a prime
example is Shenzhen, China. The city, along with the greater Pearl River Delta
region, represents one of the most remarkable cases of urban development in history,
having risen as a globally competitive manufacturing and innovation hub in just
30 years. Starting as a special economic zone following the economic liberalization
in the early 1980s, this thriving metropolitan region attracted millions of migrants
from rural areas to work in labor-intensive industries. Today Shenzhen’s factories
produce the world’s iPhones and many other global products of the twenty-first
century. Yet the regimented, grueling pace of work in the region’s factories led
to widespread discontent, demands for higher wages, and high turnover among
employees. Shenzhen suffered with a reputation as a “suicide” cluster (Barbosa
2010). Now Shenzhen’s manufacturers are replacing workers with robots (Chan
2015), even as they establish a cutting-edge urban cluster of robotic design and
assembly. Taiwan-based Foxconn, which assembles iPhones in Shenzhen and hires
1.2 million workers in China, has invested heavily in robotics. Management’s
explicit goal is to deploy one million robots and leave only human labor for
engineers and technicians (Kan 2013).

History suggests that technological revolutions provide opportunities for new
employment and spawn new occupations. Typically, the argument invokes Joseph
Schumpeter’s concept of creative destruction. No one disputes that productivity
grew while jobs were created during previous technological revolutions. There were
three major technological eras before the present: the first era was the industrial
revolution (steam power and mechanization) that began in the late 1700s; the second
age commencing in 1870 (mass production and electrical energy); and a third era of
computerization that started in the late 1960s. In each period, aggregate employment
expanded, even as technology eliminated jobs. Clearly, the number of jobs is not
fixed; there is no “lump of labor.”
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Economists are only beginning to analyze the labor impact of new technologies
in the twenty-first century (Autor and Dorn 2013). To estimate the effects of
automation on jobs, we need better parameters, including precise estimates of the
elasticity of substitution between human- and non-human capital. Further, we need
to know much more about factor-specific productivity and the extent to which
technological change favors non-human capital over human capital.

Labor economists are attempting to identify tasks in which labor retains a
comparative advantage in the second machine age. Some analysts posit unskilled
labor and capital as substitutes, but skilled labor and capital are complements.
Autor (2015) suggests that the shifting relationship between machine and human
comparative advantages will lead machines (hardware and software) to substitute
for labor in routinized tasks, yet boost the comparative advantage of non-routine,
creative, and adaptable workers. In short, machine learning and robotics will both
substitute and complement employment.

However, the scaling of aggregate employment may depart from previous waves
of technological change in the emerging technological era. In the nineteenth and
twentieth centuries, manufacturing employment expanded significantly, offsetting
displacement as agricultural productivity led to structural job losses. Services then
rose with the decline in manufacturing jobs. It is still an open question as to
which industries or occupations will be augmented substantially to compensate for
growing structural unemployment. Consider the restaurant business, a major service
sector employer. Jobs in “eating and drinking establishments” scaled up for decades,
as manufacturing employment contracted. These low-wage, low-skill “McJobs” are
often disparaged as a poor substitute for factory employment, but even “hamburger-
flippers” may be vulnerable to technological displacement.

Hence, despite complementary opportunities for skilled labor, significant labor-
intensive jobs may shift to machines that are more efficient. These ever-cheaper
machines and software programs, interconnected through cloud computing, do not
bargain for wages or require retirement and health care benefits. They are never
absent or sick. They are able to work through the night and on holidays. They do
not file workers’ compensation claims.

Stagnating aggregate employment relative to productivity has deep implications
for regions. Technology could unsettle urbanization, as output depends more on
the “cloud”-based, rather than “crowd”-based advantages. Unlike smart machines,
humans spatially cluster to learn and improve. In the past, regional scholars have
shown that the concentration of employment and population is a source of pro-
ductivity gains, as cogently articulated in Economics of Agglomeration (Fujita and
Thisse 2002) and backed up by a large corpus of regional research. Agglomeration
persisted throughout all previous technology-driven periods of economic growth.
Now there could be a massive regional realignment as productivity gains shift away
from human to machine interactions.

Despite accelerating technological advances, regions will respond and transform
slowly. To capture the productivity gains from automation, regional institutions and
organizations will have to adapt and innovate as well (Brynjolfsson and McAfee
2014). This process will likely transpire over decades, given institutional resistance



102 D. Woodward

and organizational challenges. History suggests that in the face of accelerating
technology, organizations and institutions at first resist change. Famously, David
(1990) discovered that the invention and spread of electrification in U.S. manufac-
turing did not initially increase productivity when it substituted for steam power.
At first, it was unprofitable to introduce new electric dynamos, given that factories
had well-functioning production technology from the existing water and steam-
driven mechanical power. Further, productivity gains from factory electrification
only climbed after manufacturers substantially reorganized industrial processes,
which took place over decades.

Thus, while it may make take time, by 2050 we should see substantial changes
from automation that will eventually transform regional development. According to
Amara’s Law, “We tend to overestimate the effect of a technology in the short run
and underestimate the effect in the long run” (quoted in Mokyr et al. 2015, p. 48).

6.3 Agglomeration

To set the stage for our discussion of automation and agglomeration, in this
section we briefly review what regional science and urban economics means by
agglomeration. Broadly speaking, agglomeration is the spatial concentration of
firms and workers beyond expected clustering by natural advantages or randomness.
In regions with strong agglomeration economies, positive externalities generated
by spatial proximity lead to increasing returns to scale and higher productivity.
In spatial theory, these positive regional externalities of agglomeration offset
congestion, pollution and other negative regional externalities (Henderson 1974).

The concept encompasses three types of external returns from spatial concentra-
tion, beyond the well-known gains of individual firms with internal economies of
scale:

1. Industry localization, which are spillovers that are external to local business
establishments in a particular industry, but internal to the regional industry.

2. Clusters, which cross individual industries with mutual benefits for local net-
works of firms from specialized suppliers and services, a common pool of skilled
workers, shared infrastructure, and supporting institutions like higher education.

3. Urban agglomeration, which are more general spillovers that are external to
individual industries and clusters, but still captured internally within the region.

Literally and figuratively, agglomeration is a core principle of regional science,
economic geography, and urban economics. From a myriad of perspectives and
methods, analysts have extensively investigated industry-, cluster, and urban-level
concentration. Duranton and Kerr (2015) provide an incisive review of theoretical
and empirical developments. Besides the urban and regional literature, scholarly
articles span many fields, including labor economics, industrial organization, inter-
national business, entrepreneurial studies, and economic history.
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The new economic geography, in part centered on agglomeration, has had a far-
reaching influence. Krugman’s writing on the new economic geography helped the
author win the Nobel Memorial Prize in Economics for insights about the role
of economies of scale and increasing returns in determining trade and location
patterns. The Competitive Advantage of Nations, the popularization of clustering by
Porter (1990), garners more than 100,000 citations identified on Google Scholar.
Agglomeration and cluster concepts are widely used by policy makers to shape
regional development strategy across the world (TCI 2016).

6.4 Agglomeration and Productivity

Research on agglomeration is pertinent to technological change because of its
findings about productivity. Since Adam Smith published the Wealth of Nations in
1776, scholars have recognized that productivity is a fundamental determinant of
economic growth (Smith 1904).

The essential logic of agglomeration and productivity originates with Alfred
Marshall’s (1920) observations about England’s specialized regions of the first
machine age, exemplified by Sheffield (cutlery) and Birmingham (jewelry). Subse-
quent historical research corroborates Marshall’s insights as agglomeration helped
spread the productivity gains of the industrial revolution across Europe (Hohenberg
and Lees 1985). During the mechanization and urbanization of the late nineteenth
and early twentieth century U.S. economy, productivity rose dramatically as a result
of Marshallian industry-specific agglomeration (Crafts and Klein 2015).

Overwhelming evidence confirms that regional scale economies improve pro-
ductivity (Combes and Gobillon 2015). The size and density of economic activities
increases the productivity of firms and workers. Consistently, scholars find that
productivity increases with urban scale (population, firm and establishment counts,
and employment). The empirical literature on agglomeration posits that doubling
urban size increases productivity from 2 to 8% (Rosenthal and Strange 2004).
The results hold up with controls for firm-worker sorting and selection. Yet the
responsiveness of productivity to urban scale depends on the nature of the industry
and region.

In testing this agglomeration hypothesis, many researchers prefer total factor
productivity (TFP) to labor productivity (output per worker), following Moomaw
(1981). TFP represents the residual output not accounted for by inputs (physical
and human capital) and captures the efficiency effects on output of technology
(along with ignorance of other factors with positive effects on production). Early
work based U.S. manufacturing from 1959–1973 detected no association between
urbanization and total factor productivity growth (Beeson 1987). Yet, Henderson
(2003) analyzed plant-level data in U.S. high technology and machinery industries
and uncovered evidence for localization (own industry) effects on productivity
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for high technology, but not for machinery. Urbanization economies do not affect
productivity in these industries. Researchers continue to investigate the TFP-
agglomeration association with more sophisticated controls and instruments (Puga
2010).

Future regional studies of total factor productivity and agglomeration could
look specifically at different forms of automation like robotics as an input to the
production function, along with skilled and unskilled labor. Yet attempts to test the
determinants of TFP at the regional level are limited by data and the difficulties
posed by defining and measuring regional automation. How do we capture capital
(and knowledge) embodied in spatially dispersed, but linked devices and sensors,
investments in cloud computing, or many other forms of emerging technology?

Beyond attempts to measure total factor productivity, a large research stream
investigates productivity gains from agglomeration with wage regressions (Wheaton
and Lewis 2002; Combes et al. 2008; Freedman 2008; Mion and Naticchioni 2009;
Matano and Naticchioni 2012; Figueiredo et al. 2014). The premise is that higher
relative wages in regional clusters reflect the productivity benefits resulting from
industry-specific external economies. Indeed, higher wages would lead firms to
relocate elsewhere unless there were some significant compensating productivity
advantages. In addition to the industry-specific externalities (localization), the wage
premium may pick up productivity gains associated with urbanization—economic
gains that accrue from the concentration of general economic activity, rather than a
particular industry.

Most empirical researchers base their agglomeration and wage premium (pro-
ductivity) conclusions on assessments of developed economies. A lack of reliable
data impedes research in many developing economies. While we base most of what
we know about agglomeration on studies in Europe and North America, there is
a notable rise of Chinese, Korean and Indian research, along with incipient work
in Latin American countries. Based on wage regressions, the elasticities of wages
with respect to market size and density vary, but researchers detect higher results
for China and India than those found in developed economies (Duranton 2014). In a
comprehensive review of the literature, Combes and Gobillon (2015) find that these
larger elasticities in developed countries range from 0.10 to 0.12, approximately
three times the estimates for developed countries.

Overall, the association between agglomeration and productivity is remarkably
robust. Thus, existing research endorses the fundamental regional principle that
prosperity depends on “ : : : competitive clusters of industries as well as to the
existence of large and diversified metro areas” (Fujita and Thisse 2002, p. 4).

Before we enshrine the agglomeration-drives-productivity thesis with the status
of “known knowns” in regional science (Jackson 2011), we should remember that
the relationship is not axiomatic. It is a falsifiable hypothesis.

Conceivably, agglomeration advantages may diminish in the second machine
age. As argued in the Introduction, we need to question the advantages of larger,
denser regions in the era of artificial intelligence and machine learning. As produc-
tivity gains spread across sectors from automation, many regions will require fewer
workers to produce the same level of output. Recall that robotics, machine learning,
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and other technological advances threaten to supplant 47% of U.S. jobs (Frey and
Osborne 2013). Unlike human spatial concentration, smart machines do not need
spatial spillovers and social networks to raise productivity, even exponentially.
As artificial intelligence and robotics propel productivity, the new era may lead
to relatively smaller gains from urban and regional external scale economies. By
2050, the agglomeration benefits for productivity may not disappear, but they may
diminish in many sectors of the economy.

Nascent evidence indicates the extent to which robots increase aggregate produc-
tivity and affect the labor market. A cross-country study looked at the introduction of
industrial robots in 17 countries from 1993 to 2007 and found statistically significant
gains for total factor productivity (Graetz and Michaels 2015). Interestingly,
increasing the density of robots led to progressively smaller productivity increases,
suggesting diminishing marginal returns. Note that this congestion result was found
for early-stage industrial robots, not other innovations of the second machine
age. More importantly, Graetz and Michaels (2015) find that robots lead to less
employment and falling wages for low- and medium-skilled workers. Apparently,
there is no adverse impact on the employment of high-skilled workers.

There is no doubt, however, that smart machines will work in tandem with
skilled, adaptable workers in regions. To some extent, urban areas with highly
skilled workers and competitive firms will continue to benefit from urban size and
density. There is widespread consensus that there will be continual sorting of smart
people around other talented people, capital, and technology. Flexibility will be
the key to regional success in the new technological age (UBS 2016). Regional
economies with the most flexible labor markets, educational systems, infrastructure,
and institutions will raise productivity.

Frey and Osborne (2016) find resilient urban areas least affected and most
favored in the second machine age have a deep pool of talent and a developed tech-
nology sector. The San Francisco Bay Area, Boston, Seattle, Austin, and Raleigh,
among other high-technology hubs in the United States, will continue to prosper,
despite higher rents and living costs, drawing workers from across the world.

It should be emphasized that the scale of employment in high-technology firms
could be modest, at least compared with the previous industrial era. It is still unclear
that even competitive technology firms will need denser, larger population and
industrial clusters as a source of productivity improvements.

Even in the favored technology regions, future urban and regional productivity
may rely more on the sorting of skilled labor and competitive firms for productivity
gains than on agglomeration The most productive workers and firms select regions
and raise productivity, apart from the positive externalities of agglomeration
(Behrens et al. 2014). High-skill workers and highly competitive firms will choose
to locate in expensive cities, despite higher costs. Besides natural amenities, regional
sources of capital draw the most productive workers and companies. Typically,
productive inventors and entrepreneurs seek out “angel” investors and other private
sources of income through local social networks. Venture capital is also surprisingly
concentrated (Florida and King 2016), exemplified by the high-technology clusters
like the San Francisco Bay Area, Boston, and India’s Bangalore region. Emerging
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companies and skilled labor (notably engineers) cluster around venture capital.
Technology clusters prosper because of this sorting process, not necessarily because
of agglomeration.

Future enquiries, then, need to unravel the effects of sorting, agglomeration,
and productivity. There is reason to believe that regional science will advance our
understanding. As Duranton and Kerr (2015) point out, the quality of empirical
work has improved substantially with the availability of firm- and establishment-
level employment data (see also the review by Combes and Gobillon 2015).

Andersson et al. (2014) exemplify the promising research stream on agglom-
eration and sorting. The paper studies the urban wage premium (productivity) in
Sweden. The authors build on the work of Bacolod et al. (2009), which finds that
the urban wage premium mostly applies to workers with cognitive and people skills.
The Swedish study shows the virtues of having access to a longitudinal, matched
employer–employee data base. Importantly, the authors ascertain that agglomeration
gains are spread unevenly among specific types of worker skills. For example, they
examine the wage premium among workers with non-routine and routine job tasks.
They find no agglomeration gains for workers with routine tasks, yet agglomeration
engenders particularly strong productivity benefits for non-routine skill sets. They
conclude that spatial density creates productivity gains when problem solving and
interaction matter. In addition, Andersson et al. (2014) point to spatial sorting as the
foremost source of the urban wage premium. As skilled workers sort into regional
clusters, the wage premium reflects workers’ greater capabilities, not externalities
from clustering.

This key finding about agglomeration’s advantages for non-routine skills, along
with sorting, is clearly relevant in the age of automation. To date, automation
has mostly substituted for routine tasks, both cognitive and manual. Figure 6.1
depicts the distinctions among routine, non-routine, manual, and cognitive tasks.
The lower two quadrants elucidate the prospects for non-routine work. Non-routine
skills typically entail interactive problem solving, where the tasks do not follow
strict rules. The requisite knowledge is often tacit, best explained by the Polanyi’s
paradox: “we know more than we can tell.” Note that machines do not replace tasks,
not jobs per se. Non-routine tasks based on tacit knowledge will be more difficult to
automate and should thus provide employment in the future.

There has been growth in both categories of non-routine jobs in the United
States: high-paying, cognitive skills (professional and technical occupations) and
lower-paying, manual skills (assisting and caring for others). However, jobs are
declining decisively for routine skills. The only category growing significantly in the
United States is cognitive, non-routine employment (Dvorkin 2016). Traits such as
interpersonal skills, adaptability, and problem solving define cognitive, non-routine
skills and endow humans with comparative advantages over machines (Autor 2015).

Thus, as indicated in the lower right quadrant of Fig. 6.1, the future workforce
will expand with occupations requiring non-routine, cognitive tasks. Instead of
facing labor substitution and contraction, workers with these skills complement
automation and job prospects should expand.
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Fig. 6.1 Future employment prospects

This complementary process has already unfolded in the increasingly automated
automotive sector. Automakers are the largest users of industrial robots, with 1.5
million used in production in 2014 and an additional 1.3 million expected within
2 years (Gibbes 2016). Productivity has soared with rising robotics.

Robots possess comparative advantages over humans in strength and precision.
Even so, innovative automakers like Mercedes-Benz and Toyota have reversed the
automation process to some degree, substituting more humans for machines. The
head of production at Mercedes-Benz claimed that future increases in productivity
required more flexibility and a need to insert human labor back into the industrial
process (Gibbes 2016). Following years of robotic expansion, automotive produc-
tion moved from large-scale to smaller, more agile systems in which humans work in
tandem with robots. Robot-human interaction is known as collaborative robotics or
cobotics. This collaboration between non-routine human skills and smart machines
is necessary, given the ever-changing variety and options on the assembly line,
making it difficult for machines alone to raise productivity (Gibbes 2016). The
recent cobotic machines are equipped with sensors to enable them to detect and
react to humans. Cobots complement the automotive factory workers’ comparative
advantages: the capacity to observe, reason, and adjust to new situations.

Concerning the large-scale growth of non-routine, cognitive employment, how-
ever, it should be emphasized that machines can learn and improve in a range
of complex tasks, as was demonstrated when Google’s DeepMind beat the world
champion in the strategy game Go (Brynjolfsson and McAfee 2016). Deep learning
programs sift through enormous amounts of data to get machines to adapt and



108 D. Woodward

learn more like humans, without explicit instructions. Amelia (created by IPsoft)
and Watson (IBM) are but a few of the current examples of artificial intelligence
programs that have potential to replace non-routine, cognitive jobs. While future
work will largely involve non-routine mental abilities, some of these jobs will be
replaced by technology.

To sum up, productivity and agglomeration will continue to play a central role in
urban and regional development, and accordingly, in research. It will be interesting
to see if the strong effects of agglomeration on productivity, now widely accepted
as gospel, will hold up under much more intensified automation. The size and
stability of agglomeration benefits, then, remain open questions, a known unknown
in regional science (Jackson 2011), requiring further inquiry.

There are at least one strong reason that agglomeration—urbanization, local-
ization and clustering—will diminish as a determinant of productivity. Through
substitution, labor may be a less significant input in producing an increasingly more
abundant array of goods and services.

At the same time, there is also reason to believe that agglomeration will remain a
determinant of productivity, at least for advanced regions. Research so far suggests
there are agglomeration gains for workers in non-routine tasks, the kinds of skills
apparently needed in the second machine age. Even so, research now points to
labor and firm sorting as a more significant determinant of productivity than
agglomeration, even for non-routine labor.

Therefore, future research will have to treat the long-standing hypothesis about
agglomeration and productivity as refutable. The findings from wage regressions
will need to be tested across many more countries and regions. This ongoing
exploration will require reliable microeconomic data at the regional level, notably
establishment-level data, with matched employee–employer data sets linked to
skills. As in the past, researchers have to rely mostly on official government data.
Data restrictions confine much of the demanding empirical work to European
studies (where microeconomic data are disclosed and available at the necessary level
of detail) and to a lesser extent, the United States, Asia, and Latin America.

6.5 Determinants of Agglomeration

As discussed in the last section, an abundance of empirical evidence points to
the size and extent of agglomeration externalities. Still, there is much we do not
know about the specific factors that underlie agglomeration effects on productivity
(Combes and Gobillon 2015; Duranton and Kerr 2015). In this section, we examine
more closely the three major determinants of agglomeration:

1. Deeper labor pools and better labor skill matching;
2. Enhanced localized learning spillovers and knowledge flows;
3. More efficient input sharing, including infrastructure, and deeper, more special-

ized supplier relationships, and vertical disintegration among firms.
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These potential determinants contribute to industry localization along the lines
first suggested by Alfred Marshall (1920). For each, the hypothesis is that they
boost regional productivity with the increasing scale of an industry at a location.
In theory, they apply to urbanization and clustering as well as industries. In turn,
labor pooling/matching, knowledge spillovers, and sharing/specialization spawn
empirical research (Rosenthal and Strange 2004; Duranton and Puga 2005).

6.6 Labor Pooling and Matching

Given projected declines in jobs from automation, robotics, machine learning,
and artificial intelligence, regional labor pooling and firm-worker matching may
seem likely to diminish as a regional agglomeration driver. Many occupations are
projected to involve non-specific, non-routine skills that do not require precise
industry matching between firm and the worker: interpersonal skills, flexibility,
and problem solving. Automation will raise the comparative advantage of adaptable
workers, not the skills that have strict job classifications.

Labor pooling is an advantage because there is a thick, reliable regional labor
market for skilled workers. One rationale for the gains from large labor pools
is that these regions can withstand shocks by easing labor transfer from low to
high productivity establishments (Puga 2010). Firm establishments with varying
and volatile employment may find it beneficial to locate in places where a large
number of workers possess the requisite skills. Puga and Overman (2010) test the
labor-pooling hypothesis and show that those industries with more “idiosyncratic
volatility” are more spatially concentrated. Employment expands and contracts with
positive and negative shocks, so a dependable external labor pool anchors firms to
regions. In the past, much of the volatility in employment was for routine manual
tasks. The regional advantage of large labor pools may be a relic of the nineteenth
and twentieth century. In the future, automation will shield firms from unpredictable
labor demand.

Beyond the labor-pooling hypothesis, researchers will need to continue to probe
the extent of firm-labor matching advantages of agglomeration. For studying match-
ing externalities, the availability of detailed microeconomic data holds considerable
promise for research (Duranton and Kerr 2015). For example, wage regressions
testing for agglomeration need extensive controls for various sources of observed
and non-observed heterogeneity. An example of the information required for
studying matching is Portugal’s Quadros do Pessoal database. This is a mandatory
survey for every firm operating in Portugal for businesses with wage earners. The
data set includes precise information on firm and establishment location, sector of
activity, type of ownership, employment, earnings, and workforce characteristics
such as gender, age, tenure, and years of schooling. A worker identification code
allows for the tracking of workers over time.
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Based on an analysis of the Portuguese data, Figueiredo et al. (2014) find little
evidence that the quality of labor matching increases with firm concentration within
the same industry. Freedman (2008) reached a similar conclusion about matching
and agglomeration in the U.S. software industry. In other words, the empirical
evidence for matching and agglomeration appears surprisingly tepid, even before
the second machine age begins in earnest. Yet it is important to understand how
we measure agglomeration in these studies. Typically, industry-specific externalities
(localization) are proxied with regional employment in the industry (e.g., Wheaton
and Lewis 2002; Combes et al. 2008; Freedman 2008; Mion and Naticchioni
2009). In these studies, regional employment by industry is often introduced in the
regressions as a density measure (divided by the area of the region) or as a share
(with total employment included to capture urbanization economies).

The problem for future research on labor matching will be to measure agglom-
eration effects without relying on employment data. Firm (establishment) counts
offer an alternative measure of agglomeration, but the total number of firms in a
region may not reflect the scale of an industry in the region. We need an appropriate
mass variable besides employment or firm counts for agglomeration. Clearly, output
measures of agglomeration would be preferable, but they generally are not available
for regions at a detailed industry level.

Despite the dearth of evidence for industry agglomeration and matching, the
literature suggests that there is a productivity gain (or a large and significant wage
premium) for industry clustering. In wage regressions, concentration within the
same industry matters, even when matching does not figure prominently (Figueiredo
et al. 2014). Thus, besides labor matching, other sources of industry-specific
external economies may be at work; namely, learning/knowledge spillovers and
input sharing and supplier specialization.

6.7 Learning and Knowledge Spillovers

The learning benefits of urban regions would seem to be crucial in the second
machine age, given the need for flexible, adaptable, and non-routine labor skills.
The city, our “greatest invention,” enables people to share ideas and to interact
and collaborate with each other at close proximity (Glaeser 2011). Extensive
knowledge networks develop with urban scale and density, thereby raising pro-
ductivity. Learning in cities facilitates the genesis and spread of technology, along
with organizational innovation. The related Marshallian hypothesis is that spatial
clustering by firms within a given industry increases intra-regional knowledge
transfer through close interactions.

Distance from knowledge generation may influence the extent of regional
knowledge spillovers, apart from the effect of industry clustering. Proximity to
invention and innovation may positively affect knowledge transfer, notwithstanding
the acceleration of information technology and communication through the Internet.
The hypothesis is that even outside of industry clusters, being near knowledge
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generation is a major learning advantage for firms and individuals. Caragliu and
Nijkamp (2015) provide a comprehensive review of proximity and knowledge.

Contemporary regional science has investigated knowledge externalities and
spatial concentration, along with proximity effects. Still, scholars have only an
inchoate understanding of learning in cities (Puga 2010). The empirical literature
finds varying evidence on the role of proximity as a determinant of knowledge
spillovers. Mostly, the studies use patent citations to measure local knowledge
spillovers, following Jaffe et al. (1993). There is also evidence to support the
agglomeration hypothesis, again using patent citations to assess local knowledge
spillovers. One study of U.S. patent citations found that industry agglomeration
compensates for the friction of distance (Figueiredo et al. 2015). In this case, a
higher concentration of an industry’s employment (or establishments) in a U.S.
county has a positive impact on the number of patent citations in that county and
industry, after controlling for distance from patent generation (the proximity effect).

Patenting records form the basis for studies of regional learning and agglom-
eration, in large part because the data are available. Patents represent a form of
explicit, codified knowledge (along with scientific papers) that can be tracked across
space. Yet the research on patent generation and diffusion does not directly measure
productivity effects from knowledge spillovers.

Tacit, non-codified knowledge also spreads through agglomeration and may be
subject to distance decay, but it remains difficult to assess since, unlike patents, it
leaves no “paper trail.” Much of tacit knowledge transfer is firm-specific, affecting
productivity through in a variety of channels, including training, communication,
and observation (Argote et al. 2000). Researchers in international business use
surveys to assess knowledge transfer through organizations and across space
(McDermott and Corredoira 2010). Devoted mainly to sophisticated econometric
analysis, regional science has produced little survey-based analyses of tacit knowl-
edge transfer.

Machines, unlike humans, do not depend on developing cognitive skills from
proximity and close connections with other humans. An important question for
future research on agglomeration is the extent to which learning externalities exist
as machines perform non-routine, cognitive tasks. Carbon-based life forms will
certainly learn and become more productive along with intelligent machines. Yet
the learning advantages of human concentration in cities and industry clusters may
erode.

6.8 Input Sharing and Specialization

The original insights into agglomeration viewed the size (or extent) of the market as
allowing for firm specialization (Smith 1904). With a larger market reach, there
would be demand for more differentiated products. Following Marshall (1920),
an industry’s regional size and density lead to the emergence of more efficient,
specialized suppliers not found elsewhere. Essentially, agglomeration leads to
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vertical disintegration among suppliers, which may raise productivity. Firms in the
local industry can share and benefit from this intermediate supplier network, along
with other supporting institutions and infrastructure in the regional cluster.

Empirically, studies at first found little evidence for input-sharing hypothesis,
compared with other sources of agglomeration (Rosenthal and Strange 2001). In
more recent research, input sharing emerges as a strong determinant in agglomera-
tion (Overman and Puga 2010).

The vertical disintegration argument for regional agglomeration gains remains a
subject of regional research. Holmes (1999) represents the first systematic empirical
study addressing the hypothesis (see Rosenthal and Strange 2004). In the U.S.
manufacturing sector, there appears to be a positive association between localization
of an industry and vertical disintegration among firms.

More recently, a study used Portuguese data to evaluate the proposition that
the vertical disintegration of firms should be greater in areas where an industry
concentrates (Guimarães et al. 2010). The approach addresses several problems
associated with Holmes’s (1999) paper. With access to detailed data for all regions
and industries, the authors were able to use the plant as the unit of observation.
After controlling for firm size and sector, the estimates indicated that vertical
disintegration by firms is about 3% higher in regions where industries agglomerate.

Plausibly, the benefits of having an efficient base of specialized suppliers and
other shared inputs will persevere, despite automation and potential large-scale job
displacement. Firms agglomerate in regions, not just workers. Indeed, shared inputs
facilitate an interaction between suppliers and buyers, but do not require a mass of
labor.

Thus, supplier specialization and development within clusters should continue to
be considered as a source of agglomeration gains. More broadly, research will have
to account for more complex interaction across firms and industries. Input sharing,
along with cooperation and collaboration within clusters, is an evolving process.

Twenty-first century firm agglomeration may also be affected by the trend toward
functional specialization and the concentration of innovative activities (Carlino and
Kerr 2015). Conceivably, some regions will specialize in goods production, while
others specialize in innovative functions (Duranton and Puga 2005). One recent
survey of leading global companies revealed that that firm sorting by functional
specialization remains a trend in contemporary value chains (World Economic
Forum 2016).

6.9 Agglomeration Measures

Finding a theoretically grounded measure of agglomeration remains an essential
objective for regional science. Over the past few decades, researchers have refined
measures of industry localization, notably the Ellison and Glaeser (1997) index,
an approach that has the virtue of clear microeconomic foundations (random
utility maximization). However, to date researchers have not settled on a sin-
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gle measure that estimates the strength of industry agglomeration. A significant
contribution is the continuous distance measures of geographic concentration of
Duranton and Overman (2002). These measures have proven to be useful because
they exploit available microeconomic data on employment and establishments by
industry and region. Ideally, spatial concentration is measured using information
on the precise location of each business unit. The data are, unfortunately, rarely
available. Moreover, most agglomeration indices base the analysis on employment
to assess the relative regional scale of an industry. This approach masks regional
industry concentrations in high-value added, but relatively low employment sectors
like biotechnology in Boston–Cambridge, Massachusetts. Value added, or output
measures would be preferable, but the regional data are not available or disclosed to
researchers.

Further, despite major improvements in spatial concentration indices, they still
apply to individual industries. This limits the scope of potential agglomeration
and our understanding of the far-reaching effects of automation. In innovative
regions that are likely to benefit from the creative side of creative destruction,
broad technology clusters supplant industry agglomeration. In other words, firms
and workers do not concentrate within the industries typically defined in government
statistics. The classic case is the Silicon Valley, which is not only an agglomeration
of firm headquarters in the semiconductor industry, but of information technology
companies that span hardware, software, suppliers, specialized services, along with
supporting academic and government institutions. Regional clusters, a broader form
of agglomeration, revolve around knowledge, skills, inputs, local demand, and
other regional linkages that lead to productivity enhancing economic activities.
The “algorithm” for defining clusters is still in an experimental stage, based on
inter-industry, occupational, and co-location linkages (Delgado et al. 2016). If an
accepted procedure emerges, then cluster definitions could supplant industry-based
approaches.

With satisfactory measures, researchers will then be in a much better position
to discern how clusters evolve. As Jackson (2015) avers, one of the fundamental
challenges for future research will be to comprehend the tension between industry
concentration and diversification. His “cluster assessment diversification strategy”
offers a promising method for assessing the ongoing structural changes we will face
over the next 50 years.

6.10 Conclusion

Extensive research on agglomeration agrees that competitive regional clusters and
large metropolitan regions raise productivity. External scale economies allow firms
and workers to generate more output with the same inputs in larger, denser regions.
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While agglomeration is a bedrock principle of regional science, the ground is
shifting. Agglomeration research will have to address ongoing structural changes
induced by the new era of smart, interacting machines. The scale of regional
employment could fall with the substitution of routine human tasks by machines.
We are already finding declining jobs for routine skills in the United States (Dvorkin
2016). At the same time, there has been growth in non-routine jobs: high-paying,
cognitive skills. In the second machine age, we could find agglomeration effects for
non-routine, high-skill, jobs, which endure by complementing automation (Autor
2015). Local labor pooling/matching and knowledge spillovers, first recognized in
the late nineteenth century by Alfred Marshall may last as an agglomeration driver
in the twenty-first century.

Thus, agglomeration economies should survive the twenty-first century, unless
machines substitute for non-routine, cognitive employment. Even today’s produc-
tive jobs are not permanently productive (Duranton 2014). Regional development
must be upgraded through innovation, entrepreneurial activity, and employment
expansion in high-growth firms. The intricacies of this dynamic process merit future
study.

We will also need a deeper understanding of how the benefits from agglomeration
spread unevenly across regions, favoring a few elite regions that attract and retain
high-skill workers. We know that productive workers and firms choose regions and
thus raise productivity, apart from agglomeration (Behrens et al. 2014). We will need
to evaluate firm and worker sorting relative to agglomeration. This research requires
detailed microeconomic data, especially matched employer-employee matched
linked to skill levels.

Finding a tractable agglomeration measure remains essential for regional science.
We also need to assess how regional clusters boost productivity through knowledge
networks, skills, inputs, local demand, and other regional linkages. With better
measures of agglomeration, future research will potentially probe deeper into the
three main sources of regional productivity from agglomeration: better labor skill
matching and local pooling; more efficient input sharing, along deeper and more
specialized supplier relationships; and enhanced localized learning and knowledge
flows.

Ideally, to study agglomeration, academics would have access to the “big data”
amassing on worker-machine interactions, as well as the huge range of other
information that is now proprietary and held closely by private companies. Only
these firms can access and analyze the data and thus better understand human
behavior and the economy. There have been calls for an equally potent, publicly
accessible data infrastructure—“big data for the masses” (Nielsen 2015). Unlocking
these data for academic research would open up a treasure trove for regional
science.
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Chapter 7
Designing Policies to Spur Economic Growth:
How Regional Scientists Can Contribute
to Future Policy Development and Evaluation

Carlianne Patrick, Amanda Ross, and Heather Stephens

7.1 Introduction

Policymakers at all levels of government design policies with a goal of increasing
economic growth. Lawmakers frequently design programs to attract new businesses
with the hope that these enterprises will drive future growth within their jurisdiction
(Neumark et al. 2005). However, such policies often have heterogeneous effects
and induce unintended outcomes. It is important to understand fully the direct and
indirect impact of these policies on regional economic development. Researchers
in regional science have the unique ability to aid policymakers in the design of
local economic development policies so that they can achieve desired goals. Ideally,
regional science research can also provide guidance for future policies—helping to
avoid some of the unintended consequences that may occur when designing policy.

Research in regional science can contribute to policy evaluation. However, pre-
vious policy evaluation research has largely ignored the unintended consequences
of local economic development policy on regional growth. Since there is a limited
amount of land (Roback 1982), local economic development comes at a cost,
especially since most policies are designed to attract businesses of a specific type.
Whether that goal is specifically stated, or if the policy is written in such a way that
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a specific type of business is more likely to be enticed by it, attracting one type of
business frequently comes at the cost of other businesses. We start our discussion
by highlighting previous research that has examined these heterogeneous effects
of policies on local economic development. Specifically, we look at the research
regarding sorting across different types of industries in response to different policies,
as well as differences in sorting based on the size and corporate structure of the firm.
However, this literature needs to be expanded; not only in terms of research on these
issues but also through more and better data.

More work also needs to be done to distinguish the effects of these policies on
attracting existing businesses from other areas versus helping to grow or start new
entrepreneurial enterprises. While policymakers at the local level might not care
if they are attracting businesses from other regions, state and federal policymakers
might be concerned with taxpayer funds being used simply to redistribute busi-
nesses. Local entrepreneurs also may have stronger ties to the region and may be
less likely to move once a program ends, increasing the economic effects of helping
these businesses. Finally, there needs to be increased attention on how the effects of
policies may vary across regions. While, on average, programs may have benefits,
the benefits of the programs may not be shared equally across all eligible areas.

Regional scientists, and almost all researchers in the social sciences, frequently
face issues with the availability and quality of data. Numerous quality data sets are
compiled by federal, state, and local governments across the world. However, in
times of tight budgets, policymakers frequently look to save on costs by cutting the
collection and maintenance of these data. Unfortunately, policymakers often under-
appreciate the importance of data to research in the social sciences and effective
program design, including economic development. We discuss the importance of
data availability both now and in the future to researchers in regional science. One
area that needs to continue to improve is the availability of administrative data or
data collected as part of program operations and record keeping. While survey data
are readily available, there are increasing issues with response rates and accurate
reporting. At the same time, a challenge with administrative data is that they are
frequently gathered with no consideration for their use to researchers. We discuss in
detail below the pros and cons of each type of data as well as the importance and
possibility of combining the two.

Finally, we discuss the importance of policy evaluation methodologies in the field
of regional science. It is important that analysts credibly determine a causal effect
of an existing or hypothetical policy. However, the non-random nature of imple-
mentation of most policies creates challenges for estimating causal effects. We have
seen an emergence of experimental economics, where the laboratory environment
allows researchers to control for various factors that could bias estimates, but this
type of research frequently faces concerns regarding external validity. This has led
to growth in research using quasi-experimental methodologies, such as difference-
in-differences and regression discontinuity methods, that attempt to reproduce the
results that could be obtained from an experiment with observational data. While
these methods are improvements over simple ordinary least squares methods, there
are still shortcomings and limitations to these types of analysis.
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We conclude by discussing what we view as the future of regional policy analysis
and the role of regional scientists in the development of policy. In England some
researchers are working hand-in-hand with policymakers to set up policy evaluation
programs, but these efforts are woefully underemployed across the world. In the
United States, there are times when the government does consult with regional
scientists and economists to evaluate policy, but frequently this is done too late
in the process. Therefore, it is important that we as regional scientists work with
policymakers, in order to aid the design of optimal policy.

7.2 Heterogeneous Effects of Government Policies

Policymakers aim to implement policies that create economic growth, especially job
creation. Some policies affect an entire country, while other programs are focused
on specific areas. Furthermore, some policies are enacted at the local or state level,
while others are national programs aimed at helping disadvantaged or struggling1

areas. Whether or not policies to attract businesses to a specific region are effective
in supporting growth partially depends on whether or not the standard spatial
equilibrium of regional economics holds. The idea behind the spatial equilibrium
model is that, when there is perfectly mobile labor, workers will move until utility is
equalized across space, and firms will move until profits are equalized across space
(Roback 1982). While the concept of a spatial equilibrium may seem logical, there
are numerous studies questioning whether or not it actually exists due to incomplete
models or persistent frictions (Bartik 1991, 1993; Kline and Moretti 2013; Moretti
2011). Thus, policies that are directed at people and firms who can relocate may not
be effective in helping struggling regions.

If a spatial equilibrium will not occur on its own, then many argue that location-
based policies, such as those designed to attract businesses to a specific region,
may be the best way to achieve locational equilibrium and help struggling regions
(Partridge et al. 2015). Partridge et al. (2015) lay out three main considerations
for such interventions: (1) whether new jobs lead to employment of the local
unemployed and reductions in poverty, (2) if new jobs are sustainable over the long
term, and (3) if the long-term benefits outweigh the costs. Much of the previous
research has focused on examining the employment and poverty effects. Very little
research thus far has considered the sustainability of new jobs or conducted the more
difficult full cost-benefit analysis of such policies; these are questions for future
research.

Job creation is frequently a goal of economic development policies because there
is evidence that policies that support job growth lead to reductions in poverty and

1An area can be considered struggling for many reasons, typically criteria such as high poverty
rates or high unemployment rates. Other criteria may also be used, such as areas with high
population loss or out-migration.
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other positive outcomes for regions. Analysis of policies that focus on job growth
have found that they are also effective at reducing poverty (Partridge and Rickman
2007) and increasing labor force participation (Bartik 1991).2 Bartik (1991) also
found evidence of earnings gains for existing residents—with about half of the
increase due to higher local employment rates and the other half due to moving up
to higher paying occupations. However, his results also suggest that at least some of
the new jobs are going to new residents. This research also found that these effects
are similar across regions—and across areas with different underlying economic
conditions. However, in more recent work, Bartik (2005) suggests that the benefits
from a job creating policy will be higher if the policy addresses a market failure or
if there is public infrastructure that is underutilized—such as in distressed areas that
have lost population and employment.

Policymakers have various means for supporting job growth in specific regions
and must decide which type of policies are most effective. Because previous
research has suggested that new businesses tend to create more new jobs than
existing businesses (Haltiwanger et al. 2013), policymakers frequently create
location-based incentive programs, such as taxes or subsidies, to attract businesses
to a specific area. Existing research on the success of these programs has found
mixed results, with some research suggesting these programs have positive effects
(Billings 2008; Busso et al. 2013; Krupka and Noonan 2009; Papke 1994) while
others find that the policies have no effect (Boarnet and Bogart 1996; Bondonio and
Engberg 2000; Bondonio and Greenbaum 2007; Greenbaum and Engberg 2004;
Hanson 2009; Kolko and Neumark 2010). Neumark and Simpson (2014) provide
a review of the existing literature on these location-based policies and the current
state of knowledge regarding these programs.

Future research should explore why there does not appear to be an overall effect
from these policies. Are these programs creating distortions among different types
of businesses? Are these programs leading to sorting across space of firms in
different industries or with different types of structures (corporations versus sole
proprietorships)? Are they simply causing business turnover? Some recent research
has begun to look at where these policies may be creating distortions.

The argument behind differential effects across industries was formalized by
Hanson and Rohlin (2011), who developed a model to explain differential impacts
across industries from the federal Empowerment Zone (EZ) tax credit. The EZ
program provides a tax credit to firms that locate in specific areas if they also hire
workers from that area. Therefore, the EZ program can be considered a labor tax
credit, as it reduces the cost of hiring workers with no direct effect on the cost of
capital. The authors estimate the ratio of capital cost to total cost of production to
determine which industries are more capital intensive and which are more labor
intensive. Hanson and Rohlin (2011) show that industries that are more capital
intensive, such as manufacturing and mining, have higher values of the ratio of

2Goetz et al. (2010) review the landscape and literature as it pertains to rural entrepreneurship
programs.
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capital cost to total cost of production than more labor intensive industries, such as
retail and services. Given the focus on the EZ program on reducing the cost of labor,
they demonstrate that the EZ program attracts more labor intensive businesses, such
as retail, at the cost of more capital intensive businesses, such as manufacturing.

Patrick (2016b) applies a similar type of analysis using a measure of capital
subsidies versus labor tax credits. Using the Incentives Environmental Index, which
was constructed based on state constitutional provisions that structure the ability
of government entities to aid private enterprise, the author looks at how capital
subsidies affect the capital-labor substitution in industries.3 Findings indicate that
increasing the number of capital subsidy tools that can be utilized by state and local
governments causes a change in the local industry mix, particularly attracting more
firms in capital intensive industries.

Other research has taken a similar approach to examining this type of sorting
across industries from location-based tax policies. Freedman (2015) and Harger
and Ross (2016) apply a similar type of analysis to the New Markets Tax Credit
(NMTC) program, a program operated by the Community Development Investment
Financial (CDFI) Fund. While the EZ program was effectively a labor tax credit
and attracted labor-intensive businesses, the NMTC program attracted more firms
in the industries that tended to receive the tax credit, including manufacturing and
retail. Both papers find that the NMTC program created a sorting across industries
in eligible versus ineligible areas, consistent with the arguments put forth by Hanson
and Rohlin (2011).

Harger et al. (2015) consider both the NMTC and the CDFI program, both
of which operate through the CDFI Fund. They also find evidence of sorting
across industries. In addition, they consider whether this new business activity
comes at the cost of existing businesses by examining firm deaths. Their results
do not support the argument that the program simply creates business turnover. This
conclusion is consistent with the work of Rohlin and Ross (2016), who consider
the effect of bankruptcy law on business turnover and found that more generous
bankruptcy exemptions increase the number of existing businesses, likely because
more generous protections in bankruptcy encourage entrepreneurs to incur the risk
of opening their own business.

Rohlin et al. (2014) also consider how state tax policy differences may cause a
sorting of different types of business activity across state boundaries. Overall, they
find no effect from the differences in state tax policies, however, the results suggest
that this is because there is offsetting activity from other state policies. For example,
the presence of a reciprocal agreement, which determines if you pay income tax
in the state where you work or where you live, affects the sorting of industries.
In particular, labor intensive industries are less sensitive to state income tax rates
when individuals pay taxes based on where they live rather than if individuals pay
personal income taxes in the state where they work. Because the authors are looking
at places close to the state border, it is easy for individuals to work in the high

3For more information on the creation of the Incentives Environment Index, see Patrick (2014).
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personal income tax state but live across the border in the low personal income tax
state. They also find that corporations are more sensitive to the corporate income tax
rates, while sole proprietorships are more sensitive to the personal income tax rates,
consistent with expectations because corporations are more likely to be subject to
the corporate income tax while sole proprietorships are more likely to be subject to
the personal income tax.4

Overall, this growing literature is finding that while there may be no effect
overall of various programs, these policies are creating a sorting of different types
of businesses. As this research continues to expand, and as the quality of data
available improves, these issues should be considered further. Future research could
include additional exploration of the impacts on industrial composition and other
dimensions of business activity, such as the impact of policies on business activity
based on firm size and industrial structure.

While recent research has found a link between either small businesses or
proprietors and job creation (Deller 2010; Shrestha et al. 2007; Stephens and
Partridge 2011; Stephens et al. 2013), another challenge for regional science
research in the future is understanding the regional variation in the impact of policies
to support job creation. For example, Shrestha et al. (2007) find that the strongest
impact is in metropolitan areas. However, Stephens et al. (2013) show that even
in struggling regions, like the Appalachian region of the United States, having
more self-employment results in higher employment growth.5 While location-based
relocation packages are going to outside firms by design, many of the programs
(such as those run by the CDFI) could be used to help expand existing businesses;
and future research should examine this further.

Even if it appears that a program, on average, is creating jobs, the question
remains whether it is effective in all cases. To explore the heterogeneity in the drivers
of job growth across the U.S., Partridge et al. (2008) use a geographically-weighted
regression (GWR) approach which allows these factors to vary across regions. They
find significant heterogeneity—suggesting that policymakers should be wary of
estimates that provide a global average effect from a policy as that average may
be masking very different impacts across local areas. Deller (2010), also finds
evidence of differences in the impact of small businesses on economic growth—
where the differences vary based on industry and region of the country. If federal
programs affect different regions in different ways, it is important to understand
these differences. With advances in computing power, access to microdata, and new
methodologies, this is an opportunity for future researchers.

4Borchers et al. (2016) also looked at the relationship between various types of state taxes and
found that most of the impact of policy is on small businesses, versus larger establishments.
5Michelacci and Silva (2007) find that firms are larger and more capital intensive when owners
are from the region. This positive relationship holds even though data limitations sometimes make
it necessary to use measures of entrepreneurship that include entrepreneurs of necessity who start
businesses when there are no other opportunities—and thus are not likely to contribute to economic
growth (Stephens and Partridge 2011).
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7.3 Issues Regarding Current and Future Data

Progress on empirical policy evaluation is aided by improvements in the data avail-
able to researchers and methodologies used for analysis. The recent proliferation
of data, particularly microdata, and advances in policy evaluation methods provide
opportunities to answer some important unresolved questions discussed earlier; yet,
there are significant challenges that may hamper progress.

In order to answer relevant policy questions, economic development researchers
need both microdata and aggregate data at fine levels of geography. Microdata
allow researchers to investigate individual and firm level policy effects, potentially
uncovering the mechanism through which the policy acts. However, microdata can
miss general equilibrium effects that are revealed through analyzing aggregate data
at varying spatial scales. For example, microdata on establishments benefiting from
a policy might reveal that recipients create more jobs than non-recipients, while
analysis of the same policy using aggregate data indicates no job creation. As is the
case with some of the programs discussed above, further investigation reveals these
seemingly incongruent results arise from the sorting of firms across industries and
regions. In this way, the full effects of the policy can only be understood using both
microdata and aggregate data at varying spatial and sectoral scales.

There are more detailed micro data available to researchers today than ever
before, and as more and more information is gathered electronically, this trend is
likely to continue (Einav and Levin 2013; Varian 2014). In addition to transforming
data obtained from traditional sources, the Internet houses a wealth of data available
for researchers to collect. Through “scraping” websites for data compiled for
other purposes, researchers can collect detail on local prices, jobs, etc. (Edelman
2012). More detailed data allow economic development policy researchers to
take advantage of new methods as well as apply existing methods previously
underutilized because of data limitations. The sheer volume of the data may present
a challenge in this environment, but shared computing resources and new database
structures provide researchers with practical solutions to storage and computational
limits (see Varian 2014 for an overview).

Data proliferation also generates situations in which the number of available
predictors exceeds observations (high-dimensional data) and thus requires tools
for variable selection (Belloni et al. 2014; Varian 2014). Belloni et al. (2014)
demonstrate that these high-dimensional data methods substantially improve causal
estimation of policy effects.

Although data are generally becoming more available, there are serious threats
to the continued availability and quality of some data essential to economic
development policy research. For example, many researchers in the U.S. were
opposed to the removal of the long-form decennial census and its replacement
with the annual American Communities Survey (ACS), as many researchers do not
believe the ACS has the same amount of information at small levels of geography.
In Canada there have been suggestions about making the census voluntary, raising
obvious problems regarding selection and use of this important data set.
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Publicly available aggregate data at fine levels of geography are typically created
through survey and administrative data programs at government agencies. Recently,
government data programs have been targeted as a seemingly innocuous way to
reduce government spending. Data programs facing budget cuts must make hard
choices about which data to collect and which data to make available, sometimes
leading to the elimination of state and local data programs. In addition to the
replacement of the census long form, the 2013 U.S. federal sequestration mandated
budget cuts at the Bureau of Economic Analysis (BEA). The result of this was the
elimination of the Local Area Personal Income (LAPI) program that provides annual
county level data on economic activity by sector and income by source. As argued
by Partridge et al. (2013), these data programs are necessary for the evaluation
of local economic development policies. Fortunately, regional scientists and other
public data users successfully lobbied for the restoration of part of the LAPI, but
other state and local data programs remained victims of budgetary cutbacks.

On the positive side, microdata have become more accessible through publicly
available de-identified government survey datasets [such as the Current Population
Survey, (CPS)], Internet sources, and increased access to confidential survey and
administrative data. The latter is aided by growth in the number of secured access
locations, such as the Census Research Data Centers, and through on-line remote
portals to restricted data, such as the Data Enclave through the Michigan Center
on the Demography of the Aging. The same budgetary pressures discussed above
threaten the resources supporting increased (public or secure) data access. Cuts to
survey programs like the ACS have become a perennial topic for debate. This is
particularly concerning given declining survey quality. Meyer et al. (2015) argue
that there are three main sources contributing to the decline in survey quality—
increased unit non-response, increased item non-response, and measurement error
(inaccurate reporting)—in important datasets for regional policy analysis such as the
ACS, CPS, and Survey of Income and Program Participation (SIPP). In particular,
there is evidence of misreporting self-employment income, earnings, type of college
attended, transfer program participation, and other key variables for evaluating
economic development policy. Such misreporting can lead to substantial bias in
estimated policy effects, although there is little evidence on the extent of that bias.

The decline in the quality of survey data coupled with the increase in access
to administrative data will likely bolster the current trend towards administrative
microdata research (and away from survey microdata) documented in Chetty
(2012). However, as Meyer et al. (2015) note, administrative data are not collected
with research in mind. These data vary substantially in quality, accessibility,
and coverage—making replication of results and generalizable conclusions more
difficult. Administrative data also tend to contain a limited set of characteristics.
Some of these limitations, however, may be overcome by linking survey and
administrative data. An emerging literature uses linked survey and administrative
data, but no research so far (of which we are aware) has been by regional scientists
evaluating economic development policies.

Limited survey and administrative data on economic development incentives
has significantly hampered evaluation of these policies. The recent studies on
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Empowerment Zones and New Market Tax Credits employ federal data. Similar
data are available for some state and local programs; however, comprehensive data
on state and local government incentives continue to prove elusive (Patrick 2014;
Thomas 2011; Buss 2001). Future research will benefit from recent developments
in state and local government accounting standards requiring uniform reporting of
economic development tax expenditures (i.e., tax abatements and credits) (Sharma
and Davidoff 2015). The next step towards comprehensive administrative data is
similar reporting requirements for non-tax incentives (i.e., cash, grants, land, and
low-interest financing), which research suggests comprise the bulk of state and
local resources devoted to economic development (Patrick 2014, 2016b; Bartik et al.
2003).

7.4 Considerations of Methodologies Used in Regional
Science

Regardless of data, the field now requires that researchers establish the extent to
which their particular combination of data and methods: (i) produces stylized facts
from correlations and patterns; (ii) highlights causal estimates of policy effects
(and key parameters), and/or (iii) generates reliable out-of-sample predictions. The
descriptive approach to empirical studies provides stylized facts without any causal
or predictive claims. There is an increasing expectation that policy research go
further by either convincingly attributing outcome changes to the policy, credibly
predicting the change in outcomes from potential policy changes, or both. This
is particularly difficult for economic development policy because policies are not
randomly implemented across locations and interact with locational attributes to
produce heterogeneous effects.

In recent years, causal and predictive research has been categorized as following
either the structural or the experimental approach. Rust (2014) describes the
structural approach as “empirical work that takes theory seriously” (p. 821), whereas
work following the experimental approach avoids tight integration of theory and
focuses instead on causal inference with few assumptions. Angrist and Pischke
(2010) proclaimed a credibility revolution in empirical work associated with the
experimental emphasis on quality research design. Although there are significant
supporters, not all empiricists agree. A series of articles published alongside Angrist
and Pischke (2010)—Keane (2010), Leamer (2010), Nevo and Whinston (2010),
and Stock (2010)—summarize the relative merits and drawback of the structural
and experimental approaches. In general, the greatest strength of the experimental
approach is the focus on credibly exogenous sources of identifying variation. On
the other hand, experimental results may have limited external validity, provide
little basis for out-of-sample predictions, and, therefore, cannot be used to analyze
potential effects of policies not-yet-implemented. The latter is the primary benefit
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of structural work; whereas identification may be more problematic in structural
models.

In a 2010 assessment of research in regional economics, Holmes (2010) suggests
that most work in the field follows the descriptive approach. He also notes
that the experimental approach is gaining traction, but very little work is using
the structural approach outside of research that overlaps with empirical sorting
models in public finance. Since Holmes’ writing, economic development policy
evaluation has increasingly employed experimentalist methods. Although economic
development policy is not generally the subject of randomized controlled trails
(RCTs) and lab experiments, there is a mature literature on experimental methods
using natural experiments, quasi-experiments, difference-in-differences, matching,
instrumental variables, discontinuity designs, and other methods. These empirical
strategies now appear more frequently in the literature. For example, the cross state-
border double-differencing methodology in Rohlin et al. (2014) compares changes
in similar locations that credibly serve as the alternatives from which a particular
business owner is choosing—a twenty-mile wedge at state borders. By removing
time-invariant factors specific to the business owners’ location choice set, they are
able to obtain a causal estimate of tax policies. We expect future research will
continue to employ these types of methods, with increased scrutiny of identification
strategies.

Leamer expressed concern that the focus on experimental methods was lead-
ing researchers to “apply push-button methodologies without sufficient thought
regarding their applicability and shortcomings” (Leamer 2010). These methods
require researchers to think deeply about the assumptions of their empirical strategy
(i.e., institutional settings for natural experiments and the exogeneity case for
instrumental variables). Blundell and Costas (2009) and Imbens and Wooldridge
(2009) provide practical guidance and outline the identifying assumptions for the
most commonly employed experimental strategies in policy analysis. Even within a
quasi-experimental framework, violations of key identifying assumptions can lead
to incorrect policy effect estimates.

As an example, Patrick (2016a) compares the local economic development
effects of successfully attracting a large new manufacturing plant obtained from
two quasi-experimental empirical strategies: difference-in-differences estimation
combined with either a natural experiment (in which counterfactuals are revealed
in a magazine) or geographically-proximate matching control by design. The two
identification strategies yield different estimates of the effects of large plants on eco-
nomic activity and fiscal surplus. Patrick (2016a) presents distributional and placebo
tests indicating that the natural experiment results may be driven by systematic
differences in counterfactual county outcomes, while the geographically-proximate
matching strategy does not appear to suffer from this threat to identification. These
tests suggest geographically-proximate matching is the preferred strategy, which is
in line with recent findings that combining the difference-in-differences estimator
with methods for pre-processing data produces results closer to those from an
ideal experiment (Ferraro and Miranda 2014). The placebo test exercise in Patrick
(2016a) follows a recent trend of requiring sensitivity analysis and falsification tests
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for experimental studies. We expect this to become standard practice for future
economic development policy studies employing these methods.

While experimental methods may generate credible estimates of policy effects,
Rust (2014) critiques empirical work that is not grounded in theory because it
places limits on the ability to conduct counterfactual policy analysis. Keane (2010)
provides an example of this in the labor literature by using an experimental approach
to document large improvements in student outcomes from reductions in class size.
He argues that this is not a ceteris paribus effect and that because “we don’t have
estimates of the structural parameters of the cognitive ability production function, or
the decision rules that parents and schools use to determine other inputs, we cannot
determine if reduced class size would be a more cost effective way to improve
student achievement than, say, higher teacher salaries or better nutrition and health
care in utero (p. 49).”

Structural empirical studies set out to model such decision rules and uncover
structural parameters in a way that allows researchers to use past changes to predict
responses to other not-yet-observed changes (Nevo and Whinston 2010). However,
there are still very few structural studies in regional science. A few studies of
household sorting and migration have used the structural approach, but there is
virtually no economic development policy analysis using a structural approach
outside of input-output modeling. However, as Nevo and Whinston point out,
structural analysis does not obviate the need for credible inference.

In general, we agree with Rust (2014) that there is an unnecessary divide between
structural and experimental work on policy evaluation. Future empirical economic
development policy evaluation would benefit from more theory in studies using the
experimental approach and more structural work incorporating the identification
insights from experimental work. Using theory to generate hypotheses will allow
regional scientists to use experimental methods to distinguish between competing
theories and uncover the mechanisms driving changes in economic development
outcomes resulting from different policies. The studies by Hanson and Rohlin
(2011), Rohlin et al. (2014), and Patrick (2016b) represent a step in this direction.
Structural models that benefit from the identification from experimental work will
be especially useful in further exploring the firm sorting behavior in response to
policy interventions.

7.5 Conclusions and Recommendations for the Future

Regional scientists bring a unique set of skills to the analysis of economic devel-
opment policies, enabling researchers to provide recommendations and guidance
for policymakers on how effectively to design policy. However, it is important that
researchers and policymakers work together early in the process. It is also important
to acknowledge the limitations and possible unintended consequences of policies
which were designed with good intentions. Finally, in order for regional scientists
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to conduct thorough, careful analyses, we must ensure they have the proper tools—
especially the right data.

We have discussed how policies can have unintended consequences, for example,
attracting one industry at the cost of another or attracting small businesses at the
cost of larger establishments. This should not be too surprising since such sorting of
businesses is grounded in economic theory. However, more work needs to be done
to distinguish the mechanisms of these effects. Furthermore, policymakers need to
be cognizant and aware of the possibly negative spillovers of well-intended policy.
Land will always be limited to some degree; therefore, attracting businesses of one
type will always come at some cost that must be known and understood. At the
same time, because of the interaction between policies and the other differences
between regions, even policies that are effective in some places will not be effective
everywhere.

Policymakers have a lot to learn from regional scientists and other social
scientists about the economic development effects of policy. However, in order for
researchers to provide a proper analysis, they need quality data. The quality and
amount of microdata has exploded as computing power and the Internet have grown,
but we must make sure that these data are maintained. The shift from the long form
in the decennial census to the ACS may have saved money, but it also may have
come at a cost to researchers that relied on quality census data. In addition, all
parties need to find ways to ensure that the quality of survey data does not continue
to decline. No matter how good and readily available administrative data becomes,
we will still have questions that need to be asked to individuals and firms through a
survey.

Finally, researchers need to continue to develop quality methodologies to assess
the impact of policy on local development. Randomized control trials of economic
development policy are unlikely to occur in most situations. However, policymakers
and regional scientists may be able to work together in some situations to conduct
small scale social experiments. There will always be concerns regarding external
validity of such efforts, but that does not mean insights cannot be gained from such
endeavors.

Over the last 50 years, we have made great strides in the field of regional science.
As we move forward into the next 50 years, one goal of researchers in the field
should be to provide more guidance and insights regarding the effect of policy on
local economic growth. We discussed in this chapter the current state of this research
and what we view are some of the key areas that future analysis should consider.
We also stressed the importance of quality data and continuing to improve our
methodologies. Hopefully, over the next 50 years, regional scientists will become
one of the key sources of information for all levels of government regarding how to
design effective policies that will promote local economic development.
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Chapter 8
Regional Science Research and the Practice
of Regional Economic Forecasting: Less Is Not
More

Dan S. Rickman

8.1 Introduction

Despite the prevalence of regional forecasting in practice, recent research on
regional forecasting has been limited. A search through four conference pro-
grams (2011–2014) of the North American Regional Science Association Meetings
revealed an average of only two papers each conference on forecasting aggregate
regional economies. Often, regional economic forecasting is done by those who
do not conduct academic research on regional economies. Forecasts also often are
based on anecdotal evidence and explanations offered for patterns in key economic
indicators often are not supported by the evidence in the regional science literature.
Analytic techniques used in regional forecasting typically do not reflect the state of
knowledge in the literature.

Accurately forecasting regional economies has always posed challenges. The
forces that affect regional economies continually alter recent trends in the data, often
in ways that are not well-understood. In addition, de-industrialization, globalization,
skill-biased technical change, climate change, and aging of the population are
among a number of factors that are presenting new challenges for regional economic
forecasting. The modern era of communications also presents new challenges
and opportunities in disseminating economic forecasts. Information on regional
economic indicators is easily obtained from the internet, reducing the need for
forecasters to present this information. What increasingly is needed is research-
based information about the regional economy that is forecasted.

In this essay, I argue that more research is needed on regional forecasting
methods and that regional forecasting in practice should be better integrated with
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the regional science literature. In the next section, I discuss six areas where more
research is needed on forecast methodology: (1) dependencies between sectors,
(2) spatial interdependencies, (3) population growth/change, (4) treatment of labor
market(s), (5) role of housing, and (6) employment by occupation. In Sect. 8.3, I also
discuss three complementary research areas: (1) benchmarking to other regions, (2)
sub-state analysis, and (3) industry trends. The discussion and examples presented
draw on my experiences in regional economic forecasting in the U.S., particularly
for Oklahoma.

8.2 Research on Forecasting Methods

8.2.1 Dependence Between Sectors

Regional econometric forecasting models typically have followed in the tradition of
export base theory in distinguishing sectors that are export-oriented and dependent
on external economic conditions from those more dependent on local economic
activity (e.g., Bell 1967). Commonly, manufacturing, mining and agriculture are
considered as export-oriented. Right-hand-side variables for export-oriented sectors
in regional econometric forecasting models then include measures of corresponding
national industry quantities and/or prices.

As an energy-producing state, for Oklahoma a primary external economic
driver is the mining sector and in my econometric model of Oklahoma, national
energy sector measures drive mining employment. Mining employment and/or other
energy sector measures are then used as explanatory variables in employment
forecast equations for several other sectors: Administrative and Support Services
and Waste Management and Remediation Services; Construction; Fabricated Metals
Manufacturing; Machinery Manufacturing; Professional, Scientific and Technical
Services; Real Estate Services; Retail Trade; State Government; Transportation and
Public Utilities; and Wholesale Trade. The equation specifications are based on
perceptions of inter-industry linkages and model specification exercises. The mining
sector employment multiplier from the model is consistent with those in the regional
science literature (Brown 2014; Weinstein 2014; Munasib and Rickman 2015), but is
dramatically lower than those reported by others that relied on anecdotal evidence
or by arbitrarily assigning sector growth that is caused by mining sector growth.
Similar exercises could be performed for regions dependent on manufacturing or
agriculture.

Increasingly, however, because of trends such as the shift to services, bifurcation
of sectors into export versus local activity has become more complex and is not
straightforward for all sectors. While estimated coefficients on national and local
variables in a regional sector employment equation will determine the relative
sensitivity of the sector forecasts to local versus national economic conditions,
collinearity between the right-hand-side variables may make it difficult to separate
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local from national effects. National growth across sectors may be positively corre-
lated, which can produce positive collinearity between national activity in the sector
and other local economic activity. If the collinearity is stable over time, forecast
accuracy is not affected, though interpretation is problematic. If the correlation
between sectors changes at the national level, such as from a recessionary shock,
then the collinearity will not be stable and having precise estimates for national
versus local activity will be critical for obtaining accurate regional forecasts.

One approach to obtaining more precise estimates is to use mixed estimation,
which combines prior information with regional data. Mixed estimation overcomes
problems of collinearity and over parameterization. The most common use of
mixed estimation has been in Bayesian Vector Autoregression (BVAR) models
(e.g., LeSage and Magura 1991; Partridge and Rickman 1998). Mixed estimation
also has been used in regional econometric models in constructing right-hand-side
variables for the employment block of equations (Rickman 2002). Mixed estimation
methods heavily rely, however, on finding accurate prior information on inter-
industry relationships.

A common source of prior information on inter-industry relationships is regional
input-output models. A number of studies have reported improved regional forecast
accuracy from the use of input-output information (e.g., LeSage and Magura
1991; Partridge and Rickman 1998; Rickman 2002).1 Input-output models contain
well-known implicit assumptions though, and most available regional input-output
models are constructed by regionalizing national input-output models based on
methods for assessing regional trade patterns.

An additional, relatively unexplored, avenue of research regarding inter-industry
specification worth pursuing is the use of a structural vector autoregression (SVAR)
model. A reduced-form VAR could be estimated with the regional variable of
interest, the corresponding national variable, and the local conditions variable in
each equation, including lags. Identification for an SVAR could be obtained by
assuming an ordering of innovations. The national variable would be ordered first,
which assumes it is the most exogenous variable. The local conditions variable
could be second in the order, with the variable of interest third. Impulse response
functions then could be used to assess the relative impacts of the national and
local conditions variables, and checked against the coefficients of the estimated
econometric equation in the model. Energy states, such as Oklahoma, and states
dominated by exported agricultural or manufactured goods, naturally fit such an
ordering. Generalized impulse responses also could be used to avoid imposing an
ordering (Pesaran and Shin 1998) for states without an obvious exogenous external
driving force. Impulse response functions could be used to cross-check estimated

1Rickman and Miller (2002) also compared the accuracy of using input-output information in
mixed estimation against using the information to specify which sectors to use in other sector
forecasting equations in Bayesian Model Averaging. Rey (1998) discusses strategies for integrating
input-output information into regional econometric models.
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multipliers produced from the econometric model, would aid in interpretation of the
forecasts, and could be used as prior restrictions in mixed estimation models.

In short, incorporating economic dependencies between sectors may not only
increase forecast accuracy but also allows for calculation of employment multipli-
ers. Multipliers help users of forecasts understand the influence of key industries.
Other methods for calculating multipliers for policy analysis such as using input-
output or computable general equilibrium models depend heavily on assumptions
that typically have not been empirically verified for the region of study (Partridge
and Rickman 2010).

8.2.2 Spatial Interdependencies

Not only may interdependence exist between sectors within a region, but regions
may be economically-interdependent, whereby, forecast accuracy may be improved
by accounting for regional interdependencies. Regional differences in industry
composition cause national industry shocks to have unequal effects across regions.
There also may be regionally-idiosyncratic shocks related to policy or other factors.
Because of distance effects in information and relocation, households and firms may
weigh economic conditions in nearby regions more heavily than in those further
away. Interindustry relationships also may exist between regions, where the costs
of distance may cause there to be more inter-industry relationships between regions
of close proximity. These considerations cause a regional economy to not only be
dependent on the national economy, but also on the economic performance of nearby
regions relative to that of the nation. Accurately capturing spatial interdependencies
in a regional forecasting model is challenging, but potentially worthwhile.

Granger causality tests can be used to establish whether data from one or more
nearby regions are helpful in forecasting the performance of another. But regional
economies are dependent on the national economy and interdependence between
nearby regions also can be bi-directional. Collinearity between regions can vary
over the business cycle, as can the relationship between the region and the nation.
Correlation in industry shocks across regions one period may not persist into the
forecast period. The challenge is to separate spurious correlations from spatial
spillovers.

Prior information on expected spatial spillovers such as distance and relative
sizes of the regional economies (Rickman et al. 2009), or spatial contiguity (LeSage
and Krivelyova 1999) can be used in formulating priors in BVAR forecasting. Chang
and Coulson (2001) implemented an SVAR model to assess whether there were
spillover effects between central cities and suburbs of four large metropolitan areas.
Identification came from assuming an ordering of shocks among the nation, central
city, suburbs and industries of each metropolitan area. Impulse responses from an
SVAR could be used in specifying BVAR priors, akin to the approach suggested in
inter-industry forecasting above, or at a minimum, in checking the predictions of the
regional forecasting model.
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8.2.3 The Roles of Supply Versus Demand in Population
Growth

Regional population growth consists of three broad components. The first source
of growth is natural population growth, which results from the difference between
the numbers of births and deaths. The other two components are the balances of
individuals moving between countries (immigrants) and between areas within the
nation (internal migrants). In the U.S., for periods of time typically of interest in
regional forecasting, natural population growth and immigration generally are stable
in comparison to internal migration. Based on U.S. Bureau of Census intercensal
population estimates from 2001–2009, the ratio of the standard deviation to the
absolute value of the mean over the period in the annual change in U.S. state
population attributable to internal migration exceeded those for immigration and
natural population growth for all states. The median values of the ratios for natural
population growth, immigration, and internal migation are 0.09, 0.16 and 0.89,
respectively. Thus, internal migration was the most important factor for forecasting
short-run fluctuations in state population growth over the period.

Internal migration can either be a response to shifts in labor demand or represent
shifts in labor supply. Exogenous shifts in industry labor demand have been
shown to be a strong determinant of internal migration in the U.S., though the
connection appeared to weaken post-2000 (Partridge et al. 2012). Using a structural
vector autoregression approach (Keating 1992), Partridge and Rickman (2006)
demonstrate the dominance of labor demand shifts in explaining the variation in
internal migration on average across states.

Thus, for many states, and particularly for Oklahoma, it is appropriate to
regress population growth on job growth in an econometric model. To be sure, a
simple population annual growth equation containing a constant term to capture
the stable influence of immigration and natural population growth, and a 1-year
lag of Oklahoma employment growth relative to the nation, accurately explains
Oklahoma population growth since 1999. Tests of the lag length revealed a strong
1-year lagged relationship. Where employment growth is not dominated by a
single exogenous sector, to address concerns with endogeneity, the sectors most
identified as exogenous to local conditions could be used as instruments for
overall employment growth, or an industry mix measure from the shift-share model
could be used as an instrument, in estimating the linkage between population and
employment growth.

Population growth will not be as dominantly explained by labor demand shifts in
all states or regions and may in many places be explained more by amenity-based
migration. Although amenity-based migration in the U.S. has occurred for several
decades, a number of factors can cause amenity migration to vary over shorter
periods of time. To be sure, Partridge and Rickman (2006) found migration in
Sunbelt states to be much better explained by shocks to migration, representing labor
supply shifts, than by labor demand shifts. Shocks to internal amenity migration can
occur from catastrophic events such as hurricanes, earthquakes, droughts or fires
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or from reduced quality of life that occurred with previous growth (Gabriel et al.
2003). In this case, it would not be appropriate to consider jobs as labor demand
and regress population growth on job growth. Both job growth and population
growth are outcomes of shifts in labor supply (Rickman 2010). Some accounting
for the changing amenity-attractiveness of the area would need to be reflected in
the econometric model. This poses a significant future challenge for forecasting
population, considering the expected increased frequency of catastrophic events
associated with global climate change. SVAR approaches akin to Partridge and
Rickman (2006) could be used to identify the labor supply shocks and assess their
role in internal migration in the region.

Both labor demand and amenity-based internal migration also may vary over
the business cycle. Saks and Wozniak (2011) found U.S. internal migration to
be pro-cyclical, dropping dramatically during the Great Recession. Rickman and
Guettabi (2015) found amenity demand dramatically dropping off during the Great
Recession, reducing population and employment growth in natural amenity-rich
areas. Areas hard hit by manufacturing job losses experienced significant net out-
migration. Rickman and Guettabi also found amenity-migration related to the
buildup and bursting of regional housing bubbles prior to the Great Recession. Thus,
population growth equations should be tested for shifts during different phases of
the national business cycle.

8.2.4 Labor Market Closures

Predicted policy impacts and regional forecasts are affected by labor market
closures. With few exceptions, regional econometric models are demand driven and
ignore potential supply constraints (Beaumont 1990). While this is often argued
to be appropriate for short-run analysis, this depends on whether there is excess
capacity. Where regional economies face short-term supply constraints that ease
over time, a demand-driven model would be more appropriate in the long run.
Alternatively, an economy with slack also would be appropriate to forecast with
a demand-driven model, but in the short run.

In a BVAR employment forecasting approach for several metropolitan areas in
Oklahoma and surrounding states, Rickman et al. (2009) concluded that assuming
perfectly elastic supply was more accurate than assuming perfectly inelastic supply.
However, in an out-of-sample forecast analysis of employment and wage rates for
all fifty states plus Washington D.C. for 1981–1988, Rickman and Treyz (1993)
found that specifying imperfectly elastic labor supply was on average more accurate
than either of the extreme specifications. Imperfectly mobile labor was captured
in the study by an econometrically-estimated net migration equation, in which net
migration only fully-responded to labor demand shocks in the very long run.

The current movement of the U.S. economy back towards full employment and
ageing of the labor force will limit U.S. national and regional growth for years to
come. Use of top-down regional forecasting models will partly transmit the supply



8 Regional Science Research and the Practice of Regional Economic. . . 141

constraints to the regional level if they are incorporated into the national models.
Yet, if a region has a high composition of industries that are expected to grow faster,
demand-side models may project employment growth that implies unprecedented
and unattainably high labor force participation rates and/or low unemployment
rates. Regional forecasters across the country will then need to incorporate supply
constraints to avoid forecasting overly optimistic employment growth.

This might be done ad hoc by specifying a ceiling for the regional labor force
participation rate and floor for the regional unemployment rate based on historical
precedents. Because of changing demographic and economic structure over time,
this is unlikely to be accurate. What is needed is incorporating equations that feed
supply constraints back to regional industry employment forecasts. Equations capa-
ble of distinguishing labor demand from labor supply in employment growth would
be needed; i.e., the problem of identifying demand versus supply in population
growth above also applies here. Such equations may be part of CGE, econometric or
VAR models (Rickman 2010). Estimating supply constraints may require including
a demographic component in a regional forecasting model, where estimates of
unemployment and labor force by age and gender would be forecasted.

8.2.5 The Role of Housing

Despite the importance of housing in regional economies, regional housing prices
seldom are forecasted. The importance of forecasting housing prices extends beyond
housing-related sectors. Housing prices affect the attractiveness of a region to
households and can reflect the general health of the regional economy.

A lack of housing can greatly limit regional growth, at least in part through high
housing prices. But low housing prices do not necessarily indicate an economic
advantage for a region. Lower housing prices in Oklahoma, for example, routinely
have been argued to be a harbinger of future strong growth in the state. The
traditional spatial equilibrium model, however, predicts lower land and housing
prices in locations where there is lower quality of life and firm productivity. More
recent formulations of the spatial equilibrium model provide new insights into the
role of housing supply in regional growth.

Using a spatial equilibrium growth model, Glaeser and Tobio (2008) argue that a
favorable housing regulatory environment underpinned strong growth in the South
near the end of the twentieth century, not increased demand for the weather in the
region. Strong growth in population and wages relative to housing prices revealed
a favorable regulatory environment for housing in the South. In fact, they found
rising relative real wages in the South, which is an indicator of declining relative
household amenity demand. There also was some evidence of strong productivity
growth, revealed by increased population and wages.

Recent trends in housing prices, wages and population (or labor force) then can
be used to understand the sources of recent growth and forecasted growth. Returning
to the example of Oklahoma, it is believed to have a relatively favorable housing
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regulatory environment (Gyourko et al. 2008). Using housing prices from the
Federal Finance Housing Authority (all transaction indices), Bureau of Economic
Analysis nonfarm wage rates and U.S. Census Bureau population estimates for
Oklahoma and the U.S., a Glaeser and Tobio (2008) growth decomposition suggests
that the change in amenity demand averaged 1% less per year in Oklahoma relative
to the nation from 1999–2007, improving to only about 0.5% less from 2010–
2014. Productivity growth in Oklahoma slightly exceeded that of the nation over the
respective two periods (0.1 and 0.5%). In terms of housing, there was an absence
of a price bubble during 1999–2007, and a 1% per year disadvantage over 2010–
2014 after taking into account firm productivity and household amenity effects.
Overall, Oklahoma slightly out-performed the nation in productivity over the latter
period likely because of the energy industry, where housing and quality-of-life were
slightly below the national average. So, population growth in Oklahoma will likely
fall below that of the nation in the future unless the energy industry is strong; lower
housing prices in Oklahoma in general are not indicative of a competitive advantage,
but rather they result from lower amenity demand.

This decomposition can be routinely produced in regional econometric models
as all needed economic indicators can be forecast, giving forecasters a tool for
interpreting the causes of relative regional growth. Explanatory variables for
regional housing prices can include mortgage rates, national housing price inflation,
and relative regional population growth. Consistent patterns in the decomposition
across years reveal the relative strengths and weaknesses of the region.

8.2.6 Forecasting Employment by Occupation

Industry level data are sufficient for regional forecasting purposes to the extent
fluctuations in employment are driven by shifts in industry demand. Yet, Partridge
et al. (2012) suggest that shifts in regional labor demand post-2000 increasingly
became associated with national occupational employment shifts relative to industry
employment shifts. The authors surmise that occupations became less tied to certain
industries, such as computer programmers that are demanded by many industries.
National shifts in occupations also may be supply-driven; e.g., educational funding
and immigration policies may affect the supply of labor in high-skilled occupations.
Wage rates may be set in the labor market more by occupation and skill; e.g.,
high-skilled labor is paid relatively more regardless of the industry. Fluctuations
in regional industry employment may be influenced by occupational supply con-
straints. Therefore, accurately forecasting regional employment and wages may
require integrating occupational detail.

Regional employment data are routinely provided at the industry level but not
at the occupational level. The U.S. Bureau of Labor Statistics (BLS) releases
occupational employment and wage statistics once a year based on a semi-annual
survey of nonfarm establishments in May and November. Data are available
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for states, metropolitan areas, and aggregated nonmetropolitan portions of states.
Occupation links to industries are only provided at the national level.

One approach to integrating occupational detail is to use national industry-
occupation linkages provided by BLS (Treyz et al. 1992). An industry-occupation
bridge matrix could be constructed based on national data and used to translate
regional employment at the industry level to the occupational level. Changes in
BLS regional occupational wage rates could shed light on whether relative excess
demand or supply existed across occupations, which suggests whether demand or
supply primarily underlies occupational growth and growth in key industries. Not
only could this increase forecast accuracy of regional wages and income but it also
could help policy makers decide whether to focus on stimulating labor demand
versus labor supply to increase regional economic growth.

8.3 Research to Supplement Regional Model Forecasts

8.3.1 Benchmarking Against Other Regions

Because different phases of the national business cycle can have distinct regional
patterns, forecasts for a region can be compared to those of other regions. The
comparisons can be used both to assess the accuracy of recent employment statistics
and forecasts, while also aiding in interpreting the economic trends in the state. The
patterns surrounding the recent Great Recession provide an instructive example.

During the 2001–2007 expansion, Rickman and Guettabi (2015) found that
employment and population grew faster in high natural amenity states, while
these states also experienced housing market bubbles. The natural amenity pattern
disappeared during the recession, and only began to re-emerge at the beginning of
the current expansion. Farm states also grew faster during the 2001–2007 period,
while there were no significant differences for manufacturing and energy states
(Rickman 2012). During 2007–2010, energy and farm states grew significantly
faster, while manufacturing and high natural amenity states grew slower (Rickman
2012). The 2007–2010 patterns mostly were evident during the 2009–2011 period,
though the negative effect for manufacturing disappeared (Rickman 2013).

The patterns above helped me establish the reasons for the relatively stronger
performance for Oklahoma during the Great Recession. The importance of natural
amenities for employment growth and housing market bubbles elsewhere helped
explain Oklahoma’s average employment growth and stability in the housing market
during 2001–2007 given Oklahoma’s slightly below levels of natural amenities.
Oklahoma was then spared the ravages of the bursting of regional housing market
bubbles, and along with rising energy prices, performed stronger during the Great
Recession.

It also is tempting to ascribe differences in state economic growth to state policy
differences. Although the regional economics literature is replete with policy studies
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of regional growth differences, the evidence is often imprecise or inconclusive,
giving policy makers little guidance (Bartik 2012). Nevertheless, additional simple
analysis can be performed that is informative.

Because of its generally stronger employment and population growth, Texas
often is held up as the policy model for Oklahoma to follow. However, in comparing
Oklahoma county growth to that of neighboring states for 2000–2007, controlling
for industry dependence, natural amenities, the rate of immigration in the previous
decade and the degree of urbanization, I found that Texas did not enjoy any growth
advantages over Oklahoma (Rickman 2013). To be sure, in comparing counties
along the Oklahoma-Texas border, I found lower per capita income growth in Texas,
presumably related to its higher rate of immigration. Using the spatial hedonic
model, Wang (2016) reports an absence of capitalized policy advantages in Texas.

In short, recent and forecasted regional economic growth should be put in
perspective. Is there a pattern across regions that helps explain your region’s
performance? Are longer-term growth differences easily explained by exogenous
factors rather than by policy differences? Not only may answers to these questions
improve the accuracy of forecasts by assessing the accuracy of recent data and model
specification, getting the story correct may be as, or more, important than producing
accurate forecasts.

8.3.2 Sub-state Analysis

Along with state-level forecasts, sub-state areas are routinely forecasted. In Okla-
homa, growth typically has been relatively strong in its two largest metropolitan
areas, Oklahoma City and Tulsa. Growth in nonmetropolitan areas also may vary
because of their relative remoteness. Not only do the differences across areas within
the state need to be addressed but so do the differences for the areas in Oklahoma
compared to similar areas in other states.

Numerous studies have documented the ceteris paribus stronger growth of (all
but the largest) U.S. metropolitan areas in recent decades and slower growth in rural
areas, where the farther an area was located from larger urban areas the slower
has been its growth. Using a spatial equilibrium growth decomposition approach,
Partridge et al. (2010) conclude that productivity disadvantages primarily underlie
the lower growth of remote areas. Ceteris paribus factors, however, include natural
amenity attractiveness of the area, presence of natural resources, and location on an
interstate highway or waterway.

I have often been asked why metropolitan areas grow faster. Is it that firms prefer
to locate in them? Or is because of household location preferences? The literature
is wide ranging and inconclusive on the subject.

Partridge et al. (2009) suggest that rather than New Economic Geography
agglomeration economies, it is the position of a metropolitan area as a Central
Place in the urban hierarchy that makes them attractive. But Central Places can be
attractive to both firms and households. Glaeser et al. (2001) argue that large cities
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offer attractive urban amenities to households, which is confirmed by the empirical
evidence of Lee (2010). The results of Moretti (2013) suggest that the advantages
are driven by labor demand.

Economic forecasters do not necessarily need to engage in sophisticated aca-
demic research to address this issue in their forecast presentations. Forecasters can
examine the panoply of publicly available economic indicators for their states and
sub-state areas and deduce which theory best fits the pattern. Strong employment
growth, lower unemployment, higher labor force participation, positive wage growth
and lower poverty suggest that labor demand shifts dominated labor supply shifts
(Partridge and Rickman 1999). At the very least, consistent with the discussion
above on comparisons to other states, regional economic forecasts should be
presented as part of a larger research-based narrative for the region rather than a
sequence of forecasts for individual economic indicators.

8.3.3 Industry Trends

Forecasters commonly discuss industry composition in presenting and explaining
their forecasts. The location of some industry activities is determined by the
presence of resources such as energy or agriculture. Forecasters then commonly
become knowledgeable about trends in these industries to forecast and discuss
overall economic activity in the state.

For many industries that are not resource-based, national and international
competitiveness factor heavily into industry performance in the state. In recent
years, the presence of industry clusters has commonly been argued to increase
economic competitiveness. Although some industry clusters are long-standing and
may be attributable to a single entrepreneur, such as Henry Ford and automobile
manufacturing in Detroit, others may be more recent, and believed to be related
to government policy such as the emergence of the automotive cluster in the
southeastern region of the U.S. (Jacobs 2010). The successes of regions that contain
clusters such as in automotive manufacturing or in high-tech sectors have garnered
interest among policy makers. I have been asked many times during forecast
presentations which industry clusters the state or city should be attempting to
develop.

Policy makers often believe that if they use incentives to attract a major firm
in an industry, this can evolve into a self-sustaining cluster that propels the state
forwards economically (Porter 2000). However, Duranton (2011, p. 45) argues that
clusters are a “ : : : complex second-order issue that wrongly receives first-order
attention.” He questions the benefits of clusters, the ability of policy makers to
identify the market failures that require correction for the cluster to develop, and
the ability to design policies without being influenced by special interests. Defining
and measuring clusters also is problematic. Yu and Jackson (2011, p. 112) identify
reasons why regional industrial clusters likely cannot be “successfully identified,
mapped and promoted by regional governments”. The empirical literature on the
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economic benefits of clusters appears to support the views of skeptics of regional
industry cluster policy.2

Therefore, regional forecasters should be careful not to confuse strong growth
in a sector from national or other local demand sources with the emergence of a
cluster that can be enhanced with government policy. A well-specified block of
sector equations can help inform the sources of growth in key sectors. Does the
sector grow because of other sectors in the economy? Is there a trend in the size of
the sector employment share relative to that of the nation, all else equal? But even
if such growth can be identified, the above discussion from the regional science
literature cautions against government cluster policies.

8.4 Summary and Conclusions

Following national and international trends, regional economies continue to evolve,
posing new challenges to regional forecasters. Regional science researchers have
offered insights into the complex workings of modern regional economies. Yet,
regional forecasting has not kept pace with these developments. Regional forecast-
ing often is anecdotal, and where models are used, they bear striking resemblance
to early models. The quantity of research on regional forecasting models likewise
has diminished. I argue in this essay that more regional science research is needed
in regional economic forecasting. I identified several areas where more research
is needed on forecast methodology and where research supplements regional
forecasting efforts.

For one, I suggest greater use of the structural vector autoregression (SVAR)
approach (Keating 1992). Current methods for capturing dependencies between
sectors suffer from data limitations and the methods are better able establish
correlation between sectors rather than causality. This is becoming more important
as bifurcation of a regional economy into export versus local activity is becoming
more problematic with the shift to a more service-based economy. Likewise, I
suggest use of the SVAR approach for capturing spatial interdependencies, as
current methods better capture correlation between regions than causal relationships
between them. The SVAR also is one of the approaches I suggest for forecasting
and understanding both employment and population growth. De-industrialization
and the rise of amenity-based migration have raised the importance of labor
supply factors in U.S. regional growth. Because population is not labor supply
and employment is not labor demand– both are influenced by labor demand and
supply–the SVAR method is one approach for disentangling the relative roles of
labor demand and supply and increasing forecast accuracy. The SVAR approach
also is one of several approaches I suggest should be explored in specifying labor
market closures in regional econometric models. In particular, I note the slowing of
labor force growth nationally, constraining supply, which may cause demand-based

2See Fallah et al. (2014) for a review of the studies and for additional evidence.
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regional econometric models to be inaccurate. In addition to the SVAR approach,
other structural modeling approaches in macroeconomics also are promising for use
in regional forecasting and analysis (Rickman 2010).

I also note that housing has become more prominent in national and regional
business cycles and discuss how to include housing in regional econometric models.
The possibility of regional employment shifts increasingly arising more from
national occupational shifts than national industry employment shifts labor markets
is discussed; I suggest how forecasters might overcome limited regional data
on occupational employment. Finally, I discuss areas of research to complement
regional forecasting to increase knowledge of the forecasted regional economy.

In summary, regional forecasters need to be more knowledgeable of regional
forecasting methods and regional science research. Increased integration of regional
science research in regional forecasting models will increase both forecast accuracy
and foster greater knowledge of the regional economy. The challenges ahead
posed by recent economic trends arising from climate change, de-industrialization,
globalization and skilled-bias technical change, will necessitate more research, not
less, in the practice of regional economic forecasting.
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Chapter 9
Energy for Regional Development

Paulo Henrique de Mello Santana

9.1 Introduction

As civilizations advanced in history, the evolution of conversion and the different
utilization of energy were synonymous with progress. In the eighteenth century,
the steam engine was a milestone of the Industrial Revolution, moving the world
into a new paradigm. Coal was used at this time to generate steam for locomotives,
factories and heating buildings. In 1880, coal powered a steam engine attached to the
world’s first electric generator, launching an electricity industry that would change
the energy industry and the welfare of mankind. By the late 1800s, the oil market
was developed, and this fuel has been the most important source of energy since
the second half of the twentieth century. Technical development of exploration,
production, transport and end use equipment was the main driving force of the
energy industry. All of these areas were usually market driven until researchers and
the government found that energy was an inelastic and essential good. Furthermore,
the electricity and the natural gas industry gave rise to natural monopolies in
transport and distribution, triggering the emergence of energy regulatory agencies.
The characteristics of inelasticity, essentiality, natural monopoly and the time period
to build a power facility distinguish energy as a good that is and should be viewed
by society quite differently than other goods.

We may say that the field of energy economics research came into its own
worldwide after the 1973 oil crisis, since the market couldn’t answer some of the
emerging questions. Energy price and supply were probably the most important
driving forces for regional research on energy economics at this time. However, in
the last two decades the environment entered energy research and policy as a major
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additional concern. Although some authors question the veracity of anthropogenic
influences on climate change, the first part of the Intergovernmental Panel on
Climate Change (IPCC’s) fifth assessment report says scientists are 95% certain
that humans have been the “dominant cause” of global warming since the 1950s.
CO2 emissions from fossil fuel combustion and industrial processes contributed
about 78% of the total GHG emission increase from 1970 to 2010, with a similar
percentage contribution for the period 2000–2010 (IPCC 2014).

We may say further that regional energy economics was already born in an
interdisciplinary environment, since energy economics is a scientific area that
includes aspects of economics (microeconomics, macroeconomics, econometrics
and environmental economics), engineering, geology, environmental, political and
the social sciences.

Section 9.2 describes the existing regional energy research topics considering
energy exploration, production, transport and end use. Section 9.3 organizes and
classifies some energy policy mechanisms and develops a new approach to help
policymakers better design and deploy those mechanisms. Section 9.4 details the
most challenging question, cutting edge topics and methods that policymakers will
deal with in the next 50 years in this field. Finally, Sect. 9.5 presents a summary and
conclusions.

9.2 Energy Research

The literature up until the late 1980s shows that disciplinary issues of energy supply,
mainly related to engineering techniques and economics, dominated publications
in regional energy economics. Energy economists, geologists, thermal, electrical,
chemical and environmental engineers worked to deepen the knowledge in their
specific field of energy research. The main driving forces were techno-economic and
strategic; the main focus was in the expansion, optimization and relation of variables
to primary energy source exploration (mainly fossil fuels), conversion, primary and
secondary energy transport and use. Initiatives and research to develop renewable
energy were mostly focused on decreasing oil dependence, not environmental
aspects.

Because of the environmental movements around the world, new issues in
regional energy research emerged, increasing the importance of public policy in
energy development. The environmental and social aspects of energy introduced
a new horizon on regional energy economics. The interdependence of technical,
economical, strategic, social and environmental aspects of energy is changing the
way that energy research is being conducted. Specific issues still exist, but now in
a broader context, with increased financing from and participation of policymakers.
Furthermore, interdisciplinary research is increasing worldwide, trying to connect
different aspects of energy into a major objective. It will be increasingly important to
design and deploy energy policies that cover all these aspects. Before describing the
most challenging questions and cutting edge research issues that policymakers will
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deal with in the next 50 years, Sect. 9.3 organizes some energy policy mechanisms
and develops a new approach to help policymakers better design and deploy those
mechanisms.

9.3 Energy Policy Mechanisms: A New Approach
for Policymakers

Different policy mechanisms were used by policymakers to promote energy
technologies worldwide in recent years, considering both technology-neutral and
technology-specific approaches. In the technology-neutral approach, policymakers
set up the goal of a policy without picking a specific technology to promote. Cap-
and-trade policy is a good example, where governments set up emission limits
rather than dictate technologies. Technology-specific approaches pick one or more
technologies to promote though specific policy mechanisms. The Wind Production
Tax Credit (PTC), a part of the Energy Policy Act of 1992 in the U.S., is an example
of a technology specific approach.

A technology-push perspective indicates the key role that science and technology
play in developing technological innovations and adapting to the changing charac-
teristics of the industry structure. A demand-pull approach identifies a broader set of
market features, including characteristics of the end market (particularly, the users)
and the economy as a whole, that affects the performance of innovation (Stefanoa et
al. 2012).

The literature also classifies energy policy mechanisms in terms of command-
and-control or market incentive policies. Command-and-control is direct regulation
in which governments set a mandatory regulation that the market must follow.
Although those policies typically have a high impact effect, they are usually costly
because of regulatory enforcement and market opposition. Market incentives are
policies designed to incentivize the market to develop or provide a good or service.
Changes are not mandatory, which makes these policies more easily accepted by the
market, but these policies are normally less effective than a command-and-control
policy portfolio. Demand-pull policies target increases in private profits, while
technology-push policies reduce private costs (Nemet 2009). Command-and-control
policies contain mandates, while market incentives are voluntary. Unfortunately, the
literature doesn’t combine these mechanisms.

Figure 9.1 classifies the mechanisms into four categories, using the four criteria
of technology-push, demand-pull, market incentives and command-and-control.
This section aims to aggregate these concepts to classify and clarify these pol-
icy mechanisms to help policymakers better design and deploy energy policy
mechanisms. The first category is called technology-control, where policies are
technology-push and command-and-control type because they have the potential
to reduce private costs and are mandatory. The second is called market-control
policy, where policies are demand-pull and command-and-control type because they
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Fig. 9.1 Classification of energy policy mechanisms

have the potential to increase private profits and are mandatory. The third is called
open market policies, where policies are demand-pull and market-incentive type
because they have the potential to increase private profits and are not mandatory.
The last category is called techno-economic, and they are technology-push and
market-incentive because they have the potential to reduce private costs and are
not mandatory.

The lower-left quadrant of Fig. 9.1 shows the technology-push and market
incentive category, called techno-economic policy in this book. Direct government
investments, credit incentives and tax credits are the most used policy mechanisms
to promote clean energy technologies in this case. These are technology-push policy
mechanisms because they reduce private costs, and they also are market incentive
driven since they are not mandatory. Direct government investments provide grants
to demonstrate or deploy clean energy technologies. Full grants are usually provided
to demonstration plants, and cost sharing is used to promote commercial deployment
facilities. In the commercial deployment case, the share amount is usually given so
the investment is feasible to investors. The effectiveness of this policy mechanism
is usually high because it can make a technology economically feasible, depending
only on the amount of investment provided. Credit incentives are lower than market
interest rate loans that are provided by state banks or other government agencies.



9 Energy for Regional Development 155

Because initial investment is a large percentage of clean energy technology life cycle
costs, credit incentives are very effective. Tax credits are also used to promote clean
energy technologies around the world. They are less effective than credit incentives
and direct investments, but they are also useful, especially if used together with other
policy mechanisms.

The upper-left quadrant of Fig. 9.1 shows the technology-push and command
and control category, in which the most important policy mechanism is technology
transfer. These are called technology-control policies in this book. These are
technology-push policy mechanisms because they reduce private costs since pro-
duction in other countries may lead to lower costs. They are command-and-control
mechanism because they are mandatory. Technology transfer alone normally can’t
promote the development of an energy technology, but it’s useful when combined
with other mechanisms.

The upper-right quadrant of Fig. 9.1 shows the demand-pull and command and
control category, called market-control policy in this book. Renewable portfolio,
carbon tax, auctions, mandatory standards, cap-and-trade, feed-in tariffs and energy
labeling are the most used policy mechanisms to promote clean energy technologies
in this case. These are demand-pull policy mechanisms because they increase private
profits; moreover, they are also command-and-control mechanisms because they are
mandatory. These policy mechanisms usually have a high potential to be effective in
promoting clean energy technology. They usually create stable market conditions,
decreasing risk perception. The renewable portfolio standard is a regulatory mandate
to increase production of energy from renewable and/or clean sources at a given rate,
percentage or amount. A carbon tax is a form of carbon pricing for emissions that
are released into the atmosphere to promote clean energy sources. Auctions are used
when a regulatory authority announces that it wishes to install a certain capacity
of a given technology or suite of technologies. Project developers then apply to
build the project and name the price at which they are willing to develop it. The
bidder with the lowest offer is selected and can go ahead with the project. Usually
the parties sign a long-term contract (power purchasing agreement). Auctions are
frequently used to meet government-set quotas in systems where there is no trading
of certificates (International Energy Agency 2011). Auctions are similar to feed-
in tariffs, which also offer long-term contracts for energy producers and the costs
are shared by customers. Feed-in tariffs are subsidies per MWh generated, paid in
the form of guaranteed premium prices, and combined with a purchase obligation
by the utilities (Río and Cerda 2014). The main difference between the two is
that in auctions the price paid is set by the market depending on the amount of
energy traded, and for feed-in tariffs the price is set by government, most commonly
based on production costs. Mandatory standards can be effective mechanisms for
limiting or promoting specified energy technologies. For example, government
might prohibit technologies that emit more than a designated rate, or they might
conduct a specific auction to promote a specific technology. Cap-and-trade sets
a mandatory cap on emissions in any designated region, which may be a city or
even the world. Lastly, energy labeling is the information about energy-efficient
equipment, and it is used to inform the customers though mandatory labels.
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The lower-right quadrant of Fig. 9.1 shows the demand-pull and market incentive
category, called open market policy in this book. Knowledge exchange, voluntary
standards, information campaigns and renewable energy certificates (RECs) are the
most widely-used energy policy mechanisms in this category. These are demand-
pull policy mechanisms because they increase private profits; moreover, they are
also market incentive because they are not mandatory. Knowledge exchange,
according to the Economic and Social Research Council, is a two-way process
where social scientists and individuals or organizations share learning, ideas and
experiences. Voluntary standards are non-mandatory standards used to incentivize
the market to adopt best energy technologies and practices. Information campaigns
are used to inform the market about any existing energy policy mechanism.

A renewable energy certificate (RECs), also known as a green certificate, is
a guarantee that one megawatt hour (MWh) of renewable energy was produced
and delivered to the power grid. When customers buy RECs, they are promoting
renewable electricity generation. REC may be considered the most effective open
market policy, with a higher effectiveness than knowledge exchange, voluntary
standards and information campaigns. Those policies are the most accepted by the
market because they are market incentives that are not mandatory.

The choice of which mechanisms to use depends on the technology chosen. Some
mechanisms work better on a regional level while others work better on a national
level. Some energy policy mechanisms are also harder to monitor than others. Some
may be technology-neutral, technology specific or both. A higher level of regulatory
enforcement is required to monitor direct government investments and mandatory
standards when these policy mechanisms are set up. Once governments design and
deploy mandatory standards like minimum efficiency levels or emission level, they
can be costly to monitor. Open market policies don’t need any enforcement, but they
are usually less effective.

Having established this organization and classification of some energy policy
mechanisms to help policymakers better design and deploy these mechanisms, this
chapter describes the next 50 years in regional energy economics research.

9.4 The Next Fifty Years in Regional Energy Economics
Research

Interdisciplinary studies and the connection among policymakers, market and
academia in techno-economic, strategic, social and environmental aspects of energy
will likely be the main driving force in the future. Regional research in this field will
probably follow this path in an interdisciplinary environment; disciplinary studies
will be part of energy research in a broader sense. Figure 9.2 shows a bigger picture
of energy, illustrating how policymakers and regulators have to deal with different
aspects of energy, the main subjects, and their connections to interdisciplinary
research.
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Fig. 9.2 Interdisciplinary research in energy: market and policymaker environment

Despite recent efforts to mitigate greenhouse gas (GHG) emissions worldwide,
annual GHG emissions have grown between 2000 and 2010. During this period,
total anthropogenic GHG emissions were the largest in the history of mankind.
Global investments in the energy sector are key to sustainable development in a
context of a low carbon economy. Energy efficiency, renewable energy sources,
carbon capture and storage, moreover, decentralized energy generation researches
are considered crucial to the success of environmental strategies worldwide.

Regional researchers, policymakers and regulators have questions about envi-
ronmental, economic, strategic, social and technological impacts of energy. Most of
these questions are interdisciplinary and interrelated.

Energy resources, exploration, production, conversion, transportation and end-
use are the mainstream of the energy chain. Security of supply and low energy
prices are usually conflicting variables, since oversupply or capacity surplus is
often necessary to avoid shortages. Short term energy supply is also a source of
preoccupation for researchers, and the objective of secure energy is often in conflict
with the goal of providing cheap energy.

Economic and strategic variables, in both the short and long term, are also
important in regional economics. Low energy prices and security of supply are
usually conflicting variables in the energy industry, since an oversupply is usually
associated with higher energy costs. In the long term, energy geopolitics and
indicative energy planning are fields of interest of researchers and policymakers
for the next 50 years.

Social impacts regarding job creation, taxes, health and safety are among
the research fields that regional energy economists will work on. Technological
advances and its interrelation with basic and applied R&D, commercial deployment
and market diffusion are also an important field of research, together with intel-
lectual property issues. The interrelationships among environmental, technological,
social, economic and strategic variables will be the main driving forces for energy
research and policymakers in the next 50 years.
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This chapter shows the likely direction of energy economics research in the next
50 years. Some of these questions and research methods are highlighted below.
While it would be impossible to identify all relevant questions and methods, we try
to show the direction of regional energy economics research through some important
problems that all involved agents will have to deal with.

Problem-driven questions have an increasingly importance in the last two
decades. It doesn’t mean that method-driven in energy is less important. However,
method-driven research in energy economics will likely be inserted into problem-
driven questions in a broader sense. An overarching general question might be,
“How can safe energy expansion at a low cost, with security of supply, minimal
environmental impact and maximum social welfare in the short and long term
be promoted?” Questions like this, which span a wide range of qualitative and
quantitative dimensions, can be approached using methods like multiple-criteria
decision analysis to achieve robust solutions. Questions of a more uni-dimensional
character would include:

1. How to promote sustainable energy in a given region?
2. How to promote renewable energy with low cost and security of supply?
3. How to develop competition and security of supply?
4. How to promote energy efficiency?
5. How to promote technological innovation and diffusion of emerging clean energy

technologies?
6. How to project energy demand and price in a given region?
7. How to mitigate GHG emissions in energy systems?

Some of the methods that likely will be used to address these more specific
questions are listed below. All of these methods might be tied to the organization
and classification of energy policy analysis detailed in Sect. 9.3. Policies in the short
and long term face different challenges, and all of them deal with techno-economic,
strategic, social and environmental aspects of energy.

1. Engineering: technical development of renewables, energy efficiency, carbon
capture, energy storage, decentralized generation technologies and smart grids;

2. Architecture: sustainable houses and cities;
3. Life cycle assessment;
4. Public policy: Cost-benefit analysis;
5. Multi-objective and multi-model optimization methods;
6. Qualitative methods: surveys, Delphi and case studies;
7. Multiple-criteria decision analysis: multi-criteria evaluation and design, includ-

ing spatial multi-criteria;
8. Forecasting techniques in both short and long term: time series, econometrics,

spatial econometrics and end use modeling.

Promoting investments in energy efficiency, renewables sources, carbon capture
and carbon storage, and decentralized energy generation are considered crucial to
the success of international negotiations on climate change mitigation. Sustainable
houses and cities, life cycle assessment and public policy cost-benefit analysis
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researches will help society to achieve this objective. Methods like multi-objective,
multi-model optimization, quantitative methods, multi-criteria, spatial multi-criteria
and forecasting techniques will help researchers and policymakers to deal with
conflicting energy variables.

The eight methods listed above can be used effectively to deal with the future
problem-driven and method-driven questions listed in this section. Promoting
safe energy expansion at a low cost, with security of supply, while minimizing
environmental impact and maximizing social welfare in the short and long term will
be a challenging issue for researchers, regulators and policymakers. The methods
that might answer these questions lie within a continuum from qualitative to
quantitative.

9.5 Conclusion

The promotion of energy for sustainable development is a challenge for govern-
ments and regulators. Regional energy economics will have to deal with techno-
economic, strategic, social and environmental aspects of energy production and
consumption to achieve interrelated objectives. Society wants cheap, clean, safe and
secure energy. Questions emerge because those objectives sometimes conflict. In the
next 50 years, regional energy economics research will have to deal with these chal-
lenging issues, identifying the nature and extent of the tradeoffs involved. Energy
research will likely become increasingly interdisciplinary, addressing interrelated
disciplinary research and problem domains to achieve a hybrid solution in a broader
sense. It will be increasingly important for policymakers to design and deploy
energy policies that cover multiple objectives. The connection among policymakers,
market and academia in techno-economic, strategic, social and environmental
aspects of energy will be the main driving force for energy research in the future.
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Chapter 10
Regional Perspectives on Public Health

Sara McLafferty and Alan T. Murray

10.1 Introduction

The impacts of local and neighborhood contexts on population health have attracted
enormous research attention in the past two decades. Researchers are investigating
how diverse place characteristics, such as environmental pollution; residential
segregation; and access to recreational, health, and social services and employment
opportunities, affect people’s health and well-being, as well as how health in turn
shapes people’s lives and livelihoods. Much of the focus is on the local scale,
while the regional scale—the primary focus of regional scientists—has attracted
less attention. At the same time, regional science work has not generally addressed
health and health care, despite the importance of these issues to regional economies,
populations, and economic and social development processes. Health is crucial for
sustaining a productive and innovative workforce, providing a key cornerstone for
productive and reproductive activities that are embedded within regional economies.
Regional development processes affect population health through complex linkages
to incomes, occupations, infrastructure developments, and myriad other socioeco-
nomic and contextual factors. In addition, medical services and other health-related
industries have emerged in the past several decades as critical components of
local economies, providing employment, income, innovation, and other outputs that
ripple through local and regional economies. In the U.S., health care accounts for
17% of GDP, making it one of the largest economic sectors.
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For these and other reasons, we see much potential for regional scientists to
increase attention on health and health care as topics of study and to investigate
health-related patterns and processes, especially at the regional scale. Although
there is no hard and fast boundary between local and regional scales, a regional
focus—one that fits well within regional science—involves understanding and
modeling population-level processes that operate within interconnected regional
settings. Regional investigations emphasize the economic development and demo-
graphic processes that drive changes in health and health care within and among
regions. Planning of public health interventions to improve population well-being
takes place at the regional and local scales, providing opportunities to evaluate and
model access to services and to design more effective service delivery systems.

This chapter identifies key themes in regional science research related to public
health. We discuss the importance of regional science perspectives and methods in
seven main areas of public health research: inequalities; determinants; development
processes; mobility; detection, surveillance and monitoring; provision and access;
and location modeling. Opportunities for closer collaboration between health
researchers and regional scientists are identified. Because the literatures on these
topics are vast, we cite only a small subset of relevant literature to give an overall
sense of research contributions and directions.

Our chapter adopts a socio-ecological definition of health. We view health as
a positive quality that encompasses social, physical, and emotional health and not
merely the absence of disease. Health care comprises diverse activities—personal,
social, and institutional—for maintaining and promoting health. Our discussion of
health care focuses primarily on formal health care—health care provided by trained
professionals in organized settings such as hospitals and clinics—although it is
important to acknowledge that much health care is provided in informal settings.

10.2 Inequalities

Health outcomes vary widely among places and population groups. These health
inequalities are evident at all spatial scales, from global to regional to local. At
the global scale, we observe large and persistent differences in the most basic
indicators of life and death, including infant mortality and life expectancy, as well
as sharp disparities in the incidence and prevalence of specific health concerns,
such as malaria, HIV/AIDS, diabetes, violence, various cancers, and many others.
Global health inequalities are strongly linked to differences in economic and social
development, with low-income countries typically having higher rates of morbidity
and mortality than more economically advanced countries. However, notable excep-
tions exist, such as Cuba and Costa Rica, where investments in sanitation, water
supply, nutrition, and public health services result in very positive population health
indicators despite low or moderate levels of economic development.

The epidemiological transition offers a conceptual framework for understanding
the relationships between health disparities and economic development and mod-
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ernization at the global scale. This framework characterizes low-income countries
as having high mortality rates due to undernutrition, poor sanitation, and high rates
of communicable diseases, such as malaria, tuberculosis, and diarrheal diseases.
As economic development takes place, nutrition and food supply improve, and
investments in public health-related infrastructure and medical services take place,
resulting in a decline in mortality and a life expectancy increase. During this
transition, the causes of death shift from malnutrition and communicable diseases to
degenerative diseases, such as heart disease, cancer, and stroke. While the growing
importance of degenerative diseases is partly linked to increases in life expectancy
that give time for degenerative conditions to develop, such diseases also emerge
in economically advanced places due to increases in health-damaging behaviors,
like smoking and substance abuse, and increased exposure to environmental and
occupational hazards that are by-products of industrialization. As development
and modernization continue, incidence of certain degenerative diseases declines as
wealthy countries invest in environmental regulations and public health interven-
tions and as polluting industries move to low-wage countries (Martens 2002).

Recent evidence suggests that health transitions reflect distinctive contexts and
causal mechanisms. Non-communicable diseases, like diabetes, are increasing
across the globe, even in places where economic development is slow and among
populations of low socioeconomic status. Long-term declines in mortality that occur
as economies develop may also “reverse” in some cases, as economic shocks and
downturns lead to rising morbidity, mortality, and/or infectious disease outbreaks.
Such a reversal took place during the Eastern European health crisis of the 1990s,
when life expectancy fell in countries like Russia and Ukraine as they switched
abruptly to a market economy. Despite these complexities, the health transition
framework is important for emphasizing the close ties of population health to
social and economic development processes. Regional scientists’ knowledge of such
processes can help to improve our understanding of important national and global
health transitions.

Wide health inequalities also exist at the regional and local scales. For the
U.S., regional and county-scale disparities in life expectancy approach those
observed between developed and developing countries. Geographic disparities in
life expectancy in the U.S. are especially pronounced for low-income individuals
(Chetty et al. 2016). Other countries, like Canada, Italy, and the United Kingdom,
also show large regional variations in indicators of population health (e.g., Ferrara
and Nisticò 2015). In some instances, regional variations in health follow urban-
rural divides, or align with north-south gradients in regional economic development
as is the case in Italy.

Uneven geographic variation in health outcomes has also been widely docu-
mented at the local scale where detailed data reveal patterns of health (dis)advantage
that reflect population and place characteristics (Krieger et al. 2005). In Chicago,
low birthweight, the percentage of infants born weighing less than 2500 g, is
four times higher in some neighborhoods than in others—a gap that is as wide as
that between corresponding percentages for Sweden and Bangladesh. Diseases like
HIV/AIDS, cancer, and asthma also vary greatly across urban metropolitan areas,
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with the highest rates often occurring in areas of socioeconomic disadvantage. In
the 1980s and 1990s, areas of health disadvantage were typically located in inner
city neighborhoods close to the city center; however, urban development processes
like gentrification and the closing of public housing projects are shifting vulnerable
populations to peripheral urban and suburban locations where new concentrations
of health disadvantage are emerging.

10.3 Determinants

Determinants of regional and local health inequalities can be divided into two
broad categories—composition and context (Macintyre et al. 2002). Composition
emphasizes characteristics of people within an area that affect their risk of ill-
health, such as age, gender, and race/ethnicity. Context describes characteristics
of the places in which people live and interact that affect their health risks and
health-related behaviors. Contexts exist at multiple and overlapping scales, from the
personal spaces of daily life to the broader regional and global contexts that shape
and constrain these everyday spaces. Contextual factors include environmental
hazards; parks and green spaces; transportation, retail, employment, and health
care opportunities; opportunities for social interaction and social capital; residential
segregation and housing; national, state and local policies; and many others. The
contextual and compositional factors affecting health inequalities vary greatly
depending on health outcome and study area of interest.

Obesity represents an illustrative example of how composition and context
influence health outcomes. Age, gender, and genetic factors are known to affect
obesity risk, so areas in which population composition is skewed towards high risk
groups tend to have higher rates of obesity. However, research shows that geographic
variation in obesity goes well beyond the effects of population composition.
People’s food intake levels have been linked to the availability and prices of healthy
and unhealthy foods as reflected in the local mix of food retail outlets and people’s
knowledge of and willingness and ability to access them. Food deserts—places in
which people lack access to affordable and healthy food—present a particularly
constrained environment for healthy eating (Walker et al. 2010). In addition to food
intake, obesity is influenced by physical activity, which is rooted in environmental
contexts. Research shows that diverse contextual factors affect physical activity,
including urban sprawl, neighborhood street patterns, ease and safety of walking,
transportation access, crime and safety, and access to parks and green spaces.

Selection bias results from people actively selecting particular kinds of resi-
dential contexts, and is a critical issue in studies of contextual effects on health.
We cannot be sure if an observed association between neighborhood context and
health represents a causal effect or a preference that motivates people to choose
to live in that neighborhood context. For example, do people engage in physical
activity because they live near a park, or do they choose to live near a park
because they enjoy engaging in physical activity? The gold standard for establishing
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causal effects is the controlled experiment, but it is nearly impossible to conduct
controlled experiments to analyze relationships between contextual variables and
health. In addition, the segregated residential landscapes that result from residential
sorting processes mean that some population groups do not experience a diverse
spectrum of contextual effects (Messer et al. 2010). One way to address these
concerns is through natural experiments associated with health policy changes—
for example, analyzing the effects on health behaviors of changes in smoking
regulations, marijuana legalization, or construction of a new supermarket in a food
desert.

While acknowledging that context and composition are both important, contem-
porary work emphasizes interdependences between them (Cummins et al. 2007).
Contexts affect people’s health-related behaviors and experiences, but people and
their social and political institutions create, choose, and change place contexts.
The issue of selection bias illustrates well the mutual interactions between people
and contexts. Understanding how these interactions unfold and their implications
for population health calls for dynamic approaches that consider feedbacks and
changing trajectories. The dynamic approaches of regional science have a lot to
offer for analyzing how processes like regional and urban economic development
and migration relate to population health.

10.4 Development Processes

Processes associated with development are related to health in complex ways
through effects on incomes, employment, occupations, prices, land uses, and many
others. The health effects of such economic variates have been widely studied and
generally show that people who have low incomes, are un- or under-employed,
and/or who work in risky occupations have poorer health outcomes than those
who are more affluent. However, fewer studies have drilled down to the regional
scale, where place-specific combinations of economic opportunities, population
groups, health and social services, infrastructure, and other dimensions of regional
context result in varying health outcomes. Associations that are strong at the national
scale, like the inverse association between health outcomes and income inequality,
sometimes disappear when data are analyzed at the regional and urban scales.

Regional development processes influence both population composition and
contextual environments in ways that are relevant for health. The types of people
who live in an area, and their patterns of residential segregation, are profoundly
shaped by regional economic and political trends. Even more complex are the
effects of development processes on health-related contexts. Regional economic
growth leads to investments in water, sanitation, and transportation infrastructure,
education, health, and social services, and retail activities that can have both
beneficial and adverse effects on health. Growth can also lead to increased air and
noise pollution, and long commuting times due to traffic congestion, all of which
have been associated with stress and other adverse health effects. Changes in urban
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form, such as sprawl, segregation, and gentrification, unevenly impact opportunities
to engage in healthy (and unhealthy) behaviors and social interactions. These health-
related multiplier effects depend greatly on the mix of industries in a region and
their interindustry linkages and workforce and input requirements, interconnected
economic systems that regional scientists understand well.

Health impacts are also important as intended or unintended consequences
of regional development processes. From the outbreak of Schistosomiasis that
followed construction of the Aswan Dam to the increased spread of Lyme disease in
the northeast U.S. linked to patchy suburban development in second-growth forests,
examples abound of development projects heightening risk of communicable dis-
eases (Mayer 2000). Emergence and spread of non-communicable diseases can also
be traced to contextual changes associated with development processes, although the
pathways are highly complex. For regional science, an opportunity exists to extend
input-output modeling frameworks to estimate health impacts using methods similar
to those employed in modeling environmental impacts such as the single- and multi-
region input-output models used in estimating changes in CO2 emissions.

Health also feeds into regional and urban development processes, generating eco-
nomic and social benefits that lead to wider societal gains. Increased productivity,
income, employment, education, and social capital are among the many benefits
of improvements in health. There is great interest in quantifying and forecasting
these benefits to better represent the benefits of public health investments and
interventions. A recent study estimated that in developing countries, spending $5
more per person for woman and child would generate approximately nine times that
value in social and economic benefits (Stenberg et al. 2014). Such benefits are likely
to vary regionally depending on regional context and population. With their detailed
knowledge of interconnected population and economic processes, regional scientists
can provide methods and perspectives needed to estimate benefits of investments in
public health infrastructure and services within specific regional and local settings.

10.5 Mobility

Time-space contexts reflect people’s movements from place to place, and are
critically important for representing the environments people experience daily and
over the life course. Health-related exposures and opportunities occur within these
ever-changing spaces. Kwan (2012) highlights the fact that contexts shift over time
and space, reflecting individual choices and constraints within particular settings.
As a result, using fixed geographic units like census tracts or counties to represent
contexts may lead to inaccurate and biased exposure estimates. To address this issue,
researchers have used commuting flow data to devise contextual measures based
on the spaces people traverse in their daily routines. A growing number of studies
use time-space activity patterns for examining contextual influences on health.
Beyond effects on contextual exposures, daily mobility itself can influence health:
people with restricted activity spaces may experience social isolation, while those
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with expansive activity spaces experience stress and time constraints. These health
impacts have not been widely studied, although they are becoming increasingly
relevant in our hyper-mobile societies.

Mobility also occurs at longer time scales through migration processes that
induce changes in population composition and expose people to new environ-
ments. Migrants are often healthier than populations left behind, so migration
can exacerbate health inequalities if flows among regions are uneven. Many
regions in which poor health outcomes persist are also regions of strong net out-
migration. The impacts of migration on individual migrant health have been widely
studied in relation to processes of settlement and acculturation. Migration imposes
a significant social and economic burden on migrants, severing social ties and
connections to places. Forced migrants face huge challenges that may lead to
diminished social and physical health. Researchers have uncovered mixed support
for the “healthy migrant” thesis as immigrant health experiences vary from one
group to another and evolve over time as migrants cope with and adjust to new
environments (Newbold 2005). Neighborhood contexts play a role in migrant health
by providing opportunities for social interaction and access to jobs, resources, and
services. For some migrants, living in an ethnic enclave with other members of
one’s cultural or ethnic group appears to have protective effects on certain health
outcomes, although for other migrants, living in a dense ethnic concentration may
be detrimental (McLafferty et al. 2012). The interactions between immigrant labor
markets; settlement patterns; and access to social, health, and cultural resources are
important topics where regional scientists’ understanding of social and economic
interlinkages and space-time dynamics is important.

10.6 Detection, Surveillance and Monitoring

The significance of public health is undeniable. Consider, for example, human
immunodeficiency virus (HIV), whether in a small rural town in Indiana or among
working age adults of sub-Saharan Africa or the growing number of children
across the globe living with the virus, HIV impacts all of us in one way or
another. As communicable disease like HIV spread across the globe, and non-
communicable diseases grow and decline unevenly in different places, surveillance
and monitoring efforts to detect and/or track these public health concerns are
paramount. Detection and surveillance requires an ability to identify issues at local,
regional and global scales, to monitor where they are occurring, and to predict when
and where the issues will emerge in the future. Spatio-temporal data are plentiful
for supporting public health surveillance efforts. Many spatial analytical methods
have been developed to aid in the detection of clusters, identification of hot spots
and understanding patterns.

Much progress has been made in the development of methods to support health
detection, surveillance and monitoring, although not necessarily in regional science.
A range of supporting software, tools and technologies have been and could be
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brought to bear on questions concerning public health (Cromley and McLafferty
2011; Yao and Murray 2014). Sensing technologies. including GIS (geographic
information systems), GPS (global positioning system), and remote sensing are
widely available, facilitating spatial data creation, mapping and geovisualization,
and analysis. GIS is a collection of software, hardware and procedures that
enable spatial information to be created, managed, manipulated, displayed and
analyzed (Church and Murray 2009; Cromley and McLafferty 2011). This may
involve digitization and geocoding of incident locations but also various sorts
of manipulation, spatial and aspatial. Beyond this, GIS provides the capacity for
mapping and geovisualization of geographic data.

Geospatial technologies can and could be helpful for public health policy devel-
opment, planning response and assessment. GPS is the constellation of satellites
orbiting the earth along with base stations and individual receivers, all combining
to enable determination of location (and time) essentially anywhere on the surface
of the earth. Of significance is that most cellular phones have GPS, so movement,
behavior and interactions can be tracked directly or indirectly for individuals or
groups of people. Because people often carry diseases with them as they move
from place to place, these movement data can be used to anticipate where diseases
are most likely to spread. There are also many different remote sensing platforms,
including those tracking shopping purchases (and where), cameras mounted on
drones, sensors on aircraft, and satellites recording observed conditions from space,
facilitating observation as well. What this means is that we can detect from afar
that countries like Zimbabwe are and will be experiencing food shortages due to
local/regional drought conditions, as an example.

These technologies are currently being used for health surveillance to record
and map outbreaks of disease globally and regionally. Systems like HealthMap
collect data from news reports and public health agencies and map the information
as reports come in. In fact, early reports of the 2009 H1N1 (Swine Flu) epi-
demic appeared in HealthMap’s reporting system (McLafferty 2010). (H1N1 is an
Influenza A virus subtype that spread globally in 2009 resulting in hospitalizations
and human deaths.) Other geographic health surveillance systems process data from
web searches, drug store sales, and social media to reveal when and where outbreaks
of diseases like flu are taking place.

There are a range of spatial analytical methods that support detection, surveil-
lance and monitoring. This may involve local and global measures of spatial
autocorrelation to detect hot/cold spots, or a host of approaches for identifying
clusters and patterns (Murray et al. 2014). Oftentimes, one is interested in areas that
exhibit concentrated levels of disease, either high or low. On the spatial autocorrela-
tion side, Moran’s I and G* are popular approaches. Exploring spatial pattern may
involve using k functions. Cluster detection methods include hierarchical and non-
hierarchical approaches, such as kernel density, spatial scan, and other explicitly
spatial optimization methods. A range of confirmatory methods have been utilized
in public health analysis, including regression (e.g., OLS, spatial autoregressive,
spatial error, geographically weighted regression, logistic regression, etc.) as well
as kriging, multi-level and Bayesian hierarchical models, among others. In the
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end, the interests may varying depending upon context, but research efforts have
certainly focused on monitoring change over time, identifying disease outbreaks,
and predictive modeling of disease spread. Regional scientists have made valuable
contributions to spatial analytics methods development and refinement, and clearly
there is opportunity for this to continue in addressing public health issues.

10.7 Provision and Access

Health care provision and the availability of doctors, nurses, monitoring mecha-
nisms, testing capabilities, diagnostic and preventive services have proven to be
vitally important for keeping people healthy. To be effective, services must be
available, provide high quality and appropriate care, and be utilized by people in
need. It is not always the case, unfortunately, that people and communities have
access to appropriate and high quality health services. As a result, we have and will
continue to observe much regional variability in health and well-being. For example,
the Appalachian region of the U.S. has a high prevalence of diabetes attributable
to obesity due to sedentary lifestyle, diet, etc. This coupled with, poverty, low
educational attainment and a general lack of medical services has led to a health
situation of great concern (Grubesic et al. 2014).

The implications are clear. Access to health care services is vital. Although many
factors influence access, both the local supply of health services and their proximity
to the population in need are critical (Wang 2012). The types, quality, and costs of
health services vary spatially, and as a result, impact individual access. Proximity
is highly correlated with health services utilization (Mayhew and Leonardi 1982)
and is also important for saving lives (Cudnik et al. 2012). Measures and metrics
associated with spatial access abound. Discussion and reviews can be found in
Cromley and McLafferty (2011) and Wang (2012). Perhaps the most widespread
access measures are average distance, maximum distance and distance decay (see
Bennett et al. 1982; Rushton 1984; Kumar 2004; Murray and Grubesic 2016).
Average distance is derived through the measurement of proximity between an
individual (home residence) and their closest healthcare service center/facility. It
is used as a summary indicator of the level of potential service an area or region
has. An alternative is the maximum distance (or travel time) standard—a maximum
distance beyond which access is assumed to be poor. Using GIS, we can determine
the percent of population within this standard, or alternatively, who is not within the
standard. Other spatial access measures, like the 2-step floating catchment method,
capture the supply of health services relative to demand and can incorporate distance
decay (a drop-off in availability with distance), differences in transportation access,
and other complicating factors (Wang 2012). Gravity models have also been used
to analyze health care access and to predict changes in service use after service
facilities close or are added.

In the U.S., the Dartmouth Atlas of Health Care project documents wide regional
disparities in utilization of specific medical procedures and in the costs of those
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procedures, even after factors affecting patients’ need for services are controlled
(Wennberg et al. 2002). Some of these differences stem from practice variations—
local and regional differences in health provider behavior and norms. Regional
differences in health services also point to the significance of health care to local
and regional economies. In many areas, health care providers and related industries
account for a large share of employment and income, making them central to
economic development. Regional science can contribute to better understanding
the economic significance of health care industries and the impacts on quality,
utilization and costs.

10.8 Location Modeling

Policy formulation, evaluation and assessment having to do with public health is
extensive, but not without varying levels of controversy. Of course, there is less
controversy when policy is supported by rigorous methods in order to gain insights.
To this end, a variety of location model (spatial optimization) based approaches
have been utilized to evaluate existing healthcare systems, plan for new service
networks, and/or extend an existing service system in some manner. Discussion
and reviews of modeling in this area can be found in Rushton (1984), Cromley
and McLafferty (2011), Daskin and Dean (2004) and Murray and Grubesic (2016)
(see Church and Murray 2009 for broad classes of location models). Effectively,
different location modeling approaches rely on the different measures of access and
accessibility, including average distance or travel time from population to facilities
(see Oppong and Hodgson 1994) or the percent of population within a maximum
distance standard (see Bennett et al. 1982). These kinds of locational objectives
have been used to identify optimal locations for new healthcare providers, to identify
health facilities that are no longer needed, and to identify service assignments/areas.
The models also may be used to evaluate the spatial efficiency of an existing system,
as suggested in Rushton (1984), Kumar (2004) and Yao and Murray (2014).

Researchers have proposed more complex location models to emphasize the
likely health outcomes associated with specific numbers and locations of health
facilities. These models reflect the fact that patient outcomes are typically better
in health facilities that treat more patients, known as the patient volume effect,
which favors large, centralized facilities. This advantage can be traded off with
long travel times associated with a centralized system (McLafferty and Broe 1990).
Locating health facilities often involves multiple objectives, which can be expressed
using location modeling. While many examples of modeling along these lines can
be found, worth noting is the work of Osleeb and McLafferty (1992) and more
recent work by Cocking et al. (2012) and Leira et al. (2012) in support of public
health decision making. A final point is that health services are hierarchically
organized and interconnected. Murray and Grubesic (2016) review the hierarchical
and non-hierarchical contexts of healthcare service systems, where various types of
referral mechanisms and relationships are observed. Regional scientists have been
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particularly active in this area of public health, and there remains much opportunity
for continued efforts and contributions.

10.9 Conclusion

Health and health care are pressing social concerns that cut across the theoretical
frameworks and methods developed and used by regional scientists. Health is
deeply embedded in regional economic and social systems: healthy populations
are crucial for regional growth and sustainability; regional development processes
impact population health both directly and indirectly through effects on contextual
and compositional health determinants; and health services have an increasing role
in regional economies, affecting not only access to care, but also local employment,
workforce requirements, and incomes. Regional scientists are uniquely poised to
address these important issues.

This chapter has provided an overview of themes in health research while
pointing to opportunities for closer collaboration between health researchers and
regional scientists. Health outcomes vary greatly at the regional and local scales,
and the methods and perspectives of regional sciences can be employed to better
understand such variation. Regional economic and demographic processes are
central to health outcomes, affecting factors like incomes, poverty, occupations,
and population demographics that are well-established health determinants. Mod-
elling how these processes affect population health, and how health and health
services, in turn, affect development processes represents an important area for
future investigation. Methods used by regional scientists can also be brought to
bear on critical issues that underpin efforts to improve public health, including
health detection, surveillance and monitoring; evaluating spatial access to health
services; and improving the locations and deployment of services to populations in
need. Spatial and space-time “big data” from sensing systems and GPS-enabled
devices will be central to these efforts. Multidisciplinary approaches, in which
regional scientists collaborate with health researchers, are also important, given the
complexity and multifactorial nature of health issues. Looking ahead, improving
health and health care access require a fuller understanding of the roles of health in
regional systems based on accurate and timely geospatial information, topics that
present exciting opportunities along the research frontiers of regional science.
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Chapter 11
New Approaches to Gender in Regional Science

Katherine Chalmers and Walter Schwarm

While regional science argues that space matters, it has long ignored the important
context of gender, specifically how gender inhabits space. Central to this discussion
is the notion that gender implies a broader understanding than merely biological
sex. Nelson (2003) argues for a humanist approach that widens the scope of
analysis away from the binary to an inclusive feminist perspective. Rather than
thinking merely in terms of masculine-good/feminine-bad, Nelson (1996) argues
that economics, and by extension regional science, should consider both the positive
and negative attributes of each gender. This means that regional science must do
more than include sex as an explanatory variable in its analysis by examining
how gender constructs change not only potential outcomes but indeed how spatial
relationships are perceived by acknowledging gender and space’s own social
constructions. Doing so will help regional science to become more relevant and
its policy prescriptions more prescient.

What does it mean to broaden regional science to include gender considerations?
It means doing more than paying lip service to differences by expanding our
thinking beyond simply a male/female explanatory variable. To include gender
means changing the nature of the model, not merely tacking sex onto the variable
list. How men and women move through space and organize their lives is distinctly
and significantly influenced by their assigned genders. For example, both genders
embrace different social and familial responsibilities that cause them to encounter
space in distinctly different ways. Traditionally, women have borne the burden of
childcare and the bulk of household production, and these responsibilities constrain
women’s ability to move through space in a way that men do not necessarily
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recognize. Furthermore, these constraints may have unintended consequences as
gender responsibilities and societal norms change. Therefore, regional science
should embrace these differences and create models that help to explain why these
differences exist, and craft appropriate policies that take them into account.

Regional Science, as with economics, relegated the consideration of gender
for a long time to the marginal fringes of the discipline. While Becker (1973,
1974) notably provided the first step to understanding how gender might influence
economic decisions with conceptual modeling, Akerlof and Yellen (1988), in
developing their theory of efficiency wages, have shown how economics can more
broadly expand beyond its traditionally masculine viewpoint. As Nelson (1995)
points out, by incorporating notions of “fairness” into their theory of efficiency
wages, Akerlof and Yellen have moved beyond the rigid boundaries of economics.
Unfortunately, to date, regional science largely ignores gender and continues to see
the issue along more traditional analytical lines. This narrow focus will hamper the
relevancy of regional science because issues that will arise are likely to be infused
with underlying currents that invoke a consideration of gender issues. Indeed, as the
world moves further along in its development, regional differences continue to exert
their influences at both ends of the size scale. These differences arise, as we know,
from many differing spatial characteristics but, we must also be cognizant that those
different spatial characteristics include gendered differences.

While there have been notable exceptions, regional science has largely consid-
ered gender only in the context of migration and the labor market issues under
localized wage differentials and commuting. While these are important issues and
will remain so in the future, they do not fully capture the breadth of analysis that is
possible or indeed warranted when one examines the greater role of gender in the
underlying fields of economics and geography.

11.1 Areas of Likely Future Focus

11.1.1 Gender, Income and Inequality

When considering models of urban development, the price of land and housing
decreases as one moves farther from either the center or spatial clusters. Firms that
elect to locate away from these areas can pay their workers lower wages because
workers do not bear the cost of commuting. These intra-urban wage differentials
have been credited with contributing to spatial unevenness in wages across areas
of cities Carlson and Persky (1999) and regions Steven and Riker (1999). These
monocentric and clustering models yield associated wage differentials that may
be incomplete because spatial constraints for certain classes of workers fail to
be adequately addressed. Urban/suburban wage differentials might exist only for
certain kinds of workers and those who are more limited spatially in their commute,
such as second-earner women. In this case, women’s wage rates by job location
would be much more distance-sensitive than would men’s.
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One of the markers of economic development has been the increasing status of
women. With development, women assume productive employment, which gives
them a stronger voice in household economic decisions. Therefore, models that
speak to women’s concerns are more likely to be effective, unencumbered by
unintended consequences. For example, human capital theory ignores the societal
expectations attached to gender roles that may influence women to perform more
traditional gender specific activities so that women’s failure to achieve gender parity
in labor markets is not merely indicative of women’s lower opportunity costs in
performing household tasks but rather an indication of the failure of economic
theory to consider the situational gender aspects of the labor decision Barrett
(1982). This is especially true in participatory democracies in which women form
a significant voting bloc and politicians may seek to satisfy their demands. As
women’s political voices become louder, laws that promote gender equality must
consider how women live and the responsibilities they bear. For example, the rate of
part-time work for women in the Netherlands is significantly higher than elsewhere
in the world and is a growing concern to politicians there when coupled with an
aging population Noback et al. (2015); however, programs designed to increase
full time work that fail to account for the drivers of part time work such as child-
care and increasing elder-care responsibilities will face potential failure. Thus, a
consideration of the intertwined role between political influence, regional growth,
and the employment decision motivate research at this level and at this time.

As traditional gender roles undergo change, consideration must be given to the
interactions between gender, wages, amenities and schools within a larger regional
or spatial construct. Traditional suburban housing that requires automotive transport
to successfully fulfill household responsibilities means that completing those tasks
necessarily requires commuting time, time that cannot be spent doing other tasks.
Given that suburbanization results in lower density living, and in the U.S. typically
consists of traditional, single-family homes with minimum lot sizes enforced by
zoning restrictions, and that household tasks have historically fallen on women, this
combination can present a serious logistical constraint upon the female labor force
participation rate. As Jacobsen (2007) notes, while this situation can be argued to
be an expression of free choice, that assertion ignores the extent to which zoning
laws and pre-existing housing stock influence household decisions. Furthermore,
the traditional (American) school calendar of approximately 180 days of school,
with each day consisting of less than 8 h of schooling with a 3-month summer
break is not conducive to a dual-earner household, particularly when one gender
bears primary responsibility for the transportation of children to/from school. And
shortened school days are not a uniquely American problem, but a common issue
faced by those raising children in many countries. Indeed the more common nature
of homeschooling in the United States may be attributable, at least in part, to
the difficulty that women face in juggling competing responsibilities within an
unmanageable distance Miller (2006).

Clearly there is important work being done examining the spatial and regional
characteristics that generate differential outcomes in wages, income and oppor-
tunities. These range across the entire spectrum of sophistication, from the most
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basic narrative approach to those using the most sophisticated tools of the art. It
is interesting to note, however, how many either fail to examine or assume away
the problem of gender. While we have argued herein that the mere inclusion of a
gender dummy is insufficient, it at least begins to address the potential differing
interactions. As an example in the Florida and Mellander (2013) working paper
examining the difference and determinants of wage and income inequality across
U.S. Metros, no mention is given to gender as a component of their analysis, either
as a determinant nor as a conditioning variable. The lack of such consideration is
unusual but not uncommon, and unless we are prepared to declare the equality of
opportunity and outcomes across gender, such oversight or simplified assumptions
are, in our opinion, unrealistic and prone to making grave errors.

11.1.2 Household Location, Composition, and Influences

In the regional science literature, the household is usually treated no differently than
an individual would be. Typically, the household has a single objective function
that it wishes to maximize, having several variables of adjustment at its disposal to
do so (e.g., location, home size, commute time), and subject to various constraints.
This corresponds to a unitary vision of the household. The influence of Mincer’s
(1978) seminal work in the differential weights of migration decisions within a
household have only made moderate inroads in regional science. The reality is that
we should consider not just commuting decisions, but also labor supply, and indeed
almost all actions a household undertakes as compound events. The relative impact
of moving, labor supply, and residential location are not uniform distributed across
members of the household, and those economic impacts, as well as psychological
and environmental ones are apt to be unequally borne, and might fall heaviest on
those in Mincer’s “tied mover” category McCollum (1990). As Donni underlines,
“there is increasing agreement, however, that economists cannot ignore the fact that
most households are composed of several individuals who take part in the decision
process” Donni (2008), particularly as more data is now available. There are various
reasons why household members, in particular a husband and his wife, might have
diverging views regarding residential choices. We can at least mention three main
kinds of situations:

• Mincer’s “tied mover” vs. “tied stayer” where the decision to move might be
beneficial to one spouse more than the other, in particular if it is based on
professional considerations.

• The decision to either own or rent has usually a major impact on the household
consumption and savings behavior for the following years. Rules of the marriage
contract regarding wealth distribution in case of divorce are thus likely to
influence the views of each member regarding this decision, and potentially
generate conflicts.
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• The location choice is a typical example of diverging objectives within the
household, as each member wishes to minimize commuting time (subject to other
constraints in terms of quality of the neighborhood, home size, and so on).

The existing literature studying residential choices using collective models is
quite scarce, and it generally focuses solely on the location choice, not on the within
household interactions. Empirical works are even rarer. It would seem to us that
the analysis of residential choices through the prism of collective decision-making
remains to be done in its largest part.

A regional approach to labor and household location issues forms a direction
that has also not yet been adequately considered. While there are models and
previous research that examine the motivations and economic driver, there is
still considerable room for deepening our understanding. The question that most
clearly must be addressed is how the locational decision takes place. What forms
the basis of the spatial outcome? The underlying spatial determinants of the
migration/moving locational decision needs to be further examined. While labor pull
effects have been examined in the literature before, there is more that can be done to
examine these issues considering the household as a joint decision system with its
own outcomes. The joint household decision literature characterized by Chiappori
et al. (2002), for example, could be operationalized within a more regional specific
framework and begin to provide a considerable drive towards generating such an
understanding.

The household decision framework presented above propels us to consider
further research areas that move regional science forward. While Chiappori is
clearly examining the effect of the marriage market and its outcomes on the labor
supply decision of the member of a household, we can also see that such a decision
framework should be influenced by the potential pool of alternative mates and labor
market opportunities. There has been some thought given to the effect of assortative
mating on labor market characteristics and the role that location specific factors
may influence the outcomes, Turney and Harknett (2010) and Harknett and Hartnett
(2011, 2014), but with the growing imbalance in educational attainment arising
from sex ratio differences in higher education, there is the opportunity to investigate
further. Indeed, perhaps the job skills match model from urban economics can be
adapted to model desirable matching qualities in mates? A potential direction of
research might also be found by examining the labor pool sharing model to examine
not only matching mate choices but the eventual household labor and locational
choices that result from the marriage.

11.1.3 Composition of Neighborhoods and Social Change

Janice Madden’s contributions to this sub-area warrant special acknowledgment.
Her continuing research has done much to lay out the existing state of gender
in regional science. Likewise, her research contains the suggestions of the future
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directions we lay out, one that is inclusive, but quantitative based on highlighting
and teasing the spatial distribution of challenges and opportunities for the residents
of regions.

While Madden and Ruther (2014) begin a movement in the direction that
encompasses not only gender, but also alternative household composition, many
more questions are raised than answered. A consideration of the greater effect of
household formation and its spatial components would incorporate the arguments
of Badgett (1995) and expand the economic household models to include LBGT
households and the location decisions that accompany their formation. This would
further allow the discipline to focus on the more quantitatively realized results that
argue against the more qualitative arguments that fail to be realized, particularly
when one examines the nature of neighborhoods pre-and-post social change.

11.1.4 Innovation and Its Regional Environment

While regional science has considered such marginalized groups as homosexuals
[see Madden and Ruther (2014), Florida (2002), and Florida et al. (2008)], to
date, women have not been a specific research focus as a stimulus for innovation.
Overlooking women may lie in their relative ubiquity as well as the implied
assumptions of masculine universality. One of the challenges researchers and
policymakers face is to expand their concepts of regional and urban development
beyond those processes associated with technologically defined and growth-oriented
originality, such that notions of local development may enhance the social well-
being of places and be more gender inclusive. Gender needs to be specifically
targeted to emphasize the ways networks are embedded in place-based social,
economic, cultural, and political structures, which shape entrepreneurs’ identities
and affect access to resources. This extends to understanding the importance
of investigating the impacts of social identity on entrepreneurs’ networks if the
relationship is between entrepreneurship and place.

Regional scientists have a keen interest in innovation because of its connection
to regional economic advantage. Except for a very few papers Hanson and Blake
(2009) innovation is understood as predominantly technological and product driven
rather than considering the social spatial network that fosters it. The context, both
social and geographical, of an innovation is elementary to its identification as
innovative. There are many instances of innovation that occur in economic sectors
and by agents that are typically ignored or undervalued by current research and
policy. One of the challenges researchers and policymakers face is to expand their
concepts of regional and urban development beyond those processes associated
with technologically defined and growth-oriented originality, such that notions of
local development may enhance the social well-being of places and be more gender
inclusive.
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11.2 Conclusions

Topics that will continue to move regional science forward include the relationships
between economic structure, growth regimes and gender inequities and the mecha-
nisms and the extent to which unpaid work constrains women’s participation in paid
work and access to economic opportunities. Forward looking studies must consider
the complete implications of women’s labor market participation on their well-being
and for intra household allocation of time. There should be consideration of the
structural, microeconomic aspects of women’s employment in the informal sector
and formulation and analysis of gender-aware policy interventions and frameworks
for integrating the role of unpaid work in measures of regional well-being. These
steps, combined with an understanding of the various underlying motivations and
structures that drive innovation and locational decisions, serve to set regional science
on a path that would bring it to the forefront of quantitatively-based, gender-
informed research.
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Chapter 12
Identifying Sleeping Beauties in the Lore
of Regional Science

Rajendra Kulkarni and Roger R. Stough

12.1 Introduction

The Scientific world has seen an unparalleled growth in new knowledge creation
over the last several decades. Growth rates from 1% just a couple of centuries ago
to over 8 and 9% per year by 2012 have been estimated (Bomann and Mutz 2014).
Compared to natural sciences, the field of regional science is relatively young, and
yet the new knowledge creation rates are comparable to other scientific disciplines.
Given this extraordinary growth, some researchers have been investigating a not-
so-rare phenomenon of what Van Raan (2004) refers to as “sleeping beauty” for
research that goes unnoticed for a long duration.

If “sleeping beauties” are not uncommon in the scientific literature, then, regional
science is likely to have its own share of such research. In this paper, we present a
novel method that combines network analysis with text and bibliometric analytics
and that does not explicitly depend on citation patterns to help identify “sleeping
beauties” in regional science. Additionally, we explore how changes in published
scholarly work may change over the next few decades and how some of those
changes are likely to affect future sleeping beauties.
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12.2 Evolution of Scientific Literature and the Concept
of Sleeping Beauties

Collective scientific knowledge—when measured in terms of publications, appears
to be incremental, i.e., new scientific ideas are built on top of the existing knowledge
base, which in turn traces its roots to older research. Mostly a linear view of
knowledge building is accepted as the norm with rare exceptions where truly path
breaking research emerges that takes the discipline or the field of research by storm
and leads the field in a different direction. And then there are those—apparently
not-so-rare—examples of research that lay dormant or were ignored by the scientific
community at the time they were published but were discovered much later for their
true significance and contribution to the field of research. Such works of published
scientific work with delayed recognition have been referred to as “sleeping beauties”
of science (Crassey 2015).

This delayed recognition phenomenon raises such questions as: Why does this
happen?; Was the research premature for its time?; and How to quantify research
with delayed recognition. Since the mid-1970s, there has been growing interest in
the fields of science of sciences, scientometrics, infometrics, etc. that is devoted
to researching all aspects of scientific research, including citation and co-citation
analysis, bibliometric coupling, co-occurrence and co-authorship network analysis.
Garfield (1970) and Price (1976) tried to answer the questions about why it happens
and pointed to possible causes such as poor communication skills on the part of
authors. In the past, Garfield (1980) and others have discussed issues related to
premature research, or research before its time.

As mentioned in the introduction section, van Raan in 2004 developed a
methodology to quantify “occurrence of sleeping beauties” in the science literature
(Raan 2004). Using the bibliometric approach, he identified different phases of the
phenomenon, such as deep sleep, duration of sleep and awakening duration and was
able to identify case of sleeping beauty and awakening prince. Qing K et al. (2015)
analyzed over 22 million pieces of published literature and developed a “sleeping
beauty” coefficient that can define and help identify such publications. The main
thrust of both these studies was about gathering quantifiable information for very
large number of published materials and analyzing these based on temporal citation
distributions. In other words, if a published scientific work has no citations, then it
would not be part of sleeping beauty analyses, which filters out very large portions
of published knowledge. As the number of avenues for publishing has increased, the
citation rates have not, according to Larivière and Gingras (2015).

A vast majority of published research receives fewer than five citations and often
no citations. Remler, in her blog (2014), observes that depending on the field or
discipline, the number of articles that get zero citations varies from 12% in medicine,
27% in natural science, 60% in social science and a whopping 82% in humanities.
Thus, on average almost 45% of the published articles are never cited. In that case,
any analyses of identifying sleeping beauties based only on citation frequencies is
likely to miss a large number of sleeping beauties.
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In the following sections, we explore a novel method that does not depend on
citation counts and can be used to identify potential sleeping beauties within a field
or discipline using just the bibliometric data for that field or discipline. Specifically,
we will explore how one could find potential sleeping beauties in the field of regional
science.

In the next section, we briefly describe bibliometric data used for this exploratory
analysis, followed by a section on the specifics of the methodology, which will be
followed by couple of case studies that help identify sleeping beauties in the field of
regional science.

12.3 Citation Indexing Databases and Data Extraction

The data for the analysis was extracted from Thomson Reuter’s Web of Sci-
ence (WoS). The initial attempt to conduct a topic (key word or phrase) search
using “regional science” and “regional analysis” had to be abandoned since we
discovered that those phrases are not unique to the field of regional science but
have been used by life sciences; especially in biomedical fields such as radiol-
ogy, nuclear medicine, neuroscience, neurology, MRI analysis, image analysis,
etc.

Instead of topic searches we generated a list of journals that publish regional
science research and extracted articles based on journal names. (See Table 12.1 for
a sample list of journals.) This process generated a total of over 17,000 records
(WoS July 17, 2015). Of these, about 300 records were discarded due to missing
information in some of the fields. Of the remaining 16,700, just over 55% (9200)
of records representing published scientific research had one or more citations since
the publication date (Fig. 12.1). The flip side of this is that nearly 45% of articles
(7495) had zero citations (Fig. 12.2). In theory, one could use Google Scholar as an
alternate source, and in some fields Google Scholar does have better citation counts

Table 12.1 Some of the journals used to extract data from Web of Science

Regional Science Journals

Papers in Regional Science International Regional Science Review
Journal of Regional Science Journal of Regional Analysis and Policy
Regional Science Policy and Practice Journal of Urban Economics
Applied Spatial Analysis and Policy Papers in Regional Science
The Annals of Regional Science Regional Science and Urban Economics
Regional Studies, Regional Science Regional Studies
Spatial Economic Analysis Review of Regional Studies
Annals of Regional Science Growth and Change
Canadian Journal of Regional Science Review of Urban and Regional Development Studies
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Fig. 12.1 Regional science papers from WoS: Articles and total citations by year of publication

Fig. 12.2 Papers with no citations by year of publication
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(Anne-Wil 2016); however, the percent of published papers with zero citations is
likely to remain high.

In the following section, we briefly discuss the burst detection analysis that may
be useful to identify sleeping beauties.

12.3.1 Using Burst Analysis to Identify Potential Sleeping
Beauties

Kleinberg (2002) developed a burst detection and analysis algorithm to “extract
meaningful structure from document streams that arrive continuously over time”.
By analogy, one could think of citations received by published articles over time as
streams of information and apply burst analysis to identify structural changes in the
citation patterns, such as low or no citations to a sudden burst of citations for a time
period.

One could also apply a burst algorithm to detect sudden fad or popularity of
certain keywords/terms associated with scientific articles. Both of these methods
were used to detect bursty articles as well as bursty terms by applying the burst
detection algorithm to the regional science articles. This particular analysis raises
two issues:

• Use of the burstiness property of citation patterns by definition ignores nearly half
(45%) of published articles that have zero or no citations. By definition, burst is
a sudden change from few citations to more citations one may safely assume
that all articles that received between 1 and 3 citations won’t be considered for
the burst analysis either. In other words, nearly, two-thirds (62%) of articles
are ignored by citation burst analysis and, therefore, detection of sleeping
beauties is limited only to articles that have more than a certain number of
citations.

• The burstiness property of terms identifies sudden popularity, or a fad, of using
certain terms over time, however, that does not address the main objective of
identifying specific articles that contributed to a term with high burstiness. In
theory, one could develop another set of analyses to identify the contribution of
each article towards burstiness and then figure out which article started that trend.
That part of the analysis will be explored in future work.

12.3.2 Use of Multimode Network and Text Analytics to Detect
Sleeping Beauties

Typically, each full record Wi, where i is the index into number of records, extracted
from WoS, has four text attributes (fields): Title Ti, Abstract Ab (if present), a set of
Key words KW (if present) and scientific classification Ci (one or more). These
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four elements of text fields are converted into a vector Xi of N-gram tokens of
length 1–4, such that Xi D [Wi (t1), Wi (t2), Wi (t3), : : : , Wi(tn)]. A simplistic
example will illustrate how a title of a paper such as “Industry and Firm Location
Analysis by Regions,” is turned into N-gram tokens. Each word in the title except
common words such as “and” and “by,” etc. is called a uni-gram or 1 gram. A
sequence of two words would be bi-gram or 2-gram such as “Industry Firm”, “Firm
Location”, etc. In the same vein, a 3-gram consists of 3 words and 4 gram consists
of 4-words.

Each full record Wi also has other attributes, such as cited references Rf, year
of publication Py, times cited Tc, authors Au, affiliation Af, journal details Jd,
unique Id, etc. For an article Wi, let Yi refer to a vector whose members are the
published article and all of the cited references associated with that article. We used
software package Citespace (2015) to build a multi-mode,1 mixed direction network
consisting of co-cited articles and references as well as co-occurrence N-gram
tokens. The co-cited connections and co-occurrence N-gram are not directed, while
the N-gram tokens associated with articles are connected to articles by directed
edges from N-gram tokens to articles.

After generating a network consisting of P articles, R references and T n-
gram tokens, we computed network statistics such as node degree, weighted node
degree and node centrality measure called “betweenness” index. The node degree
refers to number of connections to its immediate neighbors while weighted node
degree refers to weighted sum of connections to its immediate neighbors. The
main difference between a degree and weighted degree of a node is that if node
“A” has two connections to node “B” and one connection to node “C,” then the
weighted degree of node “A” is 3, while degree of node “A” is 2. The node
betweenness index refers to how often a node is visited for an abstract set of paths
from each node to every other node. Thus, a node with high betweenness index
is more central to the network than a peripheral (or leaf) node that is either a
“start” or an “end” node for a path from (to) that node to (from) other nodes in
the network.

12.4 Network Analysis and Sleeping Beauties

In theory, a network consisting of 16,700 WoS articles (P) with over 300 K reference
records (R) and nearly 150 K tokens from terms T forms a humongously large
multi-mode mixed direction network consisting of nearly a half million nodes and

1When a network consists of just one type of node and edges connecting these nodes, then such a
network is referred to as a uni-modal network. If a network consists of two types of nodes, then
it is referred to bi-modal or multi-modal network. Depending on whether edges connecting nodes
have directions or a combination of directional and non-directional edges, the network would be
called as having directional and mixed directional connectivity respectively.
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at least many magnitudes more of edges between these nodes. However, due to
computing limitations, we built a network consisting of 33 K nodes and almost
350 K edges with a diameter of 12 hops and an average path length 3.5; and
over 600 million shortest paths. The diameter of 12 refers to the longest path
from over 600 million shortest paths; in other words, the longest shortest path
of 12 refers to 12 connections (also called as “hops”) between the farthest nodes
in the network, while on average the shortest path (hops) is of 3.5 connections.
Next, we computed a weighted node degree and node centrality betweenness
index. The following is a short list of token nodes with the highest centrality
betweenness index: Growth, Regional Study, Regional Policy, Regional Devel-
opment, Economic Development, Cities, Location, Metropolitan Area, Economic
Growth, Regional Science, Employment, Urban Area, Regional Growth, Migration,
Agglomeration, Unemployment, Demand, Trade, Local Governments, Competition,
Increasing Return, etc.

Tokens with a high betweenness index are central to the network consisting
of articles and tokens. For the current findings, we randomly chose a few of
these high betweenness index token nodes and built their 1 to 2 “hops” ego-
networks where the token of interest and its immediate 1 and 2 hop neighbors
form an ego-network. The concept of ego-networks comes from the field of social
network analysis where the ego-network of node A consists of all the nodes that
are directly connected to node A and that direct connection indicates that they
have a close social relationship with node A. This idea of close relationships
among nodes with ego-node will be used to identify potential sleeping beauty
candidates.

When a set of articles that are part of a token’s ego-network are sorted by the
date (year) of publication, then the article with the earliest publication date is likely
to be a sleeping beauty provided that, several years had lapsed since its publication
and that:

1. It has been not been cited
2. Or cited infrequently
3. Or lay dormant for a long duration and then received large number of citations

for next several years.

As mentioned before, for a few of these token nodes with very high betweenness
centrality; their ego networks were constructed, i.e., the token node of interest and
all the nodes that are its immediate neighbors and then searched for a node that
happened to have the earliest year of publication (Fig. 12.3 ).

The Hotelling article is not part of the published papers data (P), however, it
has been part of cited references (R). We were able to find citation analysis for the
article from the WoS Core database. The chart below shows the output. It is clear
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Fig. 12.3 Ego-network of token “Location” and its sleeping beauty, “Hotelling, 1929, Stability in
Competition, Journal of Economics, V39 N33, DOI 10.2307/2224214”

from the citation analysis shown in Fig. 12.4 that Hotelling’s article was hardly cited
for a few dozen years but then garnered a large number of citations much after its
publication. This citation pattern fits our definition of sleeping beauty (Figs. 12.5,
12.6, 12.7, 12.8, and 12.9).

We present ego-network analysis for a couple more terms and show associated
sleeping beauties. In each of these cases, the sleeping beauties identified were not
part of the published paper dataset (P) but were inferred from the ego-network
analysis since these were part of the cited reference set (R).
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Fig. 12.4 Citation patterns for the Hotelling, 1929, Stability in Competition, Journal of Eco-
nomics, V39 N33, DOI 10.2307/2224214 article

The published article dataset (P) that was used for the analysis does not have a
record for Alfred Marshall’s work, however, it appears to be in cited references (R)
for quite a few articles. Google scholar search reveals an uneven citation history
and it appears that the work remained relatively uncited during early 1900s. Even
though, this work appears to be part of ego-network of “Growth,” conventional
wisdom says that regional science researchers do not associate Alfred Marshall’s
work with the literature on “Growth.” It may be that this spurious association
between a token term and scholarly work is result of co-citation by scholarly works
that are related to “Growth.” In future, we will have to analyze number of different
data samples to determine whether an association exists consistently across different
samples.

12.5 Conclusions

Based on our current analysis of over 15,000 published papers from 1902 to 2015
in the field of regional science; a multi-modal network analysis combined with
extracted ego networks of nodes with high betweenness centrality index scores can
be useful to identify potential sleeping beauties in the field. After constructing a
multi-modal network from co-cited published papers (P), references (R) and co-
occurrence of tokens (T), a nodal betweenness centrality measure is computed. As
stated before, the betweenness centrality of a node is a proxy for gauging how
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Fig. 12.5 Ego-network of “Agglomeration” and associated sleeping beauty, “Young, Allyn
A., Increasing Returns and Economic Progress, Economic Journal DEC 1928; DOI:
10.2307/2224097”

central that node is to the network. In terms of a social network, centrality of an actor
(node) indicates how powerful or crucial that actor (node) is for relations between
all other actors (nodes). For a set of tokens with high betweenness centrality scores,
one then can extract their ego-networks to discover the oldest published works
associated with that token. If such a published work has zero or very few citations,
then that research is a potential candidate for sleeping beauty in that research
field. On the other hand, if the published paper does have citations, graphically
determine the citation patterns. If the citation pattern shows dormancy of a time
period exceeding five or more years, then that paper is a potential candidate for
sleeping beauty.

The advantage of using multi-modal network with betweenness centrality score
and ego network approach is that, this methodology is agnostic about citation
analysis and yet is able to find potential sleeping beauties. One of the limitations of
the current analysis is that the cited references may not have article titles (TI), and
thus these references do not contribute to the set of tokens (T) whose ego-networks
help identify potential sleeping beauties. Another issue that needs to dealt in future
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Fig. 12.6 The bar chart shows the citation pattern for the article. Clearly for first few decades this
article garnered hardly any citations

Fig. 12.7 Ego-network for “Innovation” and associated sleeping beauty, “Coase, R., 1937, The
Nature of Firm, Economica-New Series, V4, N16, DOI:10.1111/j.1468-0335.1937.tb00002.x”
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Fig. 12.8 The bar chart shows citation pattern for the article. Clearly for first few decades this
article garnered hardly any citations

analysis is to check for consistency of output by using different sets of data. This
is essential to filter out spurious association between a scholarly work and a field.
In other words if some associations appear randomly between different data sets
then those associations will have to filtered out from the analysis. For our future
research, we would like to include reference titles which in turn could result in very
large networks that will require big data analytics and substantial increases in the
required computational resources. However, benefits of adding reference titles could
help to convert the multi-mode mixed direction networks into bi-partite networks
consisting of articles and tokens. Such bi-partite networks offer new avenues for
analysis and identification of sleeping beauties. For the future analysis, we would
also like to identify the “waking princes,” those papers that rediscover previously
published work, adding a crucial piece of knowledge to the existing knowledge base.
The current analysis does show in rudimentary fashion how some of the sleeping
beauty articles multiply and are strongly connected to more than one token, and that
these multiple tokens are indicators of different disciplines. In our future research,
we would like to explicitly identify how certain sleeping beauties may have helped
start new research avenues, thereby helping establish new disciplines.
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Fig. 12.9 Ego-network of token “Growth” and a potential sleeping beauty article, “Marshall, A,
1890, Principles of Economics”

12.6 Future of Research in Regional Science

As mentioned in Sect. 12.1, the pace at which new scholarly work is contributing
to a near doubling of scientific knowledge every 9 years. At this rate, total scientific
knowledge is likely to be more than 32 times the current levels in 50 years.
Assume that the field of regional science is growing at just a fraction of that rate
of growth, the total volume of knowledge associated with the field of regional
science will be many magnitudes more than the current level over next 50 years.
Given the increasingly rapid growth rate in scholarly work over the next five
decades, the likelihood or odds of sleeping beauties will become much greater. For
example, much of this growth in the future will likely be due to emergence of new
technologies which themselves will be occurring at increasingly more rapid rates.
This means that the odds will increase that earlier work that was not recognized as
important will, with new technologies, become important and, thus, the likelihood
that the number of sleeping beauties will rise.

Further, related disciplines are likely to emerge as well as regional science
addresses new questions and new issues associated with spatio-temporal analyses
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of regions all over the globe. For example, one can envision in the near future,
regional scientists and analysts trying to find new answers and solutions to resolve
issues related to transportation, warehousing operations of commercial drones and
small goods deliveries as fleets of these drones and/or automated vehicles start
home and business deliveries over short hauls. Ever changing consumer taste for
newer products and services along with demand for faster and efficient deliveries
are likely to have ripple effects in regional manufacturing and services sectors,
commercial surface transportation sector, labor productivity, regional employment
and incomes. A contemporary example is how the local passenger transportation
sector is affected by the rise of app-based taxi business (Uber) or how the hospitality
sector may have to adjust to the rise of the private homes as temporary rental
places (Airbnb). These contemporary examples of new technologies are offering
competing or substitutional business opportunities that affect local and regional
economies to different degrees, thereby giving researchers new avenues for policy
analyses.

Discovering sleeping beauties within huge volumes of scholarly work may not
be the most challenging issue, since we already have outlined in this paper an
exploratory methodology that can be scaled up to big data. Part of the difficulty
in the analysis may be with the compilation of data (published scholarly work)
since much of that is accessible only with paid subscription. As it is now, free or
public access to published literature is limited to open access journals. Regional
science does not have a pubmed (http://www.ncbi.nlm.nih.gov/pubmed) equivalent
repository of published literature. Google Scholar (https://scholar.google.com/) may
be the closest to a publically available server of published scholarly work. In theory,
one could make use of pre-print servers such as SSRN (https://www.ssrn.com);
however, the full access is still limited. There may be a few free access servers
such as Sci-Hub on the dark internet (https://en.wikipedia.org/wiki/Sci-Hub), but
any analyses based on such data source will not be accepted.

Maybe all is not lost. The U.S. Office of Science & Technology Policy (OSTP),
via its memo, has put forth proposals that would make access to any published
literature free if the underlying research has been supported by U.S. tax payer dollars
(OSTP 2013). In response to OSTP’s plans, American Publishers Association
has embarked upon a public-private partnership initiative called “Clearinghouse
for the Open Research of the United States” (CHORUS 2013), and it has been
tracking how U.S. agencies are implementing open access to published research
(US Agencies—Public Access Plans Details 2016). Recently, European Union’s
Competitive Council during its May 27–30 meeting adopted conclusions that state,
“Member states agreed to common goals on open science and to pursue concerted
actions together with the Commission and stakeholders. Delegations committed to
open access to scientific publications as the option by default by 2020 and to the
best possible reuse of research data as a way to accelerate the transition towards an
open science system” (EC Competitive Council 2016; Science 2016). And yet the
task of data compilation will not be easy since published scientific works in future
are likely to be in the multi-media domain that include blogs, v-blogs (video blogs),
self-publishing, microblogging, nanopublishing, simulated participatory games and

http://www.ncbi.nlm.nih.gov/pubmed
https://scholar.google.com
https://www.ssrn.com
https://en.wikipedia.org/wiki/Sci-Hub
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in the same vein publications authored by the public at large where different parts
of the research are carried out by different teams at different times. Some of
these publications would be in the form of living-documents such that the results
obtained and conclusions reached are episodic in nature. Not that far out in the
future, questions will arise about how to attribute idea origins when the underlying
scholarly work is “crowd-sourced” or “crowd-created.” Or it may have been a joint
effort by humans and machines—Artificial Intelligence (A.I.)

Who gets credit for original research ideas if they are either the outcome of AI or
they are a living-document with episodic output or a multi-team, multi-media effort?
Additionally, with fast moving innovative technologies giving rise to variety of new
disciplines that involve inter- , cross- and multi-disciplinary research, how does one
identify origins of research and ideas? We are seeing beginnings of addressing some
of these issues in “altmetrics” (http://altmetrics.org/manifesto/ 2010).

Assuming some or all of the above of how regional science research will unfold
in the future, then the scientific work of discovering sleeping beauties associated
with origins of ideas or new disciplines is going to be quite challenging. We
think that some variation of our current approach based on a combination of text
mining/analytics and network analysis will play a key role in identifying sleeping
beauties in the future of regional science.
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Chapter 13
Regional Policy and Fiscal Competition

Santiago M. Pinto

13.1 Introduction

Almost everywhere around the world, governments implement policies aimed at
developing certain geographic areas or regions within their respective countries.
While in some places the responsibility of designing and implementing such policies
falls entirely on the federal or central government, in others the decisions are
made by sub-national, regional, or local authorities. The decentralization of these
responsibilities has its benefits. Local and regional authorities have an informational
advantage over the central authority about the region and local economy, so they are
better positioned to understand the needs and demands of local residents. However,
a decentralized decision making process may potentially lead to large inefficiencies
and a lower overall welfare level.

The design of regional policies in an integrated system of regions presents
multiple challenges. First, to the extent that households, factors of production,
and goods are mobile, regional policies may only induce a potentially wasteful
relocation of resources. Second, the policies can be counterproductive if they simply
attempt to offset the effects of other policies implemented in competing regions.
And third, regional policies can be harmful for the entire economy if regions engage
in a fiscal game to attract resources to their regions at the expense of other regions.
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Different theories explain the outcome resulting from the spatial interaction
between regional governments.1 Early work considered the case in which regional
governments compete in capital tax rates to attract mobile firms to their regions.
The main conclusion from this literature is that competition leads to a “race to
the bottom”, in which regions choose inefficiently low levels of tax rates, and,
consequently, low levels of local public goods.2

Regions, however, compete in multiple dimensions, not only tax rates. Some
recent models of fiscal competition extend the previous analysis and examine more
generally how mobile resources (individuals, firms) respond to different types of
regional policies. For instance, in order to attract businesses and increase production,
local authorities may decide to invest in local transportation networks, devote
resources to reduce local crime, or offer different types of public services and regu-
latory policies. Other models argue that the presence of informational externalities
may explain why regional policies in one region may affect other regions, even
when factors of production are immobile. Such models, generally referred to as
“yardstick competition” models, assume that local voters obtain information from
outcomes observed in neighboring regions and use that information as a benchmark
against which they can evaluate the performance of local government officials. As a
result, when deciding their own policies, local officials are forced to consider what
happens in those other regions. Regional competition in richer institutional settings
may lead to completely different conclusions than those predicted by the basic tax
competition model.3

A wide range of questions arises concerning the design and implementation
of regional policies in a context as the one described above. For instance, what
exactly is the role of regional governments in promoting local economic growth?
Under what conditions do regional policies contribute not only to the development
of a particular region, but also to the development of the nation as a whole? To
what extent is it desirable to allow a complete decentralization of the decision
making process as opposed to one where decisions are made in a coordinated or
centralized way? Considering that the location decisions of productive factors are
affected by multiple causes, are such regional policies really effective? How should
regional economic development policies be designed, for instance, in the presence
of agglomeration economies? This chapter attempts to examine how recent work
on regional policies and fiscal competition has addressed some of these questions.

1The literature on fiscal competition, both theoretical and empirical, is very extensive. For survey
papers in this area, see Brueckner (2006), Wildasin (2003), Wildasin (2006), or Zodrow (2010).
2Wilson (1986) and Zodrow and Mieszkowski (1986) were the first papers to formalize this idea.
3Even though this chapter examines exclusively models of fiscal competition involving regional
governments (also known as models of horizontal fiscal competition), it is important to acknowl-
edge that a strand of the literature has focused on the outcomes arising from the strategic interaction
between different levels of governments (vertical fiscal competition). In the latter case, strategic
behavior may be triggered by the fact that the regional and federal governments levy taxes on the
same tax base.
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At the same time, it intends to identify issues that require further study and provide
guidance on the direction of future research in the area.

The main idea stressed in this chapter is that further advancements in the litera-
ture on fiscal competition would require the use and development of methodological
innovations, including the integration of quantitative techniques within a more
structural approach. From a policy standpoint, it is not only important to determine
whether fiscal decisions in one region influence other regions, but also to quantify
such effects. While the empirical work has thus far provided strong evidence
indicating that governments do behave strategically, this approach cannot entirely
assess the magnitude and significance of such effect. Moreover, the empirical line of
research is subject to numerous identification challenges. Structural methods, which
analyses data through the lens of a well-specified parametric theoretical framework,
may potentially offer new insights regarding the importance of fiscal competition.
However, this approach is by no means straightforward and may have its drawbacks.
First, the estimation and identification of the underlying structural parameters (in
other words, those parameters that are truly exogenous and invariant to policies),
requires an extensive use and availability of detailed micro level data. The lack of
appropriate data may lead to imprecise parameter estimates, and, consequently, to
inaccurate predictions concerning the impact of different policies. Second, compu-
tational requirements for this approach are generally quite large as well. Theoretical
models become very complicated, so the implementation of the structural methods is
performed on simpler model specifications. This process entails introducing several
assumptions (for instance, about functional forms, stochastic distribution of shocks,
and so on), which are generally non-testable.

Structural methods are already widely used in other fields in economics. The
research in fiscal competition can be developed further by adopting some of these
techniques; many other areas in regional economics would benefit as well. Such
an approach, however, should be viewed as complementary to the other current
research efforts that employ clever identification strategies based on experimental
or quasi-experimental data.

The chapter is organized as follows. Section 13.2 offers a brief description of the
kind of regional policies considered in the present chapter and Sect. 13.3 defines
fiscal competition. Section 13.4 provides a brief critical summary of the main
findings and challenges faced by the current literature on fiscal competition. Finally,
Sect. 13.5 provides guidelines for future research.

13.2 Regional Policies

Economic development is not evenly distributed across space. Moreover, disparities
between some regions tend to persist over time. Regional policies are typically
justified on the basis that they intend to reduce the gap between the development
of regions, integrate lagging regions, reduce economic and social disparities,
or revitalize certain geographic areas. Policies aimed at achieving these goals
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are generally classified into two broad categories: place-based and people-based
programs.4 People-based programs are designed to assist low-income households
regardless of their place of residence. The main objective is to improve low-income
households’ access to education and job opportunities, and ultimately facilitate
their migration to other areas offering better prospects. Examples include income
support programs (such as the Earned Income Tax Credit in the USA), education
assistance programs, housing assistance programs based on housing vouchers, and
job training programs. Place-based policies are usually divided into pure place-
based interventions and place-based people strategies. Both interventions target
specific distressed areas. However, while pure place-based policies are intended to
develop or revitalize a specific region, place-based people strategies are directed to
benefit a specific group of households residing in the area. Programs that seek the
revitalization of the central business district, for example, would qualify as pure
place-based policies, and enterprise zone programs aimed at attracting jobs to areas
where poor households reside and job opportunities are weak, are examples of place-
based policies targeted to people.

In practice, federal governments are generally responsible for implementing
broader people-based policies. However, regional governments occasionally rely
on similar policies to help some people move out of disadvantaged neighborhoods
and locate in places that offer better opportunities within the same region. The
implementation and design of place-based programs fall under the sphere of federal,
sub-national, and local governments.

Even though institutional arrangements differ across countries, multiple levels
of governments are generally engaged in delivering regional policies, which clearly
introduces economic and organizational challenges. In the first place, the academic
literature does not seem to offer clear cut rules on the optimal allocation of
responsibilities across different levels of governments concerning regional policies.
The public economics literature, and in particular the research work on fiscal fed-
eralism, has examined closely the trade-offs associated with alternative allocation
of responsibilities across different levels of governments.5 While there is some
agreement that certain responsibilities should be maintained under the orbit of the
central government, there are also economic reasons to decentralize some decisions
to lower levels of governments, a process that has been taking place worldwide.6

The rationale behind the benefits of fiscal decentralization can be traced back to the
seminal work by Tiebout (1956). Tiebout suggests that a decentralized provision
of public goods leads to an efficient outcome. The basic idea is that communi-
ties choose their levels of public goods, and mobile consumers sort themselves

4See Ladd (1994) for a detailed classification of policies aimed at dealing with distressed areas.
5See Epple and Nechyba (2004) for a survey on fiscal decentralization.
6For example, it is generally believed that regional governments are limited in their capabilities of
redistributing income because household mobility reduces the effectiveness of these policies. As a
result, the federal government should undertake this responsibility.
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according to their preferences for those goods.7 Decentralization, however, may
entail potential costs, especially when households and factors of production are
mobile and regional governments only have access to distortionary taxation. In
this environment, regional policies aimed at attracting factors of production are
potentially damaging because they would simply encourage a wasteful relocation
of resources.8

In the second place, a decision-making process as the one described above, which
combines the participation of multiple levels of governments, requires a significant
amount of coordination, both between regions and the federal government and
across regions. Failure to articulate such efforts would lead to other kinds of inef-
ficiencies, associated with the organization and adminstration of regional policies,
which may result in an overlap of programs and duplication of efforts and, even
worse, the possibility that efforts at one level negate efforts at another level of
government.

A large strand of the literature on regional economics studies the effectiveness of
regional policies in achieving their intended objectives. The present chapter focuses
precisely on one aspect that may condition their effectiveness: the existence of fiscal
competition. The theoretical literature supports the idea that the implementation
of uncoordinated regional policies may encourage regions to behave strategically.
It is claimed that this kind of behavior initiates a process of fiscal competition,
which eventually leads to less favorable outcomes for the region and the nation
as a whole. If this conclusion holds, the ability of regional policies to help develop
a region or revitalize a specific area would be severely constrained. This chapter
does not really focus on people-based policies since, as stated earlier, they are
largely implemented by central governments.9 The policies under consideration are
those that target regions, including place-based and place-based people strategies.
As explained earlier, these policies are commonly thought to trigger the kind of
fiscal competition explained above. The next section revisits the conditions for this
to happen.

13.3 Fiscal Competition

The work by Tiebout mentioned earlier highlights some of the beneficial aspects
of decentralization and fiscal competition among regions. The Tiebout model
concludes that under certain assumptions, the provision of local public goods is

7We will revisit the assumptions required for this conclusion to hold in Sect. 13.4.
8See Brueckner (2004) for a detailed discussion on the benefits and costs of centralization versus
decentralization. Wildasin (1991) focuses on income redistributive policies and explores what
happens when different levels of government are responsible for undertaking such polices.
9All policies should aim at improving the well-being of people. The difference between policies
rests on the specific way in which they are structured to achieve the intend goal. To some extent,
the discussion about which policy is better has been exaggerated. Empirical evidence is far from
conclusive, suggesting that no policy clearly dominates another.
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efficient.10 This result deviates from the traditional public economics literature,
which states that the private provision of public goods is inefficient due to the
well-known preference revelation problem. The mechanism proposed by Tiebout
claims to solve this issue by asserting that in an economy with many communities,
consumers would reveal their preferences by “voting with their feet” and sorting
themselves into communities that offer their most preferred level of local public
goods. The ability of consumers to costlessly move across communities disciplines
local governments in the sense that they are forced to compete with other regions.
As a result, regional governments end up providing local services at the lowest cost
and offering goods and services that closely match consumers’ preferences.

Fiscal competition within the Tiebout framework is viewed as something posi-
tive. However, for such a mechanism to lead to an efficient outcome, the provision of
local public goods should not, among other things, generate spillover effects across
jurisdictions. In principle, two conditions should be met for regional governments
to engage in a game of fiscal competition. First, policies in one jurisdiction should
affect other jurisdictions, and second, regions should choose their policies in a
decentralized and uncoordinated way. The key issue is that when choosing such
policies, regional policymakers behave strategically and do not internalize the
consequences of their decision on other locations.

The traditional models of fiscal competition focus on the negative side of
decentralization. In those models, policymakers compete for mobile resources
(factors of production, goods, etc.) by choosing different regional policies.11

Such policies, however, generate external effects on other regions because they
ultimately encourage the spatial relocation of resources. For instance, consider
a local policymaker who in an effort to revitalize local economic activity offers
tax benefits and other advantages to businesses locating there. The policies could
either target businesses already operating in other jurisdictions, or new businesses
considering where to setup their factories or stores. Because it is expected that
policymakers in other regions will behave in a similar way, the final outcome would
typically be sub-optimal.12

10The complete list of assumptions is the following: (i) consumers are perfectly mobile; (ii) there
is full information; (iii) the number of communities is large; (iv) income is exogenous; (v) there
are no spillovers across communities; (vi) the average cost curve for the provision of local public
goods is U-shaped (i.e. there exists a cost minimizing population size); and (vii) communities with
population sizes below (above) the cost minimizing size seek to expand (contract).
11The basic tax competition model, for example, focuses on the strategic determination of
capital tax rates. Regional governments, however, compete on many other dimensions, so fiscal
competition takes place through multiple channels.
12In the basic tax competition literature, the outcome is characterized by a lower than optimal
spending on local public goods. The fact that the size of the local public sector becomes smaller
under tax competition is not perceived as something necessarily bad by the public choice literature.
This literature (see, for example, Brennan and Buchanan 1980) questions the assumption that
governments are benevolent and choose the tax rates that maximize the welfare of their citizens.
The primary objective of self-interested, rent-seeking governments, according to this view, is to
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Competition between regional governments can be welfare-enhancing, though.
Regions may compete to become more attractive, and this process may benefit
everyone, but for different reasons than those pointed out by Tiebout. For instance,
by attracting firms, regions may exploit the benefits of agglomeration economies.
This point will be developed further in the next section.

Another strand of the literature argues that in the context of a political equilib-
rium model, regional policies in one region may also affect other regions even when
factors of production are immobile.13 Consider the case of a local authority seeking
re-election. To the extent that local voters derive information from neighboring
jurisdictions to evaluate the performance and select their respective governments
officials, local authorities will have incentives to mimic the behavior observed in
other regions. This theory, generally referred to as “yardstick competition”, suggests
that policies chosen in other regions contain valuable information and generate
informational externalities. Local voters eventually use this information to constrain
the behavior or “discipline” local authorities.14

13.4 Comments on the Current State of the Literature

This section begins by introducing a simple model of fiscal competition which
helps illustrate some of the most relevant findings of the theoretical and empirical
literature. It also highlights some of the topics that require deeper understanding and
will drive the empirical and theoretical research in this area.

13.4.1 A Simple Fiscal Competition Model

Consider an economy with two regions, i and j.15 The payoffs or utility of a
representative agent in region i, Vi.z/, depends on policies chosen in i and j,

maximize tax revenues and use those resources for unproductive purposes. So anything that would
limit such behavior would be an improvement for the society.
13See, for example, Besley and Case (1995).
14Decisions by regional governments may generate other types of spillovers, such as direct
geographic spillovers, which do not affect the relocation of mobile factors of production. For
instance, consider spending on pollution abatement. When a region devotes more resources to
reduce pollution, it creates a positive externality on neighboring jurisdictions. The latter does
not include the case in which regions strategically choose regulatory policies to attract firms.
Also, parks and other local amenities provided by one jurisdiction may be enjoyed and visited by
residents from other locations. The decentralized solution in these two examples, as in the previous
cases of fiscal competition, will also be sub-optimal, and a system of inter-regional transfers would
be required to restore efficiency. This chapter will not focus on these external effects, however,
since in principle they do not generate fiscal competition among regions.
15The model presented here follows closely Brueckner (2006).



206 S.M. Pinto

where z D .zi; zj/.16 As in the basic models of fiscal competition, we assume
the representative agent is completely immobile. Region i chooses the value of zi

that maximizes Vi.z/ taking zj as given. The first-order condition @Vi.z/=@zi �
Vi
zi
.z/ D 0 implicitly determines zi as a function of zj.17 Jurisdiction j chooses zj in a

similar way.18 The Nash equilibrium policies are given by a combination z D .zi; zj/
that satisfies the first-order conditions for each region.

The Nash equilibrium is generally defined in terms of best-responses. From the
first-order conditions, we obtain the best-response functions for i and j, bi.zj/ and
b j.zi/, respectively.19 The intersection of the best responses determines the Nash
equilibrium z D .zi; zj/.

Following the game theory literature, strategies are classified as strategic com-
plements or strategic substitutes. This distinction becomes useful to characterize the
possible outcomes of the fiscal competition game. If the best response of a region i
is to increase zi when region j increases zj, then strategies are strategic complements
and the game supermodular. In the model above, zi and zj are strategic complements
when bi0.zj/ > 0 and b j0.zi/ > 0. If, alternatively, bi0.zj/ < 0 and b j0.zi/ < 0, then zi

and zj are strategic substitutes and the game is submodular.
Note that the slope of i’s best-response is @zi=@zj � bi0.zj/ D �Vi

zizj
.z/=Vi

zizi
.z/.

Since by the second-order condition Vi
zizi

.z/ < 0, then bi0.zj/ and Vi
zizj

.z/ should
take the same sign. This means that strategic complementarity and substitutability
can be defined in terms of the impact of a policy on the marginal payoffs of the other
region. For example, if the effect of zi [zj] on Vj

zj
.z/ [Vi

zi
.z/] is positive, then zi and

zj are strategic complements; if instead, the effect is negative, then they are strategic
substitutes.

The next step generally entails comparing this Nash equilibrium to a benchmark
case in which policies are decided in a centralized way.20 Specifically, consider a
central authority that chooses the policy vector z with the objective of maximizing
joint welfare W � Vi.z/ C Vj.z/. The value of zi in this case would satisfy Wzi �
Vi
zi
.z/ C Vj

zi
.z/ D 0. The first term captures the direct impact of zi on jurisdiction

i and the second term accounts for the external effect of policy zi on jurisdiction
j. If Vj

zi
.z/ > 0, policy zi has a positive external effect on j or generates positive

16Note that in the case of R regions, z would simply represent an .R � 1/ vector of policies.
17Assuming that the second-order condition for a maximum @2Vi.z/=@.zi/2 � Vi

zizi .z/ < 0 holds.
18It is generally assumed that decisions are made simultaneously. Among other things, this setup
considers a situation in which no jurisdiction have the advantage of moving first.
19It should be noted that in general region i’s best response to zj may consist of a set of values of
zi. This means that bi.zj/ is actually a correspondence rather than a function. When not necessary,
we will stay away from such technicalities and refer to bi.zj/ simply as a function.
20While some papers derive the optimal allocations from the central planner’s problem and
compares the optimal allocations to the decentralized solution, most of the literature simply
compares the outcomes arising in the non-cooperative (decentralized) and cooperative (centralized)
cases. In the latter case, it is assumed that governments have access to the same set of policy
instruments.
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spillovers, and if Vj
zi
.z/ < 0, it has a negative external effect on j or generates

negative spillovers.21 Similar expressions can be obtained for zj.
The rules determining the policies in the decentralized and centralized cases do

not generally coincide. This can be seen by evaluating the decentralized first-order
condition for zi, Vi

zi
.z/ D 0, at the corresponding centralized condition, which gives

Wzi � Vj
zi
.z/. To the extent that Vj

zi
.z/ is different from zero, the two solutions

would clearly differ. Moreover, the sign of Vj
zi
.z/ reveals whether there is under- or

over-provision of zi in the decentralized case relative to the centralized solution.

13.4.2 Assumptions and Characterization of Results

There is no fiscal competition model that captures all possible spatial interactions in
a single analytical framework. Currently available models highlight only one or just
a few factors affecting the strategic behavior of regional governments. Also, models
are generally built on different assumptions, depending on the specific problem
under study, reaching different, and sometimes, conflicting outcomes. Below, the
chapter briefly reviews some of the approaches frequently taken in the literature and
examines the implications of adopting those specific directions.

13.4.2.1 Strategic Complementarity

One of the most compelling results in the traditional tax competition literature is that
strategic interaction between regional governments leads to a “race to the bottom”.
In other words, the Nash equilibrium of the game is characterized by capital tax rates
that are too low, which leads to an underprovision of local public goods. The “race to
the bottom” result holds under at least two conditions. First, a higher level of zi [zj]
creates a positive spillover effect on region j [i], or Vj

zi
.z/ > 0 [Vi

zj
.z/ > 0] (policies

are plain complements). Second, regional policies are strategic complements, or the
best-response functions have positive slopes, i.e., bi0.zj/ > 0 and b j0.zi/ > 0. In
other words, the tax competition model is supermodular.

Showing strategic complementarity is convenient because additional insights can
be obtained from the literature on supermodular games. For instance, it follows that
under strategic complementarity the coordination of tax policies would lead to an
efficient outcome. It also results that as the number of competing regions increases,
tax rates and tax revenues decline further, and the return on capital increases.

21Note that this is different to the effect of policy zi on the marginal payoffs Vzj defined earlier,
or Vj

zjzi .z/. Eaton (2004) classifies policies depending on their effects on the payoffs of the other
region. Specifically, policies are called plain complements when the spillover effects are positive,
and plain substitutes when they are negative.
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However, proving that tax rates, or more broadly regional policies, are strategic
and plain complements is not straightforward. The fiscal competition literature is
very extensive and several modelling approaches have been followed, making it
difficult to establish a general characterization of those properties. A few papers
derive conditions under which Vi

zj
.z/ > 0, Vi

zizj
.z/ > 0 (and similarly for region j),

but only for certain types of games.22

In general, the theoretical work on fiscal competition has not kept pace with the
developments of the literature on supermodularity: the results emerging from this
literature have not been fully exploited. The latter is an example where significant
progress can be made by relying on advancements achieved in fields outside of
urban, regional, and public economics.

13.4.2.2 Strategic Substitutability

If, in contrast, zi and zj are strategic substitutes, so that the best-response functions
have negative slopes, and the game is submodular, then tax coordination is not
necessarily efficient. In fact, either under- or over-provision of the local public
good may take place under these conditions. There are numerous models of
fiscal competition in which regional policies are strategic substitutes. For example,
Wildasin (1988) shows that tax rates become strategic substitutes (i.e., there is a
negative relationship between tax rates) when governments strategically choose the
level of public goods, and tax rates residually adjust to finance the cost of providing
those goods. The rationale is that when other jurisdictions decrease their tax rates, a
given region experiences a decline in its tax base due to capital outflows. In order to
compensate for such loss and collect enough tax revenue to finance the local public
goods, the region is then obligated to raise its own tax rate.

13.4.2.3 Homogeneous or Heterogeneous Agents

Some fiscal competition models assume that regional governments are benevolent
and choose the policies that maximize the welfare of local residents. Following this
approach requires making several modelling choices which eventually affect the
conclusions. For instance, households residing in the region may be homogeneous
(in terms of endowments, preferences, etc.), in which case a benevolent regional
government would choose the policies that maximize the welfare of a representative
agent. Alternatively, the regional policy could have conflicting effects if local
residents are heterogeneous. Capital movements, for example, may affect the return
of local factors of production in different and maybe conflicting ways. Within this
environment, to the extent that a specific regional policy induces the relocation of

22For example, Rota-Graziosi (2015) provides conditions to establish the plain and strategic
complementarity of capital tax rates in the traditional tax competition.
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capital, the policy would be favored by some residents, and opposed by others.
Pinto and Pinto (2008) consider a political economy model in which a domestic
government imposes a tax on foreign direct investment (FDI). The paper shows that
the level of the tax rate will depend on the technological relationship between FDI
and domestic factors of production.

13.4.2.4 Ownership of Capital

Analyzing the effects of fiscal competition in a general equilibrium model requires
an assumption on the distribution of capital endowments or ownership structure.
Most models assumes that ownership is uniformly distributed across immobile
households in the entire federation. If capital is not employed where households
reside, capital returns should then be expatriated to their respective owners,
generating financial flows from capital importing regions to capital exporters. The
latter effects complicates the analysis further, and conclusions generally become
ambiguous. To avoid such complications most models focus on symmetric equilibria
at which capital does not move.23

13.4.2.5 Relationship Between Private and Public Goods

In the tax competition models, for example, the specific relationship between
local public goods and private goods in consumption, specifically the degree of
substitutability or complementarity among these goods, is critical for determining
the sign of Vi

zizj
. The literature has worked around this problem by making further

restrictive assumptions to restore strategic complementarity. These approaches
include assuming that regional governments are tax revenue maximizers (instead of
utility maximizers), or that private consumption is always valued more than public
good consumption (for example, by using a linear utility function with constant
marginal rate of substitution).24

13.4.2.6 Multidimensional Policy Space

While most of the literature examines the implications of fiscal competition when
regions compete on one specific policy instrument, in reality, the policy space is
multidimensional. Regional governments do not only choose tax rates, as in the
basic tax competition model, but they decide on the structure of the entire tax

23Another complication arises when households are also mobile, in which case it is necessary to
keep track of where capital is employed and where households end up residing.
24See, for instance, Brueckner and Saavedra (2001), or Vrijburg and Mooij (2016), for further
discussion.
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system (including who and what to tax and how much to tax), types of regional
goods to offer, the structure of the regulatory environment, and so on.25 Additionally,
those policies may affect the localization decisions of multiple mobile resources in
different ways.

An implication of the previous statement is that fiscal competition may not
necessarily lead to an inefficient outcome after accounting for all the externalities
generated by regional policies.26 In terms of the model, this means that Vj

zi
.z/

could be zero under fiscal competition after accounting for the net impact of
different policies with potentially conflicting effects. For example, suppose that
the production function in region i is defined by Fi.Li;Ki;Gi/, where Li denotes
employment, Ki capital, and Gi a regional public good (such as infrastructure).
Moreover, region i finances Gi with a tax on capital, and Fi

KiGi > 0, so that a
higher level of Gi increases the marginal productivity of capital. When region i
increases the capital rate, Gi increases as well, which eventually raises the marginal
productivity of capital. If this effect offsets the additional cost of a higher capital tax
rate, then the change in the regional policy would not produce an interjurisdictional
spillover.

Another related example is explained in Pinto (2007b). In that paper, local
authorities finance local law enforcement policies using a tax on capital. While a
higher tax rate induces capital to relocate to other jurisdictions, generating a positive
externality, a higher level of local law enforcement expenditures shifts crime to
neighboring areas, producing an externality on the opposite direction.27

13.4.2.7 Symmetric Equilibria

The literature has generally focused on symmetric equilibria. The reason is that
the prospects of obtaining unambiguous results in the asymmetric cases are very
limited. Although appealing from an analytical point of view, it should be acknowl-
edged that this simplistic approach cannot provide a complete understanding of
the implications of fiscal competition. However, the analysis of other types of

25The theory on supermodular games has been used until now simply to characterize the solution of
the basic model of fiscal competition. However, to some extent, this theory has been underexploited
in the literature. This theory is a lot more general, and can be applied to more complicated games
in which regions have access to multiple policy instruments.
26For instance, the effects may compensate each other.
27Pinto (2007a) considers another model in which regional governments choose more than one
policy instrument. Specifically, the paper studies the strategic determination of the structure
of the corporate profit tax system when firms operate in multiple regions and regions use an
apportionment formula to calculate the proportion of the firms’ income subject to regional taxation.
The formula, as used in the USA, assigns weights to the proportion of the firm’s total sales,
property, and payroll in a state. In the model, regions choose both the corporate income tax rate
and the type of formula.
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equilibria, in more complicated settings, would require the use of various numerical
and computational techniques.

13.4.2.8 Agglomeration Economies

Models built on the new economic geography literature provide additional insights.
These models study fiscal competition in the presence of agglomeration economies.
The main conclusion from this literature is that regions offering greater agglom-
eration advantages are able to sustain higher tax rates. The intuition is as follows:
when the firm produces in that region, it benefits from the positive effect of the
agglomerative forces, and the resulting higher profits would partially offset the
higher taxation costs. It has been argued that in this setting, economic integration
may lead to a “race-to-the-top” rather than a “race-to-the-bottom”.28

13.4.2.9 Other Assumptions

Many other reasons influence the outcome arising in fiscal competition models
that will be too long to list in this chapter. We just briefly mention two of them.
First, the supply of capital is generally assumed fixed in supply. Some of the
conclusions of the basic fiscal competition models change when this assumption
is relaxed. In dynamic models of tax competition that incorporate savings decisions,
the total amount of capital becomes endogenous depending, among other things,
on the entire profile of regional tax rates. Second, another important factor is that
models typically assume that fiscal policies are chosen after localization decisions
have been made. A model in which policies and agents’ localization decisions are
simultaneously decided introduces important theoretical and empirical challenges.
Such complications arise, for example, when policies are decided through voting,
and voters are perfectly mobile.

13.4.3 Summary of Findings

Decisions made in a decentralized way generate many different types of external
effects. There is no single framework that examines all possible consequences of
the externalities in a unified way. Existing models typically focus on one or a few
aspects involving fiscal competition. The discussion thus far underscores, among
other things, the ambiguity of the theoretical predictions when considering more
sophisticated models. In brief, the inconclusiveness arises for several reasons. First,
policy decisions are clearly made in a rich environment. Simplifying assumptions

28See, for example, Forslid (2005) and Baldwin et al. (2005), for a review of the literature.
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are generally introduced to derive interesting results, but at the cost of realism.
Second, regions have access to multiple policy instruments. While some regional
policies affect neighboring regions in a specific way, others have the complete
opposite impact. To evaluate the outcome of the fiscal competition game, it would be
necessary to account for all possible externalities. Finally, and related to the previous
point, multiple mobile factors are affected by regional policies, and occasionally, in
conflicting ways.

Empirical results are also inconclusive. Early empirical work shows evidence of
a “race to the bottom”. However, more recent work reaches different conclusions.
Spatial econometric models and techniques have been used to study the extent to
which policies decided in a given region affect policies chosen in other regions.
They provide empirical evidence of the degree of interdependency between regions.
The precise identification of the effect of specific policies in such an environment
is, however, extremely challenging.29 Moreover, as emphasized earlier, the fact that
fiscal competition across regions actually takes place in a much richer setting, makes
the identification problem even more complicated. Finally, econometric models
can provide a sense of the degree of interdependency across regions, but they
cannot really quantify the effects nor evaluate the welfare implications of fiscal
competition.

13.5 Guidelines for Future Research

The previous discussion reveals several important areas in the literature that deserve
further study and that will drive much of the future research work on fiscal compe-
tition. While the theoretical literature offers different explanations on the possible
channels through which fiscal competition may limit the effectiveness of regional
policies, and the empirical work presents evidence supporting some degree of
regional interdependency, the literature falls short of addressing some fundamental
questions. Some of the questions that still remain unanswered include:

1. What is the magnitude of the effects generated by fiscal competition.
2. To what extent do currently observed regional policies differ from those consid-

ered “optimal”?
3. How strong, if any, are the incentives for regions to deviate from a centralized

solution?
4. How large are the welfare losses/gains generated by fiscal competition? Are those

effects strong enough to justify centralized intervention?
5. How are the welfare losses/gains distributed across regions?

To shed light on these issues, it will be necessary to adopt and develop novel
approaches and techniques. A number of methods, such as quantitative techniques

29These challenges have been pointed out by Brueckner (2006) or Isen (2014), for example.
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based on structural models, are already available and used in other areas in
economics. The original models of fiscal competition expose in a very elegant
and simplified way the consequences of making decisions in a decentralized and
uncoordinated setting. The “race to the bottom” argument is both straightforward
and striking. However, more complicated models are required to address the
questions raised above and to fully understand the real implications of fiscal
competition at both the regional and national levels.

Recent developments in quantitative models that combine calibration and struc-
tural estimation techniques with data may help establish such connection, though.
There has been in the last few years an increase in the use of these models and
techniques in the fields of urban and regional economics.30 An analysis based
on quantitative models offers several advantages. First, since this approach is
founded on theoretical models, it becomes easier to identify the causal effects of
policies. Second, quantitative models can be used to characterize, quantify and
compare policy outcomes arising in different scenarios (for example, compare
policy outcomes arising in the decentralized and cooperative cases), and construct
other counterfactual policy evaluation exercises. And third, they can be used to
perform a welfare analysis of regional policies, quantifying their impact on the entire
economy and on each individual region.31

Arguably, this approach may have some drawbacks. For instance, a less simplistic
approach would not produce a closed-form solution or equation that can be
easily estimated empirically. Moreover, relating such more complicated models to
data becomes challenging. Current fiscal competition models should be adapted
and become more flexible in order to fit the data. The latter typically involves
choosing parameterized versions of the models, which are generally non-testable,
reducing the generality of the conclusions. Finally, quantitative models are data and
computationally intensive. The number of underlying parameters to estimate rapidly
increases with the complexity of the model, requiring a large amount of micro-level
data, not always readily available.

Overall, the literature on fiscal competition can greatly benefit from the applica-
tion of these methods and techniques. However, quantitative models in the area of
fiscal competition should not preclude the use of other approaches. It is necessary,
as usual, to validate the conclusions from a specific approach against alternatives.
In fact, further development in quantitative analysis should not substitute, but rather
complement similar advancements in theoretical and empirical work.

30It should be emphasized that the development of these techniques is far from uniform across
different fields in economics. See, for example, Nevo and Whinston (2010) and Heckman and
Vytlacil (2007) for general discussions on structural methods, and Epple and Nechyba (2004) or
Holmes and Sieg (2015) for surveys on different applications of structural estimation to urban
equilibrium and local public finance models.
31Some recent work has already taken such direction. For instance, Ossa (2015) uses a quantitative
economic geography model to study the motives underlying the decision to subsidize the relocation
of firms by regional governments.
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Chapter 14
Back to the Future: Lösch, Isard, and the Role
of Money and Credit in the Space-Economy

David Bieri

The geographic variations in interest rates are generally a mirror image of the spatial
organization of the banking system and of regional differences in the economic structure
of production.—Lösch (1940c, p.26, author’s translation)

It is invalid to take the position that price and monetary phenomena are merely surface
manifestations and reflections of the more nearly basic and underlying relations and
interactions of man with his physical environment. [: : :] Price systems and monetary
institutions are in modern society an indispensable set of cultural tools, [: : :] which strongly
shape the evolving organizational form and nature of man’s economic and social activities.
[: : :] To understand and anticipate the interaction of these forces, a knowledge of resources
[: : :], and a knowledge of price, exchange control and monetary mechanisms [: : :] are each
indispensable.—Isard (1956, p.6)

14.1 Introduction

The contemporary canon of regional economic theory has enshrined the ‘classical
dichotomy’ in that it treats the spheres of money and production as analytically
distinct. As such, regional theory upholds the neutrality of money in its most
basic quantity-theory position that suggests it is only the absolute price level,
not relative prices and interest rates, and hence real output, that is affected by
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changes in the quantity of money, broadly conceived.1 Regional researchers thus
treat the monetary-financial system as the proverbial veil that renders money and
financial interrelations a source for short-term frictions at best, but not relevant to
the determination of regional market (dis)equilibria. Put differently, the dominant
analytical approaches of mainstream regional economics exclusively focus on the
real phenomena of a spatial barter economy in which money plays but a perfunctory
role. In short, real factors determine real regional variables.2

Contrary to this view, I argue that the continued separation of monetary theory
from price theory in regional thought represents a radical departure from the
intellectual origins of the field of regional science, which has its roots in the
pioneering work of August Lösch (1906–1945) and Walter Isard (1919–2010). In
combining key elements of interregional trade theory and location theory, both
Lösch’s and Isard’s treatment of monetary aspects of the ‘space-economy’ give
rise to a spatialized interpretation of the non-neutrality of money—an area of
research that has gained significant relevance once again in light of recent economic
events.3 Indeed, the disparate regional impacts of the financial dislocations during
the crisis were a powerful reminder that the intersectoral flow of funds—always
and everywhere—constitutes a local phenomenon with real effects across space.4

In many ways, the muted post-crisis responses of monetary aggregates to the
large-scale unconventional monetary policy experiments can be interpreted as long-
overdue vindication of the critics of the quantity theory (cf. Minsky 1993; Marcuzzo
2002).

In a renewed engagement with regional aspects of money and credit, this chapter
re-examines the monetary content in the foundational works of August Lösch
and Walter Isard. The former a student of Joseph Schumpeter’s and the latter a
student of Alvin Hansen’s, both Lösch and Isard represent important branches
in the long lineage of twentieth century Continental and U.S. monetary thought,
respectively. For our purposes here, we pay particular attention to Lösch’s (1940a,b);

1See Patinkin and Steiger (1989) and Klausinger (1990) for complementary overviews on the
origins of the term ‘neutrality of money’.
2Recent attempts to infuse location theory with monetary analysis, such as Figueiredo and Crocco
(2008) and Nogueira et al. (2015), represent rare exceptions in the otherwise languishing literature
on money and its role in regional development. See Dow (1987) and Bieri and Schaeffer (2015)
for comprehensive surveys of the literature on the treatment of money in regional economics.
3Isard first introduces the expression ‘space-economy’ in his QJE (1949) survey article wherein
he defines the term as “concern[ing] itself with the local distribution of factors and resources as
well as with local variations in prices, and thus with the immobilities and spatial inelasticities of
factors and goods” (p. 478). Isard’s usage of the term is clearly inspired by its German origin as
Raumwirtschaft (cf. Weigmann 1931). While it has never found wide adoption in regional science
beyond Isard, a variety of economic geographers with a political economy perspective continue to
use the expression (e.g. Sheppard and Barnes 1990; Martin 1999).
4As an example of renewed interest in regional aspects of monetary phenomena, a string of recent
empirical papers examines differences in regional price level dynamics in the wake of the crisis.
See, e.g., Del Negro and Otrok (2007); Beckworth (2010); Fielding and Shields (2011); Beraja
et al. (2015); Hurst et al. (2016).
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Lösch (1940c); Lösch’s (1940d, 1944; 1949) analysis of the spatial consequences
of monetary-financial arrangements on the one hand and Isard’s (1956, 1960)
exploratory work on the flow of funds across space on the other hand. Above all,
with regard to the view that there are important, neglected contributions in Lösch’s
and Isard’s work far beyond their ordinarily acknowledged influence on location
theory, this chapter echoes Ponsard (2007) in suggesting that both are “famous, but
ignored economists”.

Overall, then, this chapter has two closely related ambitions. First, it aims to
document how the monetary content of August Lösch’s and Walter Isard’s spatial
system completely disappeared from regional analysis. In fact, regional theorizing
without money has its origins in the microfoundations-equilibrium transformation
of the main corpus of orthodox economic theory, which now provides most of
the epistemological and methodological underpinnings of contemporary regional
science. Following Storper’s (2013) terminology, I will refer to this dominant
perspective in regional science as ‘new neoclassical urban economics’ (NNUE)
whereby spatial heterogeneity of economic activity exclusively emerges from the
optimal location choices of atomistic, representative agents (households, firms) and
their respective interaction with the economies of agglomeration in equilibrium. As
such, regional scientists’ increasingly anaemic engagement with monetary issues
during the discipline’s first half-century is but a direct consequence of the axiomatic
embedding of the neutrality of money in the NNUE framework. In the sense
of Schumpeter’s (1954) distinction between real analysis and monetary analysis,
regional science today has thus completely turned its back on the latter, solely
relying on the former apropos the assumption that the region as an exchange
economy is fully described in terms of goods and services, and not monetary
relations.

The second goal of this chapter is then to argue for the renewed importance of
monetary analysis in regional science, placing the element of money “on the very
ground floor of our analytic structure, abandoning the idea that all essential features
of economic life can be represented by a barter-economy model” (Schumpeter
1954, p.278). In particular, I will outline a specific way for achieving this aim
by re-considering the contemporary relevance of the Lösch-Isard approach to
interregional stock-flow analysis—a key research program that once defined the core
of the field (Isard 2004). As part of this argument, I contend that the intellectual
roads not travelled in this regard hold the key to a promising research agenda in
regional science.

The balance of this chapter is organised as follows. Section 14.2 sets the scene
by retracing key intellectual developments that have induced ‘monetary amnesia’ in
regional science. In Sect. 14.3, I present a brief genealogy of monetary thought in
regional science, ascribing the central views on money, credit and banking in the
work of Lösch and Isard to the monetary traditions of Schumpeter and Hansen.
Section 14.4 presents elements of a future research agenda that reengages with
regional aspects of money and credit, casting them as central pillars of a Lösch-
Isard synthesis. Section 14.5 offers some concluding thoughts.
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14.2 Crisis? What Crisis?

Propelled by his own gargantuan effort of transdisciplinary negotiation and discur-
sive institution building, Isard’s (1949, 1956) original grand vision for a ‘general
theory of the space-economy’ at once aimed to be unifying and pluralistic. In
essence, the idealized ‘channels of synthesis’ in the Isardian system readily called
upon a broad spectrum of intellectual positions from diverse schools of economic
thought, at least with regard to their stylized epistemological perspective, if not
always their practical methodological approach (cf. Isard 1960). From inception,
the ambition for regional science was to be a larger intellectual enterprise than the
sum of its disciplinary parts.5

In this regard, or perhaps more precisely, in the epistemological pluralism that
such a vision implies, the field may be facing its biggest crisis and may yet have
to overcome its most enduring challenge. After more than sixty glorious years,
regional science as a post-war scientific project has reached a historic cross-roads—
a juncture that in many ways is characterized by an increasingly polarizing and
siloed dialogue between regional economists and economic geographers (Barnes
2003). While the possible origins of ‘regional science in crisis’ and their jarring
consequences were first identified some twenty years ago, (e.g., Isserman 1993;
Lane 1993; Bailly and Coffey 1994; Pavlik 1995; Polèse 1995) little programmatic
progress appears to have taken place since.

While the crisis in regional science (and with it the urgent need for new
directions) refuses to go away two decades on, this chapter takes the view that
the persistent rumours of the death of regional science are greatly exaggerated.
Instead of more apocalyptic prognostication, I hope to delineate a constructive way
out of what I see as mostly a self-imposed intellectual cul-de-sac. In particular,
I propose a renewal from within that builds on an exegesis of the ideational and
institutional foundations of the field. Rather than a plea for more transdisciplinary
cross-fertilisation from related disciplines (e.g., Bailly et al. 1996), mine is thus a
deliberately narrow stance vis-à-vis the field’s original cast of characters, calling for
a more conscious engagement with the history of regional science thought.

In order to contextualize my argument of a ‘retrospective forecast’ for the next
50 years in regional economic research, we need to briefly engage with the project’s
primordial epistemological and methodological roots. An important tenor among
Isard and his early followers was the shared sentiment to guard against what
Colander (2014) has recently criticised as the ‘wrong type of pluralism’ in the social
sciences, i.e., pluralism that is paralyzed by cacophonic conversations and saturated

5Chapter 12 of Isard’s (1960) magisterial Methods of Regional Analysis—at close to 200 pages by
far the longest, but perhaps least remembered—identifies five ‘channels of synthesis’ that form the
interdisciplinary core of regional science method: (i) Interregional input-output analysis; (ii) urban
spatial structure; (iii) gravity modelling; (iv) values-social goals framework; and (v) the operational
fusion of all previous channels. See also Schaeffer et al. (2012) for a recent discussion of regional
science as an integrative social science project.
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with language games, permitting little actual cross-fertilization of methods and
approaches. Indeed, the early conceptualizations of multidisciplinary approaches
to regional analysis during the early 1950s were already accompanied by these very
concerns. Eventually, Isard’s relentless efforts to overcome bounded disciplinarity,
epistemological dissonance and methodological differences would culminate in the
inaugural meeting of the Regional Science Association in Detroit in late 1954 (Isard
2003, chs. 2 and 3).

Recently, the intellectual upsets of the financial crisis have added new fuel to
the original discussion about disciplinary pluralism in regional science; this time,
much of the ideational soul searching is centered around rekindled tensions in
the orthodoxy-heterodoxy nexus in economics proper (cf. Dobusch and Kapeller
2012; Skott 2014; Hands 2015). More specifically, much of this current wave of
disciplinary introspection hinges upon an unsatisfactory treatment of the role of
the monetary-financial system for the macroeconomy in mainstream economics.
In many ways, the analytical integration of the real economy with the monetary-
financial economy has emerged (once more) as the ‘Holy Grail’ of post-crisis
economics (cf. Laidler 2011; Lavoie 2015).

Surprisingly, similar developments in regional science and urban economics
are noticeable only by their absence. To the contrary, the neoclassical tenets of
the NNUE orthodoxy seems to have emerged from the financial meltdown intact,
as if vindicated, and any momentum for new post-crisis directions in urban and
regional economic theory appear to have been lost. The triumph of real analysis
over monetary analysis in regional science is perhaps best illustrated by the fact that
even the solitary mention of ‘money’ in Fifty Years of Regional Science (2004), the
predecessor to our two-volume effort here, is merely using the term as a synonym
for informational frictions (McCann and Shefer 2004, p.183). The entire seventeen
chapter tome does not contain a single reference to credit (in the financial sense).6

Above all, these conceptual lapses constitute missed opportunities to explore in
more detail how theories of money, credit and banking are brought to bear on the
analysis of the space-economy. In this sense, the disciplinary self-examination of
the ‘regional science in decline’ debate of the past two decades has, paraphrasing
Mirowski (2013), created more heat than light, and a perfectly good intellectual
crisis may have been wasted in that no significant new research programs have
emerged in the process.

To the extent that orthodoxy in economic thought has a tendency to emerge from
heterodoxy (Davis 2008), the early multidisciplinary explorations about the scope
of regional analysis present an important juncture for understanding the discipline’s
current orthodox intellectual core. In this sense, the research agenda outlined in this

6Monetary frictions that are consistent with the neoclassical dichotomy include the slow adjustment
of nominal quantities, such as, for example, sticky prices, and money illusion. Importantly, this
form of monetary non-neutrality would still be considered part of Schumpeter’s real analysis as
it predominantly concerns itself with the impact of the nominal money stock on real variables. In
the same sense would Milton Friedman’s monetarism also be considered as part of real analysis
despite its “money does matter” maxim.
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chapter describes a new heterodoxy that emerges from a return to the heterodox
origins from which the regional science project arose. The next section situates the
treatment of monetary phenomena in the work of Lösch and Isard within the larger
pantheon of the history of economic ideas, thus laying the ideational foundations
for a comprehensive research agenda on regional aspects of money and credit.

14.3 Lösch and Isard as Monetary Thinkers

Broadly speaking, monetary theory traditionally distinguishes between two separate
approaches to money. The first, which includes ‘metallism’, develops monetary
theory from the transactions, store-of-value and unit-of-account needs of a basic
exchange economy with an exogenous amount of high-powered government money.
The second approach, which includes ‘chartalism’, views money as a hierarchical
form of credit which renders it essentially endogenous to the economic system.7

Rather than further emphasising their common roots in terms of location theory,
one of the central aims to this chapter is to engage with Lösch and Isard in terms
their monetary thought. More specifically, I will suggest that both Lösch and Isard
can be viewed as important nodes in a long lineage of chartalist writings than span
the monetary theories of Keynes and Schumpeter.

14.3.1 August Lösch’s Schumpeterian Heritage

Lösch was a student of Schumpeter’s at the Friedrich-Wilhelms-Universität Bonn,
obtaining his doctorate in 1932, the final year of Schumpeter’s tenure as department
chair before taking a position at Harvard. It is precisely during this period that
Schumpeter worked most intensively on his grand treatise on money, Das Wesen
des Geldes (1970 [1943]), which, over the course of its forty year gestation
period, experienced an inordinate amount of trials and misadventures and was only
published posthumously.8

7The broad chartalism-metallism dual finds its earliest, modern systematization in von Mises
(1917). Schumpeter (1954), arguably a ‘chartallist’ himself, classified Marx as a ‘metallist’ and
Keynes as a ‘chartalist’. See Trautwein (2000) and Arestis and Mihailov (2011) for more detailed
overviews in terms of possible classifying the literature on monetary thought, including a good
survey on the literature related to the ‘credit view’ of money.
8See Messori (1997) and Alvarado (2014) for a detailed chronology of Schumpeter’s struggle with
Das Wesen, the origins of which can be traced back to his Das Wesen und der Hauptinhalt der
theoretischen Nationalökonomie (1908).
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Examining the monetary content of the Löschian œuvre in more detail, I argue in
Bieri (2016) that a hitherto overlooked aspect of his contribution is the development
of a spatial theory of price level determination in a way that is consistent with credit
theories of money, including the notion of monetary non-neutrality and money that
is created endogenously. Indeed, Schumpeter’s own monetary insights have shaped
Lösch’s thinking on spatial aspects of money and credit to a significant degree.
Beyond Schumpeter’s direct influence, Lösch’s broader intellectual formation takes
place during the waning years of the Weimar Republic, a period of intense monetary
debate in Germany that—from Kahn, to Lautenbach and Neisser—was marked by
a series of neglected contributions to a ‘credit view’ of money that has recently
attracted renewed attention.9 On these grounds alone, the lack of recognition of
Lösch contributions to monetary theory, let alone his attempt to link the real and
financial in a synthesis of location theory with modern credit theory represents a
historical curiosity, if not a puzzle.10

Once in the New World, Schumpeter remained an important element in the
development of Lösch’s career and theorizing; it was not only with the help of
his old mentor that Lösch was able to spend two extensive research stays in
the U.S. on a Rockefeller Fellowship (1934–1935 and 1936–1937), but access to
Schumpeter’s own academic network—from Haberler, to Taussig and Hoover—
became instrumental for much of the novel theorizing that shaped both the first
and second editions of his path-breaking Die räumliche Ordnung (1940c; 1944).11

Figure 14.1 illustrates Lösch’s rich lineage of monetary thought as a central
node in a dense network of mentor-student relationships among a wide spectrum
monetary theorists on both sides of the Atlantic, all of whom, to varying degrees,
can be grouped as espousing a ‘credit view of money’ during the interwar period.
Specifically, Lösch’s (1940a,b,d) work on money, credit and financial markets
acknowledges the importance of capital flows throughout the urban hierarchy,
highlighting the spatial relationship between financial variables and institutional
functions, such as interest rates or credit intermediation. Furthermore, Lösch (1949)
recognizes that money and credit are fundamentally hierarchical in nature and that
all money is credit money, even state money. The Löschian perspective on money
and credit will be discussed in more detail in Sect. 14.4.

9Laidler and Stadler (1998), Klausinger (1999), and Laidler (2012) for a discussion of neglected
contributions to monetary theory by German economists during the interwar period.
10See Bieri (2016) for more discussion of this point in particular.
11It is clear from Lösch’s own records (partly published in Riegger 1971) that Schumpeter was
more than an academic mentor, but also a personal inspiration and close friend with whom he
resided several times in Cambridge, Mass. during his Rockefeller fellowship stays.
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14.3.2 Walter Isard and the Influence of the ‘American
Keynes’

In tracing Isard’s monetary heritage, Alvin Hansen’s influence stands out above
anyone else. In his own account of Hansen’s vital role during in his intellectual
formation at Harvard, Isard refers to Hansen not only as the source for contem-
plating monetary factors as causes of the regional business cycle, but also as a
“towering exception amid the widespread continued ignorance among Anglo-Saxon
economists” with regard to the importance of location theory (Isard 2003, p.9).

At Harvard, Isard also came to study under Abbott Usher, who, in addition to
his famous work on the transformational role of technology, was in the midst of
a large project on the history of the early credit system in Europe (Usher 1943)
when Isard arrived in Cambridge. Perhaps more importantly, Usher became, after
the death of his European-trained colleague and mentor F. W. Taussig, something
of a resident expert on the work of the German Historical School, particularly the
work of Gustav Schmoller, who emphasized the effects of space on the trajectory of
economic development (Molella 2005).

As with Lösch, a closer examination of Isard’s main works reveals the clear
intellectual imprinting of the mentors on the student’s work—a fact that is best
witnessed by the dedication of Location and Space Economy (1956) to both his
teachers Hansen and Usher. It is Usher’s influence that gave the impetus for Isard’s
foundational QJE (1949) article wherein he introduces an English-speaking general
interest audience to the nuances of German location theory, including the work of
Lösch. At the same time, however, Isard credits Hansen for kindling his interest in
locational analysis and its relevance for to national policy (Isard 2003, p.8).

Although Hansen is mostly remembered for his ‘Keynesian’ stance in the
context of post-war U.S. public policy, earning him the popularized moniker of
the ‘American Keynes’ (cf. Breit and Ransom 1982), a central component of
Hansen’s work during the interwar period propounded a continental-style monetary
theory of the business cycle—work that has regained prominence today in the
context of a recent revival of his term ‘secular stagnation’.12 As a representative
of the banking school tradition, Hansen played a pivotal role in the transformation
of twentieth century monetary thought, advocating Keynesian fiscal activism and
strong monetary restraint for economic stabilisation (Mehrling 1997, 1998). Indeed,
Hansen’s banking school position on the monetary transmission mechanism and
credit creation is perhaps most clearly visible in Isard’s own position regarding the
importance and role of monetary institutions for the interregional flow of funds.

After taking courses at Harvard, Isard moved to Chicago to study for a Ph.D.
where, in addition to Frank Knight and Oskar Lange, Jacob Viner soon became
Isard’s most important (monetary) point of reference (see also Fig. 14.1). And

12See Summers (2014a,b) for the contemporary revival and re-interpretation of Hansen’s interwar
idea of ‘secular stagnation’ in the context of the post-crisis limits of monetary policy to accomplish
much more with interest rates at their lower bound.
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perhaps in equal measure because of Viner’s complex and contested role in
defining the Chicago Monetary Tradition (e.g. Nerozzi 2009) and his own early
exposure to Keynesian thinking at Harvard, Isard eventually positions himself
against some of the Chicagoan tenets regarding “how money matters”. For example,
he rejects Viner’s (1975 [1937]) assertion that there are “problems which fall
within the domain of international trade and which distinguish it from domestic
and intranational trade, particularly those associated with monetary phenomena.”
(Isard 1954, p.320n).

Little later, in his seminal Location and Space-Economy (1956), Isard takes
an even stronger monetary stance, suggesting that “[it is] invalid to take the
position that price and monetary phenomena are merely surface manifestations and
reflections of the more nearly basic and underlying relations and interactions of
man with his physical environment” (Isard 1956, p.6). By the time Methods of
Regional Analysis (1960) is published as an explicit sequel to Location and Space-
Economy, Isard has integrated his ideas on the regional role of money and credit
into a ground-breaking treatment of the regional flow of funds, where linkages
between the institutional evolution of money, credit and banking and the spatial
structure of moneyflows form central pillars of the analysis.13 As discussed more
extensively below, Isard understood that the structure of regional economic activity
is influenced by how institutional components of the monetary-financial system
(financial instruments, financial markets, monetary and financial intermediaries)
promote the interregional mobility of funds and, by extension, the mobility of funds
among the various sectors of the space-economy.

14.4 Integrating Lösch and Isard: Elements of a Synthesis

In an extension of Schefold’s (1997) characterisation of Schumpeter as a ‘Walrasian
Austrian’ and Keynes as a ‘Classical Marshallian’, Lösch and Isard might each
be viewed as ‘Austrian’ and ‘Classical’ with respect to their monetary ideas in
general and their positions on the non-neutrality in particular.14 In addition to details
about Lösch’s and Isard’s intellectual lineage, Fig. 14.1 also provides a conceptual
mapping of key areas of regional research where a monetary and credit perspective
on the linkages between the real and financial sector offer significant promise. In
particular, such work would focus on how structural linkages identified by input-

13Throughout, I adhere to Copeland’s original terminology in his seminal Study of Moneyflows
in the United States (1952) which uses ‘moneyflows’ as one word, rather than a hyphenated or
two-word term.
14The mainstream claim about the original classical economists’ adherence to the ‘classical
neutrality postulate’, i.e., that money stock changes affect only the price level and not real output
and employment, is subject to much debate (Humphrey 1991).
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output analysis tie in with regional moneyflows studies within the larger context of
a ‘stock-flow consistent approaches’ (SFCAs) to macroeconomic modelling.15

14.4.1 Monetary Hierarchy and Spatial Non-neutrality
in the Löschian System

With regard to Lösch (1940c); Lösch’s (1940d, 1949) pioneering analysis of the
spatial consequences of monetary-financial arrangements, I document elsewhere
(Bieri 2016, 2017) how this work contains hitherto neglected important theoretical
insights for theorizing the flow of credit money across space. Specifically, I show
that these lesser-known aspects of Lösch’s work are broadly consistent with a
spatialized version of (Post) Keynesian monetary theory, in particular with regard
to some aspects of liquidity preference, the loan-to-deposit causality, and circuitist
notions of the flow of funds (cf. Dow and Earl 1982; Arestis 1988, 1996; Chick and
Tily 2014).16

At the same time, Post Keynesian monetary theory also implies what can be
considered a ‘hierarchy of monies’ in that the modern monetary system is a hybrid,
that is part public (‘outside money’, a net asset to the private sector) and part private
(‘inside money’).17 It has both public and private liabilities that circulate as money
(Bell 2001; Mehrling 2013). Indeed, two specific aspects of Lösch’s analysis of the
spatial consequences of monetary-financial arrangements provide a useful lens for
linking the hierarchy of money to the spatial structure of the financial system.

First, Lösch (1949, 1954) recognizes that money and credit are always and
everywhere fundamentally hierarchical in nature and that all money is credit money,
even state money. Table 14.1 illustrates the hierarchy of money in the Löschian
system as a spatial monetary order where money and credit are created by different
financial institutions at separate levels of the hierarchy. The Löschian monetary

15In their most general form, SFCAs to macroeconomic modelling are based on the strict discipline
of social accounting matrices (SAM), relating all the flows and the stocks of an economy. SFCAs
have their origins in the pioneering work of Copeland’s (1947, 1952) flow-of-funds analysis and
have recently re-gained prominence among, particularly among Post Keynesians, as a heterodox
methodology for macroeconomic modelling based on stock-flow relationships, the flow of funds,
interrelated sectoral balance sheets, and double-entry matrices. See Caverzasi and Godin (2015)
for a survey of this literature.
16Throughout, I will use the convention of using the capitalized, non-hyphenated version of writing
‘Post Keynesian’, largely in keeping with the self-identification of the thinkers who use the label.
See Davidson (1991), King (2002, pp.9–11), and Lavoie (2014, pp.42–45) for a discussion of the
deep semantics behind the four different ways in which the term can be written (hyphenated or not
and capitalized or not).
17The distinction between ‘outside money’ and ‘inside money’ goes back to seminal work of
Gurley and Shaw (1960). In this context, ‘outside money’ is either of a fiat nature or backed by
some asset that is not in zero net supply within the private sector, whereas ‘inside money’ is an
asset backed by any form of private credit that circulates as a medium of exchange.
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pyramid can be read both institutionally and, perhaps more importantly, in a
functional manner, i.e., in terms of what constitutes money and credit as an accepted
mean of settlement. In fact, with regard to the spatial propagation of changes in the
price level, Lösch observes that the “shifting of the price level occurs only with
credit creation; that is, with a hierarchy of different kinds of money, whereas in
a region with a uniform currency, the price waves started by a shift in purchasing
power necessarily suffice for transfer” (Lösch 1954, p.227).

A central feature of this monetary hierarchy is the fact that the distinctions
between money and credit are not strict and largely depend on the specific vantage
point from within each layer of the system. In this system, gold and deposits at
the Bank for International Settlements are the ultimate money because they are the
ultimate means of international payment. Currencies, both international money and
national money, are deemed a form of credit insofar as they are promises to pay
gold. Similarly, further down the hierarchy, bank deposits are viewed as a form
of private credit money, effectively promises to pay currency on demand and thus
twice removed from the promises to pay ultimate money. Private money in the form
of debt obligations or securities is then a promise to pay currency or deposits over
some specific time horizon.

Another crucial feature of this hierarchical view of money lies in the fact that
at each layer the ‘moneyness of credit’ depends on the credibility of the promise
by a given issuer to convert a specific form of credit into the next higher form of
money. In other words, what counts as money and what counts as credit depends
on the layer of the hierarchy under consideration, on what counts as ultimate
means of settlement. The translated and augmented version of Lösch’s original table
in the bottom panel of Table 14.1 reveals that the Löschian monetary hierarchy
maps directly into a Post Keynesian-Minskian perspective of monetary hybridity
according to which the credit pyramid oscillates between a condition where money
is ‘scarce’ and one where credit is ‘elastic’ (Wray 2009; Mehrling 2013).

Second, Lösch (1940c); Lösch’s (1940d) work on financial markets acknowl-
edges the importance of capital flows throughout the urban hierarchy, highlighting
the spatial relationship between financial variables and institutional functions, such
as financial regulation. Indeed, Post Keynesian monetary thinkers assign functional
and institutional variation one of the most influential pathways for change in real-
financial linkages (e.g. Dow 1982; Chick and Dow 1988, 1996). Another important,
related perspective that is consistent with Lösch’s work comes from Minsky’s (1991,
1993) re-emphasis of Keynes’s (1930) fundamental insight that the non-neutrality
of money needs to be a “deep part of the system, not an afterthought in a capitalist
economy” (Minsky 1996, p.78). Indeed, the similarities between Lösch’s monetary
thought and that of Minsky are far from coincidental: as Fig. 14.1 illustrates, both
were students of Joseph Schumpeter’s (Lösch at Friedrich-Wilhelms-Universität
Bonn, and Minsky at Harvard).18

18The Lösch-Minsky relationship and its deep connection to the misadventures of Schumpeter’s
Das Wesen des Geldes (1970 [1943]) are discussed in more detail elsewhere (Bieri 2016).
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Table 14.1 Hierarchical money in the Löschian system

Source: Original table with monetary hierarchy in Lösch (1949, p.59). Author’s translation and
adaptation
Notes: This ‘monetary order’ links the hierarchy of money on the left hand side to the spatial
structure of the financial system on the right-hand side
a‘Outside money’ is either of a fiat nature or backed by some asset that is in positive net supply
within the private sector, whereas ‘inside money’ is an asset backed by any form of private
liabilities (credit) that circulate as a medium of exchange, an analytical distinction first introduced
by Gurley and Shaw (1960)
bCorresponds to both ‘top currency’ and ‘patrician currency’ in the terminology of Cohen’s (1998,
2003) currency pyramid
cBIZ/BIS: Bank für Internationalen Zahlungsausgleich/Bank for International Settlements, Basel,
Switzerland
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14.4.2 The Flow-of-Funds Perspective and Isardian
Monetary Space

In what follows, it will be useful to recall that Isard shared with Lösch the
intellectual heritage of accessing location theory via the comparatively mature
analytical apparatus of interregional trade theory.19 Deeming to him the “most
prominent living location theorist”, Haberler suggests that Isard has succeeded
“more than anyone else to combine trade and location theory in a comprehensive
general equilibrium model comprising more than two countries and commodities as
well as the space factor” (Haberler 1961, p.5n).

For the purposes of our discussion here, I want to highlight the conceptual
importance of Isard’s synthesis in terms of linking two separate but related strands of
examining the sectoral structure of the regional economy. More specifically, Isard
connects the structure of regional production with its corresponding moneyflows,
and, in doing so, he aligns the flow-of-funds accounting pioneered by Copeland
(1947, 1952) with Leontief’s (1991 [1928]) conceptualization of the economy as a
circular flow upon which all input-output methods, once the analytical workhorse
of regional scientists, are based.

Figure 14.2 illustrates the core of this flow-based interregional system in the Isar-
dian space-economy. Both graphics are reproduced from the first edition of Isard’s
seminal Methods of Regional Analysis (1960)—a fact that is worth highlighting here
since the analysis of regional moneyflows had all but disappeared by the time the 7th
and final edition of Methods (1998) was published.20 The upper portion of the figure
underlines the weblike connectivity of interregional moneyflows that arises from the
balance-sheet relations of different sectors of the space-economy. The lower portion
of the figure provides a regional money flow matrix representation of economic
activity that is consistent with and expanded and refined by Cohen’s (1968, 1972,
1987) work on the flow of funds.

The most important aspect of Isard’s theoretical innovation lies in his vision
to base interregional analysis on the implicit linkages of the three major national
accounting statements, i.e., the national income and product accounts, the input-
output tableaux, and the flow-of-funds accounts. In particular, his insight of
complementing standard input-output relationships with monetary stock-flow data
was well ahead of its time and essentially anticipates what was to become the
hallmark of the rapidly expanding field of Post Keynesian stock-flow-consistent
models—except for the fact that the latter have yet to develop a regional perspective!
In bringing together the Isardian approach with the Löschian system, the next
section now attempts to delineate the broad contours of a research agenda of the
role of money and credit in the regional economy.

19In this regard, both Lösch’s and Isard’s foray into location theory can be viewed as the template
for Krugman’s (1998) discovery of space as the ‘final frontier’.
20Perhaps mirroring much of the ‘monetary amnesia’ that befell regional science over the last
half century, this development remained unremarked in all of the major reviews of the book (e.g.
Rephann 2000; Stabler 2000).
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Fig. 14.2 Moneyflows across the space-economy. Notes: Panel (a) illustrates a set of hypothetical
interregional moneyflows across different sector of the economy. Panel (b) presents a schematic
representation of a corresponding flow-of-funds matrix across different sectors of the space-
economy. Source: Isard (1960)
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Fig. 14.3 The hierarchy of money and the flow of funds. Notes: Schematic representation of the
flow of funds across different sectors of the economy, paying particular attention on the hierarchical
relationships between different forms of money and credit. The lower portion of the figure presents
a sectoral flow-of-funds table that is consistent with the money-flow accounting pioneered by
Copeland (1947, 1952) and its extensions by Cohen’s (1972, 1987). See main text for more details.
Source: Adapted from Bieri (2017)

14.4.3 Linking Regional Moneyflows and the Hierarchy
of Money

While the Löschian hierarchy of money provides the institutional and functional
vector that underpin the spatial non-neutrality of money, Isard’s regional flow-
of-fund linkages form the accounting lens through which its outward appearance
becomes empirically tractable. Figure 14.3 visualizes the key components of this
Lösch-Isard system wherein the financial accounts follow funds as they move from
sectors, such as households or firms that serve as sources of funds (net lenders),
through intermediaries (financial institutions) or financial markets, to sectors that
use the funds to acquire physical and financial assets.

In particular, the focus on the sources and uses of funds in the lower panel of
Fig. 14.3 helps to emphasise the two key elements of the Löschian monetary system
introduced above, namely, the hierarchical relationships between different forms of
money and credit on the one hand and the (spatial) non-neutrality of money via the
price level of output and the price level of financial assets on the other hand. In
this setting, the non-neutrality of money arises from the simple fact that, for each
sector i in region j, real transactions and financial transactions are closely linked as
investment (I) and increases in financial assets (A) equal saving (S) and increases in
financial liabilities (L) such that Iij C Aij D Sij C Lij.



14 Money and Credit in the Space-Economy 233

Much of what both Lösch and Isard had originally envisioned by way of integrat-
ing the real and the financial for regional analysis took several decades before it was
formalized by two Nobel Laureates, Leontief and Klein, in terms of an interface
between input-output and flow-of-funds analysis (cf. Klein and Glickman 1977;
Leontief and Brody 1993; Klein 2003). Despite these advances, it took several addi-
tional decades plus a major financial crisis before the importance of real-financial
linkages, particularly financial flows and the composition of sectoral balance sheets,
was more broadly recognized. A good six decades since it was originally conceived,
flow-of-funds analysis is at long last experiencing veritable renaissance, propelled
by flurry of academic and policy interests aimed at understanding central aspects
of the financial crisis that the conventional equilibrium-based mainstream models
were not able to capture by design (e.g. Palumbo and Parker 2009; Bezemer 2010;
Winkler et al. 2013; Borio and Disyatat 2015).21

Table 14.2 summarizes our preceding discussion in terms of the most important
conceptual differences between the orthodox view of money in regional science
and its Lösch-Isard alternative. In particular, Table 14.2 compares these competing
paradigms of monetary theorizing along key dimensions, namely, money, interest,
prices, and the nature and structure of financial intermediation. Indeed, of the
“continuing muddles in monetary theory”, as Goodhart (2009) puts it, several are
particularly relevant for the regional analysis of money because they are so deeply
embedded in the theoretical fabric of the NNUE view of money. Above all, this
includes the analysis of the monetary base multiplier of bank deposits, the current
three-equation neoclassical consensus (which assumes perfect creditworthiness, and
hence no need liquidity intermediation), and the analysis of the evolution of money.
For each of these dimensions of monetary analysis, the last column of Table 14.2
outlines a few high-level areas of theoretical and empirically inquiry that are implied
by the Lösch-Isard view. While too numerous to be elaborated in detail, I shall
briefly discuss a few of the topics for expositional purposes.

For example, the financial crisis has reminded policy makers just how much the
dynamics of regional cost of living adjustments depend on a clear understanding
of house price movements, particularly in the U.S. where the recovery of house
prices has shown substantial regional heterogeneity. Even in the absence of nominal
exchange rate movements and trade barriers, some of the observed deviations
from regional purchasing power party (PPP) are even more persistent than their
international counterparts. Indeed, relative price levels among U.S. cities have
historically shown mean reversions at an exceptionally slow rate, seemingly in
contrast to recent evidence of falling transportation cost and the strong regional
integration of the U.S. economy (e.g. Cecchetti et al. 2002; Chen et al. 2006). While
non-traded local goods and services are one common real sector explanation for
such deviations from PPP, the two-price level perspective of the Lösch-Isard view

21See Bieri (2017) for a discussion of the Leontief-Klein connection to Minsky’s (1977, 2008)
financial instability hypothesis. Cf. also the ‘flow of funds’ box in Fig. 14.1.
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Table 14.2 Key dimensions of the monetary space-economy

Orthodox view
(NUUE-NEG)a

Lösch-Isard
view

What are the (monetary)
questions?

Nature of analysis “Real” “Monetary”

Economic fluctuations Business cycleb Interaction
between
financial cycle,
business cycle

(i) Finance-growth nexus of
regional development;
(ii) regional economic adjustment;

Money Neutral,
exogenousc

Non-neutral,
endogenous

(iii) geography of money and
inflation (e.g. regional money
multiplier); (iv) optimal regional
currency areas;

Interest Natural interest
rated

Market interest
rates

(v) regional interest rate
differentials; (vi) regional capital
market integration;

Prices One price level
(real output)

Two price levels
(Financial
assets, real
assets/output)

(vii) regional cost of living
differentials; (viii) spatial
purchasing power parity, law of
one price;

Financial intermediaries Reduction of
frictions,
information
asymmetries

Credit creation,
transfer of
purchasing
power

(ix) regional transmission
mechanism of monetary policy;
(x) structure of financial
intermediation (e.g. spatial
disparities in credit creation by
non-depository financial
institutions); (xi) regulatory
arbitrage across space;

Deposits Sectoral
endowments

Created by loans (xii) regional deposit
concentration; (xiii) spatial
disparities in the ‘moneyness’ of
deposits;

Source of investments Savings Financing flows (xiv) regional discrepancies in
liquidity preference; (xv) regional
flows of finance vs. collateral;
(xvi) spatial distribution of credit
subsidies;

Flow of funds Current account,
net capital flows

Gross capital
flows

(xvii) regional balance of
payments (BoP); (xviii) classical
‘transfer problem’ vs. monetary
approach to BoP; (xix) regional
reserve flows.

Source: Author
Notes:
a“New neoclassical urban economics” (NNUE) and new economic geography (NEG)
bReal business cycle theory in the tradition of new classical macroeconomics
cIncludes superneutrality of money, i.e., real variables are not only unaffected by the level of the
money supply, but also by the rate of money supply growth
dThe natural interest rate is unobservable, reflecting only real factors. Explanations for the source
of divergences between the market and the natural rate differ between the Lösch-Isard view and
the conventional view. See text for more detail
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would suggest additional monetary phenomena, such as regional asset price inflation
in the housing market, as an alternative causal pathway.

Similarly, discussions about regional differences in interest rates commonly
assume that such divergences strictly reflect real factors, above all the balance
between ex ante saving and ex ante investment which drive equilibrium in the goods
market. Thus, in the standard view of real analysis, by construction, there is no
difference between saving and financing (Borio and Disyatat 2011; Borio 2014).
The monetary analysis of the Lösch-Isard view, by contrast, would highlight that
such regional interest rate differentials could reflect a purely monetary phenomenon
whereby variations in local credit conditions, not informational frictions, drive a
wedge between the market rate and the (unobservable) natural rate.

14.5 The Future

Overall, a return to the foundational works of Lösch and Isard offers important
opportunities for regional science’s next half-century. Methodologically, the future
of regional science thus lies in a rediscovery of the project’s “macro-foundations”,
particularly in terms of its national accounting traditions that provide the intellectual
undergirding for much of the work on input-output analysis and the flow of funds.
Epistemologically, the future of regional science also ought to be more pluralistic
by including heterodox approaches, such as Institutionalist, (Post) Keynesian,
and socio-economic perspectives. With regard to the particular re-engagement of
monetary analysis in Schumpeter’s original sense, regional scientists could play an
important role in this intellectual effort, not at least because these lesser-known
aspects of Lösch’s and of Isard’s work are consistent with a spatialized version of
central tenets of heterodox monetary theory.

In linking the structure of intersectoral money and credit flows with the structural
relationships that govern the intersectoral flow of goods and services, the Lösch-
Isard analytical framework outlined in this chapter aligns well with the renewed
academic interest in modelling the pathways between financial markets and the
macroeconomy.22 Furthermore, this chapter has also provided the contours of a
research agenda associated with the development of a spatial theory of money
and credit as key research frontier for the next half-century of regional science.
Specifically, I have argue that a re-engagement with the monetary foundations of the
intellectual touchstones of regional science could yield a wide array of promising
theoretical and empirical research for the future.

In addition to providing directions for the future, a return and re-interpretation
of the foundational texts in regional science could help establish a much needed
compass to anchor the enterprise more solidly in the intellectual space of its peers—
something that has long been identified as being critical for reverting the discipline’s

22See Morley (2016) for an overview of the recent literature on macro-finance linkages.
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decline, or—perhaps more optimistically—for living up to its full promise and
potential (e.g. Isserman 1993; Lane 1993; Isard 2004). While the reigning paradigms
in regional science will not be changed overnight, it is my hope that this chapter
marks a modest new beginning, not only in terms of the specific details of a
revival of Lösch’s and Isard’s monetary tradition, but also in providing the impetus
for a reconceptualization of a disciplinary grand narrative in regional science—in
particular, a narrative that is faithful to the intellectual tradition of comparative
political economy, including a growing ‘(regional) varieties of capitalism’ literature
and a (re)discovery of traditional business cycle and institutional thinking among
urban and regional scholars.

In conclusion, then, the approach presented in this chapter argues for a return to
the ideational roots of regional science and for a re-projection of its fundamental
concepts whereby regional aspects of money and credit are re-cast as central
pillars of a Lösch-Isard synthesis. As such, for spatial economists and economic
geographers alike, regional science remains the systematic project tasked with
advancing the theory and measurement of the space-economy.
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Part III
Diasters and Resilience



Chapter 15
Economic Resilience in Regional Science:
Research Needs and Future Applications

Adam Rose

15.1 Introduction

The frequency and magnitude of disasters are increasing throughout the world. This
stems from a combination of new threats that have emerged, especially in the areas
of terrorism and new technologies, and the fact that population and economic growth
have generated more and larger targets.

With the exception of pandemics and armed conflicts, the direct effects of
disasters are typically limited to the regional level in countries of significant
geographic size. These disasters can threaten the survival of regional economies,
as witnessed by the compound disaster of the nuclear reactor accident following the
earthquake that befell the Fukushima Prefecture of Japan in 2011, the Wenchuan
Province earthquake that killed 70,000 people in China in 2008, and the various
towns and cities along the Gulf Coast of the U.S. still recovering more than 10 years
after Hurricane Katrina.

Future predictions of disasters are even more dire, especially with regard to
climate change. Although subject to political disagreement, there is near universal
consensus in the scientific community of the reality of this existential threat (IPCC
2014). Evidence is irrefutable of increasing average global temperatures, melting of
major glaciers, and rising sea levels manifesting themselves in such ways as extreme
droughts and flooding. The former has already resulted in major population shifts,
and the latter holds the potential to cause even more drastic shifts given the specter
of large portions of major cities, ranging from Miami to Dacca, being underwater in
50 years.
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Resilience, broadly defined, refers to the ability to withstand and recover from
such short-term and long-term threats. Unfortunately, resilience has become a
popular “buzzword”, and its meaning has been clouded by myriad of definitions,
thereby generating confusion and undercutting progress on designing and imple-
menting appropriate resilience tactics and strategies. In recent years, analysts and
policy makers have narrowed the range of definitions and aided our understanding
of the basic concept and some of its implications. The author has provided important
distinctions among the definitions, formulated and successfully applied operational
metrics of economic resilience, and measured its effectiveness (Rose and Liao
2005; Rose 2007; Rose et al. 2009; Rose and Krausmann 2013). Other regional
scientists who have contributed to this field include: Chang (2009), Modica and
Reggiani (2015), Kajitani and Tatano (2009), Okuyama (2015), and Cutler et al.
(2015). Major contributions have been offered by scholars in related fields, such
as Geography, Planning, Economics, Sociology, Organizational Behavior, Ecology,
and Engineering (see, e.g., Adger et al. 2005; Martin and Sunley 2015; Cutter 2016
Godschalk 2003; Hallegatte and Dumas 2009; Tierney 2007; Hill and Paton 2005;
Perrings 2006; Bruneau et al. 2003; Santos 2012).

Still, much work needs to be done to understand regional resilience, make it
more relevant to regional research and practice, make its implementation more cost-
effective, and make it applicable to a broader set of future disasters. This paper will
focus on the following topics related to regional economic resilience:

• What are its key dimensions?
• What is its relationship to resilience in the various disciplines associated with

regional science?
• What are its key spatial aspects?
• What are its key behavioral aspects?
• How does it differ between regional and national economies?
• How can the cost-effectiveness of alternative resilience tactics and strategies be

measured?
• What is the relationship between resilience and adaptation to climate change?
• What are the key research challenges ahead?

Note that this chapter does not cover all topics under the heading of regional
economic resilience. It focuses on disasters and recovery from the initial damages
they incur. It does not deal with mitigation, which applies to actions taken in
advance to reduce the frequency and/or magnitude of disasters. It also does not
cover resilience to business cycles and more general economic phenomena. The
reader is referred to the recent, comprehensive paper by Martin and Sunley (2015)
for a critical review and conceptual framework for analysis of these more general
events. This chapter also differs from the aforementioned in that the emphasis here
is on resilience of individual firms and households, as well as on their interactions
within the regional economy. This is because the author believes an understanding
of the operation of fundamental units of analysis is key to identifying actionable
resilience tactics and strategies that can promote economic recovery and that can be
used to construct a useful resilience index to help individual decision-makers gauge
their progress in advancing resilience.
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15.2 Defining Economic Resilience

The etymology of resilience is the Latin term resilio, meaning to rebound. Although
published accounts of its use date back to ancient Rome in Cicero’s Orations
(Alexander 2013) and some physicists and psychologists in the early twentieth
century (Manyena 2006), ecologists were the first to embrace and make extensive
use of the general concept of resilience more than 40 years ago (see, e.g., Holling
1973). Since then, it has been adapted or reinvented for the case of short-term
disasters (see, e.g., Tierney 1997; Bruneau et al. 2003; Rose 2004) and long-term
phenomena, such as climate change (see, e.g., Dovers and Handmer 1992; IPCC
2014). The analysis of resilience can benefit from a comparison of its definitions in
ecology, engineering, organizational behavior, planning, psychology, sociology and
economics over the past 40 years (Rose 2017). In the discussion below, we focus on
points of agreement.

15.2.1 Basic Concepts

Resilience has four roles in the economics literature. Most generally, it is noted,
typically in vague terms, as an attribute of the economy in studies of conventional
(non-disaster) economic shocks (see, e.g., Dhawan and Jeske 2006). In ecological
economics, it is a major focus of analysis as a key attribute necessary for sustain-
ability (see, e.g., Perrings 2006; Folke 2006). Some initial attempts have been made
to extend this research to the socioeconomic arena and have it overlap with the study
of institutions (see, e.g., Levin et al. 1998). In the disaster literature, it has been an
important dimension of hazard loss estimation and terrorist consequence analysis
(Rose 2015a).

Following Rose (2004, 2007) we provide specific definitions of Economic
Resilience to disasters by linking it to the common essence of resilience definitions
common to other disciplines:

In general, Static Resilience refers to the ability of the system to maintain a
high level of functioning when shocked (see, e.g., Holling 1973). Static Economic
Resilience is: the efficient use of remaining resources at a given point in time.
It refers to the core economic concept of coping with resource scarcity, which is
exacerbated under disaster conditions.

In general, Dynamic Resilience refers to the ability and speed of the system to
recover (see, e.g., Pimm 1984). Dynamic Economic Resilience is: the efficient use
of resources over time for investment in repair and reconstruction. Investment is a
time-related phenomena—the act of setting aside resources that could potentially be
used for current consumption in order to reestablish productivity in the future. Static
Economic Resilience does not restore damaged capacity and is, thus, not likely to
lead to full recovery.
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Note that the definitions are couched in terms of functionality, typically measured
in economics as the flow of goods and services, such as individual business revenue,
Gross Domestic Product (GDP) or broader measures of economic well-being, as
opposed to property damage. It is not the property (capital stock) that directly
contributes to economic welfare but rather the flows that emanate from these stocks.
Two things should be kept in mind. First, while property damage takes place at a
point in time, the reduced production flow, often referred to as business interruption
(BI), begins at the time the disaster strikes but continues until the system has
recovered or obtained a “new normal.” Second, the recovery process, and hence
the application of resilience, depends heavily on the behavior of economic decision-
makers and on public policy. Of course, recovery is a multi-faceted activity. It is not
as simple as, for example, just automatically rebuilding a factory, highway or school
destroyed by an earthquake, hurricane, or terrorist attack.1

Another important distinction is between inherent and adaptive resilience. The
former refers to aspects of resilience already built into the system, such as the
availability of inventories, excess capacity, substitutability between inputs, and
contingent contractual arrangements accessing suppliers of goods from outside the
affected area (imports). Resilience capacity can be built up through these means and
is then accessed after the disaster. Adaptive resilience arises out of improvisation
under stress, such as Draconian conservation otherwise not thought possible (e.g.,
working many weeks without heat or air conditioning), changes in the way goods
and services are produced, and new contracting arrangements that match customers
who have lost their suppliers with suppliers who have lost their customers.

15.2.2 Resilience at Various Scales

At the microeconomic level, on the business supplier side, static economic resilience
includes redundant systems, improved delivery logistics, and planning exercises.
Many more options exist on the business customer side. Rose (2009, 2016a) has
developed a framework for analysis that connects customer-side resilience to deci-
sions captured by the economic production function with respect to input choices.
Examples include conserving inputs, using excess inputs (capacity and inventories),

1Research on resilience is split into two camps. About half of the researchers view resilience
as any action that can reduce losses from disaster, ranging from pre-disaster mitigation to post-
disaster recovery. Not surprisingly, this group is dominated by engineers, whose work is primarily
in the area of mitigation (see, e.g., Bruneau et al. 2003; Haimes 2006). The other camp focuses
on resilience as actions following the onset of a disaster. Steps can be taken to enhance resilience
before a disaster strikes, acknowledging that resilience is very much a process, but such actions
are usually not implemented until afterward (e.g., stockpiling of critical materials, development of
emergency plans). Recent events, such as the World Trade Center attacks and Hurricane Katrina,
indicate that BI during disaster recovery can be as large as or larger than property damage. We
focus on the second approach, noting that much of our analysis is applicable to mitigation as well
without much modification.
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substituting among them locally, importing them, and altering the locations and
timing of their use. For example, all inputs (capital, labor, infrastructure services,
and materials) can be conserved to some extent. The major obstacle is the necessity
of the input in the production process. The major obstacles to importing needed
goods are logistics and transport costs. Broadening the supply chain (see, e.g., Sheffi
2005) by expanding the range of current suppliers or others on a contingency basis
is, especially outside the directly affected region, an increasingly popular option.2

In essence, however, the micro level does not operate in isolation, but must also be
evaluated in terms of its broader business ecology (Martin and Sunley 2015), at the
meso and macro levels discussed below.

Tierney (2007) makes the point that many of the features that make businesses
inherently resilient are related to those that make them less vulnerable to disaster in
the first place. Vulnerability is related to such features as business size, ownership
characteristics, and type (e.g., a small business with a minority group owner, located
in an “Old Town” building and that sells a product with many substitutes, is more
vulnerable and, hence, less inherently resilient than otherwise). Businesses with
some of these characteristics are also likely to have a lower capacity for adaptation
(Alesch et al. 2001).

At the mesoeconomic level, resilience can bolster an industry or market and
include, for instance, industry pooling of resources and information, or introduction
of innovative pricing mechanisms. What is often less appreciated is the inherent
resilience of market prices that act as the “invisible hand” to guide resources to
their best allocation in the aftermath of a disaster (see, e.g., Horwich 1995). Some
pricing mechanisms have been established expressly to deal with such a situation,
as in the case of non- interruptible service premia that enable customers to estimate
the value of a continuous supply of electricity and to pay in advance for receiving
priority service during an outage. The price mechanism is an inexpensive guide
to redirecting goods and services. Price increases, to the extent that they do not
reflect “gouging,” serve the purpose of reflecting highest value use, even in the
broader social setting. Moreover, if the reallocation violates principles of equity,
the outcomes can be adjusted by income or material transfers to the disadvantaged.

Industry competitiveness also has an effect on inherent resilience and ability of
both the firm and the industry to recover. Product characteristics and production
technology have a major effect on the ability to adapt.

At the macroeconomic level, resilience is very much influenced by interde-
pendencies between sectors. Consequently, macroeconomic resilience is not only
a function of resilience measures implemented by single businesses but is also
determined by the actions taken by all individual companies and markets, including
their interaction. Of course, in most cases the whole is greater than the sum of
the parts. Examples of resilience options at the macro-level would be economic
diversity to buffer impacts on individual sectors and geographic proximity to

2Most of the resilience tactics associated with businesses are applicable to government and
household operations as well, with some modification (see Rose 2009).
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economies not affected by disaster to facilitate access to goods or aid. Others include
fiscal (e.g., infrastructure spending to boost the affected economy) and monetary
policy (e.g., keeping interest rates low to stimulate private sector reinvestment).
The macro-level overlaps with the popular focus on “community resilience” and
represents a more holistic picture (Norris et al. 2008).

Similar to Tierney, Martin and Sunley (2015), note that resilience is related to
critical features of the regional economy. Other factors affecting resilience at the
macro level include the extent to which the disaster affects its customers, and the
demand for product. Locational and proximity aspects come into play (“hazardous-
ness of place”), as does the size and level of economic development of the region.
Agglomeration economies refer to advantages of large city size in reducing costs
of production that can remain intact and keep the city competitive after a disaster
(see, e.g., Chernick 2005). However, the close proximity of businesses can make
them more vulnerable in the first place. Martin and Sunley (2015; p. 11) state that
“The key contribution of the idea of resilience, in our view, is that it directs attention
precisely to the impact shocks and their role in shaping the trajectories of regional
growth and development.”

The previous examples relate primarily to Static Economic Resilience. Dynamic
Economic Resilience is applicable at all three levels as well in terms of expediting
the recovery process and enhancing its outcome. At the micro-level, this can be
promoted through rapid processing of insurance claims and arranging financing so
as to facilitate repair and reconstruction. At the meso and macro levels, it includes
accelerating and improving the economic effectiveness of the recovery process by
improving logistics and coordinating recovery across sectors. Cross-cutting all three
levels is adapting to changing conditions by promoting flexibility and translating
short-run practices into sustainable ones through a continual learning process (see,
e.g., Chang and Rose 2012; Zolli and Healy 2012; Rose 2014).

15.2.3 An Operational Metric

Following Rose (2004, 2009), we provide an admittedly crude but operational
metric of resilience. Direct Static Economic Resilience (DSER) refers to the level
of the individual firm or industry (micro and meso levels) and corresponds to what
economists refer to as “partial equilibrium” analysis, or the operation of a business
or household entity itself. Total Static Economic Resilience (TSER) refers to the
economy as a whole (macro-level) and would ideally incorporate what is referred
to as “general equilibrium” effects, which include all of the price and quantity
interactions in the economy, macro- aggregate considerations, and the ramifications
of fiscal, monetary and security policies related to the disaster.

An operational measure of DSER is the extent to which the estimated direct
output reduction deviates from the likely maximum potential reduction given an
external shock, such as the curtailment of some or all of a critical input. In essence,
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DSER is the percentage avoidance of the maximum economic disruption that a
particular shock could bring about.

We illustrate the application of the definition with the following case study
by Rose et al. (2009), who estimated the national and regional economic impact
of the September 11, 2001, terrorist attack on the World Trade Center. The
researchers refined available data indicating that more than 95% of the businesses
and government offices operating in the WTC area survived by relocating, primarily
to Midtown Manhattan or across the river in Northern New Jersey. Had all of these
firms gone out of business, the potential direct economic loss in terms of GDP would
have been $43 billion. However, relocation was not immediate, taking anywhere
from a few days to as long as 8 months for the vast majority of firms. Rose et al.
(2009) calculated this loss in GDP at $11 billion. They were then able to apply the
resilience definition provided in this Section to estimate that the effectiveness of
relocation as a resilience tactic in the aftermath of the 9/11 attacks was 72% ($43
minus $11, divided by $43).

Several studies have examined economic resilience in actual disasters or with
the use of simulation studies. The major pioneer is Tierney (1997), who surveyed
businesses in the aftermath of the Northridge Earthquake and Midwest Floods. Rose
and Lim (2002) translated Tierney’s findings into specific measures of resilience of
the Los Angeles electricity system and found resilience reduced losses substantially.
Several other simulation studies have been undertaken to estimate the effects of
resilience on losses from disasters, using the metric presented in the previous
section. Applying the metric presented above, Kajitani and Tatano (2009) used a
survey to estimate the resilience of Japanese industries to various types of lifeline
disruptions from disasters. Rose et al. (2007a, b) estimated the resilience of the
Los Angeles water and power systems to a 2-week outage due to a terrorist attack
and found that resilience could be as high as 90%, primarily due to production
recapture. Rose and Wei (2013) examined such resilience tactics as excess capacity,
inventories, and export diversion to reduce potential losses from a 90-day shutdown
of a major U.S. seaport complex in a regional economy dominated by petrochemical
production and estimated that these tactics could reduce GDP losses by more than
70%.

Unfortunately, the cost of implementing resilience has not been sufficiently
studied. Anecdotal evidence indicates that it is relatively inexpensive in comparison
to pre-event mitigation. For example, conservation often more than pays for itself,
import substitution often just incurs additional transport costs, for inventories it is
just the carrying and storage costs, and production rescheduling only incurs the
payment of overtime wages. Most inherent resilience capabilities, such as excess
capacity and the information that can be gleaned from the price system, are basically
free.



252 A. Rose

15.3 Spatial Dimensions of Resilience

15.3.1 Business Location

Spatial considerations have important implications for resilience and disaster
recovery. Several valuable analyses have been performed but typically in a relatively
non-spatial manner. For example, Giesecke et al. (2012, 2015) in studies of
radiological (“dirty bombs”) and chlorine gas attacks on the Los Angeles (LA)
financial district identified the contaminated area as the site of the impacts and
translated the impacts into changes in factor availability and prices for firms located
there. This affects firm competitiveness and, hence, imports and exports of the LA
economy as a whole by averaging the direct impacts across all firms in its County.
But several other spatial aspects were omitted, some of which relate to economic
resilience.

Following Giesecke et al. (2015), we provide an overview of a systematic
framework for the spatial analysis of the impacts of a terrorist attack, primarily with
the objective of improving the accuracy of the estimates of economic consequences.
We also indicate how the inclusion of a broader set of spatial dimensions would
affect the outcome. We begin by noting two special features of a chlorine attack that
distinguish it from other types of disasters. The first relates to fear and stigma effects
(see, e.g., Slovic et al. 1981; Giesecke et al. 2012). Additionally, because of the
uncertainty regarding the spread of chlorine gas or other insidious weapons whose
dispersion is related to weather conditions and are difficult to detect, we should also
consider that the fear/stigma will not halt abruptly at the financial district boundary.
It is reasonable to consider a fringe zone where these behavioral considerations may
spill over and have impacts, though likely less intensive than in the core area.

A behavioral consideration relates to the likelihood and pace of business
relocation. The 9/11 example indicates that the response is likely to be rapid and
not far from the original site. Both of these responses were conditioned somewhat
upon broader aspects of resilience, in the form of demonstrating to terrorists that
they cannot defeat their intended targets (Flynn 2008). There is every reason to
believe that this “we will show them” attitude would prevail in LA as well.

A complication is that relocation may not be entirely out of the region for which
the impact analysis was performed but may also take place within the region,
as in the case of World Trade Center area firms moving to Midtown Manhattan.
Also, business activity conducted in cyberspace and via tele-commuting have
increased significantly in recent years, further blurring boundaries. Finally, there
is the longstanding issue of the ready ability to shift economic activity among
branch plants of the same company. Given all these considerations, a quarantine plus
geographic averting behavior may not result in losses as great as initially predicted.
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Below, we discuss in detail various aspects of the potential spatial realignment of
economic activity in relation to the chlorine attack scenario:

Business Relocation Alternatives First, we must consider relocation out of the
financial district. This would potentially include: (i) actual physical relocation;
(ii) a shift of activity to other branches of the firm; and/or (iii) work primarily in
cyberspace.

Physical relocation is likely to approach zero in a case where quaran-
tine/decontamination lasts only a few days. Shift of activity to branch offices is
a possibility, especially for firms involved in banking, finance and insurance. Work
in cyber space, including telecommuting, deserves special attention here because it
is becoming more prevalent, especially in the banking and finance sectors that are
predominant in the area affected by the attack. This activity may not be affected
in any significant way. Increasingly, businesses are backing-up their systems such
that even if main computers are located in the financial district, relevant files can be
accessed from elsewhere. Similarly, data are being increasingly stored on various
types of “cloud.” The prevalence of these cyber options warrants adjustment of
direct impact estimates when data become available.

We must also distinguish shifts of locations within LA County from those
going elsewhere. As in the post-9/11 shift to Midtown Manhattan, there are several
advantages to relocating in close proximity to the original site. Doing so would
not lead to any reduction in economic activity within LA County, all other things
being equal. Of course, business relocation does have its costs. If this significantly
increases the cost of doing business at the new location, this would have to be
factored into the analysis and would lower the level of economic activity in LA
County by affecting its competitiveness.

Economic Activity Shift Out of the Region This aspect does not pertain to the actual
physical movement of firms, but rather to their activity levels in place. It relates
to an increase in their cost of doing business due to increased wage demands and
increased investor rates of return to compensate for increased risk. It also relates to
their likely reduced profits as they have to provide customer discounts. In the case
of the later, the base for the activity shifts decreases (fewer firms to which to apply
what essentially declines in competiveness or product demand that lead to reduced
sectoral output).

Temporal Dimension of Spatial Shifts It is important to distinguish between
business relocation at various points in time. The implications of these decisions
differ significantly for the consequence estimates between the initial contamination,
clean-up, risk amplification, and stigma phases. While firms may not have time to
physically relocate during the short-run response (decontamination), opportunities
to do so increase over time, though the incentives to do so decline as well (see
the discussion above of the decay rate for fear). Thus, some relocations decisions
(including branch offices and cyber space activity) affect ordinary losses, and others
affect behavioral losses.
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One also needs to consider the potential for a reverse movement of businesses.
Abadie and Dermisi (2011) investigated the movement of many WTC area firms
who left Lower Manhattan right after 9/11 but returned. The same phenomenon
could take place for the type of terrorist attack that we have analyzed, though it is
less likely because of (misplaced) fear of lingering contamination. One would also
need to consider the extent to which the attack site is seen as a prime target for future
attacks, contributing to persistent stigma.3

15.3.2 Spatial Dimensions and People

We turn now to the special case of those geographically displaced, possibly
permanently, by crises. This is becoming an increasingly frequent phenomenon
due to climate change and armed conflict. Jeffrey Sachs (2012) has warned that
many parts of the world will become “uninhabitable or at least uneconomic” as a
result. Estimates of the impending number of refugees range from fifty million to
one billion. Sachs points specifically to water (either too much or too little) as the
main factor. This pertains not just to low-lying areas but also to semi-arid ones. It
impacts greatly on human security and on the ultimate level of survival. Sachs points
out that, for example, the violence in Darfur and in Somalia is caused by food and
water insecurity.

Refugee crises are not necessarily limited to the world at large. The U.S. faced
a significant refugee crisis in the aftermath of Hurricane Katrina, which stretched
the capabilities of residents and governments in other regions. In addition to long-
run climate change, short-run climate variability manifesting itself in more and
larger hurricanes, for example, could mean that Katrina is not the exception of
the likely rule in the future. Moreover, the specter of terrorist attacks utilizing
insidious agents, such as biological, chemical, radiologic, and nuclear are serious
matters of concern. For example, Dormady et al. (2014) simulated a large-scale
anthrax attack on downtown Seattle and predicted 70,000 mortgage foreclosures
and approximately 250,000 potential health migrants. All of these examples are
exacerbated by potential inadequate planning and coordination by government
agencies at all levels, as exemplified in the case of Katrina.

Internationally, borders are not necessarily open, and Piguet et al. (2011) point
out that mobility is strongly affected by political decisions. Forced migrants are
typically thought of as the neediest because of meager material resources and being
dispossessed. But it is likely that at the outset they represent a broader cross-section
of the population and, thus, have education and other skill levels closer to the
average (McAdam 2011). Others pose the question of whether migration represents

3Problems of spillovers of disasters across political boundaries are beyond the scope of this volume.
However, advances are being made in interjurisdictional cooperation to deal with them, including
an application of resilience tactics (Rose and Kustra 2013).
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an example of adaptation or the failure to adapt. The recent refugee crisis stemming
from armed conflict in Syria and Iran is challenging this notion and has raised
critical issues relating to motives of some refugees and the reception they receive.

Piguet et al. (2011) examined the governance framework in which migration
flows take place. Those potentially forced to migrate as a result of climate change
do not currently have official status as refugees. This issue is being hotly debated,
where some argue that refugee status related to climate change would dilute the
definition. This is, in part, due to a rigorous interpretation of the current concept
of a refugee, but is not necessarily the best approach. It should also be noted that
some oppose the extension of refugee status for fear of opening the floodgates
due to migration. With respect to recent climate change treaties themselves, there
has been slow progress on this issue (Hodgkinson et al. 2009). Refugee status
matters greatly with respect to governments providing protection and assistance
(Aminzadeh 2007; McAdam 2011). While these forms of assistance are strongly
emphasized, there is inadequate attention to the role of resilience in assessing their
need and effectiveness.

One of the features of climate change is that its slow onset could generate a new
type of refugee, one with significant advanced time for planning. Advance plans are
well-intended but might be potentially rigid. There is a great opportunity to build in
flexibility in various ways to increase resilience capacity when things do not go as
planned. Another factor is that this migration is likely to take place in waves, so that
social connections, especially with respect to kindred, are likely to be the key.

As to resilience strategies, in addition to providing resources, it is very important
to provide training on how to best use them in the new environment. It is also
important to gauge the length of stay and transition to temporary status, rather than
just visitation. It is important to maintain communities and to prepare a population
for advancement on the journey, including the return to their homeland. Even in
places where there have been efforts to ease the plight of refugees for decades,
concerns over human security continues (see, e.g., UNDP 2013). Part of this is the
dilemma of assistance, which can often turn into a dependency relationship.

15.4 Resilience, Adaptation and Sustainability

Several ecologists and ecological economists have linked resilience to the concept
of sustainability, which refers to long-term progress and survival of a community
without diminishing the quality of life for future generations (Adger et al. 2005).
Others add the requirement: refers to society’s ability to react effectively to a crisis
and with minimal reliance on outside resources (see Mileti 1999; IFRC 2004). This
is especially a challenge for sub-national areas.

What is the relationship between resilience and sustainability? Resilience is
usually used in the context of responding to specific shocks and, thus, relates to
short-run survival and recovery. This contributes to long-run survival, a key aspect
of sustainability along with improving the quality of life and the environment.
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Zolli and Healy (2012) have recently identified a major difference between
resilience and sustainability that is especially important in relation to climate
change. They see resilience focusing on disequilibrium situations and stability
in contrast to sustainability’s focus on equilibrium paths. They point to the need
for a reorientation of infrastructure designs to be less brittle and more robust as
well as overall more flexible so as to be able to rebound. Thus, many practices
promoting sustainability do not necessarily promote resilience. A key example is
new energy-efficient buildings, which include systems that promote longevity but
not necessarily the ability to withstand or rebound from shocks.

In the context of longer-term disasters, such as climate change, Timmerman
(1981) defined resilience as the measure of a system’s capacity to absorb and
recover from the occurrence of a hazardous event. In the climate change context,
however, most researchers now refer to this as adaptation (see, e.g., IPCC 2014).
Kates et al. (2012) argue that most of the ongoing adaptation to climate change
is incremental but that this is likely to become increasingly insufficient, such that
“transformational” adaptation (new to a region, larger and involving geographic
shifts) will be needed.

Adaptation can be viewed as the complement to mitigation in the long run. For
example, while mitigation of the causes of climate change is the preferred approach,
the reality is that some amount of climate change is inevitable given the fact that
greenhouse gases (GHGs) are “fund” pollutants (i.e., they have long residence times
in the atmosphere and, hence, any emissions in a given year add to the existing
concentrations). Thus, the second best response to climate change is adaptation—
actions to minimize losses for the climate change that does occur (Mazmanian
et al. 2010). Typically, adaptation is associated with long-term, or chronic, climate
change as opposed to short-term climate variability, which sometimes manifests
in natural hazards. There are as many adaptation strategies as there are resilience
strategies, and many overlap. Examples of adaptation include the creation of
drought-resistant crops, construction of seawalls, safeguards against wildfires, and
population migration.

Thus, resilience can be thought of as a short-run version of adaptation, geared
toward dealing with disasters related to climate change. However, some subtle
differences arise. Building a levee or a seawall mitigates riverine floods or ocean
storm surge, but is an adaptation strategy with respect to climate change. Also, if
resilience refers to bouncing back, population migration is the antithesis, though
there is an increasing realization that the optimal recovery from the disaster is
not necessarily to return to prior population and economic levels if they are not
sustainable (e.g., New Orleans following Hurricane Katrina). Still, many ways
of translating resilience into sustainable practices can also extend resilience to
adaptation practices as well (Rose 2014).
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15.5 Future Research

Regional science is inherently an interdisciplinary topic given its holistic treatment
of any given geographic area. Therefore, future research on resilience should
continue to capitalize on cross-fertilization across disciplines. It should, on the
one hand, seek to strengthen the foundations of the concept of resilience and fill
in gaps in our knowledge. It should formulate key hypotheses and test them, and
also perform more empirical analyses of resilience effectiveness. On the other hand,
it should venture into new and often expanding areas of inquiry and develop new
analytical tools to deal with them, as well as establishing a basis for improved data
collection and more definitive empirical work. Below, I lay out a research agenda.

15.5.1 Solidifying the Foundations of Regional Economic
Resilience

1. Improving the fundamental understanding of resilience. Without getting bogged
down in the pedantry of definitions, it would be prudent to agree on some
basic terminology and concepts within regional research and in relation to other
disciplines. One concern is the parallel universe that currently exists between
research in closely related fields, for example, members of the Regional Studies
Association (e.g., Martin and Sunley 2015) and the Regional Science Association
International (many of whom have been referenced in this chapter). These
two threads of research complement each other nicely, as the former focuses
primarily on regional macroeconomic considerations and the latter on micro and
meso levels.

2. Measuring Static and Dynamic Economic Resilience in Practice. Very few
studies have actually measured resilience in the aftermath of a disaster, and
analysts and policy makers have been overly dependent on simulation analysis.
This has likely resulted in an upward bias of the potential effectiveness of
resilience because it does not deal with the many issues of implementation.
This measurement requires well-formulated questions and well-designed survey
instruments. Although there are likely several approaches, the author is currently
engaged in research together with Noah Dormady and Heather Rosoff, utilizing a
production theory approach and the operational metric presented above for static
resilience. He is also involved in research with Dormady, Kathleen Tierney and
Liesel Ritchie on an investment analysis approach to measure dynamic resilience.
Both of these studies involve an application to Superstorm Sandy. Given the fact
that so many aspects of resilience are firm, industry, and location specific, many
studies will be needed in the future to differentiate the relative importance these
features have on resilience.

3. Identifying Obstacles to Resilience. The simulation studies cited above are biased
towards estimating resilience at its maximum effectiveness. This outcome is
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unlikely to occur in practice due to the disarray accompanying most disasters,
administrative obstacles, and personal failings. Moreover, Rose (2009) has
analyzed the erosion of resilience during large disasters as inventories become
depleted, extreme conservation becomes onerous, and opportunities for produc-
tion recapture decline as customers abandon their traditional suppliers who are
unable to deliver. Research is needed on the extent of these obstacles and to
identify ways to overcome them.

4. Evaluating Inherent Resilience Potential. It is important to identify resilience
that is inherent in the survival mechanisms of businesses and households from
separate from those resilience tactics that require government policy assistance.
Likewise, more research is needed on the ability of markets to provide adequate
price signals for resource allocation in a crisis. Much research exists on the
role of sectoral diversification in cushioning a region from ordinary shocks but
does not necessarily deal with the idiosyncrasies of various types of disasters.
If these separate types of resilience can be identified, future recovery efforts can
better capitalize on existing capabilities and minimize duplication of government
services. The focus of government can then be on facilitating inherent resilience
by removing obstacles to private enterprise, reducing wait times for assistance,
and more effectively targeting its own role.

5. Costs of Resilience. To make prudent resource management decisions, one must
consider the cost of each resilience tactic as well as its effectiveness. There is a
need to go beyond anecdotal evidence on resilience and perform analyses of all
the direct and indirect costs (including any negative side effects) of individual
resilience tactics. Some of the more challenging areas relate to transportation
systems, where rerouting and modal substitution, as well as cost savings through
trip-reduction via such options as telecommuting, should be explored. Once
costs are specified, it is possible to compare them with the benefits reflected in
resilience effectiveness to perform solid risk management valuations. Ultimately,
post-disaster resilience strategies should be compared to pre-disaster mitigation
strategies in a benefit-cost framework to strike a better balance than currently
exists.

6. Compiling Resilience Indices Based on Actionable Variables. Recently, interest
has shifted to identifying individual resilience indicators that can be aggregated
into an overall index. This has emanated in part from the successful compilations
of vulnerability indices (Cutter et al. 2003). Several well-intentioned examples of
resilience indices include Cutter et al. (2010), Sherrieb et al. (2010) and ARUP
and Rockefeller Foundation (2014) (see also the review by Cutter 2016), but
many of their components are background conditions and many are not, in fact,
important to the resilience of individual businesses or the economy as a whole
during the crucial early stages of the recovery process. Specifically, resilience
is not just the flip-side of vulnerability. A resilience index is not only useful to
study the recovery process, but also to improve it. This speaks to the importance
of actionable variables (Rose and Krausmann 2013). More research is needed to
identify indicators that really matter to business decisions in the short-run.
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7. Complexity Analysis. Shocks to the regional economy and its recovery involve
many complex interactions. This includes impacts on and responses to various
scales and the interconnections between them. Complexity analysis in general
represents research on the frontiers of several disciplines, with major advances
by regional scientists. This includes not only network analysis (see, e.g., Reggiani
et al. 2002) but also such modeling approaches as input-output (Okuyama et al.
2004) and computable general equilibrium analysis (Kim et al. 2004; Rose et al.
2017. Further advances in this area that integrate GIS, spatial econometrics, and
more recent advances in network theory are warranted.

15.5.2 Exploring New Areas

1. Climate Change. Although there is skepticism about climate change in the
popular press and political circles, scientists are nearly unanimous in their
concern over its realities, even current ones, and the likelihood that potential
damages will increase without major steps to mitigate and sequester its GHG
drivers (IPCC 2014). Moreover, given the centuries long residence time of GHGs
in the atmosphere, even major mitigation efforts will not reduce the threat that
currently exists and will remain as, at least, a baseline in the foreseeable future.
Climate change is already manifesting itself in ways ranging from sea level rise to
an increase in global temperatures, which have increased flooding and droughts,
respectively. Many scientists are becoming convinced that climate change is
already increasing the frequency and magnitude of tornadoes, hurricanes, and
other severe storms. Resilience is a way of coping with this short-run climate
variability. Moreover, lessons learned from it can carry over to improving long-
run climate adaptation.

2. Cyber Threats. In an increasingly interconnected society, we are becoming more
vulnerable to terrorist attacks, natural disasters, and technological failures related
to cyber systems. Of course, these ripple outward to more than just person-
to-person and business-to-business interactions, but also to interactions across
these individual units and with respect to critical infrastructure and the rest of
the region. As with other threats, we cannot eliminate all cyber risk and need
to utilize remaining resources more efficiently and recover more quickly when
they occur. Unique opportunities exist here with respect to clouds and satellite
technology in general (Rose 2015b). The cyber area is also a major source of
resilience capacity in relation to other threats as well and, thus, bears further
exploration. For example, cyber storage of data (with back-ups) is less expensive
and less vulnerable than most other options. Cyber capabilities are also better
able to reduce losses through activities such as telecommuting.

3. Incentives to Promote Resilience. A major issue is how to increase resilience
capacity and improve the effectiveness of its implementation. Businesses
increase resilience capacity for the sake of their own profits, but resilience
often yields spillover benefits in the form of positive externalities and public
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goods that benefit others in the region. However, the standard market failure
outcomes, primarily under-provision of resilience, are likely to take place under
these conditions. Related to this is the fact that not all businesses are aware of
the benefits to their own operations either. Efforts to promote greater awareness
within the private sector of resilience potential are just beginning. One major
theme relates to “Co-Benefits” of Disaster Risk Management, which is the
attempt to quantify how improvements in resilience can reduce uncertainty and,
thereby, produce improvements in the broader economic environment that will
increase savings and investment in general (see, e.g., Tanner et al. 2015; Rose
2016b). More research is needed on how to induce decision-makers to address
resilience from the broader perspective of society. This would relate to research
on policy instruments, including traditional ones, such as taxes, subsidies,
regulation and information campaigns, as well as innovative approaches relating
to micro finance, insurance, and securitization.

4. Equity Aspects and Environmental Justice. Disasters typically have dispropor-
tionate impacts across socioeconomic groups, as well as economic sectors and
regions. Disasters typically hurt poor and otherwise disadvantaged persons the
most, because they are more vulnerable in the first place (see, e.g., Mileti 1999).
But these groups have not been analyzed in terms of the effect that disaster
resilience might have on them. It would be worthwhile to examine the impacts
of resilience on lessening the burden on the weakest/poorest. These elements of
society have fewer resources to build resilience capacity, but, at the same time,
resilience is relatively less expensive than other tactics to reduce losses, so this
may have a profound effect on narrowing the disparities of disaster impacts. Also,
disadvantaged groups are likely to benefit differentially from the co-benefits of
resilience.

5. Displaced Persons and Refugees. Two of the most critical issues for the future
relate to refugees and displaced persons. A larger number of major disasters,
such as Hurricane Katrina in the U.S. and the recent compound event of
an earthquake/tsunami/nuclear reactor accident in Japan, resulted in massive
population displacement. The specter of future disasters is even more ominous
when we consider the potential of natural, technological, and man-made (mainly
terrorism) initiators of large-scale disasters. Massive population adjustments
cannot be left to market forces alone. Governments seem to be ill-prepared to
deal with these crises, either in terms of operational capabilities or political will.
More research is needed on the causes, human and economic impacts, and policy
responses to massive migration. In the case of climate change, this research will
have to address the conundrum of whether migration represents an example of
adaptation or the failure to adapt.
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Chapter 16
Disaster and Regional Research

Yasuhide Okuyama

16.1 Disaster Impact Analysis and Regional Science

Natural hazards, such as earthquakes, severe storms, flooding, wildfires, and so
on, have threatened societies and economies across the world and have brought
considerable damages and losses to our economy, resulting in disasters. Some recent
studies indicated that the economic costs of these disasters have been rising (Adam
2013), whereas other studies showed no such trend (Okuyama and Sahin 2009).
Whether or not the decisive long-run trend of increasing economic costs of disasters
is confirmed can be investigated elsewhere, but what is certain is that as the world
economy continues to grow and our wealth continues to rise, at risk assets and
populations have also been increasing.

While the impacts of disasters sometimes become catastrophic in terms of
economic damages and losses, Albala-Bertrand (2007) claimed that for most
countries a severe natural hazard causes localized damages and losses on capital
and activities but may not affect negatively the macro-economy in either the short-
term or long-term. Except for small island nations and the least developed countries
in which even a natural hazard with limited damages to their capital can still lead
to the catastrophic disaster causing macroeconomic impacts, empirical analyses
of disaster impacts on the national economy appear to support Albala-Bertrand’s
assertion. Cavallo et al. (2013) found that even very large disasters do not cause
any major effect on long-run economic growth, and Felbermayr and Gröschl (2014)
concluded that only temporary production losses in the year the disaster occurred
are statistically significant without finding any subsequent long lasting effect on
production level.
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At a regional level, on the other hand, the economic impacts on a disaster-struck
region can become quite substantial in terms of their intensity and extent. In such
cases, economic impacts result not only from the damages and losses caused by
a natural hazard per se, but also from recovery and reconstruction activities after
the event. These damages and losses, and the recovery and reconstruction activities
are all regionalized (localized) incidents leading to quite extensive impacts and
effect on the region. The sub-national (regional) analysis of disaster impacts is an
important avenue for the future direction beyond national level research (Mochizuki
et al. 2014), which has been conducted more often than regional empirical research
on the impacts of disasters. For example, DuPont and Noy (2015) and Okuyama
(2016) examined the long-run effect of the 1995 Kobe earthquake on the regional
economies and found sizeable and intricate effects of short-run impacts and long-
run effects from negative shocks as well as from positive demand injections of
reconstruction activities. Regional analyses of disaster impacts can utilize a wide
array of regional science methods and the current and future regional research
agenda should include disaster impact analysis.

Meanwhile, the complexity of global production processes has made impact
propagation to other regions within the country and across national borders more
likely. Interregional analysis of disaster impacts has been conducted, such as
the evaluation of interregional impact within a nation (Okuyama et al. 2004
and Tsuchiya et al. 2007) and across countries (Arto et al. 2015). Whereas the
propagated impacts to other regions are smaller than the impacts in the region struck
by a disaster, these studies find some evidence that impacts diffused interregionally,
causing negative or positive impacts in other regions. Therefore, in addition to
the need for regional analysis of disaster impacts discussed above, interregional
analyses have also become more important in comprehensive disaster impact
analyses.

In this chapter, what the regional research in disaster impact analysis will and
should become in the next 50 years are presented and discussed. The following
section time-travels to 50 years into the future, witnessing the launch of an
integrated simulation system for disaster impact analysis, the World Disaster Impact
Simulation System (WDISS). The third section describes the technical features of
WDISS. The historical development of WDISS is illustrated in the last section.

16.2 Introducing the World Disaster Impact Simulation
System

On January 17, 2065, an international organization, the World Disaster Consor-
tium, introduces the World Disaster Impact Simulation System (WDISS), which
enables local, regional, national government, or international organizations and
their decision makers to simulate disaster process and impact with a given natural
hazard for examining mitigation and recovery strategies as well as for planning
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preparedness and response against such events. This system utilizes a standardized
platform for disaster impact analysis, constructed on a significantly extended
version of the HAZUS system developed by the Federal Emergency Management
Agency (FEMA) of the United States several decades ago.1 Because earthquakes,
hurricanes, typhoons, wild fires, flooding, and so on have become more intense
and more frequent, due partly to global climate change and planetary geological
activities, it is imperative to address how societies can deal with disaster situations.
While WDISS is the state-of-the-art system for disaster impact analysis, it does not
include a prediction or forecast module of natural hazard occurrences, since even
now such prediction or forecast has not sufficiently progressed.2 WDISS utilizes
data generated from agencies such as geological or meteorological agencies, for
hazard occurrence, intensity, projected routes, etc.

While controlling sternly and tightly the privacy and security of information
used, WDISS is intended for public sector use, from the local to the international
level, in order to be applicable to any natural hazard and disaster situations.3 WDISS
has an interactive interface with a superb visualization capability and includes
several modules to simulate the highly complex processes of a disaster’s aftermath
and reconstruction on a broad range of social, economic, demographic, behavioral,
and environmental dimensions. The overall structure of WDISS consists of three
layers: (1) immediate damage and loss assessment; (2) comprehensive impacts
estimation; and (3) analysis of recovery and reconstruction strategies and their
effects.

To achieve such noble goals, WDISS has the following three major features:
seamlessness; comprehensiveness; and, adaptability.

16.2.1 Seamlessness

WDISS can analyze disaster impacts seamlessly over space and time. Damages from
a natural hazard are mostly localized but sometimes they reach multiple countries,
for example the damages from the 2004 Indian Ocean Earthquake and Tsunami.
Because higher-order effects, i.e., ripple effects, from the disaster damages can
propagate across the globe via supply chains, for instance the impacts on automobile
industries across the countries by the 2011 East Japan Earthquake and Tsunami, the
geographical extent of simulation should not be limited to the nation hit by a natural

1https://www.fema.gov/hazus (accessed on January 13, 2016). The first version was released in
1997.
2On the other hand, the global network of multi-hazard early warning systems was greatly
improved under the Sendai Framework for Disaster Risk Reduction 2015–2030 (UNISDR 2015)
and had been completed during the Tokyo Framework for Disaster Risk Reduction 2030–2045,
which was adopted after the 2027 Great Tokyo Earthquake.
3WDISS deals only with natural events, but not man-made events, such as terrorist attacks or war,
because we wish that such man-made events did not exist by then.

https://www.fema.gov/hazus
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hazard. Hence, WDISS accommodates a wide variety of spatial extents, from a local
area to the entire world, depending on the distribution of damages and losses in a
particular disaster situation. Additionally, a disaster simulation system should be
able to model a range of activities over time, from emergency response immediately
after the event occurrence to evaluation of the effects from reconstruction in the
long run (Rose and Guha 2004). These phases consist of quite different activities
in terms of their nature and consequences, yet their impacts overlay each other to
create complex effects.

WDISS permits users to explore seamlessly impact propagations over space and
time, so that decision makers and governments can decide how and to what extent
they need to respond and can consider mitigating further effects. This is a major
advancement over previous approaches.

16.2.2 Comprehensiveness

In earlier generations, research in disaster impact analysis was mostly limited to
specific impacts, such as economic, social, environmental, or others. In WDISS,
most aspects that are considered as disaster impacts are included and integrated,
such as industries, institutions, capitals (physical, human, social, etc.), environment,
and so forth, in order to simulate the impact propagation of a disaster comprehen-
sively. Therefore, several aspects often omitted from impact modeling in the past
can be taken into account, including financial, domestic and international aid, and
environment. Financial aspects of disaster impacts, including distributional effects,
have been discussed for some time (Rose 2004), but have not been integrated
well into disaster impact analyses. While the financial condition of most advanced
countries may not be significantly affected by even a severe natural hazard (for
example, the 2005 Hurricane Katrina in the United States and the 2011 East Japan
Earthquake and Tsunami), it becomes quite different for many developing countries,
especially for small island nations.

In the meantime, some catastrophic natural hazards also damage the natural
environment (for instance, the damaged coastal areas after the 2004 Indian Ocean
Earthquake and Tsunami) and/or a drastic reconstruction strategy may alter the
surrounding natural environment (for example, the extensive resettlement to higher
elevation after the 2011 East Japan Earthquake and Tsunami), which would cause
long term effects for the respective and surrounding ecosystems. While in the past it
was considered to be inexhaustible, the environment is now considered as a limited
property (capital) (Krugman 1998). Therefore, it is included in WDISS as a part
of capital that can be altered during the aftermath of a disaster to evaluate the
interactive and comprehensive impacts and effects from the respective event.
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16.2.3 Adaptability

One of the unique and advanced attributes in WDISS is its adaptability, which
comprises flexibility and resilience. Flexibility implies the flexible settings of policy
variables and regional attributes. The respective local or regional government hit
by a natural hazard can highlight some specific local characteristics and policy
implications, such as impacts on natural resources and/or changes in inequality
of income distribution, to obtain more locally oriented results. Whereas WDISS
has the standardized framework for disaster impact analysis, it can emphasize a
range of local attributes and change the priorities for policy variables and options.
Allowing this type of analytical modification enables policymakers to define a
set of alternatives and choices, while WDISS still derives a result using the
standardized setting as the benchmark. Although the main features of WDISS intend
toward the macro-perspective covering the affected region as a whole, there are
some optional modules for micro-perspectives, such as for first responders, for
evacuation strategies either in short- and long-runs, for distribution of relief goods,
or for information provision to affected company’s business continuity plan (BCP)
operation. These modules are available in a standardized form and can be localized
during ex-ante user training phases.

Resilience of a society has been a topic of discussion for the past 50 years and
modeled in disaster impact analyses to some degree, for example, in the context
of industrial production (Rose and Liao 2005). In addition, a broader notion of
resilience was proposed as post-disaster endogenous response, in which many
factors of a society cope endogenously under a disaster situation (Albala-Bertrand
2013). In WDISS, this resilience is defined as adaptability that is formalized and
endogenized with exogenous policy variables, which can change the degree of
adaptability under a disaster situation of a particular process. In this way, the
policies to enhance adaptability of business operation in a disaster situation, for
instance business continuity plan (BCP), can be evaluated for the ex-ante analysis.
Furthermore, unintended but related impacts (final demand losses) caused by
unfounded rumors and voluntary restraint, whose degree can be dependent more on
the cultural background of a particular society, can be also evaluated as changes in
social adaptability. WDISS has variables and flexible settings to model such adverse
behavioral changes on the respective economy, even though they may be short-lived.

In addition to these three major features, WDISS has several methodological
elements that enhance simulation capabilities and the robustness of the results. Such
elements include real-time monitoring and simulation capability, stochastic simula-
tion with a variable range of uncertainty, and disaster database and knowledge-base
construction. Since these elements are more technical in nature, they are discussed
below in the technical notes.
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16.3 WDISS Technical Notes

WDISS overcomes several technical challenges and has achieved breakthroughs for
its realization and operation. The overviews of such technical breakthroughs are
briefly described below.

16.3.1 Analytical Framework and Theoretical Underpinnings

Since the data points have been limited due to the infrequent occurrence of disasters
(of course, this is a good thing for society) and each natural hazard is a unique
event, it is difficult to generalize how disaster impacts would develop and impact the
affected region. In the past, research on regional economic impacts of disasters has
been mostly empirical and case specific. This tendency influenced the framework
and even the objectives of analysis, which can differ from one study to another,
leading to conflicting conclusions even when the studies dealt with the same event
(Hallegatte and Przyluski 2010). As such, setting the standardized framework of
disaster impact in terms of the aspects, duration, and geographical space to be
covered was essential to the construction of a common simulation platform for
a wide variety of disaster cases. For example, in terms of duration, earthquakes
happen within a few minutes but reconstruction can take several years, while
flooding may last up to a few months and might require only a few more months
to rehabilitate the damaged regions. Therefore, the flexibility of the definitions was
a key to an effective simulation system. Seamlessness, one of the major features of
WDISS, allows for suppleness of attributes so that the users can choose or explore
the simulated extent and duration of a disaster.

While suppleness is necessary, robustness of simulation results across various
settings is important to generate reliable policy recommendations. To make the
system robust across a wide range of settings, the theoretical underpinnings of
disaster processes should be placed firmly, for example how people and institutions
react and respond to a disaster situation. Since the pioneering work of Dacy and
Kunreuther (1969), theoretical investigations of disaster impacts and reconstruction
processes had been limited for both short- and long-run effects (Okuyama 2007).
Through empirical research based on comparison across disaster cases using the
standardized definitions, whose findings have been accumulated in the World
Disaster Database, theoretical investigations of behavioral changes under a range
of disaster situations have been conducted and have developed and tested disaster
theories since the late 2010s. In WDISS, some policy variables, for instance the
schedule for recovery and reconstruction activities, can be controlled exogenously
by users (or can be endogenous for deriving an optimal case), several behavioral
variables, such as the responses and reactions of private companies and households,
are endogenous to the simulation model so that the results can reflect behavioral
changes and reproduce adaptive behaviors. The model also can deal with the
possibility of multiple equilibria or complex system outcomes, hinted from Davis
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and Weinstein (2004) when they modeled the reconstruction of the Japanese
industries from World War II.

16.3.2 Modeling Scheme

Because a disaster process is a multi-aspect event that impacts physical, economic,
social, demographic, financial, and environmental systems, a comprehensive event
simulation calls for a multi-dimensional system capable of integrating the various
aspects of the impacts. Within each aspect, some factors interact while others
are interdependent from each other, resulting in a multi-layer modeling structure.
Combining all of these results in a large system, while persistent advancements in
computational capability and data availability to this date have eliminated computer
hardware or software as a binding constraint on the implementation of WDISS.
Rather, the remaining issue was the modeling scheme and data structure of such
a complex system. For each aspect, separate models have been available and have
been employed in disaster impact analysis independently. The effective integration
among these various aspects is the main and most crucial part of WDISS. In the
past, multidisciplinary studies proposed a series of integrated models, such as socio-
economic models, demo-economic models, and transportation (physical)-economic
models (see some examples in Okuyama and Chang 2004). Comprehensive analysis
of disaster impacts in WDISS required further integration of these aspects in an
effective and proficient way.

To integrate multiple aspects, the data structure and the linkages among aspects
have to be managed to make them consistent across the board. For instance, some
physical and economic aspects use quantitative values, while social and envi-
ronmental aspects often employ qualitative information. Even within quantitative
data, a physical aspect is usually measured with the metric system, whereas an
economic aspect is most commonly expressed in monetary scale. On top of this, to
facilitate seamless integration across the aspects, micro-level data and macro-level
data need to be consistent. This was actually quite difficult to do in the past. For
example, information about local economies, even in advanced countries, did not
add up to their equivalent data at the national level due to statistical discrepancies
and measurement errors. Seamlessness over time was also problematic because of
data availability, since most of the official data represented a point in time or the
aggregate over a given period of time, rather than being provided in continuous
form. The seamlessness of simulation does not require data in a continuous form,
but the suppleness to use shorter periods, such as a week, and the consistency
among various time frames had to be achieved. These issues have been addressed
and mostly overcome with recent advancements in the accuracy and frequency of
data collection, led by the United Nations Statistical Office (UNSO). The data used
in WDISS follows mostly the UNSO systems in addition to exclusively collected
data as well as on-going disaster data, such as damage and casualty data that can
be collected in real-time using the dedicated satellites and monitoring systems of
WDISS.
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16.3.3 Methodological Elements

WDISS incorporates advanced methodological elements. One of them is the real-
time monitoring and real-time simulation capability. Whether a natural hazard is
occurring over a relatively short period (for example, earthquakes) or over a long
period (as in some cases of flooding), timeliness of gathering and collecting damage
data is essential for the relevance of simulation result. In addition, because recovery
and reconstruction activities are often faster paced and more regionally concentrated
than similar operations in ordinary circumstances, such as large construction
projects, monitoring them in a careful and continuous manner is necessary to
evaluate the progress and further effects emitting from them within the region and
across other regions. Whereas such technologies for real-time monitoring systems
are in an engineering domain, real-time simulation capability can be discussed in
the context of various modeling frameworks, including economic, demographic, and
environmental.

Another methodological element in WDISS is the capability of stochastic
simulation. Stochastic processes have long been central to robust analysis of
simulation forecasts or projections. Moreover, a disaster often increases uncertainty
of perceptions toward the future, leading to variations in behavioral changes by the
affected people and institutions. Stochastic processes are able to accommodate such
fluctuations in uncertainty, while theoretical corroboration for how the alterations of
behavior occur in a disaster situation determines the range of variations.

WDISS is not only a simulation system but also comprises the disaster data and
knowledge base. It accumulates the simulation results as well as the actual outcomes
based on the decisions made during use. These data are then stored in the system’s
data and knowledge base that is linked with the World Disaster Database, which
includes outcomes of past disaster research, from short-run impact assessments to
long-run effects analyses. The system’s data and knowledge base is employed to
improve the expert system through deep-learning of actual disaster processes. This
also enables archiving of the disaster data and policy outcomes for ex-post analysis
of a particular disaster process to examine how and to what extent the recovery and
reconstruction plans alleviated the potential effects. This type of research is critical
to mitigate and prepare for the future disasters.

16.4 Brief History of WDISS Development: Regional
Scientists at the Helm

WDISS is a highly complex modeling system integrating various aspects from
economy to environment. Its development required a broad range of expertise, from
physical sciences and technology to social sciences. Therefore, WDISS became
a multi-disciplinary project with the participation of numerous researchers and
practitioners from different fields. In the early stage of its development, after
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starting the project in 2017, disaster scientists led the project. However, due to
the complexity of disaster impacts and the difficulties of dealing with tradeoffs
among various problem domains, the development process became disorganized.
A team of regional scientists finally took over the leading role in the project around
2025, because of regional scientists’ skills in integrating a diversity of empirical
models. Furthermore, in terms of the seamlessness of WDISS over space and time,
regional scientists had experience relevant to the analysis of disaster impacts over
space (Tsuchiya et al. 2007) and time (Donaghy et al. 2007), and thus were able to
extend the model to the time-space continuum in an empirical context, a challenge
that had been monopolized by physicists since Einstein. Recent generations of
regional scientists have broadened WDISS features to deepening our understanding
of disaster processes, adding, for example, spatial analyses of disaster impacts and
reconstruction effects to examine spatial externalities. Regional scientists have been
particularly well suited to the leading role, continuing in the traditions of the father
of regional science, Walter Isard, who declared that: “the field of Regional Science
has been and is interdisciplinary” (Isard 1998).

After regional scientists took over the helm, the development process progressed
very smoothly. However, the Great Tokyo Earthquake occurred in 2027, which
changed our perspectives of disaster impact considerably. Not only were the
numbers of casualties and damages on every aspect of the society beyond the ex-ante
estimations, but so also were the impact propagations over space, time, and extent
unprecedented. Every catastrophic disaster had significantly changed and expanded
our understanding of disaster impacts, such as the 1995 Kobe Earthquake, the 2004
Indian Ocean Earthquake and Tsunami, the 2005 Hurricane Katrina, the 2010 Haiti
Earthquake, and the 2011 East Japan Earthquake and Tsunami to name a few, and
this 2027 event was not an exception.

The project team had to reconsider extensively the system structure to incorporate
the lessons learnt from the 2027 event and its consequences, and finally revised
its overall structure and the standardized definitions of disaster in 2032. Based on
this common framework, the past disaster cases were retrospectively re-evaluated
and the results were fed into the World Disaster Database for contributing to
the development of new disaster theories. Scholars from a broad range of fields
participated the theoretical development of the system, from disaster scientists and
geophysicists to ecologists and sociologists, and even economists. The developed
disaster theories in each field were harmonized for the integrated framework
utilizing the technique inspired by Lisi (2007). A primary version of the unified
theory of disaster was formulated in the mid 2040’s, and the project team initiated
programming of the simulation system based on it. The unified theory has been
continuously updated employing the World Disaster Database and the system’s
data and knowledge base, fine-tuning the structure and parameters of the simulation
system.

During the 2050’s, a series of satellites and ground level equipment for the mon-
itoring network that collect data and monitor disaster processes for the simulation
system were launched and placed. At the same time, a sequence of calibrations and
perfections of the system was carried out in this period using some disaster cases
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in this period. The final step of the system construction was to incorporate with the
artificial intelligence sub-system with nano-programming (Parisi 2012) that is able
to self-debug the programs and to self-update and even self-regenerate the system
within the pre-determined framework. In this way, the completed WDISS system no
longer has a version number, which was a common practice for software in previous
generations. After the final adjustment processes and some test runs, WDISS was
released in 2065.

Whereas the occurrences of natural hazards cannot be prevented, their impacts
can be mitigated and reduced with appropriate countermeasures based on disaster
impact analyses. The release and utilization of WDISS is expected to contribute now
to the safety and security of all humankind.
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Chapter 17
Regional Sustainability and Resilience: Recent
Progress and Future Directions

Elena G. Irwin, Tim Jaquet, and Alessandra Faggian

17.1 Introduction

Heightened awareness of the interdependencies among the economy, environment
and society has spurred interest in aspects of community and regional well-being
that go beyond a sole focus on economic growth. Sustainability—concerned with
societal well-being and the maintenance of natural, manufactured and human capital
and other community assets over the long run—and resilience—focused on short-
run recovery and adaptation to negative external shocks—have emerged as two
additional criteria to guide policy decisions. Policymakers and stakeholders are
increasingly concerned about the vulnerabilities of cities and regions to multiple
stressors and shocks, including environmental (e.g., climate change, water scarcity),
economic (e.g., recessions), and social (e.g., police violence, racial unrest). Creating
more sustainable and resilient places requires not only an understanding of these
complex processes and their potential costs to society, but also the responsiveness
of individuals and communities to these events in ways that may either reinforce or
offset these costs.

To illustrate, consider the potential impacts of climate change. Increasing average
temperatures and precipitation, rising sea levels and more frequent and extreme
weather events, such as droughts and floods, are projected under a range of
current and alternative future growth scenarios (IPCC 2014) and are expected to
impact regional and national economic productivity (e.g., Zivin and Neidell 2014;
Schlenker and Roberts 2009). Studies reveal not only the sensitivity of economic
productivity to temperature increases, but also the highly non-linear responses
of economic production to such increases (Burke et al. 2015). Individual and
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community adaptations to climate change will offset potential future losses. If
climate change causes future households to face increased summer temperatures,
for example, then this will induce firms responding to large future profits to develop
new efficient air conditioning products and housing (Kahn 2016).

As Martin and Sunley (2015) note with respect to resilience, local policy develop-
ments have outpaced our scientific understanding of how concepts of sustainability
and resilience apply to a region or community. For example, most cities in the
U.S. have an office that is charged with developing and implementing sustainability
goals, and more than half the states have completed, or are in the process of
developing, a comprehensive climate action plan. Given the public concerns over
climate change and other environmental, economic and social shocks and stressors
that challenge the wellbeing of individuals and communities, questions of how
cities and regions can develop in more sustainable and resilient ways constitute an
important research agenda for regional scientists.

The purpose of this chapter is to highlight current research approaches to
regional sustainability and resilience and discuss future directions that will shape
this research agenda. Before proceeding, we pause to ask an important clarifying
question: are the factors that affect the sustainability or resilience of a region any
different than those that affect regional growth? In other words, are new concepts
and methods really justified? It is clear that sustainability is a different concept
than economic growth. While both seek to assess well-being, they are concerned
with different aspects of social welfare. Economic growth reflects technological
innovations and improvements in efficiency. It is typically measured in terms of the
gross domestic product (GDP) of a region or country—defined as the value of all
goods and services produced in the region in a given time period—or in other words,
the value of all the changes in manufactured capital over time. Sustainability is
concerned with changes in a broader set of assets—including manufactured, human,
natural, social, and institutional capital—and is grounded in an ethical view that
seeks an equitable distribution of these assets over time (intergenerational equity)
and across people and regions at a given point in time (intragenerational equity).
Alternatively, resilience is focused on shocks or disturbances that cause a deviation,
either temporarily or permanently, from long run trajectories. Resilience places a
particular focus on negative shocks and periods of stress; rather than factors that
drive growth during normal circumstances, the focus is on the processes that allow
a local area to endure adversity and “bounce back” after a shock. Uncertainty
and the potential for crossing thresholds or tipping points associated with some
stressors increase the importance of understanding questions about sustainability
and resilience. These considerations set questions of sustainability and resilience
apart from much of the literature on economic growth.

The rest of the paper is organized as follows. First, we discuss the different
ideas that have been used to conceptualize resilience and sustainability in general,
and how they have been specifically operationalized at a regional scale. We then
consider factors that will shape future policy needs and research opportunities for
scholarship on regional sustainability and resilience topics, focusing in particular on
the challenges of modeling the openness and spatial interdependencies of regions;
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key interactions among environmental and economic systems; and the welfare
impacts and trade-offs that are imposed by sustainability and resilience policies.
We conclude with a brief discussion of why these are topics of central importance
to regional science.

17.2 Defining and Measuring Regional Sustainability
and Resilience

Local economies are dynamic and consist of many interrelated components. When
studying the long-term trajectory of a region and its response to an external shock,
these components and their interactions create a dimensionality that makes analysis
very complex (Anderies et al. 2013). A challenge in evaluating the sustainability
or resilience of a region is to necessarily abstract from much of this complexity,
but retain enough detail so that key trade-offs that result from these interactions
can be considered. Doing so depends on how these concepts are defined and
operationalized. Here we highlight current approaches to defining and measuring
sustainability and resilience respectively.

17.2.1 Sustainability

Sustainability is fundamentally concerned with intergenerational equity and the
importance of maintaining some type of balance between the economy and the
environment, so that future generations have sufficient means to meet their own
needs.1 Weak sustainability is defined as non-declining social welfare over time,
and focuses on the aggregation of different types of capital that form what Dasgupta
(2001) calls “society’s productive base,” and maintaining the aggregate value
of these capital stocks—called comprehensive or inclusive wealth—over time.
Definitions of the various types of capital can vary, but the accounting should
encompass not only manufactured capital stocks, but also natural capital stocks
that include earth minerals and metals, land, and stocks of fish, trees and water;
human capital that includes education, skills, and knowledge generated from R&D;
institutional capital that encompasses all forms of good governance, including
strong and transparent institutions and a lack of corruption; and social capital that

1The starting point for most discussions of sustainability is the famous Brundtland Commission
report (1987) in which sustainable development is defined as “development that meets the needs
of the present without compromising the ability of future generations to meet their own needs : : :

At a minimum, sustainable development must not endanger the natural systems that support life on
earth.” Sustainability also encompasses intra-generational equity and the distribution of resources
and consumption across developed and developing regions as well as at more localized scales, e.g.,
within a city.
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includes the networks of relationships among individuals within a community. Weak
sustainability assumes that it is possible to substitute among different types of
capital, so that it is possible to offset a decline in a capital stock through investments
in other capital stocks. For example, extraction of oil or gas from a region diminishes
its natural capital, but severance taxes that generate revenues that are then invested
in new roads, schools or other public services in the region can compensate for
this loss by investing in these other community assets. If the community benefits
from these investments are sufficient to offset the social costs of extraction, then the
change is said to be weakly sustainable.2 Evaluating these tradeoffs relies on being
able to value these capital stocks according to their shadow prices, including the
many types of natural, social and human capital that are public goods and whose
marginal social value is not fully reflected in the market.

On the other hand, strong sustainability emphasizes physical limits to the con-
sumption of resources and defines sustainability as meeting specific environmental
limits, e.g., in terms of resource extraction and pollution impacts. A recent example
is the notion of planetary boundaries (Rockström et al. 2009; Steffen et al. 2015)
defined as scientifically based levels of human perturbation of the Earth system
beyond which the functioning of basic biophysical processes—e.g., climate change,
biosphere integrity, land-system change, freshwater use, ocean acidification—may
be substantially altered. The implication is that transgressing one or more of these
boundaries creates substantial risk of destabilizing the current state of the Earth
system, due to non-linear changes, and that these changes may generate enormous
societal impacts. However, this approach does not attempt to value these impacts
and therefore does not rely on quantifying trade-offs to determine these boundaries.

Given its all-encompassing nature, a central challenge is to operationalize defini-
tions of sustainability at local or regional scales. Strong sustainability measures,
such as the ecological footprint (e.g., Borucke et al. 2013) and material flows
analysis (e.g., Bringezu et al. 2003), penalize regions for importing goods and
services from other countries or regions and therefore seem to imply that self-
reliance increases sustainability. This is nonsensical from an economics viewpoint
since trade is welfare enhancing, and autarky would imply highly inefficient regions
with low levels of social welfare. On the other hand, measures of comprehensive
wealth have mostly been applied at the country level (Arrow et al. 2012) given the
added difficulty of measuring sustainability in open economies.

In light of these challenges, by far the most common approach to operationalizing
sustainability at local and regional scales is with indicators that track key environ-
mental, economic and social variables. This approach may rely on stakeholder input

2While there is a strong correspondence between intertemporal benefit cost analysis and weak
sustainability, efficiency and sustainability are not the same thing. An efficient outcome is one in
which the present value of net benefits are maximized; a sustainable outcome is one in which these
net benefits are non-declining over time. Discounting plays a critical role in determining whether
an outcome is either efficient or sustainable. For more discussion, see Irwin et al. (2016a).
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or best practices defined by a third party3 to determine the set of indicator variables.
In addition to tracking trends over time, specific targets may be determined, e.g.,
30% of all land should be open space or 20% increase in energy efficiency by
a target date, which then provides a set of strong sustainability rules to guide
decision making (Mori and Christodoulou 2012; Rennings and Wiggering 1997).
Aggregation methods can be used to construct an overall index of sustainability
using stakeholder inputs or expert opinion to assign relative weights (e.g., Dovern
et al. 2014; Sullivan 2002). While indicators usefully track trends over time and
provide a means of determining strong sustainability based on specific targets
or limits, they do not provide an understanding of the underlying processes that
determine changes in indicators or of the tradeoffs among indictors. Thus, they are
limited in terms of guiding policies that seek to manage these tradeoffs and, unless
they are translated into measures of costs and benefits, cannot be used to evaluate
weak sustainability.

17.2.2 Resilience

Three broad definitions of resilience have emerged in the literature (Martin and
Sunley 2015; Pendall et al. 2010) and each relates to a slightly different key concept
(Table 17.1).4

The idea of recovery, coined “engineering resilience” by Holling in 1973, is
borrowed from the physical sciences and refers to the ability of a material to recover
its original position after an external shock. Because of its clarity and simplicity, this
definition of resilience has become very popular in the study of regional resilience.
Moreover, it is easy to measure this type of resilience by looking at the trend over
time of indicators, such as employment or GDP, which are observable and do not
require any assumption about the nature of the underlying processes. However,
looking at only one outcome variable does not give a full picture of the complexity
of how local systems react to shocks. Differences across models and uncertainty
about how these factors interact make it difficult to compare or synthesize the results
of different resilience studies. Even when multiple indicators are chosen, there is a
similar subjectivity in how the researcher decides to weigh the different elements
of the index (Davoudi and Porter 2012). The time frame for recovery also strongly
shapes the results. Looking at job recovery 1 year versus 3 years after a recession,
for example, can paint a very different picture about which factors are important.

3For example, Sustainability Tools for Assessing and Rating (STAR) Communities is a nonprofit
organization that provides sustainability certification of cities and communities (http://www.
starcommunities.org/)
4It is worth noting that there is nothing concrete about the titles given to the definitions below.
These words show up frequently in the literature, often used in different contexts depending on the
discipline. Because there are no established universal titles for these concepts, they were chosen
here simply to facilitate reference.

http://www.starcommunities.org/
http://www.starcommunities.org/
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Table 17.1 Concepts of resilience

Definition/Idea Source Interpretation Economic parallel

Recovery
Ability to bounce
back from a shock

Engineering
and Physical
Sciences

The speed and degree
to which something
returns to its
pre-shock state

The belief that an economy
has a global equilibrium state
to which it will eventually
return. Any deviations are
temporary disturbances.
Primarily focused on speed of
recovery or level or recovery
after a certain period of time

Resistance
Ability to remain
unaffected by a
shock

Ecology,
Social
Ecology, and
Environmental
Sciences

The amount of force
a system can sustain
without being shifted
from its current state
to a new equilibrium

The size of the deviation in a
global equilibrium framework,
or the relative distance from a
threshold or likelihood of a
regime shift in models with
multiple equilibria

Robustness
Ability to adapt or
evolve in response
to change

Psychology
and
Organizational
Theory

Ability of an
individual, system, or
organization to
maintain its core
functions in response
to negative shocks
through adaptation

Closest to work in
evolutionary economics;
focuses on industry
composition and diversity,
related and unrelated
industries, and the role of
human capital in the
development and adoption of
new technology

Holling (1973) also puts forth a second definition that he calls “ecological
resilience” that relates to the concept of resistance to shocks. Defined by ecologists
as the size of force that is necessary to move a system to a new equilibrium, in
economics it is usually measured by the size of the disturbance (e.g. Balland et al.
2015). While clearly different than the notion of recovery, these concepts are related:
the time it takes to return to equilibrium may often be proportional to the magnitude
of disturbance (Simmie and Martin 2010). However, this second definition takes on
additional value in systems subject to tipping points that may shift the economy to a
qualitatively different state—a so-called regime shift. If these shifts are irreversible,
this renders a community’s capacity to bounce back to the original state irrelevant.

A third definition of resilience focuses on the idea of robustness. Robustness
has been described as “the ability of the system to withstand either market or
environmental shocks without losing its ability to allocate resources efficiently”
(Perrings 2006, p. 418) or “the ability of organizations to maintain their core
functions in the face of disturbance by anticipating key events from emerging
trends and constantly adapting” (Marcos and Macaulay 2008, p. 1). The concept
of robustness is a more dynamic interpretation of resilience, and adaptation plays
a key role (Folke et al. 2010; Boschma 2015). Robust communities are typified not
only by the ability to mitigate shocks, but to adapt, reorganize and capitalize through
increased “functionality” in accordance with the changes experienced (Anderies et
al. 2013). While conceptually appealing, this approach to defining resilience is even
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more difficult to measure than recovery or resistance. Aggregate measures, such as
total employment or per-capita income, may give some idea of whether a region
has recovered or not, but do not give any insight into any possible restructuring that
may have happened or the overall impact on social welfare. Aggregate employment
measures, for instance, do not capture changes in the sectoral mix of employment.

Relating all three definitions is difficult and in some cases these definitions can
be at odds with each other. For example, mechanisms that may help a community
to be more resistant to a negative shock and thus prevent a shift to an inferior state
may also make governance systems less flexible, thereby reducing the community’s
ability to adapt (Anderies 2015). The concept of hysteresis offers a potentially
unifying framework. Hysteresis suggests that a one-time impact can shift the long-
term trajectory of an area (Romer 2001). Figures 17.1 and 17.2, borrowed from
Martin (2012), illustrate this concept with possible responses of a key variable, e.g.,
employment or output, to a negative shock. The graphs show that the impact can
result in a linear shift of the growth path (Figs. 17.1a and 17.2a) or a lasting impact
on the growth rate itself (Figs. 17.1b and 17.2b). Recovery is indicated by the slope
of the line after the shock and how quickly the key variable returns to the dotted
line; resistance is indicated by the distance below the dotted line the variable initially
falls; and robustness is represented by how far above the dotted line the variable rises
before leveling off (Fig. 17.2a) or the difference in slope between the dotted line and
the new growth rate if the trajectory persists (Figs. 17.1b or 17.2b). Thus resilience is

Fig. 17.1 Negative hysteresis. (a) A linear shift downward in growth following a shock in time Ot,
(b) a shift downward and persistent negative effect on the growth rate following a shock in time Ot
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Fig. 17.2 Positive hysteresis. (a) A temporary shift downward in growth following a shock in time
Ot followed by adaptation leading to an improved state and return to pre-shock growth rate, (b) a
temporary shift downward in growth following a shock in time Ot followed by adaptation leading to
an improved state with a higher growth rate

a multi-dimensional concept and, rather than providing competing definitions, these
definitions describe different aspects of a larger dynamic system (Martin 2012).

Beyond the challenges of defining resilience, operationalizing these definitions
through empirical measurement is equally daunting. As Carpenter et al. (2001)
points out, the initial task of implementing any type of empirical analysis is to
answer questions regarding the resilience “of what” and “to what.” Regarding
the “to what” question, much of the research has dealt with exogenous global
recessions (Martin 2012; Davies 2011; Cerra and Saxena 2008), e.g., the oil crisis
in the early 1980s or the global recession of 2008–2009. These studies leverage
the exogeneity of the shock, known shock characteristics, and broad geographical
impact to empirically implement the analysis, albeit degree of impact on individual
communities can be difficult to quantify. Other studies simply look at growth paths
and look for periods of negative growth. While the specific shocks may be unknown,
the analysis elicits traits that appear to be correlated with more frequent, more
severe, or longer lasting recessionary periods (Balland et al. 2015; Augustine et
al. 2013; Ormerod 2010). These and other studies vary in geographic scope, e.g.,
from metropolitan (Augustine et al. 2013; Balland et al. 2015) to larger regions
(Lagravinese 2015 (Italy); Cellini and Torrisi Cellini and Torrisi 2014 (Italy);
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Fingleton et al. 2012 (UK), or country level analysis (Ormerod 2010; Cerra and
Saxena 2008). Alternatively, there have also been more in-depth, qualitative case
studies of a specific area’s traits or the role of a certain trait’s role in the area’s
economy (Evans and Karecha 2014; Treado and Giarratani 2008; Foster 2007).

The “of what” question is more complicated because the answer partially
depends on the chosen definition of resilience. Most studies focus on economic
indicators such as employment levels (Lagravinese 2015; Fingleton et al. 2012),
employment growth rate (Augustine et al. 2013), per-capita GDP (Cellini and
Torrisi 2014) or national GDP (Cerra and Saxena 2008). Balland et al. (2015) take
a different approach, attempting to look at economic drivers by analyzing patent
generation as a proxy for local innovation capability. While using a single variable
as a proxy for regional resilience has its advantages—primarily simplicity and ease
of interpretation—we argue that a better approach is to look at more aggregate ways
of evaluating regional resilience, which account for the system complexity of local
areas and assess tradeoffs using a measure of aggregate social welfare. We develop
these points further in the next section.

17.3 Future Research Directions, Opportunities
and Challenges

Where will regional research on sustainability and resilience take us in the future?
What societal issues will be the most pressing and what are the likely research
challenges? Undoubtedly technological innovations and human adaptations will
continue to spur economic growth, globalization and the increasing wellbeing of
many. On this basis, some may argue that concerns over regional sustainability
and resilience will wane in the future—a belief that we would argue is far too
optimistic. Growing demand for global resources coupled with increased regional
interdependence, resource scarcities, environmental degradation, and uneven distri-
bution of societal gains and losses will push sustainability and resilience questions
even further to the forefront of research and policy agendas. Taken together,
these trends suggest that future economic growth will be conditional on achiev-
ing and maintaining sustainable and resilient systems—e.g., low-carbon energy
resources, drought-resistant agriculture, renewable industrial feedstocks, and more
equitable communities. In a future of ever greater economic interdependence,
resource scarcity and social connectivity, we anticipate that advancing sustainability,
resilience and equity goals will become the key policy objectives of communities.

Future research on sustainability and resilience topics will progress beyond
questions of definition and measurement to a focus on modeling and welfare
assessment. These efforts will benefit from increasing interdisciplinary collabo-
rations among social and natural scientists and the “big data” revolution that is
already underway (Miller 2015). Advancements in data collection—including real
time sensor technologies, geographic information systems, and increased access to
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administrative data sources—are enabling data to be created at spatial and temporal
resolutions that were previously impossible. However, before we can capitalize on
these new resources, significant investment must be made into hardware, human
capital, and developing new data analysis techniques to manage data sets of this
magnitude (Einav and Levin 2014). Creative insight that identifies what new
questions we can answer, and discerning which parts of this massive data are
relevant, will become increasingly valuable skills in this new landscape.

Future policy needs and data-rich research opportunities underscore the impor-
tance and feasibility of developing spatially and temporally explicit models that
can be usefully applied to assess the sustainability and resilience of regions. In the
remainder of this section we focus on key research areas that we view as particularly
germane to addressing questions of regional sustainability and resilience: (1) open
economies and spatial interdependence, (2) dynamic aspects of regional economies
and interdependence with environmental systems, (3) welfare-based assessment,
and (4) trade-offs between sustainability and resilience goals.

17.3.1 Open Economies and Spatial Interdependence

Future innovations in communications and transportation imply that economic,
social and political interdependencies at regional to global scales will continue
to be defining features of regions. However, many approaches to assessing the
sustainability or resilience of a region ignore the fundamental openness of regions.
For example, an indicator approach tracks many of the variables that change over
time due to this interdependence—e.g., population, income, sectoral growth—but
does not seek to account for their dependence on other regions. Other approaches
seek to make trading relationships explicit. For example, so-called consumption-
based accounting (Wiedmann et al. 2015) attempts to trace the embedded emissions
or resource extraction associated with consumption of final goods based on global
trade flows among countries. Thus, while China is the largest producer of CO2,
an accounting of consumption-based CO2 emissions reveals that many developed
countries have much higher levels of embodied emissions based on their demands
for products produced in China and elsewhere (Davis and Caldeira 2010). Such anal-
yses are interesting, and provide another view of trading relationships, but cannot
be directly interpreted in terms of sustainability. A weak sustainability approach
would require accounting for the externalities generated, but this accounting is
done on the basis of the welfare of residents living in the country or region of
interest. So, for example, a sustainability analysis of the U.S. would account for the
externalities associated with production in the U.S. and elsewhere that impacts the
welfare of U.S. residents. This would include all domestic externalities associated
with production in the U.S., as well as well as externalities from foreign production
that affect U.S. residents (e.g., see Arrow et al. 2012). It would not include the
regional externalities associated with the production of goods in China, despite the
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fact that some portion of these goods are produced for the U.S. market, assuming
that these regional externalities only impact the welfare of Chinese residents.

Openness introduces other challenges into the analysis of the sustainability or
resilience of a region. In assessing weak sustainability, changes in household or
firm location cannot be treated as exogenous; therefore, explicitly modeling of
population and employment changes, and how this impacts the value of the region’s
aggregate capital stocks, is difficult, yet essential. This interdependence has an
important spatial dimension, since regions that are closer together tend to be more
dependent.

The role of spatial effects is also important in assessing resilience. From the
national perspective, resilience may be maximized by allocating resources to highly
specialized regions if the benefits from this specialization spillover to neighboring
regions or extend nationally. However, scarcity implies that there may often be
a competitive dynamic. For example, one of the factors that made Munich more
resilient after World War II was the relocation of major industry from Berlin (Evans
and Karecha 2014). If resilience becomes simply a measure of displacing hardship
and not actually mitigating negative shocks, this will have implications for aggregate
social welfare, sustainability, and resilience of the larger region.

17.3.2 Integrated Modeling of Economic and Environmental
Systems

While structural models of regional economies have a long history in regional
science, current empirical approaches favor reduced-form econometric analysis that
can isolate the causal effect of a policy or key variable. Both approaches are critical
in assessing regional sustainability and resilience, but much more work is needed
to advance the state of the art of integrated models of regional economies and
environmental processes. As Irwin et al. (2016a) describe in more detail, integrated
economic-ecological models are needed to generate what Arrow et al. (2003) and
others (Dasgupta 2001, 2009) refer to as an economic “program” or forecast that
describes the evolution of capital stocks and resource consumption over time. This
is necessary to calculate shadow prices, which are essential for weak sustainability
and intertemporal cost benefit analyses. Estimating the shadow price of resilience
is an important and emerging research area with many challenges and opportunities
for future contributions (Barbier 2016; Irwin et al. 2016a). Finally, dynamic models
that describe the state transitions of key capital stocks are important for representing
the underlying dynamics of a system, analyzing regime shifts from one domain
of attraction to another, and assessing trade-offs associated with a more or less
resilient state. For example, Chen et al. (2009) develop a dynamic model of a
regional economy with endogenous environmental amenities and examine the trade-
offs between the resilience of a “balanced growth-pollution” steady state and the
efficient outcome that maximizes net benefits.
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Integrated assessment modeling at the global scale is well established (e.g.,
Manne et al. 1995; Parson and Fisher-Vanden 1997; Sokolov et al. 2005). This
approach seeks to understand the environmental and economic impacts of climate
change under baseline and alternative scenarios, e.g., by combining environmental
process models of the climate system with global economic and energy models.
Integrated modeling at regional scales is an emerging area of study. For example,
Platform for Regional Integrated Modeling and Analysis (PRIMA)5 is an integration
of regional climate, hydrology, land use, economics and energy systems developed
to study interactions of climate, energy, water, and land at local and regional
scales (Kraucunas et al. 2015). The model allows for substantial spatial and agent
heterogeneity, but lacks an equilibrium model of the regional economy. Rose and
Liao (2005) develop a computable general equilibrium model that links production
function parameters to hypothetical producer adaptations to a disaster by developing
algorithms for recalibrating production functions to empirical or simulation data.

A primary question in developing integrated models is the level of detail
that is needed to account for the key sources of spatial and agent heterogeneity
while also accounting for equilibrium-based economic flows across regions. For
example, capturing the market feedbacks between individual decisions and market
prices in a way that is consistent with theory is more difficult in models that
incorporate multiple sources of spatial and agent heterogeneity (Chen et al. 2011).
While standard economic models readily represent market feedbacks through the
assumption of aggregate demand and supply functions that equilibrate via market
prices, this top–down equilibrium approach is often at odds with agent-based models
that use a bottom–up modeling approach (National Resource Council 2014). Chen et
al. (2016) develop a model of optimal bidding that accounts for market competition
among agents with limited heterogeneity among agents and across space, but much
more work is needed to bridge the gap between equilibrium-based economic models
and non-equilibrium agent-based models (Irwin 2010; Irwin and Wrenn 2014). In
addition, accounting for behavioral heterogeneity, e.g., differences in motives and
perceptions among agents, is an important step towards greater realism (Irwin et al.
2016b).

Innovations in data collection will greatly enhance the feasibility of integrated
modeling and the development of data-driven models that can better represent real-
world systems using real-time, detailed data in understandable and interactive ways
(Miller 2015). While this type of empirically-based simulation modeling is not new,
the addition of drastically improved data sources greatly increases both the accuracy,
and the possible scope of these models (Townsend 2015). Coupling these models of
socio-economic systems with other models, such as climate change, allow us to test
the sensitivity of future projections to different parameters. Such systems can also
be used to run repeated simulations of a wide variety of negative shocks and increase
our understanding of how different parts of the system respond and why.

5For more information on PRIMA see: http://prima.pnnl.gov/prima-platform-regional-integrated-
modeling-and-analysis

http://prima.pnnl.gov/prima-platform-regional-integrated-modeling-and-analysis
http://prima.pnnl.gov/prima-platform-regional-integrated-modeling-and-analysis
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Additionally, such data-rich environments will improve reduced form model
estimation, which will continue to play a critical role in sustainability and resilience
modeling. For example, integrating data on market outcomes, such as housing prices
and wages, with disaggregate data on households, firms, and spatial attributes is a
critical need for applied welfare analysis (Bieri et al. 2014).

Despite these advantages, there are many challenges associated with this new
data. Different rates of adoption or variability in the quality or collection techniques
of local datasets may leave geographic holes in certain data sets. While these
data sets have the ability to be very specific, lack of integration across data sets
may limit the ability to track individuals, business, or properties, for example, and
linking the necessary information to answer broader questions. In addition, along
with newfound abilities to capture massive volumes of information arise questions
of what information is relevant. “Big data” requires significant investment just to
process and maintain. New methods, models and techniques are needed for making
these data useful. It will take substantial interdisciplinary collaboration to properly
manage and operationalize these data.

17.3.3 Welfare-Based Assessment

The ultimate goal of any sustainability or resilience assessment is to evaluate the
welfare impacts of a change in some aspect of the economy, e.g., a negative shock
in the case of resilience or a change in a policy, technology or other key variable in
the case of sustainability. This underscores the importance of establishing a welfare
theoretic basis for evaluating sustainability and resilience at regional scales. Weak
sustainability derives from the same underlying welfare foundation as cost benefit
analysis and therefore, provides a welfare basis for evaluating sustainability (Irwin
et al. 2016a).

Evaluating welfare changes at regional scales must account for the mobility of
people: households and firms make utility and profit maximizing location decisions,
which in spatial equilibrium tends to equalize utility across regions, making the
marginal person or firm indifferent to their location. Given a spatial equilibrium,
critical differences in social welfare across regions are reflected in housing prices
and wages that capitalize differences in a myriad of private and public goods.
This includes the positive externalities associated with a well-educated society, for
example, and the many so-called provisioning and regulating ecosystem services—
for example, natural vegetation that provides open space amenities and absorbs
nutrient run-off that improves water quality and human health. Disentangling these
many capitalized values is difficult, if not impossible in many cases, but critical
for assessing the multiple ecosystem services and trade-offs that are generated by
different land uses and investments in public goods. Thus, future research should
continue to estimate amenity expenditures (e.g., Albouy 2015; Bieri et al. 2014)
and seek to estimate the welfare effects of these many spatially differentiated non-
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market goods and services. The increasing availability of spatially explicit data at
highly disaggregated scales is crucial for advancing this research.

A welfare-based approach provides a means of aggregating the numerous
detailed interactions among people, firms, policymakers, and other agents that
influence the flows of capital stocks over space and time that ultimately determine
the welfare of residents within a region. As Arrow et al. (2003), Dasgupta (2009),
and others have shown, it is theoretically possible to derive a correspondence
between social welfare and a linear index of comprehensive wealth.6 The analysis
starts with the standard Ramsey-Koopmans form of intergenerational social welfare,
V.t/ D R 1

t

�
U .C .�// e��.��t/

�
d� , whereC(t) is the rate of aggregate consumption,

U is per period social utility and � is the social discount rate. Given that production
depends on capital stocks, and assuming that the underlying institutional, economic
and social processes that determine the allocation of stocks over time can be repre-
sented, a linear index of well-being for a given time period t, W(t) can be derived
from V(t). This equates to the aggregate value of all productive capital stocks in the
economy evaluated at constant shadow prices: W(t) D P

ipi(t)Si(t), where pi(t) is
the shadow price of capital stock Si(t) in time period t. Evaluated at a point in time,
this provides a local test of weak sustainability: the economy is sustainable in time t
if �W(t) > 0. In practice, this capital-theoretic approach relies on a full accounting
of capital stocks and shadow prices, something that is impossible. Nonetheless, even
a partial accounting of capital stocks with approximate shadow prices will generate
a much more holistic assessment of sustainability that goes beyond incomplete
measures, such as GDP, or ad hoc measures, such as the Genuine Progress Indicator
(GPI) or Human Development Index (HDI).

A welfare-based approach provides a useful endpoint for assessing resilience as
well, given that there are many trade-offs inherent in the different types of resilience.
Is resilience simply a trait that helps across all aspects, or does boosting resistance
necessarily reduce the ability to recover? Are there systems that speed up recovery
but limit the ultimate level of growth? Incorporating the value of resilience into
a weak sustainability analysis is conceptually possible if resilience is viewed as
a capital stock, an approach that has been developed by Mäler (2008) and Mäler
and Li (2010). Walker et al. (2010) model the resilience of the Goulburn-Broken
Catchment (GBC) in South East Australia to a salinity threshold. They measure
resilience of a non-saline state by the physical distance from the water table to the
threshold using historical data. They estimate the probability that the system will
shift from a non-saline to the saline state as a function of this distance and use
market prices to translate this probability into value terms.

Currently, most of the work on sustainability and resilience is not grounded in
a welfare-based approach and, instead, focuses on the associations or trade-offs
among specific key variables. This kind of analysis will continue to be important,
both as a means of improving our understanding of the many trade-offs inherent
in regional economies and for informing policies that target specific sustainable

6For a more details regarding this approach, see Irwin et al. (2016a).
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development goals. For example, analysis that reveals the correlations between
human activities, e.g., energy usage, transportation modes, urban density, and
carbon emissions (e.g., Glaeser and Kahn 2010) are critical for guiding policies
that would seek to reduce these emissions.

17.3.4 Synergies and Trade-Offs Between Sustainability
and Resilience

Both sustainability and resilience are normative concepts that offer a means for
assessing societal wellbeing. These concepts are often used in tandem, much
like we do here, but they are distinct. Understanding the conditions under which
investments to make communities more resilient lead to more versus less sustainable
consumption is critical for guiding policy. While some actions may enhance both
sustainability and resilience, e.g., collecting rainwater can make a drought-prone
community both more sustainable and resilient, there often are trade-offs between
these two goals and one is not a sufficient condition for the other (Derissen et
al. 2011). For example, investing in built infrastructure contributes to regional
resilience. However, Australia has invested billions in desalination plants that are
currently unused (Radcliffe 2015). What is the trade-off between improved capacity
for resilience to drought and inefficient investment that may not be sustainable in
the long run? The time period over which sustainability and resilience are assessed
also matters. An intense period of spending in a crisis may prevent a regime shift
to a less desirable equilibrium—e.g., as many argued was necessary for avoiding
an even worse outcome than the 2007–2008 Great Recession. This heightened
level of consumption may create a trade-off by improving resilience and reducing
sustainability in the short run, but may improve both in the longer run. How
should such a large, one-time investment in preventative measures or technology
be weighed against uncertain future benefits and over what time period? Answering
such questions not only requires prioritization of societal goals by stakeholders, but
it also necessitates a deeper understanding of the systems themselves to accurately
model the probabilities surrounding such shocks and estimate the opportunity costs
and realistic benefits of alternative courses of action.

17.4 Conclusions

Our physical, social, and economic systems are characterized by growing interde-
pendencies whose complexities we are far from measuring or modeling. Nonethe-
less, the development and application of concepts like sustainability and resilience
require that we increase our understanding of the relationships among these systems
and their contributions to social welfare. Doing so will require innovative models,
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vastly more data, and new methods to integrate these models and data across
spatial, temporal and organizational scales. This will also require collaborations
among scientists from a range of social and natural sciences to advance integrated
models of economic, social and environmental processes. Given the long history of
collaborative work across disciplines in regional science, and a central focus on the
spatial and dynamic aspects of systems, regional science is well-positioned to take
on these challenges. Indeed, and as we have highlighted here, regional scientists
have already made important contributions. Trends imply that an understanding of
regional sustainability and resilience will become even more pressing for the future
development of cities and regions and thus we expect that research on these topics
will be at the forefront of regional science scholarship for decades to come.
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Chapter 18
Directions in Migration Research

Peter V. Schaeffer

18.1 Introduction

Migration is a major driver of demographic change. As birth rates declined, migra-
tion, domestic and international, became the major force for demographic change
in advanced industrialized countries. The importance of immigration is particularly
apparent, for example, in Germany where, in 2014, there were 868,373 deaths versus
714,927 live births (net change: �153,446) (Federal Statistical Office of Germany
2015a). In the same year, net migration added 550,483, mostly younger, residents
whose fertility then also contributed to the number of births. However, while in
1995, births to immigrant parents accounted for over 13% of all births, by 2010 that
number had dropped to approximately 5% (Federal Statistical Office of Germany
2012). This development demonstrates that, unless immigration accelerates over
time, it can slow but not permanently halt the decline of an aging population (e.g.,
Federal Statistical Office of Germany 2015b).

In the developing world, falling birth rates and large internal rural-to-urban
migrations are changing the population distribution and shaping the demographic
structures in urban and rural regions, respectively. While urbanization in the United
States, Western Europe, and Japan is no longer a major contributor to demographic
and economic change, it is not yet finished and, on a world scale, has only
recently reached 50% of the world’s population. In addition to domestic migration,
international migration has also changed. Today, more countries are experiencing
large outflows or inflows and some countries are immigration destinations, while
simultaneously sending many if its citizens to other countries. Although debates
about brain drain are not new, international competition for highly skilled workers
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is a relatively new phenomenon that has given rise to renewed research on the brain
drain. The H-1B visa program in the United States (Schaeffer and Kahsai 2009),
which dates to 1990 (though there were a few small earlier programs), is a policy
aimed at highly skilled immigrants. Several other countries, for example Australia,
Canada, and Germany, have similar programs.

The immense political changes that occurred during the twentieth century are less
regularly citied as a factor fueling migrations on a global scale, but a comparison
of a map of the world in 1900 and today shows how dramatically things have
changed. In 1900, European powers and the ascendant United States controlled
large areas in Asia and Africa, but by the end of the century almost all European
and U.S. colonies had gained their independence and Europe had lost its former
global political and economic leadership to the United States. In addition, China was
reemerging as a major power and other Asian nations had also become important
economic players. In the aftermath of the end of European colonialism, the world
has experienced internal conflicts, wars over disputed territories between former
colonies, as well as the splitting up of colonial entities, most famously that of
India, and Pakistan. In Europe, the fall of communism and disappearance of
the Iron Curtain eventually saw the peaceful breakup of Czechoslovakia into the
Czech Republic and Slovakia, which became effective on January 1, 1993. The
former Socialist Federal Republic of Yugoslavia broke up into Croatia, Slovenia,
Serbia (which is now further subdivided along ethnic lines into the Autonomous
Province of Kosovo and the Autonomous Province of Vojvodina), Bosnia and
Herzegovina, and the Former Yugoslav Republic of Macedonia. This sometimes
violent breakup generated a large refugee stream, a type of migration that has been
almost completely ignored in regional science to date, in spite of the large number
of refugees world-wide. The conflict over the use of the name Macedonia between
Greece and the Former Yugoslav Republic of Macedonia, though it has not been
violent, serves as an illustration of the great potential for conflict within and between
countries in the aftermath of large political shifts. In Africa, Eritrea seceded from
Ethiopia after a war that began in 1961 and ended in 1991 and South Sudan seceded
from the Republic of Sudan in 2011. The conflict over the 2014 annexation of the
Crimean Peninsula by Russia is only one of the currently latest, but not the final
such event in our rapidly changing world. As we extend regional science research to
countries that deal with border disputes or internal conflicts, more attention needs
to be paid to the political context of population movements.

Therefore, because of the importance of migration, in this chapter we discuss
anticipated directions in migration research in regional science over the next several
decades. We are not interested in small-scale migrations; they usually pose few
serious challenges. Instead, this chapter focusses on large migration movements,
which, because of their size, often disrupt and change the inherited order of things.

To systematically discuss different aspects of and issues in migration, in Sect.
18.2 we first develop a classification system. Utilizing this classification system,
Sect. 18.3 identifies important issues that, we believe, will require more attention in
the future than they have received in the past. Thus, they represent new directions
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in migration research in regional science. A summary and conclusion in Sect. 18.4
completes this chapter.

18.2 Classifying Migrations

To organize our discussion of future directions in migration research, we propose
a system for classifying different migrations. We find the first two criteria by
considering individuals’ reasons for migrating. If an individual is currently in an
optimal location, subject to constraints and available information about alternative
locations, then the only reason for moving to a different location is if (a) something
related (internal) to the individual changes, or, (b) conditions external to the
individual change. External changes can be economic, political, or environmental,
or consist of new information about alternative locations.

Changes internal to a person lead to what we call natural migrations. Many of the
reasons for natural migrations are tied to a person’s life cycle, such as graduation
from high school or college, marriage, job promotions, employment changes, and
retirement. We further refine natural migrations by distinguishing between migrants
who are constrained by labor market considerations and those who are not. We make
this distinction because labor market participants usually face locational constraints
related to the nature of their employment. However, not all labor market participants
experience such constraints as new communication technologies have rendered
some employment, and self-employment, more footloose.

In contrast to natural migrations, structural migrations are caused by a change or
changes that are external to individuals, for example, the decline of a once dominant
industry or the emergence of a vibrant new industry elsewhere. In addition to
natural and structural migration, we distinguish between domestic and international
migration because of the different rules and constraints that apply to them. Because
we focus particular attention on structural migrations, we provide additional criteria
for a finer separation between different structural migrations, but not for natural
migrations. The remainder of this chapter will deal almost exclusively with the
former.

The additional criteria for classifying structural migration movements are, first,
how quickly they emerge (suddenly vs. gradually), second, the time span over which
they occur (short versus long) and, third, whether they are voluntary or forced.1 This
scheme results in 16 different types of structural migrations (Table 18.1).

Some ambiguity is inherent in some of the criteria used in this classification
scheme. For example, the difference between domestic and international migration
is not clear-cut in the case of an EU citizen moving from one EU member country
to another, since this migrant has a right to a work and residence permit in the
destination country and is even eligible to run for local public office. This is not the

1As an aside, note that by definition all natural migrations are voluntary.
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way we have traditionally thought about “international migration.” However, at this
time this is still the exception rather than the norm.

The terms “gradual” and “sudden” are also ambiguous and need to be specified
empirically to be useful, since there is a continuum from sudden to gradual without
a clear dividing line between the two. In reality, it is also not always easy to make
a clear distinction between involuntary (forced) and voluntary actions, as illustrated
by the struggles to distinguish between “real” and “bogus” refugees (Schaeffer
2010).

The typology in Table 18.1 can be further refined based on the cause of the
external change that triggers structural migrations. The main causes we consider
are economic, environmental, and political (persecution, civil unrest, civil war, or
war between countries). The refinements are presented in Table 18.2 with natural
migrations omitted to save space. Of course, it is possible that more than one cause is
at work at the same time (e.g., Borger 2008; see also Schleussner et al. 2016, for the
relationship between climate-related disaster and conflict). Ignoring this possibility,
Tables 18.1 and 18.2 distinguish between 52 different migration types based on
their nature (internal-external), speed and duration, voluntary or involuntary, causes
(economic, environmental, political), and domestic2 or international. Note that in
Table 18.2, structural migrants who move because of economic changes will usually
be, or seek to become, labor market participants. While structural migrants who
move only because of political or environmental changes may also wish to work,
economic reasons did not trigger their decision to move.

18.3 New Migrations, New Questions

18.3.1 Natural vs. Structural Migrations

There is in regional science and related disciplines a large body of theoretical and
empirical research on natural migrations. Natural migrations are moves that occur
regularly time after time and they usually change gradually over time, making
adjustments easy. They are linked to important life-cycle events such as graduation
from high school or college, marriage, discharge from military service, retirement,
and career-related mobility. Although most natural migrations occur within a
country, because of increasing global economic integration, international natural
migrations are on the rise. This is particularly obvious within the European Union,
but is also occurring elsewhere.3 The theoretical foundation for these migrations

2Domestic migration is often referred to as internal migration, as well. Because we refer to the
causes of natural migrations as being internal to the migrant, in this chapter we will always use
domestic migration to avoid the possibility of confusion.
3International natural migrations are not a new phenomenon, but their magnitude has increased.
The tradition of the journeyman who travels from employment to employment for some time after



304 P.V. Schaeffer

T
ab

le
18

.2
St

ru
ct

ur
al

m
ig

ra
ti

on
cl

as
si

fic
at

io
n,

w
it

h
ca

us
es

St
ru

ct
ur

al
m

ig
ra

ti
on E
co

no
m

ic
ca

us
es

E
nv

ir
on

m
en

ta
lc

au
se

s
Po

li
ti

ca
lc

au
se

s
Sp

ee
d

of
D

ur
at

io
n

V
ol

un
ta

ry
vs

.
Sp

ee
d

of
D

ur
at

io
n

V
ol

un
ta

ry
vs

.
Sp

ee
d

of
D

ur
at

io
n

V
ol

un
ta

ry
vs

.

em
er

ge
nc

e
fo

rc
ed

em
er

ge
nc

e
fo

rc
ed

em
er

ge
nc

e
fo

rc
ed

D
om

es
ti

c
G

ra
du

al
L

on
g

In
vo

lu
nt

ar
y

G
ra

du
al

L
on

g
In

vo
lu

nt
ar

y
G

ra
du

al
L

on
g

In
vo

lu
nt

ar
y

V
ol

un
ta

ry
V

ol
un

ta
ry

V
ol

un
ta

ry
Sh

or
t

In
vo

lu
nt

ar
y

Sh
or

t
In

vo
lu

nt
ar

y
Sh

or
t

In
vo

lu
nt

ar
y

V
ol

un
ta

ry
V

ol
un

ta
ry

V
ol

un
ta

ry
Su

dd
en

L
on

g
In

vo
lu

nt
ar

y
Su

dd
en

L
on

g
In

vo
lu

nt
ar

y
Su

dd
en

L
on

g
In

vo
lu

nt
ar

y
V

ol
un

ta
ry

V
ol

un
ta

ry
V

ol
un

ta
ry

Sh
or

t
In

vo
lu

nt
ar

y
Sh

or
t

In
vo

lu
nt

ar
y

Sh
or

t
In

vo
lu

nt
ar

y
V

ol
un

ta
ry

V
ol

un
ta

ry
V

ol
un

ta
ry

In
te

rn
at

io
na

l
G

ra
du

al
L

on
g

In
vo

lu
nt

ar
y

G
ra

du
al

L
on

g
In

vo
lu

nt
ar

y
G

ra
du

al
L

on
g

In
vo

lu
nt

ar
y

V
ol

un
ta

ry
V

ol
un

ta
ry

V
ol

un
ta

ry
Sh

or
t

In
vo

lu
nt

ar
y

Sh
or

t
In

vo
lu

nt
ar

y
Sh

or
t

In
vo

lu
nt

ar
y

V
ol

un
ta

ry
V

ol
un

ta
ry

V
ol

un
ta

ry
Su

dd
en

L
on

g
In

vo
lu

nt
ar

y
Su

dd
en

L
on

g
In

vo
lu

nt
ar

y
Su

dd
en

L
on

g
In

vo
lu

nt
ar

y
V

ol
un

ta
ry

V
ol

un
ta

ry
V

ol
un

ta
ry

Sh
or

t
In

vo
lu

nt
ar

y
Sh

or
t

In
vo

lu
nt

ar
y

Sh
or

t
In

vo
lu

nt
ar

y
V

ol
un

ta
ry

V
ol

un
ta

ry
V

ol
un

ta
ry



18 Directions in Migration Research 305

is well-established and includes the contributions of Sjaastad (1962) on migration
as human capital investment, Mincer (1978) on family migration, and Schaeffer
(1985) on repeat migration linked to changes in marketable human capital. Natural
migrations are compatible with dynamic equilibrium because they are part of the
system and not a response to external shocks.

In contrast to natural migrations, structural migrations are responses to signif-
icant social, technological, economic, political, or environmental changes. Some
changes are sudden and unexpected. This is particularly true of environmental
shocks. Examples include the 2004 earthquake in the Indian Ocean that triggered a
massive tsunami that hit coastal communities in several Asian nations and resulted
in the loss of more than 200,000 lives. Hurricane Katrina in 2005 devastated New
Orleans so that tens of thousands of individuals had to be relocated to other parts of
the United States, and the city was permanently changed physically and socially.
A strong earthquake in 2011 caused a tsunami that destroyed coastal towns on
the northeastern shores of Japan’s Honshū Island, cost almost 16,000 lives, and
triggered a nuclear disaster at Fukushima. In the aftermath, a large region around the
nuclear plant had to be evacuated for years to come. But the most famous modern
man-made environmental disaster probably is the 1986 meltdown at the Chernobyl
nuclear power plant in the Ukraine. This accident contaminated a large area and
about 900 km2 (about 350 square miles) had to be declared an “exclusion zone.” As
in Fukushima, tens of thousands of inhabitants had to be relocated. Most recently,
in May 2016, close to 100,000 residents in Alberta, Canada, had to be evacuated
from a large wildfire, and Davenport and Robertson (2016) published an article in
the New York Times “Resettling the first American ‘climate refugees’.” This last
example is of an event that has been developing over a long time and did, therefore,
not come as a surprise. The other event occurred suddenly and with little or no
warning. The examples demonstrate the potential of structural migrations to disrupt
social, political, and economic conditions, both in the migrants’ region of origin as
well as destination region.

At the present, the geographic focus of most regional science research is on
member countries of the Organisation for Economic Co-operation and Development
(OECD), that is, the world’s economically most successful countries. This reflects
the membership of the largest regional science organizations,4 which were first
established in North America and Europe. This geographical focus will likely
become broader, as has already happened with the formation of the Regional
Science Association of the Americas, the growing number of national regional
science organizations in Latin America, and the inclusion of the Moroccan Regional

completion of the apprenticeship has its roots in the Middle Ages and survived into the twentieth
century among German carpenters.
4The Regional Science Association International (RSAI), which was first established in the
United States under the leadership of Walter Isard, the North American Regional Science
Council (NARSC) and its affiliated member organizations (Canadian, Western, Mid-continent,
and Southern Regional Science Associations, respectively), and European Regional Science
Association (ERSA) and its 16 affiliated associations.
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Science Association in the European Regional Science Association. The inclusion
of more developing and emerging economies into national, regional, and interna-
tional regional science organizations will result in more attention being paid to
issues less commonly encountered in OECD countries.

In addition to broadening the geographical foci of regional science, a greater
diversity of disciplines in migration research, would contribute to a broader
perspective on many research questions. For example, the North American Regional
Science Council’s web page lists seven interest groups: GeoComputation, Regional
Development, Industry Studies, Location Analysis, Rural Development, Trans-
portation, and Urban Economics. Most of these focus on economic or technical
issues. Demography, sociology, or psychology are not well represented. The council
members of the Regional Science Association International similarly show a
predominance of economics and geography.5

The absence of demographic issues as a major focus should worry regional
scientists, because we are in the midst of an unprecedented demographic shift. While
large migrations occurred at many stages in human history, the increase in longevity,
decline of fertility rates, and aging of populations have no counterpart. Although
much longer in the making—modern urbanization began in the late eighteenth
century in England—the degree of global urbanization, which passed the 50% mark
only around 2010, is also without historical precedent and has not yet run its course.

In summary, natural migrations are important and will continue to be an integral
part of our social, economic, and cultural fabric, but institutions that deal with
them, for example in job and housing markets, have existed and been tested for
a long time. Most changes associated with natural migration are gradual and,
therefore, much easier to anticipate and deal with than the often sudden changes that
trigger structural migrations. Thus, the need for new research concerning natural
migrations, particularly in the economically most advanced countries, does not
appear to be pressing. The one exception is with respect to family migration, that
is, the joint migration of more than one decision maker. While the theory of family
migration is well established, data limitations have hindered progress in empirical
research of this type of migration. New sources of data, such as data from mobile
phones, hold some promise that this could change in the future. It is one of many
potential changes in empirical regional science research tied to “big data.”

While generation after generation repeats natural migrations, structural migra-
tions, though they can last for a long time, are not similarly repetitive. Because
of this, they are more challenging to deal with, particularly when they occur

5Of 19 council members on whom we could find information on the Regional Science Association
International’s (RSAI) homepage, we determined that ten were economists, six geographers, two
planners, and one an engineer. The quantitative orientation of the council members was even
more lopsided. http://www.regionalscience.org/index.php?option=com_k2&view=item&layout=
item&id=378&Itemid=590, downloaded on May 6, 2016. The leadership of the North American
Regional Science Council is also dominated by economists who hold ten of 19 leadership positions.
http://www.narsc.org/newsite/background-history/narsc-council-directory/, downloaded on May
9, 2016.

http://www.regionalscience.org/index.php?option=com_k2&view=item&layout=item&id=378&Itemid=590
http://www.regionalscience.org/index.php?option=com_k2&view=item&layout=item&id=378&Itemid=590
http://www.narsc.org/newsite/background-history/narsc-council-directory/
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unexpectedly. Nevertheless, the study of such events may not only yield lessons
concerning a specific structural migration, but generalizable lessons that can also be
applied to new structural migrations in the future.

18.3.2 Domestic Structural Migrations

18.3.2.1 Environmental Disasters

Most individuals who have been displaced by an environmental disaster will
relocate, or be relocated, to another region in the same country, though migrations
beyond national borders also occur. Of the 65.3 million displaced persons in 2015,
over 40 million were internally displaced (UNHCR 2016). If displaced individuals
can return home fairly quickly, then the most significant challenges will be related
to logistics. However, if a quick return is infeasible, then the integration of displaced
populations in new locations is a significant additional challenge. Countries where
the vast majority of citizens share a common language, for example the United
States, France, and Germany, do not have to contend with one of the most
formidable barriers to the economic and social success of resettled individuals.
The migration literature is unanimous in finding that language skills are one of the
best indicators of assimilation and integration into the host society, as well as of
economic success in a new location, in general.

Among the many aspects of potential interest to regional scientists in large
population displacements are impacts on the demographic structure of origin and
destination regions, and the long-term effects of a sudden population loss or gain,
respectively. Past research taught us that migrants rarely if ever are a representative
sample of the origin region’s population, but biased in favor of the young and
educated. Therefore, a large permanent population loss or gain, particularly if
it occurs over a short period, is likely to have important social and economic
implications. Even if a disaster indiscriminately pushes out everyone in the affected
region, the young and educated tend to have more options to choose from and the
impacts will, therefore, still not be uniform across receiving regions. Immigrants
also tend to be biased towards the young and not representative of the demographic
structure of the destination region, which they will, therefore, change if they arrive
in large numbers.

Finally, in countries with regionally distinct populations, a large internal popula-
tion shift may challenge political stability. There are many ethnically, culturally,
and linguistically diverse countries and this is, therefore, a concern shared by
many national and subnational governments. It can even turn into a foreign policy
challenge, particularly when a subnational region is made up of ethnic groups related
to the population of a neighboring country, although we expect that this is more
likely in the case of displacement because of an internal conflict than because of an
environmental disaster.
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18.3.2.2 Oppression, Civil Unrest, and War

Civil unrest or wars add political dimensions and violence not usually present
in internal structural migrations that have other causes. In addition, government
institutions are often damaged by unrest and war and important actors in government
and private organizations may have been drawn into the war effort and their
resources and expertise may, therefore, not be available to assist the displaced
population. International organizations may strive to fill the gap, but coordinating
the efforts of different aid organizations from a variety of countries is no small task
and often also has political undertones. The aftermath of the disastrous 2010 Haiti
earthquake demonstrated the difficulties that arise when a national government has
become incapacitated to assume its expected leadership role, and the war in Syria
provides a current example.

Oppression can also trigger migrations. Thus, the Great Migration of African
Americans out of the southern U.S. can be interpreted not only as a response to better
economic opportunities elsewhere, but also as a political migration. Empirically, it
is not always easy to distinguish economic from political motives, and it could be
in the interest of migrants who move for political reasons to publicly claim that
the move was economically motivated. For example, in the post-World War II era,
a Spaniard who was opposed to the Franco regime could leave as a guest worker
for France, Germany, or Switzerland, without compromising his ability to return
for visits or the fear of repercussions for relatives or close friends left behind (see
Schaeffer 2010 for a theory of political migration).

Finally, we call attention to the potential of turning an internal into an interna-
tional conflict if one of the ethnic groups involved in the struggle has co-ethnics
in other countries. This potential is particularly vividly demonstrated by the 2014
annexation of the Crimean Peninsula by Russia, as well as the tensions between
Russia and the western alliance that intervened in the Kosovo Conflict in 1998–
1999. The possibility of an internal conflict turning into an international one is a
complicating factor in designing policies to address internal strife,6 unrest, or civil
war. More detailed statistical information on internally displaced populations can be
found in publications of the Internal Displacement Monitoring Centre (2015, 2016).

18.3.2.3 Domestic Structural Migrations in Response to Economic
Changes

Even positive economic change can be disruptive. Industrialization created many
new opportunities and improved the economic well-being of almost everyone, but
it also displaced many traditional businesses, changed industries, and the ways in

6Internal strife can also be due to criminal activities. For example, violence related to drug cartels is
responsible for internal displacement in Mexico and gang violence is at least partially responsible
for the flight of youths to the United States from Central America, particularly Honduras.
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which we work. The concentration of industries in urban areas was responsible
for the initial urbanization process. In recent decades, the decline of traditional
manufacturing industries in the northeastern United States triggered an outmigration
to the south and the west that changed the economic and political landscape of
the United States. The decline of upper Midwest cities like Detroit has similarly
rearranged the ranking of U.S. cities. The earlier (in the United States and Europe)
urbanization process shifted populations from rural to urban places, and many
formerly rural places became urbanized. Politicians in rural regions understood
that urbanization reduced their political power at the national level. In the highly
urbanized United States a recent, unsuccessful, court challenge to the allocation
of representatives on the basis of population size rather than the number of citizens
(CBS 2016), demonstrates the continuing political conflict potential of urbanization.
The nature of cities also changed with immigration from rural places, a process
that was accelerated by changes in transportation infrastructure. Large migrations
over a short time period are particularly disruptive, as they allow no time for
gradual adjustment. Because of such concerns, some countries, including the PR
China, imposed restrictions on domestic migrations, which therefore became more
similar to international migrations, where legal migration is possible only with the
permission of the receiving country and, in some cases, the sending country, as well.

Industrialization has also been supported by massive infrastructure projects, for
example, dams for irrigation and electricity generation (e.g., Aswan High Dam in
Egypt—Nile, Attatürk Dam in Turkey—Euphrates, and the Three Gorges Dam in
China—Yangtze). Such projects frequently permanently displace many people and
households. While they help create new opportunities, among the displaced are
farmers who lost their land and other small self-employed individuals. Although
large infrastructure projects usually enhance the efficiency of national economies,
we should not ignore equity issues associated with displacement.

In summary, massive demographic shifts between regions can cause conflict.
Even if there is no open conflict, behind the scenes, changing political power usually
leads to policy changes, many of which have regional impacts. Some policies
reinforce trends, while others strain to oppose them, and yet others, to assist the
losers in the process of change. All of these are questions of high relevance to
regional science research, but the dearth of consistent long-term data has made it
difficult to conduct empirical studies and learn systematic lessons on how to deal
with ongoing changes from the same, or new disruptive processes.

18.3.3 International Migration, in General

18.3.3.1 Sending Regions

Large population losses over just a few years frequently have negative impacts on
the sending regions. The most widely researched of these impacts is the brain drain.
Stark et al. (1997) present a theoretical argument that brain drain may actually
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increase the native human capital beyond what would have occurred without it, but
empirical evidence in support of this contention is lacking. The original view that
brain drain has negative impacts persists.

The negative impact of the brain drain can be severe, as in sub-Saharan Africa,
which has lost so many health professionals to emigration that the integrity of even
basic health care services is threatened in some regions. The guest workers of the
1950s–1970s from southern Italy and Spain to northern Europe, later followed by
workers from the former Yugoslav Socialist Republic and Turkey, or the Mexicans
and Central Americans entering into the United States, were not particularly well
educated individuals, but their loss in large numbers over a period of sometimes only
two or three decades, left the remaining population with an imbalanced demographic
structure, since migrants are not representative of their native regions’ populations.
In addition, it takes initiative and an ability to cope with risk to migrate to a
foreign country. For individuals with relatively little education, to move to a country
(or region within a country) with different laws, language, customs, and food is
intimidating. Those who move show courage, which could otherwise be used at
home in a variety of ways, including entrepreneurial initiatives or civic and political
leadership. Emigration from shrinking communities may rob them of future leaders
at a time when they need them particularly badly. Since immigrants are also drawn
from among the young and may additionally be gender-imbalanced, long-term
effects are likely to include negative aspects, but systematic empirical evidence,
positive or negative, of entire sending regions is lacking. With large migration
movements spreading to ever more countries, these are issues in need of attention.

Because of the dominance of economists and economic geographers in our
discipline, and particularly in leadership positions, the regional science literature
pays more attention to economic than, for example, social impacts. Sociologists are
more likely to address demographic issues and study populations “left behind,” and
psychologists to psychological costs of tied movers (e.g., McCollum 1990; in the
international context, see Groysberg et al. 2011 for a more recent contribution).
That is why a concerted effort to invite and include a more diverse mixture of
scholars is important for the future viability and innovative capacity of regional
science migration research.

There also seem to be cycles in large migration movements. First, not all migrants
stay. In the great immigration to the United States that began in the nineteenth
century and lasted until the start of World War I, about one-third of immigrants
eventually returned home. Similarly, of the more than 500,000 Italian immigrants
to Switzerland in the post-war period, about a third left to go “home.” Most
recently, Gonzales-Barrera (2015) reports that net immigration of Mexicans to the
United States has turned negative, with some 140,000 fewer immigrants than return
migrants over the period from 2009 to 2014. The major reason cited by return
migrants was family reunification.
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18.3.3.2 Receiving Regions

Large inflows of foreign nationals can create serious challenges, even when there
is a close cultural affinity between natives and newcomers. This was demonstrated
by the inflow of highly skilled German professionals into Switzerland in the first
decade of this century. Their addition to the labor force was a gain for the economy,
but in tight housing markets with vacancy rates below 1%, particularly in the
Zurich metropolitan region, the newcomers, whose earnings gave them significant
purchasing power, “crowded out” established renters from many housing markets.
The resulting discontent fed xenophobic sentiments that were also expressed at
the ballot box. In general, a large population inflow into a region—for whatever
reason—increases competition for scarce resources that will last until regional
markets and public institutions have caught up with the added demand. In the
interim, crowding out effects could turn natives against the newcomers, even if
initial attitudes were welcoming. A recent example of such a reversal was witnessed
in 2015–2016 in Germany, where the initial welcome extended to Syrian refugees
has cooled and authorities had to worry about sporadic violence and the firebombing
of asylum centers. The presence of large numbers of immigrants in Zambia has also
triggered violent reactions (BBC 2016). South Africa similarly has experienced
sometimes violent opposition to the arrival of large numbers of often illegal
immigrants. In Europe, the former head of Britain secret service MI6, Richard
Dearlove, recently warned of a popular uprising in the European Union in response
to the Syrian refugee immigration crisis.

An additional risk in receiving regions relates not to immigrants, but to their
offspring, frequently referred to as the second generation. Children of immigrants
who obtain their education in the schools of their parents’ host country, and who
speak the country’s language without accent, have different expectations than their
parents. Many of them consider the country of their birth their home country7 and
react with disappointment and even anger to any real or perceived rejection (e.g.,
Portes and Stepick 1994).8 Possible consequences of the failure to integrate the
“second generation” were demonstrated in the 2005 riots in France that followed
the accidental deaths of two youths who had been hiding from the police. The role
played by Belgium citizens in the terror attacks in Paris in 2015 and Brussels in
2016 are even more urgent reminders of the importance of learning more about the
integration and assimilation process (see Schaeffer 2006, for an outline of a theory
of assimilation).

7In those countries where citizenship is awarded to all children born there, they are in fact citizens
with all rights and obligations. But even in countries where this is not the case, such as in
Switzerland or Israel, the second generation may feel more at home in the country of their birth
than the one of their citizenship.
8An indication of differences of identification with the country of birth vs. the parents’ country is
the case of two soccer stars, born in Switzerland to immigrant parents from Albania, one who is
playing for the Albanian national team and the other for the Swiss national team.
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18.3.4 Political International Migrations: Refugees

Political migrations pose particular problems. International migrants are people who
seek to play a role in the host economy, even those with relatively little education.
By contrast, refugees are a mixed group that often includes individuals who are
not—or not immediately—ready to become part of the host economy. They are also
more likely to include dependents—young and old—than recent labor immigrants.
In fact, a relatively new phenomenon has been the immigration to the United States
of Honduran minors fleeing violence (Robles and Shear 2014) and of child refugees
from Syria to Europe. These young refugees, in particular, are dependent on the host
government’s support for a period that can last relatively long. Unlike labor migrants
who can often rely on co-nationals and co-ethnics who had arrived earlier, refugees
rarely have access to similarly well-established networks to ease the challenge of
making a new beginning in a foreign land. At the same time, refugee children
may make demands on school systems that are expensive to meet. For example,
children who witnessed the violence of war may initially be too traumatized to
focus on conventional learning but instead need counseling to cope with their
experiences. Thus, refugees to Switzerland from the Kosovo conflict at the end of the
twentieth century included many children who had to adapt to a new environment
and language, make up for weeks, months or even longer periods of schooling
missed because of the war, and deal with traumatic experiences, to boot. Serving
such children is an expensive long-term task.

There is also the question of the spatial distribution of refugees, if their numbers
are very large. In terms of the ability to accommodate them, distributing refugees
among a large number of communities has many advantages, but it robs them of
the ability to establish dense ethnic networks and create markets big enough for
ethnic businesses to flourish. Such businesses are an opportunity for entrepreneurial
members of the refugee community to establish an existence in the host country
and a scarcity of such opportunities might slow down their overall economic
integration. This has to be balanced, however, against the risk of establishing large
inward-looking refugee communities that could slow down the social integration
into the host community. The downside of establishing large refugee camps are
demonstrated by the experience with Palestinian refugee camps in Lebanon, the
first two of which date to 1948 and still exist today. Although there are complex
reasons for this state of affairs in this particular instance, but clearly, the human and
political costs, domestic and international, are high.

At present, the vivid images on television and in the press of Syrian refugees
stranded in Greece and the Balkans have made us only too aware of the challenges
of political migrations. An initially welcoming mood in Germany has turned as
more and more refugees arrived. Unfortunately, refugee crises have been a recurring
event. The expectation at the time when the United Nations High Commission
for Refugees (UNHCR) was founded in 1950 to deal with European refugees
after World War II was that the need for its services would eventually decline
significantly; this did not materialize. The UNHCR reports that the number of
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refugees has been increasing from 10,489,000 people in 2012 to 14,385,300 in 2014
(C37%). While the number of refugees increased, the number of those who were
able to return home fell to 126,800, the lowest since 1983 (Statistical Yearbook,
UNHCR 2015a: Table 5.2, p. 66).9 This recent increase in refugee numbers comes
after a period of decline, an indication of the present unpredictability of refugee
numbers very far into the future. For statistics on refugees and asylum seekers in the
United States see Mossaad (2016). Although Syrian refugees and asylum seekers
in Europe are currently in the headlines, Africa has the largest number of refugees
(UNHCR 2015b).

The political stress that can result from large refugee streams is also demonstrated
by the Syrian refugee crisis, which is threatening the cohesion of the E.U. (e.g.,
Spiegel Online 2016). Beyond the acceptance or non-acceptance of refugees,
refugees themselves can become a political problem, even a foreign policy problem.
For example, political and military activities among Palestinian refugees in Lebanon
were at the heart of the 1982 Israel-Lebanon war. The large number of Kurdish
immigrants in Germany similarly has brought conflicts in Turkey, Iraq, and Syria
to German cities, for example, in large demonstrations. Some activities by refugees
have created diplomatic problems for the host country.

18.3.5 Environmental International Migrations

The last two decades have seen a significant growth of research on resilience
(e.g. World Conference on Disaster Reduction 2005 for the Hyogo Framework for
Action). Most of this research deals with the affected communities and regions.
However, the examples of Chernobyl and Fukushima show that in the case of
dealing with displaced populations, including international refugees, we also need
to identify likely receiving regions and examine their resilience to assure that they
are at least sufficiently prepared to deal with the immediate aftermath of a large
inflow of people (e.g., Renaud and Perez 2010).

Environmental international migrations are a relatively new phenomenon and
laws and rules, and even the definition of what constitutes an environmental refugee,
are not yet settled, though the United Nations has published guidelines (McAdam
2011). A summary of research and definitions until about 2000 can be found in
Black (2001). The lack of agreement makes the politics of environmental refugee
migrations particularly difficult. This is an emerging topic of research and is relevant
in many regions. Although there is not much research on this topic in regional
science, it is not new. The 1930s Dust Bowl, which triggered the emigration of many

9Not all displaced individuals are recognized as refugees. In addition, they also include internally
displaced persons who are not “technically” regarded as refugees. This is why the number of
displaced people is much larger than the number of refugees. The number of displaced persons
increased from 59.5 million in 2014 to 65.3 million in 2015; that is one of every 113 people
currently alive (UNHCR 2016). About a third are officially recognized refugees.
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from Oklahoma to California, has become part of the collective national memory of
the United States, particularly through John Steinbeck’s (1939) novel The Grapes
of Wrath.

International Migration, the official journal of the United Nations’ International
Organization for Migration, in 2011 dedicated a special issue to environmentally
induced migrations. One of the pioneers of research on this topic, Fabrice Renaud,
coauthored a noteworthy article that lays out a framework and agenda for research
(Renaud et al. 2011). More research is urgently needed if some of the most
pessimistic predictions concerning the number of environmental refugees come true.
A recent special report by a large Swiss newspaper writes of about 200 million
environmental refuges, though the time frame over which this is expected to occur
is not mentioned (Jeska 2016). Borger (2008) provides complementary information,
including a map that shows where environmentally displaced people might come
from, but stresses the connection between climate change, conflict, and forced
displacement. In other words, there is an overlap of conflict and environmentally
induced displacement.

18.4 Conclusions

In this chapter we argue for prioritizing research in new topics in migration research,
particularly those related to structural migrations. Because large scale economic,
political, environmental and demographic changes trigger migration responses that
are unique, we need to find currently missing information and develop theories to
address these changes. Many changes are already under way with some of them
continuing for some time, while others have not yet fully started. An example of the
latter are environmentally caused displacements, but their growing importance is
very likely. Although natural migrations also continue to be an important social and
demographic phenomenon, our understanding of them is advanced and sufficient for
policy design and recommendations, which is not the case for many of the structural
migrations.

The successful research into ongoing and emerging large scale structural migra-
tions, both domestic and international, requires a broader disciplinary range than
has been the case over the last few decades, when economics and geography have
been dominant in shaping the development of regional science methods and foci.

In addition, economic growth has transformed the world and more scholars from
developing and emerging economies are joining the regional science community.
They will introduce new questions that reflect the needs and interests of their
countries. We hope that regional science will welcome these newcomers and see
in their joining our efforts an opportunity to further advance our discipline not only
along established lines of research, but also by expanding its scope. We believe that
failure to do so could stifle the future growth and development of regional science
and over time diminish its relevance.
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Chapter 19
Human Capital Research in an Era of Big Data:
Linking People with Firms, Cities and Regions

K. Bruce Newbold and W. Mark Brown

19.1 Introduction

For regions that are seeking to attract and retain skilled workers, human capital,
or the stock of knowledge inclusive of creative skills embodied within a population
that is capable of producing economic value, has been identified as vital to economic
growth and opportunity for communities. Human capital is an important source of
growth for cities and a driver of wage levels, with a positive association between
initial levels of human capital and long-run employment growth (Behrens et al.
2014; Combes et al. 2012; Glaeser et al. 1995; Glaeser 1999; Glaeser and Maré
2001; Glaeser and Saiz 2003; Shapiro 2005). Partially reflecting selective migration
flows, differences in human capital are also a major determinant of wage differences
across cities (Beckstead et al. 2009; Combes et al. 2008; De la Roca and Puga
2015; Rosenthal and Strange 2008; Yankow 2006) and have been associated with
both private and public benefits to society, including increased productivity (Moretti
2004).

Human capital tends to concentrate in large cities, reflecting a mix of immigration
(with immigrants bringing high levels of human capital), internal migration, and
greater investment in human capital owing to greater educational opportunities,
greater employment opportunities, and greater returns to that investment in edu-
cation through higher wages (Brown et al. 2010; Brown and Scott 2012; De la Roca
and Puga 2015). Conversely, levels of human capital are typically less in smaller
urban or rural areas, reflecting fewer opportunities to build and grow human capital,
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as well as fewer opportunities within the labor market to utilize it (Combes et al.
2012; De la Roca 2015).

While there is a strong consensus within the literature with respect to the impact
and benefits of human capital on regional economic growth, the literature continues
to explore why human capital is unevenly distributed and what prompts individuals
to invest (or continue to invest in) their own human capital, amongst other questions.
Following the evaluation of the differential growth of human capital across the urban
hierarchy, Brown et al. (2010: 1584) concluded that

The implication is that human capital may be endogenous to cities and, to the extent that
human capital drives economic growth and development, the role of cities as drivers of
economic growth looms ever larger.

If this is indeed the case—that human capital is endogenous to cities—then it
perhaps means that we have reached the limit of what current methodologies and
data can uncover. Moreover, issues of endogeneity are seen elsewhere in the regional
science and human capital literature. Newbold and Brown (2015) noted the potential
for endogeneity between city size and university attendance, including parental
education levels and university access as determinants of university participation
amongst youth. Likewise, in exploring the location decisions of workers, Breinlich
et al. (2013: 4–5) write:

Gennaioli et al. (2013) emphasize that regional output per capita is strongly correlated with
average human capital. In a regression of output per capita on average years of education
and country dummies, using 1500 regions across 105 countries, they find that education
explains 38% of the variation in output per capita within countries. This is striking, but
nobody would propose that regions within a country are each endowed with a fixed stock
of skilled workers. Investigating the association requires models in which regional factor
supplies are endogenous to the location decisions of workers and firms.

This therefore raises the question of whether there are other opportunities for
continuing to explore the importance of human capital through other means. While
new and more specialized econometric methods will likely aid our quest, the use of
so-called big data may also provide data-driven opportunities to engage research,
with big data offering new data sources, greater amounts of data in real time, and
greater granularity and scale of data, enabling measurement of aspects of labor
market, job matching, skills acquisition and training that have not been possible
before.

If we are to utilize big data to explore regional science questions, and particularly
human capital questions, what is that we might want to understand? A central
question may be whether we can determine or better identify and unpack the
endogeneity inherent between human capital and cities. However, to answer this,
we likely need to consider two inter-related questions: (1) What prompts an
individual to relocate or to invest in human capital to provide a more nuanced,
micro perspective of the process?, and (2) are there other non-economic effects
(Finnie 2012) that influence decisions related to human capital acquisition? This
chapter, therefore, explores the opportunities and pitfalls of using big data to answer
questions related to human capital formation.
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19.2 Introducing Big Data to Regional Science: Potential,
Sources, Problems and Opportunities

19.2.1 Big Data: Big Potential?

Big data is increasingly used in human resources and labor force analytics. In
particular, private industry has seen an explosive growth of big data in almost every
industry and business area (McKinsey Global Institute 2011). While the use and
analysis of big data is still more common within industry as compared to academia
(Jin et al. 2015), academics are also turning to big data, with an increasing number
of examples of its use to explore questions related to urban planning, education,
wages, and health care. The rise of the ‘smart city’, for example, and an increasing
number of data streams from diverse areas including merchandising and sales, GPS
and transportation networks and related mobile technologies means that there are
multiple research applications, some of which could be defined as regional science.
Similarly, the use of data embedded in social media content, including Twitter and
Facebook, could enable understanding the role of social connections in education,
career, or employment choices and searches.

To date, much of the existing work on human capital relies on traditional data
surveys such as the census and labor force surveys. Each has its benefits and costs,
but overall, they tend to be expensive, sometimes infrequently collected (as in
the case of the census, for example), limited in terms of the scope of questions
asked, and are often cross-sectional only. Consequently, it is frequently difficult
to understand the temporal and causal processes and details of human capital
generation. Further, the census and related files have been seen by critics as being
intrusive and out-of-date (Shearmur 2010), notions that led, for instance, to the
cancellation of the US long-form census in 2000. Likewise, the UK government
suggested that their census could be dropped, with a mix of administrative and
survey data used in its place. Such examples of governments scaling back large
scale data collection have led to the consideration of other data sources. Indeed,
governments in the UK and elsewhere have suggested that big data is capable of
describing a population. However, given the limitation of big data noted below, this
remains an open question.

The turn toward administrative files by governments could be considered a form
of big data. While there is no universal definition and acceptance of what big data is,
it is generally defined in terms of the “4 V’s”: volume, velocity, value, and variety.
A fifth ‘V’, veracity, references uncertainties in the data (Jin et al. 2015), issues
that will be explored later in this chapter. With billions of data points captured
on millions of users each day through various sources, inclusive of some form
of location measures, big data could potentially augment sparse, traditional data
sources, helping to answer old questions and raise new ones. Big data may also
enable greater interactive or dynamic analysis, responding to events and providing
real-time analytical capabilities.
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The emergence of big data offers a number of advantages for researchers,
including altering the scale and granularity of research questions and analysis,
such as individual details versus much coarser-grained scales such as census tracts
typically found in the census or related data sets. Additionally, big data offers
improved precision in both space and time (i.e., real-time measures and accurate
geolocation), the potential to select constructed samples that meet special require-
ments, and increased robustness given the ability to look at different subsamples
by geography, demography, etc. (Horton and Tambe 2015). Big data also allows
exploration of outcomes from natural experiments, whereby the researcher is able
to manipulate the data to test responses (Einav and Levin 2014; Horton and Tambe
2015). Examples include analyses of future earnings amongst students and their
random assignments to classrooms (Chetty et al. 2011) and estimating the impact of
Medicaid on health and financial measures (Taubman et al. 2014).

19.2.2 Big Data: Big Sources?

Despite the previous definition of what constitutes big data, it potentially includes
administrative data that are increasingly available (Einav and Levin 2014; McKinsey
Global Institute 2011), given the sheer size (volume) of data and the ability to link
across different data files (variety). Governments routinely collect detailed data on
individuals and corporations, including health, education, taxation, and spending.
Such data files typically have high data quality and a long-term panel structure. In
the US, sources of administrative data include Social Security, the Internal Revenue
Service, and Medicare and Medicaid, all of which have a panel structure. Statistics
Canada’s new Canadian Employer-Employee Dynamics Database (CEEDD) links
tax files, immigration records, and Record of Employment information to create
a longitudinal (2001–2010) employer–employee dataset covering all workers,
including the location of workers and their employers. Similarly, data files such as
Statistics Canada’s Longitudinal Administrative Database (LAD), which covers all
Canadian tax filers and their yearly tax return, could be considered as ‘big’ data. In
the UK, the Office for National Statistics (ONS) uses administrative data, including
National Health Service Central Register data and Patient Registers to estimate
yearly migration flows (Thomas et al. 2012). Administrative data are already widely
used, but additional opportunities remain, particularly when databases are linked,
thereby increasing the power of the data, a point reinforced by Einav and Levin
(2014).

While administrative data files may be considered as big data, the term is more
commonly associated with data generated through the internet and other sensor
platforms. Potential sources include:

• ‘Passive’ collectors of data: Passive collectors of data include cell phones and
GPS transponders that collect data including mobility and other user information
with high spatial and temporal resolution. The large number of platforms
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[estimated at over 7 billion worldwide (Rango 2015)] suggests the potential depth
and breadth of this data.

• Private sector: The private sector routinely collects and aggregates data through
such means as loyalty programs, with information including customer purchasing
behaviors, basic demographic information of the consumer, and related financial
transactions. Similarly, banks and credit companies collect detailed data on
household and business financial interactions.

• Social media: Social media websites such as Facebook, Twitter and Instagram
offer a wealth of social network information. Social media data offer potential
insight(s) into the role of social networks [data that are often hard to gather or
quantify (Einav and Levin 2014)], as well as employment by recording labor
market searches and employment history as individuals post or tweet changes to
employment status. Additionally, user activity is geolocated, allowing estimation
of mobility patterns.

• Labor intermediaries: Labor intermediaries include job websites, collaborative
platforms, and on-line education platforms, all of which offer the potential and
opportunity to explore concepts related to human capital development. On-line
education platforms such as Coursera or Udacity collect information on how
individuals acquire new skills. Such data are potentially useful for learning
about who selects into education, along with how and what they learn—that is,
what skills are being upgraded. Job websites such as Monster, CareerBuilder,
and LinkedIn capture information including employment networks, employment
histories, employment opportunities, and the matching between workers and
employers, while providing details about dates and timing of job entry/exit,
employment search activities, type of job, skills, education, and location (Horton
and Tambe 2015). Such information potentially highlights the role of networks
in job searches, including the relative role proximate and distal networks offer.

• Collaborative platforms: Platforms such as GitHub, Slack, and Sourceforge often
contain human capital or career information about individuals, enabling analysis
of how contributions to these sites impact short-run labor outcomes or career
trajectories of individuals.

Several examples demonstrate the potential use of big data in considering
regional science questions. Einav and Levin (2014) highlight a number of examples
of the use of administrative data, including analyses of economic mobility and
health care spending, amongst other examples. Other examples include the use of
LinkedIn to examine labor mobility (Ge et al. 2014), Sobolevsky et al.’s (2014) use
of bank card transactions to identify mobility patterns in Spain, Wu et al.’s (2016)
use of Weibo (Chinese Facebook) to look at mobility patterns, and Marinescu and
Rathelot’s (2013) use of CareerBuilder data to explore the spatial mismatch between
the residential location of job seekers and employment opportunities. Marinescu and
Wolthoff (2015) also used CareerBuilder data to explore how language appearing in
job advertisements affected the labor matching process, finding that the language
used in the job title could explain as much as 80% of the variation in the education
and experience of applicants. Search engines, including Google, have also been used
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for short-run forecasts of unemployment, consumer confidence, and retail sales by
aggregating search terms (Choi and Varian 2012; Varian and Scott 2014).

Social media websites have also been mined for data, with Twitter used to
measure labor market flows (Antenucci et al. 2014), while various new tools enable
researchers to convert data into information (see http://mashable.com/2009/05/03/
twitter-research-tools/#ak5HSOUWE8qC for examples of such tools) and an on-
line search revealed multiple requests for Twitter data. Cell phones have also
emerged as a generator of big data. While most existing examples have relied
on small sub-samples of phone records, Rango (2015) suggested that cell phone
call logs could be used to monitor mobility, particularly international mobility
and refugee movements where other administrative data are limited. Toole (2015)
has used cell phone logs to examine a series of travel and mobility related
phenomena, including travel demand, mobility and social behavior in cities, with
results revealing (amongst other findings) declines in social behaviour and mobility
following a layoff event. Papinski and Scott (2013) and Papinski et al. (2009) used
GPS data from smartphones to explore commute and trip behaviour, with the GPS
data augmented through more traditional survey data to provide the context of
commute trips.

19.2.3 Big Data: Big Problems?

Like all data, users of big data must recognize its problems and shortcomings, an
issue that was highlighted by Finance Canada’s use of labor intermediary data
in Budget 2014 to estimate job vacancies in Canada. The job vacancy rate was
calculated as the number of online job postings divided by labour demand, which
is total job postings plus occupied positions. Job vacancy rates were based on
job postings ‘scraped’ from Kijiji and related job websites. It was later realized,
however, that Kijiji posted the same job vacancy multiple times, potentially inflating
the vacancy rate (see Curry 2014). Since then, Statistics Canada’s Job Vacancy
and Wage Survey program was implemented to determine the level of unoccupied
positions.

To date, big data remains a possible source of data for regional scientists, but it
has not yet realized its full potential. Instead, it is constrained by multiple issues.
For example, access to administrative data is often limited owing to confidentiality
and privacy concerns. Data drawn from social media sources are dependent upon
personal reporting, meaning that updates may be infrequent, incomplete, or incor-
rect. Likewise, access to data generated through other means, including privately
collected data, the internet, mobile computing devices, or other sensors may be
corporate property, with dissemination to users limited.

Computationally, big data implies the need to process large quantities of data.
Given system complexity, computational complexity, and data complexity owing to
its volume and/or velocity (Jin et al. 2015), computing and software environments,
including high speed computing capable of working with big data is an issue

http://mashable.com/2009/05/03/twitter%E2%80%90research%E2%80%90tools/#ak5HSOUWE8qC
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(Lee and Kang 2015). This may include knowledge and abilities to clean the
data, including imputing missing values, removing extraneous information, and
organizing large-scale, unstructured data (Einav and Levin 2014; see also Thomas
et al. 2012 for an example of the cleaning of a large commercial data set in the UK
context). Consequently, given the sheer size and volume of data, data processing
and analysis may require users to learn new tools, programming techniques, and
programing languages.

Beyond analytical and computational issues, a series of other issues are asso-
ciated with big data. Despite the fact that proponents of big data have positioned
it as a complete and exhaustive data source, which may therefore more closely
resemble the universe as opposed to a sample, it is still subject to sample bias
owing to such things as the regulatory environment and the technology and platform
used, affecting its veracity (Kitchen 2014). In addition, big data is affected by the
consistency and continuity of what is (and is not) collected over time, an issue that
may be particularly relevant given privacy concerns. The lack of a clearly defined
sampling frame may be the largest issue faced by users of big data, given that the
sampling frames of most existing big data sources often vary across platforms and
source(s). The lack of a defined sample frame is in stark contrast to the defined
sampling frames associated with the census or other similar publically available data
files. For example, the reasons that users participate in various online tools such as
job websites have implications for who appears in the sample, why and when they
choose to participate, and the accuracy of the information that is provided by the
user.

In other cases where data are collected passively, there is likely to be little addi-
tional contextual information associated with it. Consider GPS tracking: regardless
of whether we are tracking an individual and their commute behaviors or a transport
truck on its delivery route, there is little other contextual information associated with
the sample. Was the stop for pickup or delivery? What was delivered or picked up
and what was its value? Was the time lag on the stop indicative of the actual time to
transfer goods? Who was in the vehicle? Only an additional survey would elucidate
these questions by providing knowledge of the purpose of the stop and goods
moved. Likewise, big data may not incorporate many of the traditional baseline
and contextual socio-economic or socio-demographic data, including measures of
sex, education, family type, marital status, etc., that regional scientists typically
include in analyses of human behavior. Big data may only be able to get around
this shortfall if the data are longitudinal such that effects are fixed over time, a
complementary survey is compiled (i.e., Papinski and Scott 2013; Papinski et al.
2009), and/or data sources are linked (such as the CEEDD file). In the latter cases,
linking to other survey tools or data files provides contextual effects including socio-
demographic and socio-economic indicators that regional scientists typically rely
upon, and therefore maximizes the value of big data sources. Doing so also ensures
confidence that the data reflect real characteristics and behaviour.

Big data also requires that it is benchmarked relative to other data sources so
as to “ : : : have confidence that the data reflect real characteristics and behaviour”
(Thomas et al. 2012: 20). Such benchmarking is likely to be made to other existing
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sources. In the case of Thomas et al. (2012), who evaluated the usefulness of a
large commercial survey, benchmarking was conducted relative to census and other
survey data, with the authors benchmarking at the aggregate (areal) level, at the
micro level (i.e., age, ethnic, and gender distributions), and spatially (moves or
linkages across regions). Of course, such benchmarking only works when there are
comparable and reliable data sources to benchmark against.

Therefore, any inferences drawn from the data must recognize the potential
issues around the sample frame. For regional scientists, what does this mean for
the analysis of human capital and related questions? Shearmur (2015) argues that
big data can reveal different things and ideas than a census (or related data) can, but
that it can’t replace a census. Despite the opportunities inherent in big data, it is not
about a society but about its users and markets, meaning that individuals who fall out
of the market do not appear in the data. Likewise, big data can imply relationships,
but become problematic owing to sampling bias, self-selection bias, and ecological
fallacy.

19.2.4 Big Data: Big Opportunities?

So let us now return to the questions of the need to better identify the economic
and non-economic city-based factors that influence individual decisions to invest in
human capital, to accumulate human capital more rapidly, and to favour relocating to
larger urban centres. Much of the work to date has implied the influence of cities on
these decisions by making a series of related arguments: Cities attract workers with
more skills because they have thicker labour markets; Cities induce their citizens to
invest in human capital because returns to investment are higher in cities (the signal
strength is greater); Cities accelerate income growth for highly skilled workers
because they provide greater opportunity to learn from talented peers and to move
from organization to organization with different forms of intangible capital. In all of
this work, cities play the role of overcoming space. As noted by Glaeser (2011: 6)

Cities are the absence of physical space between people and companies. They are proximity,
density, closeness. They enable us to work and play together, and their success depends on
the demand for physical connection.

While interaction across space is not free, cities are expected to ease and make
more effective economic and social interactions. To date, the role of cities has been
identified indirectly through outcomes (e.g., location choices of degree holders) via
census, survey and administrative data sources. The challenge is assessing more
directly the mechanisms thought to facilitate the accumulation of human capital in
cities, a question where big data may begin to play a role.

If the underlying mechanisms thought to drive and accelerate the accumulation
of human capital in cities are driven by work-based and social networks, then
many of the big data sources (e.g., various social median platforms) come to the
fore. Do we observe in social media and services like Linkedin thicker networks
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in cities that workers can learn from? Following from this, are cities and social
networks complements, with social networks making it easier to find people with
complementary skills that workers can emulate and learn from? How do social
networks influence the relocation of workers? Do networks follow or lead the
decision to move? The identification of various networks is a powerful tool, but
leveraging this power ultimately means connecting these with traditional sources
of data. Being connected to a professional network via Linkedin may facilitate
connections, but it is only if these connections are associated with outcomes (e.g.,
career progress or wage gains) that its strength is revealed. In a nutshell, the power of
these data stems from using them to leverage more traditional data sources. This has
the additional benefit of providing the proper weights and basic social demographic
information that otherwise might limit the usefulness of big data. It has the challenge
of finding ways to link big data harvested from social media to more traditional
administrative and survey files held by statistical agencies. Identifiers have to be
found to make the link and mechanisms have to be put in place that assure the
confidentiality of the individual microdata.

19.3 Conclusion: Where Does Big Data Fit in the Regional
Science Agenda?

Overall, there is likely tremendous value associated with the use of big data,
with Einav and Levin (2014: 715) commenting that “big data is already allowing
for better measurement of economic effects and outcomes and is enabling novel
research designs across a range of topics”. The benefits of its use include real
time analysis, scale/scope of data, and the potential to identify relationships and
correlations that might not have been observed using classical methods and data
sources. Indeed, a report by the McKinsey Global Institute (2011) concluded that the
greatest benefits of big data would be to generate new value or increase productivity,
such as through firms who are able to utilize the data for greater market penetration,
and/or growth opportunities for firms that analyze data. Over time, big data will
likely affect the type and diversity of questions regional scientists can ask. For
regional scientists interested in human capital issues, the use of big data also may
provide insight into the current endogeneity issues.

But big data will not provide all of the answers on its own. Pitfalls, including
data availability, representativeness, computing and software issues, and contextual
content remain. Existing big data, including that from labor intermediaries and
passive sources are scattered and heterogeneous. If the data is to be used effectively,
the scale and complexity of the data pose practical, technical, and methodological
challenges. Nevertheless, potential regional science questions can be easily iden-
tified. Movements to liberate data including ‘open data’ and ‘smart cities’ may
increase data availability, but other proprietary data are less likely to be widely
available to academic researchers. The greatest ability of big data may be found
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when it can be leveraged with other data, including survey data, thus helping to
minimize some of these issues, or when it can be used to explore natural experiments
(Glaeser et al. 2015).

As interest in big data has grown, an epistemological debate has emerged within
the literature: Does the analysis of big data require theory for understanding?
Has the emergence of big data created a new research paradigm of data-intensive
research? There is certainly a thriving discussion within the current literature
(i.e., Chang et al. 2014; Guszcza and Richardson 2014; Kitchen 2014). Chang et
al. (2014), for example, discuss notions of a new ‘computational science’, while
Kitchen (2014) suggests that a paradigmatic shift is occurring as analytical social
science moves from a knowledge-driven science to a data-driven science, meaning
that big data has prompted some to suggest that analysis and interpretation is
now a-theoretical. In a related way, the role of inference changes (and perhaps
disappears) as a sample approaches the universe, such that inference approaches
pure description. That is, big data (largely given its volume and velocity) is
reconfiguring how science is done, with the data able to speak for itself, removing
the need for theory, hypotheses, and models.

However, it is one thing to identify patterns, which the new big data science
argues is better, and another to understand why such patterns arise. Such reasoning
is reflective of Popper’s view that theory is embedded in data and that theory enables
understanding of the phenomena at hand. For example, big data might tell us that
someone has moved, but it would not provide reasons for the move and what
the individual was doing before or after the move. Instead, theory and inference
must be used to decipher the motivations, a process that is guided by theory. As
Shearmur (2015: 2) argues “there are many understandings of social phenomena,
not a single understanding, and these differing perspectives are irreconcilable with
the determinism implicit behind Big Data rhetoric.” Further (p. 3), Shearmur notes

As such, for the purposes of social science (and urban geography in particular), they [big
data] can serve to generate hypotheses inductively: but however useful inductive reasoning
may be, theory and imagination are necessary to understand and interpret observations.

Consequently, theory must remain embedded in the analysis of big data.
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Chapter 20
The View from Over the Hill: Regional Research
in a Post-Demographic Transition World

Rachel S. Franklin and David A. Plane

20.1 Introduction: Demography as a Driver of Regional
Economies, Policy and Research

People age. So do disciplines, theories, and methods. Just as people may pass
their prime and become ‘over the hill,’ so too may ideas or received wisdom. In
this chapter we address aging and regional science and attempt to ‘look over the
hill’ at some future directions for regional research, as suggested by portending
demographic change. It is our contention that population trends are both an
important topic for regional scientists to engage with, going forward, and that they
are key drivers of regional economies and the full spectrum of regional policy issues
for which the analytical methods of regional science are ideally suited.

The multidisciplinary field of regional science was born and nurtured to maturity
in the immediate post-World War II era. It was a period when rapid advances were
being made in many fields of science, and new electronic and computer technologies
were being invented. Large-scale modeling and normative approaches to urban and
regional planning were coming in vogue.

Looking back down the hill of the past 60 years, regional science has come to
be most closely associated with its methods; many believe that developing a toolkit
of useful methods is what constitutes the field’s greatest success. To look up ahead,
towards the future frontiers of the field, we take as a given that there will continue
to be an important role for quantitative approaches to regional problem-solving and
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policy formulation. We presume, furthermore, that the critical problems and policy
needs for future regional science research will arise in a world very different from
the one that shaped the field at its founding. To scope out key aspects of that future
world, we take as our lens the world’s evolving demography.

During the more than half-century that has passed since the 1950s, the world’s
countries have been undergoing profound demographic transformations. Slower
rates of population growth or decline are becoming the new norm, and populations
most everywhere have begun to age. Since regional science’s salad years, social
norms in many areas of the world have drastically transformed as wage labor forces
have expanded to encompass most all adults: women as well as men. Concomitantly,
the composition of households has been radically altered as prospective parents
face a new calculus about when and how many children to bring into the world;
norms regarding desirable household size have been downsized. Linkages between
demography and economics are strongly forged because of the co-dependence of
the labor force and child-rearing decisions made by individuals and households.
And the size of successive generations affects individuals’ economic prospects and
decisions (Easterlin 1980).

Demography is a particularly powerful lens through which to scope out the
future because of two simple, obvious, yet highly salient facts about individual lives
(Plane 2012). The first is the inevitability of aging: it is an inconvenient truth that,
year-by-year, most everyone gets a year older. And the second is that, at different
points in their life courses, people tend to be doing different things. As a result of
these two inescapable regularities, future human populations can be projected at
broad geographic scales with relatively high confidence. So, too, the future age, sex,
race and ethnic compositions of those populations are fairly knowable. Projections
are, of course, always subject to a few caveats: calamitous events could lead to
unanticipated, significant spikes in mortality; radical breakthroughs in extending
maximum human life spans, currently thought unlikely, might occur; and abrupt
changes in individual preferences and cultural norms could alter the relatively
steady, long-term trends with respect to desired family size and to the number and
timing of births.

Less knowable than future mortality and fertility levels is how people will be
redistributing themselves in the future. Migratory flows wax and wane in response
to complex systems of pushes and pulls. For finer-scale geographic units, including
the various types of regions where regional scientists focus their efforts, migration is
often the largest component of population change. The methods of regional science,
however, are all about understanding how complex, spatially interacting systems
function. So it is perhaps unsurprising that it is migration—and, more specifically,
how migration affects regional labor supply and demand—that has occupied most
of the attention of regional scientists working in the field’s interface zone with
demography and population geography (Plane and Bitter 1997; Plane 2000).

Largely a First World scholarly movement in its formative years, regional
science’s methods of analysis were developed in response to the regional issues
and policy needs of the 1950s, 1960s, and 1970s in the countries of North
America, Northern and Western Europe, Japan and Korea, and Australasia. In these
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countries, where the field’s initial adherents were proselytized, the subject matter
chosen for regional analysis reflected some common contexts, problems, and policy
needs. During the first three decades of regional science, most of these countries
had rapidly expanding populations due to post-World War II ‘baby booms,’ and
their industrial-driven economies were expanding at record paces, as science and
technological innovation blossomed.

Large-scale changes in both demographic and economic trends drove patterns
of regional population growth and redistribution. Suburbanization and urban sprawl
entered the lexicon and became the primary focus of regional planners and a land
development industry. The baby booms fueled massive investments in new housing
stock to accommodate newly formed, multi-child families. At the same time, strong
labor demand drew workers to rapidly growing and expanding metropolitan areas.
For decades, labor-force entrants had been leaving rural areas, where agricultural
production increasingly substituted machines for hand work, and moving to the
cities. It was in the expanding urban areas where manufacturing and service indus-
tries could reap seemingly inexhaustible economies of agglomeration to provide
new goods and services for expanding and increasingly prosperous consumer
markets.

But as regional science continued to develop from its initial set of approaches
appropriate for responding to these post-war trends, newly evolving demographic
and economic realities in the most developed countries where regional science was
pioneered began to fundamentally alter policy and research needs. Those realities
reflected the repercussions of all these countries completing their long-term fertility
transitions.

In the United States, at the height of the baby boom in the late 1950s, total fertility
peaked at close to 3.7 births per woman; by the 1970s the U.S. Total Fertility Rate
(TFR) had dropped below 2.0 births per woman. Ever since, U.S. fertility has stayed
plateaued at—or just slightly below—the long-term replacement level of 2.1. As of
2014, the U.S. TFR stood at 1.9 (Population Reference Bureau 2014). In all the
other Most Developed Countries (MDCs), fertility has dropped below replacement
level, in many cases well below.

Looking ‘over the hill,’ the prognosis for MDCs is for very little future popula-
tion growth or, in many cases, population declines. With working and child-bearing
age cohorts no longer replacing themselves, developed countries’ populations,
absent significant immigration, will rapidly age, with reduced youth dependency
but increased elderly dependency.

Along with the new demographics, recent decades have witnessed the emergence
of a globalizing economic world. The people and regions of the MDCs have
been grappling with the repercussions of the ‘hollowing phenomenon’ and post-
industrialization, out-sourcing and off-shoring, the emergence of significant new
consumer markets within parts of the still developing world, and the whole
interrelated bundle of issues wrapped up in the new webs of international economic
relationships.

We think one of the first harbingers of how regional science needs to be
prepared to cope with new demographic and economic realities took place in the
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realm of population redistribution. It was a phenomenon that came to attention
back in the 1970s and early 1980s, when many of the trends just described were
only slowly coming into focus. The unanticipated population phenomenon was
a set of internal migration ‘turnarounds’ that took place across the MDCs, as
long-standing urbanization flows halted and what came to be called ‘counter-
urbanization’ flows emerged. For a time, non-metropolitan growth outstripped
metropolitan, and peripheral regions were challenging the hegemony of these
traditional, manufacturing-dominant cores (Vining and Kontuly 1978; Brown and
Wardwell 1980). Regional scientists, with their toolkits of analytic and data-driven
methods, were perfectly positioned to leap to the fore in studying and seeking to
explain this empirically observed phenomenon. Not coincidentally, it was found
that these trends occurred as the baby-boomers were coming of age and flooding
regional labor markets (Plane and Rogerson 1991a).

As the decades have unfolded since, the turnaround was not sustained, coming
and going rather like an El Niño weather pattern (Champion 1988; Long and Nucci
1997). Regional scientists have been presented with many challenging new trends
to analyze and to contribute to policy-making. For instance, in the U.S. beginning
around 2000, when the huge Millennial or baby-boom-echo generation was coming
of age and again pressuring labor markets, young professional gentrifiers and the
real estate industry have transformed and revived the urban cores of metropolitan
areas.

In the later sections of this chapter we will flesh out some ideas about where,
more specifically, demographic trends will create needs and opportunities for new
types of regional analysis. But all such considerations also need to take into account
an overarching economic challenge for the MDCs as they move into the future. As
the historical ‘demographic divide’ and economic dichotomy of ‘have’ and ‘have
not’ countries dissipate, what role will these countries’ firms and households play
in the world?

Of late, the regional science movement has been rapidly diffusing throughout the
developing world. As the differences between MDC and LDC (Lesser Developed
Country) economies lessen, some of the issues for future regional science research
are similar. Yet in the next 50 years or so, the LDCs will be grappling with some of
the same types of challenges the MDCs faced in the past half century.

The still-developing countries, with the notable exception of some in sub-
Saharan Africa, have now moved out of the early-expanding stage of their demo-
graphic transitions—in which fertility remains high and population growth explodes
while mortality is reduced—into the late-expanding stage, during which total fertil-
ity rates rapidly drop towards or even, in a few cases thus far, below replacement
level. The former Second and Third World countries’ fertility declines have taken
place much more abruptly than in the First World.

At a regional and local scale, as previously noted, settlement patterns in much of
the developed world have been characterized by urban sprawl and suburbanization,
as well as periodic counter-urbanization starting in the 1970s. Meanwhile, in the
developing world, rapid urbanization has become the norm, with the growth of
many new mega-cities brought about by massive rural-urban migration. The still
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developing countries are, or in most cases soon will be, passing through the
final stages of demographic transition and grappling with the attendant economic
opportunity presented by the so-called ‘demographic dividend’: that sweet spot in
time when there is lessened youth dependency plus the bulk of the adult population
is still of prime working age and more women enter the wage labor force.

In the next nine short sections, we attempt to sketch out some of the changing
needs and issues for regional research as global population growth slows, as labor
forces age in both more developed and rapidly developing countries, as advances
in gender equality proceed apace, and when in many regions little population
change, or even population losses, become as likely as continued population growth.
Similarly, we discuss the implications for regional research of trends in demographic
composition, such as new, small-family norms with more people living alone or in
nontraditional household arrangements.

We don’t pretend that our nine areas constitute the full over-the-hill landscape of
such needs and issues. We try to be a bit controversial in order to provoke thought.
We recognize that, in many cases, alternative arguments can be made about the
repercussions of projected demographic trends. But then that’s what the mission of
regional science research is all about: to gain understanding of the competing forces
at work in highly complex, spatially interacting, social and economic systems, as
well as to contribute to formulating regional policies that help solve important, real-
world problems.

20.2 Residential Location and Households

Within countries that have completed the demographic transition, aging populations
are now living in very different household arrangements than was typical during
the 1950s and 1960s baby-boom period, when the nuclear-family with two parents
and multiple children at home was the archetype. For the U.S., the rise in non-
family households is dramatically illustrated by Fig. 20.1, which shows the trends
since 1940 in percentages of households of various types. The percentage of single-
person households has more than doubled since 1960, increasing from 13.1 to 28.0%
of all households. Household composition shapes the demand for housing. The U.S.
has long had exceptionally high rates of homeownership by world standards. But
a long-term upward trend in people buying homes peaked in 2005, when 69.3% of
householders were owners. By 2014, the rate had fallen to 64.6% of households
living in owned quarters.

After the bursting of the housing bubble in 2007, and during the subsequent Great
Recession that it brought on, the U.S. housing construction industry discovered
a ‘new’ market: the old downtowns of large cities. Many of the new, smaller
households’ preferences shifted away from choosing more space at the price of
longer commutes, towards shorter commutes and less space. These demographically
fueled market trends should come as no surprise to regional scientists reared
on monocentric bid-rent theory. That downtowns became hotspots for housing
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Source: U.S. Census Bureau, Decennial Census, 1940, and Current Population Survey, Annual 
Social and Economic Supplements, 1968 to 2016. 
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Fig. 20.1 Trends in prevalence of U.S. Households by type (Source: https://www.census.gov/
hhes/families/, last accessed January 27, 2017)

also reflected the success of major cities’ CBDs recapturing their role as their
metropolitan area’s entertainment and social hub. But it was not coincidental that
the Millennial generation—now the U.S.’s largest, exceeding even that of the baby
boomers—were just then reaching the emerging-adult stage of life. So too, a portion
of the baby-boomers who had recently become empty-nesters found an inward move
from the suburbs appealing at their stage of life, when downsizing housing makes
sense.

For the future of regional science research, we see as a first critical issue
the ‘right-sizing’ and ‘right-matching’ of housing stock with households rapidly
shifting in terms of both composition and preferences for location. This involves,
as well, a shift in the composition of housing types: apartments, condos, and
townhouses becoming more attractive options; large, single-family, detached homes
becoming less popular. Affordability of housing in newly prized more central
locales, and a likely glut of now-aging suburban homes, presents many challenges
and opportunities. The spatial repercussions of changing household composition
and housing needs and preferences also, of course, impinge on a whole host of
other, prime regional science research areas, such as job location, transportation,
infrastructure provision, public finance, and so forth—some of which we shall detail
in subsequent sections of this chapter.

In addition to the intraurban dimension, the aging of MDC populations and the
shifting proportions of people passing through various life stages also have highly
salient repercussions for residential redistribution at the scale of metropolitan areas

https://www.census.gov/hhes/families/
https://www.census.gov/hhes/families/
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and broad regions (Bitter and Plane 2012). Plane and Heins (2003) show how the
age-profiles of migration vary between pairs of U.S. metropolitan regions. The
different age structures reflect a whole host of factors, including the functional
specialization of various cities’ economies, complementarities of climate, cost of
living and a whole host of other differentials that regional scientists have long taken
an interest in.

Another of the salient factors is one for which intriguing new empirical regu-
larities are being found: metropolitan area size (see, e.g., Plane et al. 2005; Plane
and Jurjevich 2009). We think extensions of regional scientists’ traditional central
place theories and economic base models that take into account the newly emerging
realities of post-industrial, globalized economies, together with the factors that
motivate populations at different life course stages, could aid in understanding
of spatial shifts in many key aspects of the space-economy: those of industries,
employment, income and wealth, among others.

This discussion of residential location and households has focused, thus far,
largely on MDC patterns. There is an equally key need for regional science research
on this topic in LDC contexts. As most LDCs have now begun to go through the final
stages of their extremely rapid demographic transitions, it is unlikely that patterns
of suburbanization and exurbanization will play out in exactly the same way as
they did during earlier decades in the First World. What is more, the very different
contexts and cultures found across the former Third World have resulted in a variety
of historic urban forms, and there is no reason to presuppose that cities will develop
in lock-step ways.

With globalization, we have also entered a new age of heightened international
migration. United Nations (2015) estimates suggest that the number of people
migrating between countries surged by 41% between 2000 and 2015. Debates about
border security, new political structures such as the European Union, and refugee
movements overlay an additional level of complexity on migration research when
moving up to the international scale from studies of intraurban residential relocation
and internal or domestic migration.

20.3 Transportation and Accessibility

In discussing residential location, we have already hinted at some needs for future
studies in the realm of transportation and accessibility. Demographic change,
coupled with technological change, is reshaping the terrain for transportation
studies.

In MDCs, as higher fractions of the population enter the post-working ages, what
will be the implications for cities that have developed along patterns reflective of
extreme auto dependence? Early-career young people, of late, have been exhibiting
a reluctance to being auto dependent. With new modes of shopping through e-
commerce and a strong trend towards interacting within the virtual world of the
web and cellphones rather than through physical movement (e.g., texting and
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emailing, rather than making trips to the post office to mail letters; spending
time on social media, rather than attending meetings of social organizations),
the accessibility considerations of people at various stages of life are undergoing
interesting transformations, with attendant implications for business location and
transportation and service-provision planning and policy. The lives of even the least
tech-savvy oldest cohorts are being impacted, and now, the world’s first computer
generation, the baby boomers, are entering the elderly ranks.

Another topic for further exploration connected to demographic aging is to
reorient thinking about inter-generational spatial accessibility. We think the co-
location of the elderly and their adult children will assume a more central role. With
longer life spans and greater years of good health, thinking needs to move away
from a three-generation (youth, adult, elderly) to a four-generation model. Healthier
younger elderly and late-in-life dependent elderly have very different daily activity
and yearly activity patterns and spatial orientations. In the future, regional science
studies on issues pertinent to both these groups need to become a more significant
part of the field.

In the developing country context, rapid rural-to-urban migration has led to
the growth of megacities lacking much-needed basic infrastructure, and lack of
transportation and accessibility are of critical concern. While some of the experience
of MDCs can be brought to bear, the current situation in LDCs differs. The current
boom period of urban growth is taking place at the beginning of the twenty-
first century, when automobiles rule the roost. During the nineteenth century,
when immigrants were pouring into the East Coast cities of the U.S. leading to
unprecedented growth rates and densities, new forms of public mass transportation
were being critically demanded to expand the distances that could be feasibly
reached by people traveling on foot. The problems then were of excessive density
in the constrained radius where people and jobs had to locate. LDCs now and in the
future must grapple with extreme congestion on roadways and with air pollution.

20.4 Amenities and Quality of Life

Inherent to much regional research is the assumption that some places are more
desirable than others and that the various dimensions of desirability are objective
and measurable. Research on migration and economic development, in particular,
has emphasized the role of ‘quality of life’ variables in explaining regional
differences in in-migration, firm location, or innovation, for example (see e.g.,
Mulligan and Carruthers 2011; Partridge et al. 2010; Whisler et al. 2008). Data
products such as the U.S. Department of Agriculture’s natural amenities scale attach
values to different environmental characteristics of counties and assign them to a
range of categories from high to low amenities. However, while some aspects of
quality of life are likely to be universal—low crime, for example—others are surely
more subjective and depend on the demographic group under consideration (Ruth
and Franklin 2014). While younger age cohorts may evince a preference for the
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great outdoors or coastal proximity, perhaps older cohorts prefer locations with less
climatic variability. Moreover, in a world of limited resources, even universal quality
of life variables may rise or sink in relative priority, depending on the group affected.
Older cohorts may share a preference for coastal locations with the rest of the
population, but might rank outdoor environment lower than proximity to healthcare.

Another example comes from school funding. In general, good public schools are
an indication of high quality of life, especially in the U.S., where property values are
tightly linked to perceived public school quality. Older populations, however, may
be not only less likely to care about schools, but may also shy away from diverting
funding from healthcare to schools when forced to choose.

It appears to us there are at least two ways that aging populations may bring
about a change in research employing quality of life (QoL) indices or variables.
First, regional researchers may need to adjust the actual measures used to judge
quality of life. These may be amenity variables, but might also be the weighting used
in developing composite measures. As discussed above regarding transportation,
the aging of the population may shift good public transportation from a ‘desirable’
to a ‘must have’ in order for quality of life to be preserved. Further research will
certainly be necessary to understand how different groups weight various amenities,
whether public transportation, climate, healthcare, or entertainment options.

Second, and related, regional variation in population composition may lead
to increased heterogeneity in responses to typical amenities, however they are
measured. While we may learn that past measures of QoL no longer hold for older
groups, it may also be that differences in rates of aging and stocks of older people
in different locations mean that there is less agreement about how desirable any
one place might be—and evaluations of quality of life may evolve rapidly, as the
characteristics of the people living in an area change. Perhaps for smaller areas,
future quality of life measures will need to be more demographic specific.

20.5 Economic Development

When the economic effects of aging are talked about, they are generally framed as
national-scale concerns about labor supply and elderly dependency. Contemplating
projected reductions in proportions of the population in labor force ages, questions
are raised about who the workers of the future will be. Concomitantly, the question
gets asked: Who is going to fund the medical and other care needs of more old folks?
Our focus here, however, goes beyond such national scale debates. For visualizing
the frontiers of regional science research, we need to consider the effects of slow or
negative overall population growth and older age structures at the scales of regions,
states, metropolitan areas, and neighborhoods.

A first observation: Population is likely to continue to redistribute in the absence
of overall growth. Age composition shifts, themselves, will be a driver of such
movements because of the different preferences and incentives at the various stages
of life. In the U.S., with its high rates of home-ownership, young people early in
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their careers pay for housing, whereas for many elderly persons the home constitutes
the majority of their equity. ‘Equity migration’ is likely to become even more
important. We would note that regional scientists over the last several decades
have done interesting and important studies on elderly migration, natural-amenity
driven economies, and the significant role of transfer payments in rural economic
development.

Taking no or negative national population growth down to regional scales should
finally hasten the laying to rest of the old ‘growth’ versus ‘development’ debate—
because growth may not be a realistic goal for those in many regions to pursue!
Although in theory we know growth and development are not synonymous, growth-
promotion is still the mode within which many real-world development agencies
operate, and it’s the number of new firms, jobs, and so forth brought to town by
which their efforts get evaluated. Both public and private sector players have a stake
in attracting more jobs and people to town. Numerous non-basic sectors benefit from
expanding markets.

A big picture question, though, is to what extent do recruitment efforts distort
the otherwise optimal locations predicted by our theories of industrial and retail
location? And how much is being given up in the incentives and tax breaks that get
offered when communities are played off against one another by firms adding or
moving jobs—jobs that will surely locate somewhere? Development may not be a
zero-sum game. It may be the case, as succinctly summed up by former Evansville,
Indiana mayor, Benjamin Bosse, “When everybody boosts, everybody wins.”

With no longer a constantly increasing national population to draw upon and
with a shrinking number of young labor entrants—those prospective employees the
most willing to relocate—we suspect many fewer communities will be focused on
attracting and dealing with the repercussions of growth, such as the need for new
infrastructure. Development efforts will increasingly turn to strategies for increasing
the quality of the jobs held by the local labor force and enhancing the quality of life
for a stable or declining pool of citizens.

During the expanding stages of the demographic transition, huge societal invest-
ments are required to provide for children. As the bases of population pyramids
shrink away, and age structures begin to look more like rockets or Japanese lanterns,
fewer absolute resources will need to be devoted to youth dependents. Education,
we would hope, would not drop from a prominent place in public discourse. Rather,
education needs to become perceived as ever and ever more important to provide
new entrants and retrain existing employees for the smaller, smarter, tech-savvy
workforces of the future. Focus can shift, however, from building new school
facilities, to other types of infrastructure, which often has been in short supply in
high-growth environments.

For adults, concepts of work-life balance and retirement need to be rethought.
New employment options are needed for balancing the competing demands on time
of career-advancement and child rearing in two-worker or single-parent households.
Elderly subpopulations, unlike youth, need not be viewed as ‘dependents.’ From
an economic development standpoint, retirees are critical for supporting the com-
munities’ cultural and educational institutions. And with the span of healthy years
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of life dramatically increased from the norms of the past, people past traditional
retirement ages are a still largely under-tapped source for part-time labor and
volunteer positions. Some creative competition between communities could be
useful in experimenting with how private and institutional employers can make best
use of the diversity of age structures likely to be found at the local scale. Regional
science models need to build in more concepts of the life course to be relevant to
such efforts.

20.6 Migration

If we were to issue the Ten Commandments for future migration research, then one
of them would cite respect for the connection between life course stage (or age)
and human movement (cf. Plane and Rogerson 1991b). The life course, in fact,
matters for everything; note how often it has been invoked in this chapter. Where
migration is concerned, age impacts whether people move, why they move, how
far they move, and where they go. And regional scientists have not only devoted
attention to the study of migration behavior itself, but also the role of migration in
regional development, broadly speaking. This suggests that changes in age structure
are likely to directly affect migratory behavior but will also indirectly affect regional
systems as a whole.

At any given age, most individuals are stayers, not movers. However, the propen-
sity to, or likelihood of, moving varies considerably by age. As we age, children,
employment, and homeownership tie us to place, decreasing the probability of
moving. In most countries, migration peaks in early adulthood, before and during
the early years of household formation. In the U.S. and some other countries, a
retirement bump is discernible around retirement age. Figure 20.2 takes the specific
case of recent migration in the U.S., as captured by the Current Population Survey.
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Here, the retirement migration bulge is quite apparent, as is—interestingly—a
miniature pre-retirement bump. This latter likely reflects empty-nester moves in
advance of retirement.

Depending on the overall age structure of a place, then, we can expect fewer
movers, but then also potentially a great wave of retirement moves as the baby
boomer generation continues moving through this stage of the life course.

Population aging is also likely to bring changes to labor markets, though, shifting
or extending the transition from employed to retired. How aging might affect the
relationship of migration to the later stages of the life course is complicated. Later
retirement might push the retirement bump out to later years, but not change the
basic shape of the curve. If individuals increasingly choose to migrate first, work
longer, and then retire later, however, the bump might shift to earlier ages. A third
option, that the transition stretches out (both at the individual and group levels)
might lead to more of a “speedbump” in the life course, as opposed to an actual
bump.

What about migration distance and the older migrant? The archetypal aged
migrant moves a relatively long distance, in the U.S. from, say, an inhospitable
Midwest suburban location to the sunny South. Migration could also occur over
short distances, though, as individuals keep their local environment but simply
downsize their housing unit. In the future, as the population as a whole ages, this
means we may see wholesale neighborhood transitions, with residents either moving
nearby or to farther off climes. It’s possible, though, that we may also observe
cohort changes in migration behavior, if not in terms of distance then at least in
terms of motivation for covering that distance. For example, as suggested above,
maybe future generations of retirees will prioritize locations closer to children and
grandchildren over shuffleboard in Florida.

As intimated in Sect. 20.4 above, older people may also prefer different sorts
of locations than their younger selves or younger peers. This is already well
documented for metropolitan area size (Plane et al. 2005), so the real question is how
much established patterns are likely to change in the future. An aging population
may lead to changes in the observed spatial patterns of migration. This could mean
increased flows to traditional retirement destinations (e.g., Florida or college towns)
but could also reinforce more recently observed trends: perhaps middle class retirees
will throng central cities. Certainly more older people suggests larger flows to these
destinations, potentially increasing the impact this demographic has on these places,
especially if smaller and less accustomed to older people.

20.7 Resource Consumption

Anecdotally, at least, age is associated not only with different rates of resource
consumption but also with attitudes towards resource consumption. Members of
the Great Depression generation in Western countries are often stereotyped as
conservative towards wasting of personal resources, but more sanguine about
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environmental resources. Discussions about environmental activism often assume
that younger age cohorts are more involved, whether or not the evidence exists to
substantiate this assumption. In any case, care for the world around us is assumed to
vary with age. Without knowing exactly what to expect, this suggests that population
aging will lead to attitudinal shifts towards the natural world, whether resource
exhaustion, climate change, or environmental pollution.

Where actual natural resource consumption is concerned, stage of life course
is likely important but also interacts with stage of economic development. One
standard perspective on the link between economic development and resource
consumption or environmental degradation is the environmental Kuznets curve, or
EKC. This hypothesis argues that pollution and economic degradation will increase
as a country develops economically and that the priority for the government and
society will be economic development. At a certain stage of development, though,
attention will shift towards conservation and environmental improvement. The
literature supporting the existence of the EKC is mixed, but as it directly connects
stages of development to resource consumption and degradation it remains a helpful
construct.

Demographic change merits a place within this construct as well (Franklin and
Ruth 2012). As countries develop, exploiting the natural world around them, they
are also likely going through substantial demographic change; fertility, mortality,
female labor force participation and—by extension—age structure are all shifting.
As areas develop, their age structure moves away from a traditional age pyramid
to more of an onion shape and, potentially, eventually something resembling an
inverted pyramid. Extending the basic EKC relationship, both stage of development
and age structure are likely to impact resource consumption, measured in myriad
ways.

Aging populations in developed countries may interact with resource consump-
tion in a variety of ways. Shifts to smaller housing units, especially if in denser urban
environments, may reduce energy consumption, as may shifts from automobile
dependence to public transportation. On the other hand, once freed of day-to-day
life responsibilities, older individuals may decide to travel more, drive larger cars,
or simply just buy more stuff.

In developing countries, in contrast, economic development and aging will
almost certainly lead to increased resource consumption, simply because the starting
base was lower. Increased ability to consume resources will occur in a much
different context than previous generations in different locations. Future older
cohorts in developing countries will perhaps benefit from enhanced awareness of the
value of the environment. Just as we speak of technological leapfrogging in terms
of economic development in these areas, perhaps the environment and resource
consumption will benefit from leapfrogging over the high-consumption period that
has so affected developed countries and thereby the entire world.
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20.8 Human Capital

Human capital, either as an individual attribute or a characteristic of regions, is
the fuel that drives many migration and regional development models. Generally
measured in terms of educational attainment, human capital is an individual
quality that increases mobility and, holding other factors constant, also improves
individual well-being. For regions, larger human capital stocks may permit growth
or development by attracting workers and jobs. Innovation, entrepreneurship, and
economic growth—to take just a few popular regional science topics—all depend to
a considerable extent on human capital as an input.

At the present state of the world, educational attainment tends to vary by age
cohort. In general, younger age groups are more educated (in terms of degrees
earned, at any rate) than older groups, reflecting recent changes in economic
structures and policy priorities. Table 20.1 shows educational attainment for a rough
set of age cohorts for the U.S. as a whole. The increases in educational attainment
over time are clear, as is a slight dip for the 35–44 cohort (what is really notable here
is the relatively high educational attainment of those benefiting from the U.S. post-
World War II GI Bill). The table suggests that age is associated with lower levels
of human capital. In terms of aging, though, the table suggests something else. As
the population ages, it should become more educated; overall human capital stocks
should increase but the aged should also become more educated on the whole.

From a regional research perspective, this is of course fascinating, because not
all areas are equally aged (see the section on population composition below) and
not all will benefit from an equally educated aged population. As pressure increases
to expand the length of one’s working life (i.e., to retire later), this has all sorts of
implications for the spatial distribution of human capital stocks and also for how
we define employment. Places with more educated older people may benefit, as will
regions that can attract these individuals. More educated individuals may also seek
to adapt the contours of ‘work,’ opting for seasonal or part-time employment where
they have the choice. Because of their sheer numbers, it will be interesting to see
how shifts in age structure and human capital impact employment.

Table 20.1 Educational attainment in the United States by age, 2000

Age cohort Percent population with at least a bachelor’s degree

25–34 27.54
35–44 25.88
45–64 26.39
65C 15.39

Source: U.S. Census Bureau, Decennial Census



20 The View from Over the Hill: Regional Research in a Post-Demographic. . . 343

20.9 Population Composition

Aging is itself an element of population composition. In the United States it’s
generally assessed alongside race and ethnicity, as well as sex, nativity, and socio-
economic status. Other countries may categorize their inhabitants along other lines
(e.g., social class or religion), but the desire to describe groups using a prescribed
set of characteristics is the norm. From a regional perspective, the subject of
population composition is intriguing because it varies considerably across space
and depends on the spatial unit employed. In the U.S., for example, a frequent
topic of discussion is the impending shift to a minority-majority country, as national
population composition moves away from its historic, majority white, non-Hispanic
nature (see, for instance, Johnson and Lichter 2008 or much of the recent writing of
William Frey). At the state, region, or county levels, however, the shift to minorities
being in the majority has either already occurred or is seemingly decades away
from possibility (Franklin 2014). When the demographic character of places varies
significantly with spatial scale, it is easy to see how national-level discourse on race
relations, politics, or economic distress might be interpreted differently.

The aging of the population both affects the other population composition
characteristics and is affected by them, in turn. Different demographic subgroups
have different life expectancies and fertility rates—some live longer, and some
produce more children than others. Both of these factors will affect how old the
population is, but also the pace at which it will age, if at all. In most countries,
because women usually outlive men, old places also tend to be more female. Life
expectancy is also associated with socio-economic status and race and ethnicity,
so that the mix of groups within an area will likely affect both how old its overall
population is at the moment, as well as how quickly it will get older.

What this means for the aging process of areas is that, although countries
as a whole may get older, the process at smaller geographic scales is likely to
be quite heterogeneous and, once set in motion, may proceed at quite different
paces in different areas. In addition, the path dependency associated with aging
populations—fewer young people producing children, leading to an even older
population—may in turn affect population composition. Or, alternatively, the
differential aging of various sub-groups will lead to increased variability over time
in the demographic composition of areas.

All of these considerations about age composition and aging, in turn, play into
many of the other topics we have discussed above. As the demographic character
of a local area changes, it becomes more or less attractive to firms and migrants. It
also shifts preferences for amenities and transportation. And, of course, individuals
of all ages are free to move, which affects population composition in origins and
destinations.
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20.10 The Importance of Spatial Scale

One final future regional science research agenda topic that we would like to call to
attention is the need to focus creative thought on questions about spatial scale. This
is a general concern of ours for the future of the field, as well as one highlighted by
our considerations of the impacts of slowing or negative population growth, aging,
and age-composition change. Trends at the national level and those at the local may
increasingly diverge.

People can no longer be considered fixed geographic points, living within sets of
well-bounded, mutually exclusive regions. The very essence of regional science—
the region—needs to be rethought in relation to the realities of a globalized world.
Many activities that were once done in person by traveling about within fairly
narrowly constrained time-space prisms (as so aptly set forth by Hagerstrand 1970),
now take place in virtually frictionless cyberspace. Interestingly, as the world
becomes ever more globalized, the local realm seems to be being redefined and
gaining new importance (Plane 2016).

At different life stages, people are now making spatial choices very unlike those
that were possible, or thought desirable, during the initial years of regional science.
Data from the last two U.S. censuses show young adults flocking to urban cores,
as are some empty-nesters (Wilson et al. 2012). Even the notion of a single, usual
place of residence is becoming problematic, as increasing numbers may choose or
need to live in multiple locations, whether in seasonal, weekly, or other patterns
throughout the year. U.S. presidential candidate, John McCain, when quizzed by a
reporter during the 2008 election campaign about which of his several residences he
considered home, replied that he would have to check with his staff!

20.11 Conclusions

Times change. Fashions change. Often, for researchers with a demographic bent,
it can be difficult to ascertain whether observed changes are due to age, period, or
cohort effects. In the case of migration and aging, for example, is it the case that we
observe a bump in retiree migration because that’s just what older people do? Or is
it because of the way economic and social life are currently organized? Or, another
possibility, are observed patterns a function of these older people: these folks who
had the benefit of being born in the halcyon years immediately following the second
world war? The answer is, of course, that all three effects are important, but the
relative importance of each makes predicting future patterns tricky. As usual, we are
only likely to understand what is happening after it has already occurred.

In this chapter, we have suggested areas where we believe regional science, and
regional research in general, will be affected by aging and an older population.
We have done our best to make some prognostications and have also, we believe,
suggested some fruitful avenues of research for those interested in exploring
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how aging already matters. For regional science to remain in touch with real
world behavior, and for research findings to have any resemblance to real world
behavior and policy, our theories, models, and measures all require a closer look for
assumptions we make about the human actors in our models. It is, after all, important
that, as each of us individuals inevitably climbs the hill towards obsolescence (one
year at a time), our field is ever renewing and rejuvenating itself, preparing for what
lies over the hill.
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