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Preface

Low temperature superconductivity was discovered by H. Kammerlingh-Onnes in 1911, at
the University of Leiden. He was awarded the 1913 Nobel Prize in Physics, partly for this
discovery, i.e., that at low enough temperatures, certain metals become perfect conductors
of electricity. In 1933, Meissner and Oschenfeld discovered that a superconductor (SC) is
also a perfect diamagnet, i.e., that the magnetic field vanishes in the bulk of a SC. In 1957,
J. Bardeen, L.N. Cooper and J.R. Schrieffer (BCS) advanced the pairing theory of supercon-
ductivity which gives a quantitative account of many properties of low temperature SCs, and
makes a number of predictions of novel phenomena which have been confirmed in a large
variety of experiments. BCS were awarded the Nobel Prize in 1972 for the pairing theory.
Through intensive experimental research, the maximum 7, was raised to 21° K in an alloy
NbGeAl. In 1986, G. Bednorz and K.A. Miiller discovered “high temperature superconduc-
tivity” in the layered cuprate Lay_,Ba,CuOy4 at 30° K, for which they were awarded the 1987
Nobel Prize in Physics. 7. ~ 93° K was discovered by P. Chu in the ternary compound of
YBaCuO soon there after.

The maximum 7 found to date is in a mercury based cuprate, which has 7, = 133° K at
ambient pressure (~160° K under pressure). Through concerted experimental and theoretical
efforts, strong evidence has been adduced that the attractive electron pairing interaction in
HTS cuprates is magnetic in origin.

A lot has happened since 1986. The problem of high temperature superconductivity, and
more generally that of metallic strongly correlated systems, remains a major open problem in
condensed matter physics, and it is the focus of intensive research. As the reader will see
from the many chapters to follow, the authors are meeting these challenges. There have been
incredible advances in materials, in sample quality and in single crystals, in hole and electron
doping, and in the development of sister compounds with lower 7;.’s that allow access to the
normal state with available high magnetic fields. Probes for structure and dynamics such as
scanning-tunneling probe spectroscopy, angle resolved photoemission, and neutron scattering
have greatly advanced. High precision resonance and thermodynamic methods, low energy
optical probes, and high pressures have likewise been brought to bear on the problems. The
authors’ statement in the introductory section of Chapter 3 articulates a broad central theme
of this treatise: “This revolution..” (in this case in reference to ARPES) “..and its scientific
impact result from dramatic advances in four essential components: instrumental resolution
and efficiency, sample manipulation, high quality samples and well-matched scientific issues.”
On the theoretical front, the deceptively simple problem of a “doped Mott Insulator,” when
applied to the cuprates, turns out to be only the starting point of what rapidly becomes a huge
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and complex problem. To go beyond BCS, new phenomena need new theories: not only high
T, but pairing, interactions, symmetry, pseudogaps, inhomogeneity and stripes, the proximity
of magnetism and superconductivity, sensitivity to impurities, and non-Fermi liquid normal
state properties must all be addressed.

We have selected the title “Handbook of High Temperature Superconductivity” to
describe this treatise since many of the articles go into considerable depth in both experimental
and theoretical methodologies.

The treatise begins in Chapter 1 with Miiller’s review of hole-doped cuprates where he
argues that the dynamical coexistence of bipolarons and fermions are essential features of
both the normal and superconducting states. In Chapter 2 Kirtley and Tafuri briefly review the
information obtained from tunneling into conventional superconductors and describe why the
situation is more complicated and interesting in the cuprates. They then describe experimental
methods for making tunneling contacts, the evidence for and implications of d-wave symme-
try, the superconducting gap, the pseudogap, quasiparticle interactions, and other aspects of
high temperature superconductors. In Chapter 3, the technique of angle resolved photoemis-
sion spectroscopy (ARPES) is described in some detail by Zhou, Cuk, Devereaux, Nagaosa,
and Shen, and the impact of ARPES on our understanding of the electronic structure, such as
Fermi surface, gap anisotropy and d-wave character, and pseudogap behavior is reviewed. Of
special importance is their presentation of the latest results on the electron-phonon interaction
in the cuprates. In Chapter 4 Bonn and Hardy review microwave studies of high temper-
ature superconductors, where considerable background and detail is given to the methods
employed. Results on the penetration depth leading to the “superfluid stiffness” parameter,
the surface resistance that yields the microwave conductivity, and a discussion of the role of
superconducting fluctuations are presented. In Chapter 5 Slichter reviews the area of magnetic
resonance (predominantly NMR, but also briefly ESR) in high temperature superconductors.
The spin lattice relaxation time, transverse relaxation time, and the Knight shift are discussed
for both YBCO, LSCO in terms of information gained on the electron spin susceptibility, and
on the pairing state. In Sr doped and undoped LCO, analysis of line widths and shapes yield
information about local (spatial) spin modulations, and spin glass behavior.

Neutron scattering in the cuprates is presented in Chapter 6 by Tranquada in the context
of magnetic excitations and antiferromagnetic correlations for both hole and (briefly) electron
doped systems. The evolution of the spin dynamics with doping, from the antiferromagnetism
of the parent insulators through the universal magnetic excitation spectrum found near optimal
doping, is discussed. The nature of stripe order and its possible relevance are also covered. In
the summary, the nature of magnetic excitations revealed by neutron scattering is discussed in
the context of current theoretical work. In Chapter 7 Orenstein treats optical conductivity and
spatial inhomogeneity in the cuprates, first in an overview of the field. An additional spectral
feature seen in the so-called “terahertz gap” in many cuprates is discussed, and is assigned
to the spatial variation of the superfluid density. It is shown that optical conductivity can
provide critical information about inhomogeneity in the cuprates. In Chapter 8§ Geballe and
Koster consider the wide range of superconducting transition temperature (7;) values in the
cuprates and re-visit the notion that interactions are confined to the CuO; layers. They provide
evidence that 7, enhancements found in the cuprates that contain charge reservoir layers can
be understood in terms of pairing interactions in the charge reservoir layers, and also propose
linear quasiparticles to account for superconductivity in the one dimensional double chain
cuprates. In Chapter 9, Fisher, Gordon, and Phillips review the thermodynamic properties of
high temperature superconductors. More recent results (mostly specific heat) based on better
samples and new interpretations are featured, and are reported for the energy gap, fluctuation
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effects, vortices, flux-lattice melting, the pseudogap, stripes, and chemical substitutions. Some
attention is also given to experimental methodology.

The various anomalies in the normal state transport properties of cuprates are reviewed
by Hussey in Chapter 10. Experimental work on in-plane and inter-plane electrical trans-
port, Hall effect and Kohler’s rule, thermal transport, and the Nernst-Ettinghausen effect, are
reviewed for materials over a wide range of doping. Despite the wide-range of crystallographic
structures in the different cuprate families, a remarkably generic picture emerges, suggesting
the transport behavior is largely associated with a single CuO4 unit. Theoretical attempts at
explaining this mysterious behavior are also summarized. A comprehensive review of high
pressure effects on elemental, binary, and high 7, superconductors is given by Schilling in
Chapter 11. Hydrostatic, non-hydrostatic, and uniaxial pressure effects are discussed. One
conclusion is that pressure effects seem to point to the structure of the CuO; planes as the
most important parameter that determines 7, where “the closer the planes are to being square
and flat, and the smaller their area A, the higher the value of 7;”. The result T, ~ A Zis
considered to be one of the most important results that pressure has yet given us for high tem-
perature superconductors. Future prospects for combining pressure with other simultaneous
measurements to resolve other aspects of the high 7, problem are also discussed. In Chapter
12 Brooks reviews in parallel quasi-one and quasi-two dimensional organic superconductors,
and their close relationship to the Mott Hubbard model. Both conventional and unconven-
tional (p-wave and d-wave) superconducting properties are discussed, and similarities and
differences between organic and cuprate and perovskite systems are described.

In the next three chapters theoretical aspects of high temperature superconductivity are
treated. Scalapino, in Chapter 13, reviews numerical studies of the two-dimensional one-
band Hubbard model which show that this model exhibits the basic phenomena seen in the
cuprates. These show that, at half-filling, the ground state of the system is a Mott-Hubbard
antiferromagnetic insulator. Then, upon doping the system away from half filling a pseudo-
gap can appear and at low temperatures evidence for d-wave pairing and striped phases are
found. The near degeneracy of these phases is also reminiscent of the behavior of the actual
cuprate materials. This chapter concludes with a discussion of what numerical methods tell
us about the momentum, frequency and spin structure of the pairing interaction in this model.
In Chapter 14 Lee reviews previous theoretical work on high temperature superconductivity,
and argues that the one-band Hubbard model in the strong coupling limit (t—J model with
t') can capture the physics. To make further progress, the treatment involves the constraint
of no-double occupancy and thereby gauge theories. The predicted pseudogap and vortex
structure lead to a description of the phase diagram and the onset of 7;. A number of other
fundamental theoretical issues including RVB, spin liquids, fractionalization and emergent
phenomena are also discussed. Kivelson and Fradkin, in Chapter 15, consider the role of
inhomogeneity for the mechanism of high temperature superconductivity. In reviewing the
field, the authors observe that superconductivity is common, but high temperature supercon-
ductivity is rare and confined to a small subset of materials. They analyze a class of model
inhomogeneous doped Mott insulators, which are shown conclusively to exhibit high tem-
perature superconductivity. Generalizing from this, they propose that an optimal degree (and
form) of inhomogeneity (probably self-organized) is an essential feature of the mechanism.
The relation of this notion to the occurrence of competing orders is clarified. The chapter
contains an interesting appendix on “what defines high temperature superconductivity?”.

We depart from the cuprates in Chapter 16 where Pugh, Saxena and Lonzarich consider
novel quantum states and unconventional forms of superconductivity which may occur on the
border of long range magnetic order in heavy-fermion and related itinerant electron magnetic
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materials. The chapter begins by considering the simplest deviations from the standard low
temperature theory of metals that are observed on the border of long-range ferromagnetic
order in metals where no superconductivity arises. It then describes cases on the border of
antiferromagnetism where superconducting instabilities are prevalent. The effective dimen-
sionality and proximity of density instabilities in some heavy-fermion superconductors are
considered in light of Cooper pair formation. The case of superconductivity on the border
of ferromagnetism is also described. Open questions to our current understanding are high-
lighted and possible future advances are discussed. Some of the materials described in the
chapter have some similarities with high temperature superconductors and these are consid-
ered. An important aspect of this chapter is the description of the next generation of high
pressure and low temperature instrumentation to further advance research in the important
area of magnetic metals, quantum phase transitions and superconductivity.

We think you will find this treatise essential to obtain a global view of high temperature
superconductivity, including the experimental and theoretical methods involved, the materials,
the relationships with heavy-fermion and organic systems, and the many formidable remain-
ing problems and challenges.

J.R. Schrieffer
J.S. Brooks
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From Single- to Bipolarons with
Jahn-Teller Character and Metallic
Cluster-Stripes in Hole-Doped Cuprates

K. A. Miller

Experiments, published in the past dozen years, are reviewed which are considered as rele-
vant in hole-doped cuprates in understanding the microscopic pairing mechanism. They range
from those which are wavevector dependent, such as photoemission and inelastic neutron scat-
tering, to those which probe local properties as EXAFS, XANES, muon rotation, and EPR.
Of importance is the time scale which the different techniques probe, also including optical
picosecond excitations. All of them point in a consistent way to the presence of two kinds
of quasiparticles of fermionic and vibronic character. The latter are theoretically derived from
symmetry considerations to be of intersite Jahn—Teller type. Of central importance are also the
substantial oxygen isotope effects observed at the pseudogap temperature 7 *, at the supercon-
ducting transition temperature 7 and on the London penetration depth Ay, all being a function
of hole doping. The former are ascribed to real space bipolaron formation whereas the latter
are quantitatively reproduced by the momentum space analogue, i.e., a two-component model.
From the latter it follows necessarily that the lattice distortions in the vibronic ground state
are of the local Q, type Jahn—Teller conformation. Finally, the most recent findings are re-
viewed, regarding the agglomeration of bipolarons in forming clusters or stripes with metallic
character, even at very low dopings and temperatures.

1.1. The Original Jahn-Teller Polaron Concept and Its Shortcomings

The concept which led to the discovery of high temperature superconductivity (HTS) in
hole-doped La;CuQOy4 [1] is Jahn—Teller (JT) polaron. Thomas and his group in Basilea used
the famous Holstein Hamiltonian for a linear molecular chain and calculated with a variational
method the effective mass of the polaron as a function of arbitrary Jahn—Teller coupling [2].
Holstein had only deduced the extreme limiting cases of either an entirely localized and or
a completely extended molecular polaron. The result of the Basilea paper was that the JT
polaron had a very large effective mass and had experimentally not been observed at the time.

The La;CuOy4 and the subsequently discovered cuprate superconductors have, when
undoped, all aniferromagnetic (AF) ground states. Consequently, a displaced JT-polaron will
leave behind it a trail of reversed Cu spins in the corresponding CuO; plane of the cuprates,

K. A. Miiller « University of Ziirich, Winterthurerstr. 190, Ch-8057 Ziirich, Switzerland

1



2 K. A. Miiller

which increases the immobility of the polaron in question. This fact enhanced the skepticism
of the community with respect to the original concept of the author. However, very early
Hirsch pointed out [3] that in the case of bipolaron formation the Cu spins would remain
in the AFM ground state after a bipolaron of any kind had passed by. In the following, the
more recent experiments will be reviewed and commented, which all indicate the presence of
Jahn—Teller bipolarons whose binding energy is substantially reduced upon reaching optimum
doping from the low doping side. At this point, one should also note that in many theories the
electronic repulsion, i.e., the Hubbard U, on the Cu?* is of the order of 10 eV further adding to
the skepticism regarding the original concept. However, quite early Schrieffer and others [4]
pointed out that in the overdoped regime U is substantially reduced from this value.

1.2. Recent Experiments Probing Delocalized Properties

Three years after the paper of Hirsch [3] appeared, the important one of Alexandrov,
Kabanov and Mott [5] was published in which they introduced the basic equations for the
bulk properties starting from the bipolaron concept. However, the temperature dependence
for the susceptibility they obtained deviated substantially from the measured ones for certain
hole dopings. It was shown by Miiller et al. [6] that the addition of a Pauli temperature-
independent term, due to Fermions, yielded good agreement with the data. This meant that
two types of carriers, bipolarons and Fermions, were present simultaneously. A review by
Mihailovic and the author [7] on the occasion of the 10th anniversary of the discovery of the
HTS emphasized the existence of two types of quasiparticles as established by the experi-
mental techniques known at that time: magnetic susceptibility, EXAFS, the Mossbauer effect,
pulsed photoexcitation, NMR/NQR, and far-infrared response. At this point, it is important
to note that right after the HTS discovery, Gor’kov and Sokol [8] supported the view of the
existence of two types of particles, namely those of fermionic and polaronic character. Later
and independently, Enz and Galasiewicz proposed theoretically that only the simultaneous
presence of light and heavy quasiparticles coupled to each other could lead to the observed
high values of T [9].

In this paragraph I summarize two more recent experiments carried out with techniques
that yield information on wavevector-dependent properties which support the viewpoint of the
existence of two quasiparticles: photoemission and inelastic neutron scattering.

Angle resolved photoemission (ARPES) data by Lanzara et al. [10] clearly showed a
common feature in different high temperature superconductors, that is the signature of two
types of carriers: The quasiparticle energies vs. (rescaled) wavevector plots in the I' — &,
direction of the Brillouin zone for the hole doped Bi2212, Bi2201, and LSCO show a kink,
while NCCO, the electron doped cuprate, does not show any such behavior (Figure 1.1).

The kink appears near 70 meV at a characteristic wavevector in the center of the Bril-
louin zone and separates two different group velocities. They are due to two different quasi-
particles, one of fermionic character, near the Fermi energy Er, and the other of more bosonic
character at larger binding energies. Most recent data of this group [11] agree with this inter-
pretation, since the dispersion near Er does not show any oxygen isotope effect (1°0 — 180),
whereas the dispersive part below the kink shows a substantial one, as expected for a polaronic
particle.

Probing the vibronic excitations, inelastic neutron scattering is a sensitive tool in pro-
viding a deeper understanding of the particles present. Egami and collaborators showed that
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Figure 1.1. The quasiparticle dispersions vs. the rescaled momentum k' for three p-type material systems (nodal
direction): (a) Bi2212; (b) Bi2201; (c) LSCO. The arrow indicates the frequency values obtained by inelastic neutron
diffraction data. The dispersions are compared with n-type superconductor NCCO (panel d) along I'Y. The dotted
lines are guide to the eye obtained fitting, the linear part with a linear function [10].
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Figure 1.2. Composition dependence of the inelastic neutron scattering intensity from YBCO single crystals with
x=0.2,0.35,0.6,and 0.93, at T = 10K [12].

the LO phonon spectra in YBCO and LSCO change significantly with oxygen doping con-
centrations, for example in YBa;Cu3zOgy from x = 0.2 to 0.93 (Figure 1.2) [12].

There is a distinct feature in the dispersion at 60-80 meV that occurs in the Brillouin
zone along the (100) wavevector, as indicated in the figure. The intensity redistribution of the
excitation reflects the change of the ratio of the two types of quasiparticles present. The same
features have also been observed in LSCO [13]. Their determined symmetry will be referred
to in theoretical Section 1.4.

To end this paragraph, it is important to emphasize that the Fermi surface in the Brillouin
zone as detected by photoemission in the bismutates [14] evidences the presence of two kinds
of carriers near Ef, one along the I'-M direction, with polaronic, and one along the I'-X
direction with fermionic character.
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1.3. Probing of Local Properties

Due to the polaronic character of the involved quasiparticles, the results from local
probes testing real space properties are of considerable relevance. Typical experiments sensi-
tive to the local structure are EXAFS, XANES, certain inelastic neutron scattering data, EPR,
and NMR/NQR. Important are the time windows which these techniques offer. They range in
decreasing order from 10~ to 107 s from left to right. The one with the narrowest time win-
dow, i.e., the shortest interaction time, yields a nearly “frozen” configuration of the polaron
involved.

Therefore, let us start with the EXAFS experiments performed by the group of Bianconi
in Rome [15]: With EXAFS the local environment, for example around the Cu ion in the CuO,
plane, can be determined on a time scale of 10™!3 s. The results are shown in the lower part
of Figure 1.3 for LSCO doped with 0.15% holes.

Their analysis suggested the existence of two types of configurations, one being “LTT”
distorted octahedra and simultaneously tilted by ~16° most likely arising sterically due to the
Cu-O instantaneous elongation. The distortions are reminiscent of a “Q,”-type local mode,

CuOs plane

g mm— e —T

| @ //

Figure 1.3. Stripe formation at 7* for Lajy_, SryCuOy, x = 0.15. Pictorial view of the distorted CuOg octahedra
(left side) of the “LTT type” assigned to the distorted (D stripes) of width ~8 A and of the undistorted octahedra
(U stripes) of width L~16 A. The superlattice of quantum stripes of wavelength A = L + W is shown in the
upper part [15].
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familiar in the Jahn—Teller effect, a point we will return to later. The other type of configu-
ration was essentially an undistorted octahedron shown on the right hand side in the lower
part of Figure 1.3. From earlier x-ray data, the group proposed that nanodomains are formed.
Different from their interpretation, however, we assign the alternating bands of “stripes” to
charge rich (D) and charge-poor (U) regions. The stripes consist of distorted unit cell D-bands
of width ~8 A and undistorted unit cell U-bands of width ~16 A, as shown in the upper part
of Figure 1.3. The U regions are locally LTT like, while the D regions have LTO like CuOg
octahedra.

NQR is another important technique to probe the local structure, as used by Imai and
collaborators which yielded comparable tilt angles of the octahedra [16].

Instantaneous lattice inhomogeneities, as discussed above, are associated with the local
octahedral tilts, or more generally, with a pair distribution function (PDFs) of such tilts as
found by the Billinge group [17]. They inferred from neutron diffuse scattering, that for un-
derdoped LSCO, the x = 0.1 data, corresponding to “average 3° tilts,” can best be reproduced
by a superposition of heavily (5°) tilted and untilted (0°) octahedra. They support qualitatively
the existence of two different types of lattice conformations in terms of stripes as indicated in
Figure 1.3.

Electron paramagnetic resonance (EPR) is a further powerful technique to probe local
properties in condensed matter. An intrinsic EPR line observed on quasilocalized holes in
Lay_,Sr,CuOy4 by the group of Elschner in Darmstadt was analyzed by Kochelaev [18]. The
recorded signal was typical for a paramagnetic center with spin S = 1/2 having axial sym-
metry, i.e., gyromagnetic ratios g, and g. The parallel axis was directed perpendicular to the
CuO3 plane.

The model for the analysis of the experimental results was based on the so called three
spin-polaron (TSP), earlier proposed by Emery and Reiter [19]. This polaron is created by
the p-hole on the oxygen atom in the CuO; plane and two d-holes on the adjacent Cu atoms.
Since these holes are coupled to the isotropic antiferromagnetic exchange interaction, the
ground state of the TSP has spin S = 1/ in agreement with the observations. At the same time
the temperature dependence of the EPR line width was similar to that found in LSCO doped
by Mn** impurities (see Section 1.7). Another experimental evidence for this model was the
temperature dependence of the g-factors: g decreases with decreasing temperature to a rather
unusual value g < 2, and a crossover with g takes place (see the left panel of Figure 1.4).
Such a behavior was consistent with dynamical Q,-type Jahn—Teller distortions of the TSP
(see Figure 1.4), and its anisotropic effective exchange coupling with the surrounding Cu?*
ions. Later on, the model was found to apply also in the interpretation of the phase separation
observed by EPR (see Section 1.7).

1.4. The Intersite JT-Bipolaron Concept Derived from EXAFS, EPR,
and Neutron Scattering

On the basis of the three experiments mentioned in the above title Kabanov and
Mihailovic [20] proposed the formation of small bipolarons due to the Jahn-Teller distor-
tions created by two holes, which occupy the same orbitals separated from each other by a
distance of the order of a lattice constant.

They suggested a phenomenological interaction with a coupling constant of the form:

g(q) = gol(g — qo)* +T17'72, (1.1)
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Figure 1.4. Right panel: Three-spin magnetic polaron which is regarded as the EPR active center in the CuOp
plane. The Jahn—Teller distorted polaron has two degenerate configurations as indicated by the dashed lines. The
inset shows the corresponding double-well potential with the excited vibronic states (dashed lines) and the ground
state split by tunneling (solid lines) [18]. Left panel: Temperature dependence of the g-factors for two different doping
concentrations. The inset shows the results obtained form model calculations based on the TSP of the right panel.

which is resonant at the wavevector g.. Their group theoretical analysis showed that couplings
between g # 0 phonons and the twofold degenerate electron states including spin takes place
(Panel 1) all with the resonant coupling structure of Eq. (1.1).

4 - >
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Panel 1 Interaction between phonons k # 0 and twofold degenerate electronic states (a k #% 0
Jahn-Teller effect).

By symmetry, there are four coupling terms as shown in Panel 1. In front of each is a
Pauli matrix o;; reflecting the twofold degeneracy of the state. The first term stems from the
coupling to the breathing mode. The second and third terms are due to the interactions with
the x>~y? and xy JT modes, and the fourth proportional to the 02, Matrix is a consequence of
the magnetic interaction. Measurements of the ratios of the g1 and g, JT coupling constants
vs. the magnetic coupling g3 would clarify the long standing discussions on the importance
of lattice distortions as compared to the magnetic origin of HTS in cuprates (Figure 1.5).
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hole hole

Figure 1.5. The intersite Jahn-Teller pairing interaction. The Brillouin zone (BZ) of Lay_, Sty CuOy4 corresponding
to the tetragonal phase with point group Dy, is shown below [20].

1.5. Two-Component Scenario

In quantum theory there are always two complementary descriptions of matter, one in
terms of particles, as above, and, on the other hand, one in terms of waves. The latter has
recently been proposed by Bussmann-Holder and Keller [21].

Since the above outlined results and theoretical concepts suggest that the physics of
cuprates are dominated by real space local properties rather than by a momentum space rep-
resentation, as is true for conventional superconductors, a correspondence between both is
difficult to achieve. It can, however, approximately be obtained by considering subspaces
in k-space as the relevant ones, to which charge rich distorted and charge poor undistorted
regimes are ascribed. The distorted charge rich regimes are characterized by strong electron
lattice interactions which form charge-lattice-bound states, i.e., polarons. These are randomly
distributed over the lattice at high temperatures, but the accompanying huge strain fields force
them into a dynamically ordered phase of self-organized stripe segments (Figure 1.6) in an AF

Figure 1.6. Schematic view of the doping effect and polaron formation within an AF matrix. Inside the polaron
distorted regimes the system exhibits metallic properties since the electron—lattice coupling compensates the U term.
These regions correspond to the D stripes in Figure 1.3, whereas the remaining AF matrix represents the U stripes.
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background. Within the charge rich areas the electron lattice interaction compensates the on-
site Coulomb repulsion [3,22] to create metallic droplets. The considered system is analogous
to a two-component scenario [8, 9] which has been described in detail previously [21, 23].
Here, only the important effects arising from polaron formation, are described. The energy
band dispersions [24] within the two components are assumed to be of the same form,
however, as outlined above, with different k-space weight, namely:

Egp.ch = —2t1(coskya + cos kyb) + 412 cos kya cos kyb

+213(cos 2kya + cos 2kyb) F 14(cos kya — cos kyb)2/4 —u, 1.2)

where t1, t2, t3, t4 are nearest, next nearest, third nearest neighbor, and interplanar hopping
integrals, respectively, and a, b are the in-plane lattice constants with a # b to account for
the orthorhombic distortion. x is the chemical potential which controls the number of parti-
cles and is directly proportional to doping [25]. Applying a standard Lang—Firsov decoupling
scheme [26], important renormalization effects on the band energies appear which are: a band
shift proportional to A*, and an exponential band narrowing by means of which all hopping
integrals are renormalized like:

- 5 0]
ti > t; =t exp |:—y cothm] s

where o is the relevant lattice mode frequency. The effects of these renormalizations are that
isotope effects appear due to the isotope dependence of the polaronic coupling constant y . Nu-
merical investigations of the two-component system show that the average superconducting
gap E, is linearly dependent on the superconducting transition temperature 7; in accordance
with experimental results obtained from Andreev reflection spectroscopy [27] (Figure 1.7).

In addition, T is enhanced due to the polaronic coupling by more than 30% as compared
to the bare case, and the bell-shaped dependence of T, on doping is realized as well [23]. The
coupling constants are of intermediate strength, and a collapse of T is observed for too large
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Figure 1.7. The average superconducting energy gap Eg as a function of the superconducting transition temperature

Tc. Squares are calculated values with y = 0.43, 0.63, 0.83 (blue, green, red), respectively, whereas black symbols
are experimental data points for Y|_, CayBay CuzO7_g taken from [27]. The ratio of t, /¢ = 0.3.
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couplings since in this limit localization sets in. Isotope effects are another consequence and
will be discussed in a subsequent section.

1.6. JT-Bipolarons as the Elementary Quasiparticles to Understand
the Phase Diagram and Metallic Clusters or Stripes

We note, that Weisskopf had shown for classical superconductors, that
A o< ErZ /o,

where 4 is the screening length. This implies that the superconducting gap/temperature 4 ~
T: is large when the coherence length & is small. Thus a model based on small-pairs can be
one which captures the relevant physics of HTS.

In fact, if pairs are small, then superconductivity can take place through a kind of
percolation, with pair size /,, smaller than the coherence length, and larger than the lattice
scale a, as described in the first part of Section 1.4 for the intersite polaron.

a <& <lp.

The picture that emerges is that of Jahn—Teller induced mesoscopic pairs, which fluctuate and
percolate coherently [28]. A quantitative development of this picture (Figure 1.8) yields:

1. An understanding of the minimum coherence length observed experimentally.

2. The correct percentage of holes for which the onset of cuprate superconductivity
(6%) is observed.

3. The correct percentage of holes to achieve the maximum value of T¢, i.e., T[" (15%)
and 7" itself.

From Figure 1.8 one can also visualize that there are extended (multi)-bipolaronic percolated
regions which have metallic character. This, indeed, was confirmed by recent EPR experi-
ments by Shengelaya et al. [29] in the very low doping regime of LSCO, i.e., for less than 6%.

| R HIE

Figure 1.8. (a, left panel). The amplitude of the lattice deformation caused by pairs described by the mesosocopic
Jahn-Teller model. The picture corresponds to a “snapshot” at 6% doping at T = 0K. (b, right panel) The bond
percolation model describing the situation in (a) [28].
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Using Mn?* as probe, two EPR lines with the same resonance frequency are detected, a nar-
row and a broad one. The width of the narrow one is oxygen isotope independent, whereas
the broad one is isotope dependent (see Figure 1.9). We recall that in EPR the derivatives of
the lines are recorded. Furthermore, it was shown that the resonances occur in the bottleneck
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region, where the absorbed microwave energy of the Mn>* is transmitted to the lattice via the
Cu?* jons.

The narrow line is assigned to Mn”* ions located in metallic regions of the sample,
and the broad one to those near single polarons. Upon cooling, the narrow EPR line grows
exponentially in intensity whereas the broad one nearly disappears. The activation energy 4
deduced from the exponential behavior of the narrow EPR line is 460 (£50) K, independent
of hole doping concentrations between 1% and 6%, the experimental range. The activation en-
ergy is, within experimental error, the same as the one derived from Raman and inelastic neu-
tron scattering experiments for bipolarons. Therefore it is suggestive that bipolaron formation
is the elementary process for the formation of metallic segments. This finding has a macro-
scopic consequence as well, since the EPR intensity follows the same temperature dependence
as the in-plane resistivity anisotropy in LSCO for the same doping range (Figure 1.10). This
same temperature behavior of the microscopic EPR and macroscopic resistivity anisotropy as
shown in Figure 1.9 is astounding. This result suggests that bipolarons are the microscopic
entities responsible for the formation of metallic clusters or stripes, respectively, to which the
observed resistivity anisotropy has been attributed [30]. The bipolaron formation can then be
the origin for the formation of hole-rich regions by attracting additional holes via elastic cou-
pling forces. Because of the high anisotropy of the elastic forces, these regions are expected
to self-organize into dynamical stripe patterns. Therefore, the bipolaron formation energy 4
can also be regarded as an energy scale for the onset of stripe formation associated with
the pseudogap.

The existence of an essential heterogeneity in cuprate superconductors due to the coex-
istence of two types of quasiparticles became also apparent early via femtosecond experiments
of the Ljubljana group [7]. In these experiments an excitation pulse is followed by a probing
pulse, and the change in reflectivity R is measured as a function of time delay. From the expo-
nential decay the lifetime 7r of a quasiparticle (QP) is obtained. Within the bipolaron pairing
picture two QPs recombine to form a bipolaron of size /,. As a consequence, R is determined
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by the time which acoustic phonons admit for the bipolaron volume, corresponding in first
approximation to tr = [l,vs, where vy is the sound velocity. In Figure 1.11 /, normalized by
the coherence length &, is plotted vs. T/ T, for various doping levels [31].

From Figure 1.11 one sees that [, in the vicinity of T is closely the same as the coher-
ence length &, a quite remarkable finding. Furthermore, also the renormalized mean free path
Im 1s plotted in that figure. One observes an astounding agreement between [/, and I, over
the entire temperature range (7. < 7 < 300K) where the data sets overlap. The conclusion
of Mihailovic [31] is: “Upon cooling, bipolarons are formed at k7* = 2 4. They lead to a
charge-inhomogeneous state. These objects form and dissociate according to thermal fluctu-
ations, leading to a state which is dynamically inhomogeneous, in agreement with what has
been outlined at the beginning of this section (Figure 1.8). The dimensions of these objects are
determined by the balance of Coulomb repulsion and lattice attraction as discussed in [19],
and are of the order of: &, ~ 1 — 2 nm above 7. As the temperature is reduced, the density of
pairs starts to coalesce into larger segments, which is reflected by the increasing length scales
observed at low temperatures.” From the EPR data this is even true in the very underdoped
regime where superconductivity is absent. However, for doping concentrations larger than 6%
a phase percolation threshold for the metallic regions is reached, and a macroscopically phase-
coherent state occurs at 7; [20]. There the characteristic length scale becomes comparable to
the superconducting coherence length &,.

1.7. Substantial Oxygen Isotope Effects

In the past years the onset of a pseudogap at a temperature 7* has been reported by
various experiments where the interpretations are quite different from the one just outlined.
They are, in part, based on theories which presuppose a rigid lattice and with a homogeneous
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charge distributions. On the other hand, if one associates the observed temperature 7* as the
one where local distortions begin to form then isotope effects are expected which should be
observable, and lattice sensitive experiments are warranted.

Changes in the local structure are probed by XANES, where an x-ray photon ejects an
electron from a Cu?t ion, and the electron waves interact with the 0%~ neighbors. Thus, this
technique is fast, and entirely nonmagnetic. Data plots as presented in a 1999 paper Lanzara
et al. [32] show fluorescence counts vs. photon energy, with peaks related to in plane neigh-
boring oxygen ions of Cu?* and others corresponding to the La/Sr out of plane ions. The
latter ones can be considered as structurally nearly immobile at 7*, thus are used as reference
compared to the peaks stemming from the Cu-O interferences.

The temperature dependence of the XANES peak intensity ratios, Cu—O to Cu-La/Sr,
shows a dip at T* ~110K which is associated with stripe formation. Since this technique
probes only oxygen neighbors of the Cu ions, it is a site specific way to investigate effects
of isotopic substitutions. In fact, there is a giant isotope effect, with 1°0 — 30 substitution
causing a rise of 7* to ~180K (Figure 1.12). This is, to our knowledge, the largest oxy-
gen isotope effect ever reported in the literature. The dynamics of the bipolarons forming the
stripes (see Section 1.5) are exponentially dependent on the oxygen ion mass due to the po-
laronic character of the quasiparticles. The compound with the heavier mass, i.e., 180), then
requires a larger thermal energy to dissociate the stripes at 7* into single polarons. Several
techniques can be used to investigate 7* vs. doping La by Sr, and experiments like XANES,
EPR, and NQR probe widely different time scales (107135, 107%s, 1077 s). Nonetheless,
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the data fall on the same curve below optimum doping at xp,, corresponding to 7.", see
Figure 1.13 [33]. Above this doping level, T* is zero in the NQR data since this technique
is the slowest one and the dynamic distortions average to zero above. However, T* as derived
from the EPR data, with a two orders of magnitude shorter time scale, remained finite above
Xxm exhibiting nearly the same value as at optimum doping. This excludes the existence of a
quantum critical end point near optimum doping, predicted by a number of theories based on
magnetic interactions, since the existence of such a point requires that 7 * has to vanish.

A quantitative confirmation of the XANES results in Figure 1.12 are the inelastic time
of flight, neutron scattering measurements by Rubio Temprano et al. [34], in which the line
width of a Ho>* transition that substitutes for Y3+ was recorded. This work on the isotopic
series HoBay"CuyPOg where n = 63, 65 and p = 16, 18, reveals a large T* isotope effect for
oxygen (a5 = —2.2) and an even larger value for copper (a&, = —4.9) [34] (Figure 1.14).
Thus both oxygen and copper dynamics play a role in stripe formation of YBCO, on a time
scale of ~10~12 s, that cannot be accounted for by magnetic interactions.

The oxygen isotope shift reflects the JT coupling, whereas the Cu isotope shift is as-
cribed to the so-called “umbrella” mode in which the Cu motion is present due to the lack
of inversion symmetry at the planar Cu site. This is a consequence of the pyramidal oxygen
coordination of Cu in YBCO. Indeed, subsequent results for Ho in LSCO yielded a compara-
ble oxygen isotope shift for 7* as found in YBCO but none for exchanging 3Cu by ®3Cu [35].
In LSCO the Cu is octahedrally coordinated and only the quadrupolar JT modes can be ac-
tive, the inversion symmetry precludes an asymmetric “umbrella” motion. In conjunction the
magnitude of 7; of LSCO is about half of the one of YBCO with 7. = 92K at optimum dop-
ing. Therefore, it is reasonable to assume that the coupling to the umbrella mode in YBCO
is responsible for the 7. enhancement as compared to LSCO, whereas the coupling to the JT
mode accounts for a similar order of magnitude 7, as in LSCO. The former may be assigned
to another bipolaron coupling first proposed by Alexandrov [36].
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In order to explore the role of the lattice for superconductivity isotope experiments have
been the standard probe. In HTS, early on, isotope effects on 7. have been reported which
are vanishingly small at optimum doping but increase substantially in the underdoped regime
to even exceed considerably the BCS value in the immediate vicinity to the AF regime [37].
This finding is inconsistent with conventional phonon mediated superconductivity where the
isotope effect should be constant and independent of doping, but suggestive of unconventional
electron lattice interactions. This latter view point has been substantiated by recent pioneer-
ing low-energy muon SR techniques performed by the group of Keller in Ziirich [38]. They
measured the muon relaxation time from which they obtained the London penetration depth
AL. The important result of this technique is that the penetration depth carries an isotope ef-
fect, which is neither expected within conventional BCS theory nor within purely electronic
models.

An understanding of both effects can be achieved within the above described two-
component scenario where polaronic band renormalization effects are its primary cause.
Within this scenario, the average superconducting energy gap E, is isotope dependent and
a linear correlation between the gap isotope effect and the one on 7 is observed. Further-
more, a similar relation is obtained for the isotope effect on the penetration depth, and both
results are compared to each other in Figure 1.15a. The overall agreement is remarkable, even
though in the underdoped regime the isotope effect on the penetration depth seems to saturate
whereas the theoretical results remain linear. This discrepancy is attributed to the fact that
the polaronic coupling is taken to be doping independent and a mean-field approximation is
used. The isotope effect on T is calculated within the two-component scenario. Comparison
between experimental data and theory is made in Figure 1.15b. Principally, all four hopping
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Figure 1.16. The relevant lattice modes which renormalize the hopping integrals #1, #;. The black arrows indicate

the ionic displacements, the small blue circles denote the oxygen ions, and the green arrows stand for the copper
spins.

integrals could contribute equally to an isotope effect. However, the numerical results show so
far that only two hopping integrals, namely ?1, t>, are of relevance where #; yields the wrong
doping dependence of the isotope exponent a, and f, gives the correct trend (Figure 1.15b).
Most importantly, one can conclude from these results on the relevant lattice dis-
placements which are responsible for the isotope effect. It has been suggested that the
half-breathing mode (Figure 1.16, left panel), which shows substantial anomalies in the su-
perconducting compounds only [12], is the important mode for the pairing mechanism. This
mode is certainly sensitive to doping and to Tt, but, from the above results, can be ruled
out as the origin of the isotope effects, since the half-breathing mode involves only the near-
est neighbor hopping element #; along <10>, <01>, respectively. The same holds for the
full-breathing mode by the same arguments. Consequently, it can be concluded that the most
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likely candidate to cause the observed effects is the Q;-type Jahn—Teller mode (Figure 1.16,
right panel), which has also been shown to be associated with paramagnetic polaron signals
observed by EPR [18].

The two modes discussed above are shown in Figure 1.16 to illustrate their role on
both hopping integrals #; and #,. As can be seen, only the Q;-type mode can renormalize #,
pronouncedly, whereas both the half- and full-breathing modes do not.

Finally, it is worth noting that also the isotope effect on the London penetration depth
can consistently be explained within this polaronic picture as has been shown in [21,23].

1.8. Concluding Remarks

Many theories for cuprate superconductors focus on the strong electronic correlations,
present in the undoped systems. They ignore from the beginning, effects stemming from the
lattice which is taken as a rigid framework. The many experiments which are of quite dis-
tinctive character outlined here, tell a different and new story, especially if the time scale of
a particular experiment is sufficiently short. Furthermore, the observations of substantial and
unconventional oxygen isotope effects have been reviewed. For all of them the vibronic char-
acter of the ground state is manifested in a clear manner. Especially, EPR (the technique used
by the author for more than half a century) was able to contribute at the forefront in high tem-
perature superconductivity research. It points to the Jahn—Teller effect as being of outstanding
relevance for the vibronic character of the ground state. This, however, was the concept which
led to the discovery of the HTS in cuprates [1]. But, instead of single JT polarons, JT intersite
bipolarons have been identified as the relevant quasiparticles responsible for the formation
of metallic clusters and superconductivity in hole-doped cuprates. Both quasiparticles, mani-
fest the heterogeneity which is present in charge, spin, and lattice distortion. This physics is
neither that of a pure bipolaronic superconductor nor a pure fermionic system. The dynami-
cal coexistence of bipolarons and fermions is a prerequisite where their interplay results in a
two-component scenario [8].
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Tunneling Measurements of the Cuprate
Superconductors

John Robert Kirtley and Francesco Tafuri

After a very brief description of what has been learned from tunneling measurements in conventional
superconductors, we provide an overview of general concepts relevant to the cuprates. These include
the types of junction structures used, effects due to variable junction transparency from the point con-
tact to the tunneling regimes, proximity effects, Andreev scattering, unconventional pairing symmetry,
and possible broken time reversal symmetry. We describe the various methods used for obtaining tun-
neling junctions in the high-temperature cuprate superconductors. We describe how the unconventional
pairing symmetry of the cuprate superconductors leads to z-rings and O—=z -junctions, and how these
effects have been used to determine that the gap in the cuprates has predominantly dxzﬂ,z pairing sym-
metry. We then turn to tunneling spectroscopy. The superconducting gap, the pseudogap, and zero bias
conductance peaks are closely interrelated. The superconducting gap and zero bias conductance peaks
can be understood in terms of transport between electrodes with dx27y2 pairing symmetry through low
and high transmissivity barriers. It is controversial whether the pseudogap represents an order compet-
ing with superconductivity or preformed Cooper pairs. Similarly, there are many indications of broken
time reversal symmetry in tunneling spectroscopy measurements, but not in measurements of x-ring
and O-z -junctions. Conductivity modulations in atomically resolved scanning tunneling spectroscopy
certainly can arise from quasiparticle interference effects, but there is also evidence for nondispersive
conductivity modulations, expected from stripe models. We describe tunneling evidence for strong cou-
pling effects involving phonon and magnon interactions with the quasiparticles in the superconducting
state.

2.1. Introduction

Tunneling measurements played an important role in the development of our under-
standing of conventional superconductors, providing direct evidence for a gap in the density
of states of a superconductor, [1] high precision measurements of the size, shape, temperature,
and field dependence of this gap, [2] values for the electron—phonon spectral density a2 F (o),
as well as the renormalized coulomb pseudopotential x*. [3-5] These measurements and cal-
culations provided strong evidence for the electron—phonon mechanism for superconductivity
in conventional superconductors. The tunneling of Cooper pairs between conventional super-
conductors [6, 7] demonstrated the macroscopic quantum coherence of the superconducting
state, as well as providing a wealth of fundamental phenomena and applications [8].
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F. Tafuri « Dip. Ingegneria dell’Informazione, Seconda Universita di Napoli, Aversa (CE), Italy

19



20 John Robert Kirtley and Francesco Tafuri

However, tunneling into the cuprate superconductors is much more complex, and
arguably much more interesting, than tunneling into conventional superconductors. Some of
the properties of the cuprate superconductors that make this such a rich topic include:

(1) Unconventional pairing symmetry: There is now overwhelming evidence that the
cuprate superconductors have predominantly d,2_ > pairing symmetry [9-12]. Some
of the evidence for this symmetry from tunneling measurements will be reviewed
here. The momentum dependent sign changes in the superconducting gap function
associated with this pairing symmetry open the way for many interesting z-SQUID
and O-x -junction devices. These sign changes also cause zero energy bound states
at tunnel junction interfaces in certain geometries. It is predicted that subdominant
pairing symmetries can appear at surfaces and interfaces of unconventional super-
conductors. The presence of these subdominant components can break time reversal
symmetry, leading to interesting tunneling effects.

(2) Pseudogap behavior: A reduction of the density of states near the Fermi surface
develops well above the superconducting critical temperature in many of the cuprate
superconductors. It is controversial whether this pseudogap is due to preformed pairs
or some competing order, and how the pseudogap is related to the superconducting
gap.

(3) Spatial inhomogeneities: Scanning tunneling measurements show that at least some
cuprate samples have substantial spatial inhomogeneities in their tunneling density
of states. Part of this inhomogeneity may be due to structural inhomogeneities, and
part can be attributed to quasiparticle interferences resulting from scattering from
the normal core of vortices, or impurities. However, there have also been reports
of periodic inhomogeneities that do not have the dispersive properties expected for
quasiparticle interference, and instead may be due to a pinned intrinsic modulation
in the electronic density of states.

The task of describing the field of tunneling in the high temperature superconductors
is daunting. It is impossible to provide a complete survey of this extraordinarily rich topic
here. We therefore intend this chapter to be representative, rather than exhaustive. Just as
for conventional superconductors, it is rare in the high temperature superconductors to have
definitive measurements of both the Cooper pair and quasi-particle tunneling in the same
experiment because of their different energy scales. These energy scale differences are even
more dramatic for HTS than for conventional superconductors. Several excellent reviews of
various aspects of tunneling in the cuprate superconductors have appeared previously [13-23].
We hope to build upon this previous work, and apologize in advance for work that we neglect.

2.2. General Concepts

2.2.1. Types of Junction Structures

A superconducting junction is traditionally thought of as a thin insulating layer (I) sep-
arating a superconductor (S) from a normal metal (N) or another superconductor (S’) (Fig-
ure 2.1a). Fifteen years of activity have clearly demonstrated that high critical temperature
superconductors (HTS) represent a formidable materials science challenge, especially when
dealing with junctions. This is due to the structural complexity of HTS, the ease of oxygen
desorption, the extreme difficulty of growing good barriers, etc. These problems have direct
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Figure 2.1. Different configurations of weak-links: junction with (a) insulating or (b) normal metal barrier, (c)
microbridge, (d) point contact, (e) 001 tilt, (f) 100 tilt, and (g) 100 twist grain boundary junction.

consequences on the fabrication and physics of Josephson junctions: for instance, the equiv-
alent of the classical trilayer junction structure, which is commonly fabricated with low T
superconductors, has not yet been reproduced with HT'S.

We extend our definition of a junction by considering more transmissive barriers, which
are often more appropriate for HTS. In doing so we gain in our understanding of the Joseph-
son effect and of other subgap spectroscopic effects. The barrier transparency can be changed
by substituting a N’ layer for the I layer. The resulting S-N'-S’ structure will exhibit the
Josephson effect for thicknesses of the normal layer N’ up to a few microns (Figure 2.1b).
The proximity effect, the mutual influence of a superconductor layer in contact with a nor-
mal metal layer; [24] and Andreev reflection, the microscopic process in which a dissipative
electrical current is converted at a S/N interface into dissipationless supercurrent, [25] enter
the phenomenology of the Josephson effect and can dominate over tunnel effects. In some
regimes, roughly defined through the barrier transparency and characteristic scaling lengths
such as the coherence length £, all these effects may coexist. These concepts can be reasonably
extended to barriers composed of semiconductors.

Another way to form a junction is by creating a microrestriction or point contact in a
superconducting thin film (Figure 2.1c, d). For widths of the order of a few times the coherence
length, the microbridge will behave as a Josephson weak-link, i.e., a system characterized by
weak superconductivity [8]. This type of junction depends very critically on the dimensions
of the microbridge and its typical scaling lengths. In the limit of long microbridges, Josephson
behavior disappears. The difficulties encountered in dealing with HTS thin films and interfaces
with HTS motivated intense research toward alternative junction designs which could exploit
the intrinsic properties of HTS. One such property is that boundaries between grains with
different orientations are Josephson weak links. This has lead to the development of a wide
family of grain boundary Josephson junctions [19].

Each HTS grain boundary can be considered as the composition of the three fundamen-
tal operations of tilt around the c-axis (001 tilt) (Figure 2.1e), tilt of the c-axis around the
a- or b-axis (100 tilt) (Figure 2.1f) and twist around the b-axis (100 twist) (Figure 2.1g). In
Figure 2.1e—g the orientation of the left electrode has been fixed, but it can also change. We
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label D-D junctions using the notation dg, /dy,, where 0; and 0, are the angles of the antinode
directions of the d,>_,» pairing wavefunctions with respect to the junction normal on the two
sides of the junction, respectively. Grain boundaries influence the Josephson phenomenol-
ogy in a manner which is still not completely clear and also subject to microstructural bar-
rier imperfections [19,22]. Nevertheless beautiful and clean experiments have been realized
using grain boundary junctions, demonstrating for instance a prevailing d-wave order para-
meter (OP) symmetry [11] and the feasibility of some simple device concepts. [19]

Finally, successful metallic-like barriers have been reported in the literature. The barrier
can for instance be a Au layer or damaged HTS material; best results have been obtained by

using a LTS as a counterelectrode.

2.2.2. Generalized Junction Conductance

We outline the formulation of the general problem of conductance in a junction. The
classical ohmic scaling law for the conductance of a conductor connected to two reservoirs
(the contacts) is G = o W /L, where W, L, and ¢ are the width, the length, and the conductivity
of the conductor, respectively. This expression becomes invalid as the dimensions become
smaller. In this case the conductor is called mesoscopic, i.e., at the borderline between the
microscopic and the macroscopic world. It is modeled by a phase-coherent disordered region
connected by ideal leads (without disorder) to two electron reservoirs [26-30].

Two factors have to be taken into account to evaluate conductance in the mesoscopic
regime (1) the interface resistance between the conductor and each electrode, independent of
the length L of the sample and (2) the number of conducting channels (transverse modes) in
the conductor, which are discrete and do not scale with W for small dimensions. The zero
temperature Landauer formula incorporates both factors [26,27]:

G = (2¢*/h)MT, 2.1)

where 7 represents the average probability that an electron injected from one end of the
conductor will transmit to the other end and M is the number of transverse modes in the
conductor. The net current flowing at any point of the device

I = Q2e/h)(p1 — u2)MT. (2.2)

At finite temperatures, transport takes place through multiple energy channels in the energy
range u1 + (afew kpT) > E > ur — (afew kgT) weighted by the energy distributions of the
two leads. Here u1, 1o, and T are the electrochemical potentials in the electrodes (1) and (2)
and the temperature, respectively.

2.2.3. The Tunnel and Proximity Effects

Keeping in mind the great variety of behaviors of HTS tunnel junctions and weak links,
it is of interest to discuss the transition from the scattering formalism to the tunneling formal-
ism, where most of the original formulation on the Josephson effect and on superconducting
junctions has been developed. The tunneling transfer Hamiltonian formalism can be consid-
ered as, in some respects, a weak coupling version of the scattering formalism. Consider for
the moment a nonsuperconducting contact. In the tunneling limit, Fermi’s golden rule gives
the current 7 between two bulk electrodes with voltage difference V [28]:

4
I= % S TkaPLA = fo) = fo(1 = f)1d(ex — eq — eV), 23)
k.q
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where Ty ¢ are the tunneling matrix elements, which depend on the initial and final state
momenta kK, q, fi and f> are Fermi functions, and ¢k and &4 are the initial and final state
energies. If we assume that the matrix elements depend only on energy: | Ty, | = M (E) (these
simplifications will be removed in the discussion of “General Features” in Section 2.5.1), and
integrate over momenta at constant energy this equation becomes

_ dre

] = —
h

JU1E) = AENMEY o1 EIEYE. .4
where p1(E) (p2(E)) is the density of states in the electrode 1 (2), respectively [28]. The
change in the current in response to a change in the potential u (keeping w1 constant) can be

written as: ol 4
Te
— = —[M(E)*p1(E)p2(E) =y, (2.5)
our h

In these expressions we have assumed low temperature and neglected any change in M (E),
p1, and p; due to the applied bias. This equation relates the slope of the current—voltage curve
to the density of states in the leads. As is widely known, this allows one to use current—voltage
measurements to deduce the density of states p in one lead, if the density of states p; in the
other lead is known.

The equivalent expression in the scattering formalism is:

I 2}_1—6 / LA(E) — f(ENT(E)E, 2.6)

where the contact transparency T = MT. The expressions (2.4) and (2.6) are consistent if:
T =2z M(E)?p1(E)p2(E) [29,30]. Independently of the details on the structures where the
two expressions can be applied, the similarity between the expressions above qualitatively
suggests the contiguity of the scattering and tunneling formalisms. The scattering formalism
describes all types of interfaces, including highly transmissive situations and the tunneling
limit. When the electrodes are superconductors, new phenomena will occur but the similarities
and analogies between scattering and tunnel approaches will still be relevant.

It is straightforward to understand from the expressions above that in a N-I-S junction,
the tunnel effect allows a direct measurement, through the conductance of the junction, of the
density of states in a S, and therefore of the energy gap [2]. This is shown in Figure 2.2a,
where the conductance G (V') usually observed in the limit 7 — 0 in a LTS tunnel junction
is shown schematically. Distinctive features are the peak in G(V) close to the gap value 4 /e
and zero conductance up to voltages of about 4. The density of states of more complicated
electrodes, such as the same S in the presence of impurities or backed by a normal metal (S/N
electrode), are still reflected in the G (V) of the tunnel junction. G(V) will obviously be quite
different depending on the nature and morphology of the electrodes and of the barrier. We
are particularly interested in pointing out the smearing of the peak structure corresponding
to the gap value 4 /e, and the reduction of A4, as indicated schematically in Figure 2.2b. The
presence of impurities or of an N layer generally makes lower energy states available. The
density of states in a S/N bilayer is particularly instructive for our aims, since it is tightly
connected to the physics of the proximity effect (PE). This effect plays a crucial role in non-
homogeneous systems as well as in Josephson systems and weak links. The proximity effect
and its microscopic elementary mechanism (Andreev reflection) will subtly enter into many
sections of this review. Here we limit the discussion to an operative definition and give a few
examples of induced effects.
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Figure 2.2. (a) Conductance in an ideal S—I-N junction; in the limit of 7 — 0 it gives the density of states in S;
(b) conductance in S-I-N in presence of pair-breaking; (c) order parameter spatial profile in a weakly coupled S/N
bilayer yg <« 1; (d) conductance for a S/N-I-N junction for a weakly coupled S/N bilayer; (e) order parameter
spatial profile in a strongly coupled S/N bilayer.

The proximity effect describes the mutual influence of a S and a N layer in contact
with each other. N can be replaced by a semiconductor or a ferromagnet with consequent
implications. The S will induce some superconducting properties in N within a distance of
the coherence length & = (AD/kgT)'/? in N (T is the temperature and D is the normal
metal diffusion constant). In addition, the superconducting properties will be weaker in the S
within a length of the order of its coherence length from the interface. This mutual influence
is also controlled by the nature of the interface (barrier transparency,...) and by the boundary
conditions, which again involve the respective coherence lengths and the thickness of the N
and S layers [24,29,31].

In the bi-layer considered above, if the S and N layers are weakly coupled (low trans-
mission barrier interface) the order parameter induced in N will be very poorly correlated
to the one in S [31-33]. The profile of the order parameter will have a sharp jump at
the S/N boundary, and the gap induced in N (4y) will be much lower than the one in S
(4N < 4g) (Figure 2.2c). In N the density of states will be substantially rescaled to the
induced gap (Figure 2.2d). For strongly coupled S and N layers, the more intense mutual
influence is clearly visible in the OP profile along the bilayer (Figure 2.2¢). The Ay value is
much closer to 4g [24,31]. The density of states can be also probed at distinct locations [34].
The density of states shows a depression at the Fermi energy over a characteristic energy of
the order of the Thouless energy. When the normal metal is disconnected from any electron
reservoir a true energy gap is expected provided that the system is disordered or chaotic [35].

The properties of S/N bilayers can be properly studied in the “dirty” limit on the basis of
the Usadel equations [36,37]. This approach has the advantage of taking into account a varying
boundary resistance and describing, in some detail, the nature of the prefactor of the exponen-
tial dependence of Ic on the ratio L/¢N (L being the barrier thickness). The order parameter
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in a S/N bilayer can be expressed through two dimensionless parameters: y = psls/(pNEN)
and yg = Rp/(pnéN), where pn,s and ¢N,s are the normal state resistivities of the junction
materials and their coherence lengths in N and S, respectively, while Rp is the specific re-
sistance of the S/N boundary. yp is a measure of the coupling between the two slabs of the
bilayer: the higher the value of the resistance, the weaker the coupling between N and S is.
The tunnel regime at the S/N interface is obtained for yg > 1. Direct information on the spa-
tial variation of the order parameter is given by y. For y < 1 (rigid boundary conditions) the
effects on the superconductor due to the proximity of the normal metal are small, in contrast
with the limit y > 1 (soft boundary conditions). In this case many quasiparticles diffuse from
N to S. Both the parameters y and yp are related to the carrier concentration Ng, due to the
dependence of pn s and éns.

The proximity effect also allows a simple understanding of how a supercurrent can flow
in a normal conductor of appropriate dimensions when placed between two superconductors.
We have a supercurrent as long as the two order parameters of each electrode overlap in the
barrier region. This supercurrent has the special attributes of the Josephson effect since it is
related to the phase difference of the electrodes.

This intuitive picture is complementary to the description in terms of Andreev reflec-
tion (AR), extensively discussed in Section 2.2.4. In the latter scenario the multiple Andreev
reflections give rise to discrete energy levels or resonances in the energy gap. These current
carrying states are localized near the junction and decay exponentially into the bulk. AR is
the key mechanism for the superconducting PE. It provides phase correlations in a system of
noninteracting electrons over distances much longer than the microscopic lengths.

2.2.4. Andreev Reflection and Bound States

At the interface between a normal metal and a superconductor, dissipative electri-
cal current is converted into dissipation-less supercurrent. An electron excitation slightly
above the Fermi level in the normal metal is reflected at the interface as a hole excitation
slightly below the Fermi level (see Figure 2.3). The missing charge of 2e is removed as
a Cooper pair. This scattering mechanism is called Andreev reflection (AR) or retroreflec-
tion [25]. This is a branch-crossing process which converts electrons into holes and vice
versa, and therefore changes the net charge in the excitation distribution. The reflected hole
(or electron) has a shift in phase compared to the incoming electron (or hole) wave-function:

Figure 2.3. Andreev reflection: energy and spatial representation.
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Figure 2.4. (a) Conductance as a function of transmission probability for a S/N junction in the BTK model.
(b) Density of states in a d-wave superconductor. (c) Density of states in a D-I-N junction with N facing the
node of D.

@hole = Pelect + ¢superc + arccos(E/ 4) (Petect = Phole — ¢superc + arccos(E / 4)), where 4
and ¢guperc are the gap value and the superconducting phase of the S. The macroscopic phase
of the S and the microscopic phase of the quasiparticles are therefore mixed through Andreev
reflection. The Andreev-reflected holes act as a parallel conduction channel to the initial elec-
tron current, doubling the normal state conductance of the S/N interface for applied voltages
less than the superconducting gap eV < 4 [38, 39]. Blonder, Tinkham, and Klapwijk [38]
(BTK) introduced the dimensionless parameter Z, proportional to the potential barrier at the
interface, to describe the barrier transparency 7 = 1/(1 4 z2), allowing a continuous descrip-
tion from a highly transmissive barrier to the tunnel limit. Conductance for a S/N junction is
displayed in Figure 2.4a for different values of the parameter Z.

The Landauer conductance expression (Eq. 2.1) has been extended to the case of an S—N
interface by Beenakker [40] through scattering matrix theory:

2e T?
Gns = — —r 2.7
Ns = Z Q-T2 2.7

n=1

Here the T,s are the transmission eigenvalues of the disordered normal part. The difference
in the behavior of the transmission eigenvalues 7,, will lead to different mesoscopic behaviors
of tunnel junctions and metallic weak links. While in tunnel junctions many small 7},s are
relevant, in weak links most 7,s are close to zero or unity.

An important characteristic of the subgap bound states in d-wave junctions is the exis-
tence of a finite density of states at zero energy (Figure 2.4c). A delta function peak is found
at zero energy, as first predicted by Hu [41]. These zero energy states (ZES), which can be
revealed in differential conductance of a N-I-d-wave junction when N is facing the node of
the d-wave electrode, can be visualized by considering an Andreev bound state created at a
S—I interface.

The basic process is illustrated in Figure 2.5. An electron traveling toward a surface is
reflected back into the d-wave superconductor and is subsequently Andreev reflected into a
hole by the positive pair potential. Then the hole follows the same path backward, reflected at
the surface, and finally Andreev reflected into another electron by the negative pair potential.
Due to the d-wave symmetry, the Andreev reflections connect superconducting gaps with a
phase difference of =, since at one end of the trajectory the positive and on the other the
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Figure 2.5. Andreev bound states along the surface of a d-wave superconductor rotated by 45° relative to the
surface.

negative lobe of the d-wave function is involved in the reflection process [41]. The analogy
to the Josephson junction is quite direct. The spontaneous currents are also carried by the
quasiparticles, similar to the SNS case [42,43]. The surface of the d-wave superconductor
plays the role of the junction interface with barrier transparency 7 = 1, and the sign change
in the pair potential corresponds to the phase difference ¢ = 7.

The dependence of the ZES has been calculated as a function of interface orientation,
barrier transparency and temperature, and a comprehensive description of effects related to
them has been given by Tanaka and Kashiwaya [44]. As expected, ZES are more relevant for
higher misorientation angles and lower temperatures. The theory can be considered an ex-
tension to S/N contacts involving d-wave superconductors of the original phenomenological
approach by Blonder, Tinkham, and Klapwijk [38] (BTK) and of the subsequent microscopic
advanced version by Arnold [45].

In superconducting quantum point contacts each transport mode contributes one quan-
tized conductance unit to the total conductance and one quantized supercurrent unit to the crit-
ical current, in analogy with normal quantum point contacts. Backscattering processes play
no role in the conductance through quantum point contacts, since the transport through them
is ballistic. The energy separation between the modes becomes very small and the quantum
effects are smeared with increasing point contact width. In the short junction limit (L < &,)
a stepwise change in the supercurrent and conductance was observed in a mechanically con-
trollable break junction [46]. Similar behavior was also observed in a long junction (L > &)
by varying the gate voltage of the split gate in the two-dimensional electron gas (2DEG) of a
S—-2DEG-S Josephson junction [47]. The correlation between current and conductance steps
has also been analyzed recently [48].

2.2.5. The Josephson Effect: General Features

The two basic Josephson equations, originally derived for a S;—I-S, junction with an

insulating barrier, are:
I = I.sin(¢), (2.8)
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é =2eV/h, (2.9)
where ¢ = ¢1 —¢» (1 and 2 refer to the left and right electrode, respectively). The microscopic
derivation can be found in [6, 8,49]. We have the Josephson effect as long as the macroscopic
wave functions of the two electrodes overlap in the barrier region. Coulomb Ec = e?/(2C)
and Josephson Ey = I.®,/(2x c¢) energies will be associated with each junction. The behavior
of quantum Josephson junctions, with either a well-defined charge or phase variable, will
depend on the relative magnitude of E¢ and Ej (phase for Ej > Ec, charge for £y < Ec¢).

The critical current for two generalized d-wave superconductors can be written, on the
basis of general symmetry arguments, in the case of time reversal symmetry, and to lowest
order as [51]:

I. = (Cz2[cos(261) cos(262)] + S22[sin(26)) sin(262)] + ...). (2.10)

The first term of expression Eq.(2.10) corresponds to the well known Sigrist—Rice clean limit
formula [50, 52]:

I. = Ag[cos(261)cos(26,)]. (2.11)
In the case that § » = —C3 2, the sum of the first two terms leads to the dirty limit expression:
I. = As[cos(26; + 26»)], (2.12)

when disorder effects and faceting are taken into account. In these expressions a negative su-
percurrent can be translated as a phase shift of 7 at the junction, but since an arbitrary phase
shift can be added, these 7 shifts are only meaningful when considered in closed supercon-
ducting loops.

Particular choices of #; and 6, (for instance in 45° GB junctions) can also make
the sin(¢) component negligible. Higher order corrections (in particular the second har-
monic) in the current—phase relation may play a more relevant role in these limits: Ico =
Iy max,, {sin ¢ — asin 2¢}. A wide range of issues related to the dependence of the junction
supercurrent on phase have been extensively discussed in the review by Golubov, Kupryanov,
and Ilichev [53].

We complete our discussion of the Josephson effect by presenting the main concepts
behind d-wave induced effects, the presence of bound states, second harmonic in the current—
phase relation, and time reversal symmetry breaking. All these affect the tunneling spectra.
Further details on unusual properties of the Josephson effect associated with unconventional
superconductivity are given in [22].

Andreev Reflection in SNS Junctions

In an S1—-N-S; structure the electron obtains an extra phase of ¢1 — ¢» + @ (see Fig-
ure 2.6) in each Andreev reflection. The Josephson effect can be reformulated in terms of this
property and of quasiparticle bound states. The spectrum of the elementary excitations of a N
layer in contact with S on both sides is quantized if £ < A. In particular, the expression of the
bound state energy in a S—-N-S one-dimensional system, in the short junction limit L < &,
where L is the N thickness and &, the coherence length, is [42,43]

E =+ 40y/1 — T sin*(¢/2). (2.13)

This quantization implies the presence of a coherent connection between the phases of the
order parameter symmetry in both superconductors. The energy of the junction will depend on
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the relative phase ¢, and this dependence remains in force also when the width of the normal
metal layer greatly exceeds the dimension of the Cooper pair [42,43]. Therefore in multiple
Andreev reflection processes, the electrons/holes cannot escape from the normal metal and
they also do not gain energy, thus generating bound states and the consequent supercurrent.

Andreev levels in Josephson junctions are shown in Figure 2.6. The current can be
obtained via the derivative of the free energy with respect to ¢ (or similarly through the phase
dispersion of the energy of the Andreev state (dE /d¢)):

Iy = Qr /Do) (0F /0¢), (2.14)

where F is the free energy determined by the Andreev bound states. The Andreev bands E (¢)
have width (dispersion) proportional to the junction transparency 7'.
The current contribution can also be separated for each k:

j _ 2€L drF k—' (215)
kp = A de¢ . F .

and, once integrated over all directions, can be decomposed into 7, the perpendicular
component passing through the junction (Josephson current), and I}, the component par-
allel to the metal layer. The detailed general expressions can be found in [54, 55]. Higher
order contributions (components carried by the multiple reflection process at the interface)
in the current—phase relation are taken into account. The lowest energy state is given by

11(¢ = o) = 0.

SL NL | Np SR

ave evi
N> h x|~ h
= O e /_,nt;!:e
N ¥ h " \\

Figure 2.6. Andreev reflections in S-N-S junctions (a) supercurrent; (b) supercurrent in d-wave junctions.
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We first consider a S-N-D (D is a d-wave superconductor) junction. This simpler
configuration allows the introduction of some basic concepts that will be extended to D-D
junctions. Surprisingly, the component of the current parallel to the surface is not zero for
¢o # 0 or z. In the total current perpendicular to the interface, all odd harmonics of the gen-
eral expression I (¢) = I1(0) sin(¢p) + I(0) sin(2¢) + - - - cancel, and the Josephson coupling
is reduced. This is because for junctions with angle f between the interface normal and the
d-wave antinode orientation such that 0 < f < =z /4, for each bound state that sees the “+”
lobe with phase ¢y, there is a mirror bound state with orientation —# that sees the “—" lobe of
the OP symmetry with phase ¢q + 7. The leading term in 7, is of the order sin(2¢), and the
stable ground state with /; = 0 is at ¢ = +x /2. The Josephson current parallel to the inter-
face, however, has contributions from the odd harmonics and the leading order is sin(¢). The
presence of a finite parallel current component in the ground state constitutes a spontaneous
current and is a manifestation of broken time reversal symmetry, since there is a degenerate
state with reversed current (Figure 2.7) [54].

The nature of the Andreev levels changes with the incidence angle 8. For 22.5° < || <
67.5°, for instance, mid-gap states are formed at ¢p=0. Elsewhere no mid-gap states are formed
at ¢ = 0, and the Andreev levels resemble those formed in a classical Josephson junction

composed of s-wave superconductors (Econy = 4 (0)\/ 1 — T(0)sin*(¢/2)). 4 and T will be
a function of the specific orientation, which will be not indicated in the formulas but can be
inferred from the type of structure [44, 54].

eRNI)NAs(0)44(0)

Figure 2.7. Normalized supercurrent for different angles 8; and 8, between the interface normal and the d-wave
antinodes on the two sides of the junction, for temperatures 7/7T. = 0.05, a; T/T¢ = 0.3, b; and 7/T. = 0.6, c.

Left panel: S-I-D junction; 1gd; = 1, where 1o = /2mUj /h2, U and d; are the barrier potential and thickness,
respectively; k = kp/Ag = 0.5; with (a) 6, = 0, (b) 6, = 7 /8, (c) 8 = = /4. Right panel: D-I-D junction with
x=0.5;@)0) =0,40d; =0;(b) by =0,40d; = 1,00 =x/4;(c) 0 == /8, lgd; = 1,(d) 6 = /4, Aod; = 1.
For a misorientation angle of 8 = x /4 the contribution of the second harmonic becomes dominant (from Tanaka
and Kashiwaya [44]).
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In D-D junctions the dispersion relation for the Andreev bound states (and the
corresponding angle integrated current—phase relation) is particularly significant for some
specific misorientations, which encompass all practical experimental situations. A compre-
hensive derivation of these expressions with detailed references can be found in the review
by Lofwander, Shumeiko, and Wendin [20]. Here we limit ourselves to some aspects relevant
to experimental results. For a D-D junction with 8; = 7 /4, 6, = = /4 (0-junction with large
Ic) and 6 = 7 /4, 6, = —n /4 (7-junction with large Ic) orientations the solutions of the
corresponding spectral equations are E1 = +| 4 Iﬁ cos(¢p/2)and Ex = £|4 Iﬁ sin(¢/2),
respectively (Figure 2.8).

At zero temperature, only the level below zero energy is populated, while the level
above is empty, and the currents will be jygs = %Q A |ﬁ ) sin(¢p/2)sgn(cos(¢/2)) in the
first case and 7 -shifted with respect to the first configuration in the second. If the surface
states at the two sides of the junctions have equal energies, the coupling becomes resonant. In
this resonant case, the splitting of the levels, and as a consequence the width of the Andreev
band, will be particularly large, proportional to 71/2, and causes Josephson coupling.

In conclusion this last section summarizes how surfaces may hybridize and form bound
states in superconducting junctions, and Andreev reflection may lead to the formation of zero
energy quasiparticle bound states in d-wave superconductors. The existence of midgap states
enhances the Josephson current at low temperatures.
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Figure 2.8. (a) Andreev band for a D-D junction with §; = 0, 6 = = /4. (b) The angle integrated current—phase
relation and (c) the phase dependence of the surface current density along the junction interfaces calculated for an
injection angle = 7z /9 and junction transparency 7 = 0.01 for temperatures 7 = 0.017, and 0.0017¢, respectively
(adapted from Lofwander et al. [20]).
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2.3. Means of Preparing Tunnel Junctions

In contrast with low-temperature superconductors, a clear distinction between tunnel
junctions and structures with direct conduction does not hold for HTS junctions. Except for
a few established cases, such as in scanning tunneling microscopy measurements described
below, the barrier is often intermediate between the tunnel and direct contact limits. We there-
fore will present most of the means for fabricating junctions in high-temperature supercon-
ductors in one section.

2.3.1. Junctions with Single Crystals

The first generation of HTS junctions could not rely on good quality films, and em-
ployed bulk materials as electrodes, either in break junctions, where a bulk piece is broken in
two pieces, possibly at low temperatures; or in point contact junctions, where one electrode is
a sharp tip. This latter technique has been widely employed in the past also for LTS JJs [8,56].
Performances of the very first break and point contact junctions were mostly controlled by the
quality of the single crystals employed, and were always limited by the poor reproducibil-
ity of a natural barrier in intrinsic complex systems such as the HTS. Significant subsequent
achievements were made possible by surface treatment techniques followed by the deposition
of an artificial barrier and a counterelectrode (normal metal or LTS), which avoided the criti-
cal step of the deposition of an artificial barrier. These approaches were successfully applied
to measurements of the energy gap [57] and order parameter symmetry [58—62] in YBCO.

2.3.2. Grain Boundary Junctions

Grain boundary (GB) junctions [19] (a general classification has been given in Figure
2.1e—g) take advantage of a significant reduction of the critical current between two grains
with different orientations, which generates weak coupling and Josephson-like behavior be-
tween the two electrodes. The natural intrinsic barrier avoids problems related to an artificial
barrier. These junctions, despite the limits discussed below, can be considered of good qual-
ity and made several significant experiments possible. Grain boundary critical currents decay
exponentially with increasing misorientation angle, which can be roughly interpreted as due
to an increase of the thickness of the GB barrier with increasing misorientation angle . Most
existing data is on YBCO junctions, but similar angular dependencies of the grain boundary
Jc have been reported for all other high-7; materials, [19] including electron doped materials.

The nomenclature used for grain boundary junctions typically distinguishes between
the asymmetric case, where one grain is crystallographically aligned with the boundary (Fig-
ure 2.9a), and the symmetric case, in which the crystallographic misorientations of the two
grains relative to the grain boundary are the same (Figure 2.9b). For example, a 45° sym-
metric boundary corresponds to 22.5°— 22.5° misorientations, while an asymmetric boundary
corresponds to 0°-45°. Ninety degree boundaries are particularly relevant limit cases, which
commonly occur in a-axis oriented thin films [63—65].

Bicrystal Junctions

The bicrystal technique, based on the union of two substrates with different crystal
orientations (see Figure 2.9a,b), is the most direct way to create a grain boundary junction
[66—68]. Epitaxial HTS films reproduce the relative orientations of the two substrates. This
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Figure 2.9. Sketch of bicrystal junction in asymmetric (a) and symmetric (b) configuration, and of the grain bound-
ary structures in classical biepitaxial (c) and CeO (d)-based out-of-plane biepitaxial junctions. In (d) the two limit
configurations, tilt and twist, are indicated. In (d) the presence of the CeO, produces an additional 45° in-plane
rotation of the YBCO axes with respect to the in-plane directions of the substrate.

is the only way to vary the relative orientations of the electrodes in all possible combinations
[19,67]. High values of the Ic RN parameter have been observed in the less frequently used
c-axis tilt GBs [69].

Bicrystalline substrates of many compounds, including SrTiO3, doped SrTiO3, MgO,
yttria-stabilized zirconia (YSZ), NdGaOj3, LaAlQOs3, silicon, and sapphire have been used
[19,70,71]. The other techniques (step, step-edge, and biepitaxial) can overcome the con-
straints imposed by the underlying bi-, tri-, or tetra-crystal substrate, such as where the junc-
tions are placed. Other techniques all employ photolithographic means to define the grain
boundary interfaces. Although they are more flexible in the placement of the junctions for
fundamental studies and more efficient for circuit design, the GBs produced by these other
techniques are limited to particular misorientation angles, and the performances of some of
these junctions may be less reliable.

Biepitaxial Junctions

The biepitaxial technique uses changes of the orientation of HTS films induced by epi-
taxial growth on structured template layers. In the original technique [72], a MgO template
layer on a r-plane sapphire produces an in-plane rotation by 45° of a SrTiO3/YBCO bilayer
compared to an identical bilayer grown directly on the sapphire (the grain boundary has a 45°
tilt around the [001] direction) (Figure 2.9c). This junction makes use of the epitaxial rela-
tionships: SrTiO3 [110] || Al,O3 [1120] and SrTiO3 [100] || MgO [100] || Al,O3 [1110] [73].
Subsequent works employed various materials combinations to induce variations of the in-
plane orientation [74].
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More recently the biepitaxial technique has been extended to novel configurations, in
which one of the electrodes does not grow along the c-axis orientation [75-77]. A specific fea-
ture of these structures is the use of a (110)-oriented MgO or CeO, (Figure 2.9d) buffer layer,
deposited on (110) SrTiO3 substrates. YBCO grows along the [001] direction on the MgO
and on the CeO; seed layers, while it grows along the [103]/[013] direction on SrTiO3 sub-
strates. The presence of the CeO, produces an additional 45° in-plane rotation of the YBCO
axes with respect to the in-plane directions of the substrate (Figure 2.9d). As a consequence,
the grain boundaries are the product of two 45° rotations, a first one around the c-axis, and
a second one around the b-axis. This configuration produces the desired 45° misorientation
between the two electrodes to enhance d-wave order parameter effects.

The biepitaxial grain boundaries have a lower transmission probability than other types
of grain boundaries, and are closer to the tunnel-limit. This is probably the key feature which
lead to the first successful observation of the angular dependence of Ic in all HTS junctions
[76] (see Figure 2.25) and later to the first observation of macroscopic quantum tunneling
(MQT) (see Figure 2.29) and energy level quantization in high-7; Josephson junctions [78].

Step-Edge Junctions

Grain boundaries are also nucleated by growing a HTS film over a suitable step pat-
terned into the substrate [79-84]. The resulting structure will strongly depend on the mor-
phology of the step [83,85]. However, one grain boundary is typically nucleated at the bottom
of the step, and another at its top, and these are in series electrically. The step-edge junctions
can be positioned anywhere on the substrate, being defined by photolithography (in the most
advanced by using an amorphous carbon mask and ion-beam etching or reactive ion-etching).
The step height (200-300 nm) is usually larger than the film thickness; both the step angle
and the material substrate play crucial roles. Better performances are achieved for high step
angles. Various detailed studies on the correlation between YBCO step-edge junction charac-
teristics with microstructure have been carried out [83, 84]. Problems of reproducibility are
severe constraints for the use of these junctions for applications.

Electron Beam Junctions

Josephson junctions are also produced by weakening superconducting properties in
narrow microbridges. Different sources of irradiation (electron beam in particular) [86—89]
have been used. In HTS irradiation causes displacement defects, which act as strong scatter-
ing centers in the Cu—O planes and are primarily oxygen defects for energies of the order
of 100 keV. At higher irradiation energy (>300 keV) Cu defects may be created as well.
Decreasing the carrier concentration (done by removing chain-oxygens for instance at lower
irradiation energies) decreases the doping level, which lowers 7¢.. The barrier region, which is
the irradiated region, is never exposed to air or broken in this technique.

Focused electron beam irradiation [90,91] is also used to modify the properties of the
GB Josephson junctions. In this case the situation is further complicated by the presence of
a grain boundary, which acts as a sink for the migration of defects, affecting the kinetics of
their accumulation.

Electron irradiation changes the current—voltage (/—V) characteristics, and presumably
the barrier as well as the microstructure of the grain boundary by modifying the oxygen con-
tent in the vicinity of such interfaces. These changes can be controlled by varying the electron
dose and partially restored by isothermal annealing of the junctions.
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Other examples of a barrier that can be controllably adjusted “a posteriori” come from
proton and light irradiation [92-95], causing a decrease of Ic and increase in Ry similarly
to e-beam irradiation. Results have been interpreted in terms of a tunneling barrier height
increasing with fluence. Ion irradiation (1 MeV H™) has been used to remove Andreev bound
states in tunnel YBCO/PDb junctions [96].

2.3.3. Junctions with Artificial Barriers

While grain boundary junctions are only based on thin films, junctions with artificial
barriers have been realized both on thin films and single crystals, as mentioned previously. It
is obvious that junctions based on single crystals have a scientific value only for fundamental
experiments. For instance, the first YBCO (single crystal)-insulator—Pb (Nb) junctions [57—
59] have been promptly replaced by a second generation based on thin-films [97,98]. Barriers
have been fabricated through different methods.

Noble metals and oxide-like materials are the most commonly used barriers. Different
geometries and counterelectrodes are used to take advantage of the various features (longer
coherence length, anisotropy,...). Ramp-type junctions, for instance, allow for the use of well-
established c-axis HT'S thin film technology while allowing the main current to flow in the a—b
planes. Optimizing interface resistance has basically driven the research activities on oxide-
barriers. Interface resistance might be due to mismatches in carrier density, lattice constant,
thermal expansion, and dimensionality [99]. This was the impetus for strategies to reduce
lattice mismatch, including matching expansion coefficients in the c-direction (PrBaCuO and
Pr-doped YBCO), increasing the carrier density and driving YBCO into the over-doped region
(Ca-doped YBCO), reducing the carrier concentration by cation substitution on lattice sites
far from the CuO; planes (YBay(Cu;_,Co,)307_,), and replacing Cu atoms directly on the
CuO3 plane layers using for example Zn or Ni [99].

Noble Metal Barriers

Au [98,101-105] and Ag [106] have been used as a barrier for junctions based both on
single crystals and thin films because of their good compatibility with HTS. Various coun-
terelectrodes (both LTS and HTS) and configurations have been used with the high-7¢. super-
conducting material as a base electrode. YBCO S—N-S junctions in a step-edge geometry, for
instance, have been fabricated by special inhibiting layers introduced to ensure proper sepa-
ration of the superconducting electrodes, with the final junction conductance through a gold
barrier. Focused ion beam (FIB) has also been used to define narrow trenches where YBCO
films break naturally [107].

Junctions employing a LTS counterelectrode often perform better than those employing
HTS thin films for both electrodes, but have a limited working temperature range. Examples
are YBCO-Au-Nb (ramp-type) [98], YBCO-Ag-Pb [108, 109], YBCO-Au-Pb [110], and
YBCO-Ag-PbIn [111, 112] junctions.

A ramp-edge junction technology has been introduced [98, 100] (Figure 2.10e) that
allows the photolithographic patterning of high quality junctions. In this technique, ramp
edges are produced in [001] oriented, pulse laser deposited YBCO films using photolitho-
graphy and Ar ion etching. The devices are returned to the deposition chamber, etched and
cleaned, and then thin layers of YBCO and Au are deposited by pulsed laser deposition in
situ. The junctions are completed with Nb. This process eliminates a degraded layer of YBCO
next to the Au, improving the junction characteristics. This technology has been used to make
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Figure 2.10. (a) and (b) Step junctions for high a angles, (c) and (d) SNS coplanar junctions; in (c) the barrier is
predeposited or occurs through a suitable substrate while in (d) the normal metal barrier is deposited in a narrow
trench; (e) SNS ramp-edge junction: in improved versions a degraded layer of YBCO next to the Au is eliminated
through suitable surface treatment before in situ deposition of the Au barrier and Nb counterelectrode [98, 100].

junctions with intentional facets that reproduce the unusual magnetic interference patterns
seen in asymmetric 0—45° grain boundary junctions, and to make very large arrays of x -rings
[98,113,114]. The excellent properties of these junctions will be discussed in various sections
below.

Perovskite and Layered Materials Barriers

Comparative studies between cubic perovskite barrier materials CaRuO3, SrRuO3
[115], and Lags5SrgsCoO3 [99], and layered materials such as Y 7Cap3BayCu3zO7_,,
YBa;Cuy 79Cog 21 07—y, and Laj 4519, 6CuO4 [116] have been carried out in step-edge geom-
etry junctions. Oxygen deficiency/disorder has also been considered as the source of the inter-
face resistance [117]. As a matter of fact for the cubic perovskite barriers, characterized by a
large difference in thermal expansion coefficients with respect to YBCO, higher values of the
normal state resistance have been measured (RyA of the order of 1078Q cm?), as compared
with the layered materials (Ry A of the order of 10~19Q cm?). Co-doped and Ca-doped YBCO
are significant terms of comparison, being an overdoped (underdoped) version of YBCO with
larger (smaller) carrier density, lower Tt, and smaller (larger) anisotropy than YBCO, respec-
tively. Proximity effects have been shown to occur for both these barriers [16,99].

PrBaCuO and Pr-doped YBCO based oxides (Yq.3Prg7BayCuszO7_,, Yo.¢Pro4Bas
Cu307_,) have also been widely employed as a barrier from the early stages in different
geometries [118—122], also as a function of Ga doping [123], with RN A of the order of 1077-
1078Q cm? [124]. Barriers are typically varied between 6 and 30 nm producing different
values of Jc. The Ic RN has been found to scale nearly linearly with barrier thickness, ranging
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from 0.8 to 5 mV. Ga-doped junctions appear to be less sensitive to variations in the barrier
thickness [125].

Additional transport issues can be investigated by exploiting barrier properties. For in-
stance, bulk PBCO is reported to behave like a variable-range hopping conductor, caused
by the relatively high density of localized states, and PBCO barriers may allow the study of
effects of two localized states in an inelastic tunneling process [126, 127]. A-axis YBCO-
PBCO-YBCO junctions (meant to exploit the longer in-plane coherence lengths) have been
also realized on (100) LaSrGaOy4 [128] and vicinal (001) LaAlO3—SrAlg 5Tag 503 substrates
[129], with spreads in Ic and Ry of 11% and 8.8%, respectively. Josephson behavior has been
claimed to occur for barriers 80 nm thick, and coherence lengths of the order of 20 nm have
been found [128].

2.3.4. Interface-Engineered Junctions

Interface-engineered junctions have a thin barrier layer, typically on the ramp edges,
made by damaging the YBCO base electrode surface using ion bombardment [130, 132]. Dur-
ing the counterelectrode deposition process the surface is then recrystallized. This technique
has also been applied to produce an all YBCO c-axis trilayer [130-133].

A recent comprehensive study on good quality interface-engineered junctions, with
magnetic modulation of the critical current above 80% and critical current density ranging
from 10% to 10° A/em? at T = 4.2 K, suggests that they should be regarded as an array of
microscopic SNS contacts embedded in an insulating barrier with random orientation [133].
This filamentary structure prefers special orientations, inhibiting effects particular to d-wave
pairing symmetry.

2.3.5. Junctions with HTS Rather than YBCO

Although most of the results presented above refer to junctions made with YBCO, other
superconductors have also been used because of their special properties. For instance, Bi
and Ta based compounds, with their large anisotropy, are preferred for intrinsic junctions.
Ca-doped YBCO junctions exploit the over-doping property of this compound [134], while
electron-doped compounds could illuminate novel physical aspects. Most HTS compounds
have dominant d-wave order parameter symmetry; the presence of additional subdominant
components may depend on the material and the interface geometry.

Lay g5Sr, 15CuO,-Based Trilayer with One-Unit-Cell-Thick Barrier

The most significant step toward the goal of an all-HTS trilayer with an insulating bar-
rier is the structure composed of Laj g5Srg 15CuO4 (LSCO) electrodes separated by a one-unit-
cell-thick La;CuO4 (LCO) barrier [135]. This achievement can be considered the follow-up
of an intense research activity started years ago on BiSrCaCuO (2212) [136, 137].

Bozovic et al. [138] claimed a “giant” proximity effect in LSCO junctions from ob-
servations of Josephson current for LCO barrier thicknesses ranging from 1 to 15 unit cells
(up to 20 nm), much thicker than the coherence and mean free path lengths. This cannot be
understood using conventional theory. They suggested that the supercurrent was mediated by
resonant tunneling through a series of energy-aligned states within the barrier layer [138].
These experiments used the conversion of the junction from S—N-S to S—-I-S through an-
nealing at low temperature in vacuum (which drives LCO insulating leaving LSCO almost
intact) [138].
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A long-range or anomalous proximity effect has also been discussed in other types of
junctions (see for instance the references in [138]) and within the context of a quantum phase
transition between the low carrier-concentration insulating antiferromagnetic phase and the
high carrier concentration metallic and superconducting phase [139].

Electron Doped HTS

Bicrystal junctions are the most common type of junction involving electron-doped
cuprate superconductors. In the electron doped Laj g5Srp.14CuO4 compound [140], barriers
are on average less transmissive than those on YBCO bicrystals, with Jc = 6 x 10> A/cm?
at T = 4.2 K, RNA = 5 x 1078 A/em?, for a misorientation angle of 24°; Jc = 3 A/em? at
T =42K, RNA = 107 Alcm?, for a misorientation angle of 36°.

The same technology as for YBCO has been used to produce Ndp_Ce,CuO4_y
(NCCO) zig-zag ramp-type junctions. Both optimally doped (x = 0.15) and overdoped
(x = 0.165) samples were prepared with a bilayer of 150 nm (001)-oriented NCCO and
35 SrTiO3 and with 160 nm Nb top electrode. A 12-nm NCCO interlayer and a 12-nm Au
barrier were used as a barrier. In the optimally doped case, Jc and Ic Ry values of 30 A/cm?
and 301V at T = 4.2 K, respectively, were achieved. As a consequence the Josephson pene-
tration depth Ay (see section 2.4) was about 65 um, comparable with the zig-zag facet length.
RNA was about 10~° Q/cm?. Anomalous controllable magnetic patterns were observed, giv-
ing evidence of a predominant d-wave O P symmetry, without any change into s-wave at low
temperatures [141].

Ca and Co Doped YBCO: Insights into the Overdoped Regime

An enhancement of the critical current in bicrystal junctions has been achieved by over-
doping the superconductor [142] and in particular through Ca and Co doped YBCO [143,144].
Ca and Co doped YBCO junctions have given the best results in enhancing Jc. Jc has been
studied as a function of Ca concentration, giving evidence of optimum doping of x = 0.3 (for
instance for a grain boundary angle of 24° Jc=7 x 10® A/cm? at T=4.2 K, about one order of
magnitude higher than the nondoped YBCO case) [143].

Ultra-Thin Films and Superlattices

Bicrystal junctions based on ultra-thin films have been realized. Josephson junctions
composed of only a few superconducting CuO; planes (six layers in particular) have been
realized by exploiting ultrathin [Bag9Ndg 1CuOs4,]5/[CaCuO3]>/[Bag.9Ndg.1CuOr4+]5/
[CaCuO»],/[BagoNdg.1CuOz4 15 (CBCO) structures (5/2/5/2/5). The CBCO film is only
8 nm thick. The Josephson effect was measured even in junctions 5 mm wide [145].

Intrinsic Stacked Junctions

The strongly anisotropic, layered crystal structure of the cuprates allows intrinsic
stacked junctions, which are fabricated from bulk single crystals (Figure 2.11). The supercur-
rent in these junctions is mostly along the c-axis. Most successful results have been achieved
in BipSrpCaCu;Og [146] and Tl,Ba;CayCuzOqg single crystals and thin films [147, 148]. In
a-axis oriented YBCO thin films only flux flow behavior has been observed [147].
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Figure 2.11. An example of intrinsic stacked junctions. The mesas with c-axis transport are defined through
mechanical etching.

Josephson coupling between CuO, double layers has been proved, and most of the ma-
terials behaved like stacks of S—I-S JJs with effective barriers of the order of the separation
of the CuO, double layers (1.5 nm) (Jc typically 103 a/cm?). The I-V curves exhibited large
hysteresis and multiple branches, indicative of a series connection of highly capacitive junc-
tions. Practical realizations (see Figure 2.11) of intrinsic stacked junctions have been designed
to avoid heating effects in principle [17]. However, at high voltages caution is required when
extracting information from the current—voltage characteristics because of possible unavoid-
able heating problems. Recently macroscopic quantum tunneling has been claimed to occur
in BiSCCO intrinsic junctions [149].

2.4. =-Rings and 0 — z-Junctions

Bulaevskii et al. [150] proposed in 1977 that a superconducting loop including a Joseph-
son junction could have an intrinsic 7 -phase shift in the absence of an externally applied field
or current. Such a ring is now termed a x-ring. They speculated that such a z-phase shift
could result from spin-flip assisted tunneling within the tunnel junction itself. This process
has not yet been observed experimentally. However, three other mechanisms for introducing
a 7 -phase shift into a superconducting ring have been demonstrated (1) by taking advantage
of the momentum dependence of the pairing wavefunction in unconventional superconduc-
tors [50,52, 151, 152], (2) by introducing a z -phase shift by tunneling through ferromagnetic
layers [153-155], and (3) by running supercurrent through two closely spaced electrodes
along the ring [156—158]. In this section we will focus on the first route, using unconven-
tional superconductors, for producing z -rings. Geshkenbein, Larkin, and Barone suggested
using the properties of z-rings to test for unconventional pairing symmetry in the heavy
fermion superconductors [151, 152]. Sigrist and Rice [50, 52, 159] proposed that the para-
magnetic Meissner effect [160—165] which occurred in ceramic samples of Bi;SroCaCu,Og
was due to naturally occurring z -rings due to Josephson contacts between the grains, and sug-
gested using a controlled geometry as a test of d-wave superconductivity in the high-7. cuprate
superconductors.
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The controlled geometries that have been used for observing the effects of an intrin-
sic z-shift in a superconducting ring can be divided into two classes. In the first, the O-z
junction illustrated in Figure 2.12a, one section of a Josephson junction has an intrinsic &
phase shift relative to the other. For the purposes of discussion we take a geometry in which
the junction normal is in the z-direction, the junction has a width W in the x-direction, and
the junction depth in the y-direction is small compared with the Josephson penetration depth
Ay = /h/2euodj., where d is the spacing between the superconducting faces making up the
junction, and j is the Josephson critical current per area of the junction. If the x-dependent
intrinsic phase drop is #(x), which can take the values 0 or z, the local supercurrent density
across the junction follows the relation js = j. sin(¢ +6), and the quantum mechanical phase
difference across the junction ¢ (x) follows the Sine—Gordon relation

2

ZTf = /li% sin (¢ (x) + 0(x)). (2.16)
Analytical [166-169] and numerical [170-174] solutions of Eq. (2.16) have been published.
In the “short-junction” limit W < Ay, 8¢ /dx> — 0,and ¢ (x) = ¢o+27 Dx /(PoW), where
@0 is a constant and @ is the total magnetic flux threading the junction in the y-direction. Then
for equal lengths of 0- and 7 intrinsic phase shifts in the junction the critical current becomes

1(®) = Io| sin®(z @ )2d0) /(x D/2dy)|, O—= junction (2.17)

with a minimum at zero applied flux (solid line in Figure 2.12b). This is to be compared with
the expression for a conventional junction in the short junction limit:

1(®) = Io| sin(x @/ Do)/ (x ®/Py)|,  0—junction (2.18)

which has a maximum at zero applied flux (dashed line in Figure 2.12b). As the width W of
the junction becomes comparable to iy, the amplitude of the oscillations in the critical current
with applied field becomes smaller [170, 171].

In the opposite limit, in which W > 15, a 0 — 7 junction spontaneously generates a
Josephson vortex at the intersection between the regions with 0 and z intrinsic phase shift.
This vortex generates @y/2 = h/4e (N = 1/2) total flux threading through the junction in
the y-direction. Junctions of intermediate length W ~ A; spontaneously generate ‘“semi-
fluxons” with total flux less than @ /2 (Figure 2.12) [168, 172—174]. Josephson semifluxons
with higher quantum number (3/2, 5/2, etc.) are in principle allowed, but are energetically
unstable to the formation of an N = 1/2 Josephson vortex at the 0—z intersection, plus integer
Josephson vortices elsewhere in the junction [167,175].

A second geometry for phase sensitive tests of the pairing symmetry in unconventional
superconductors is the superconducting quantum interference device (SQUID), a supercon-
ducting ring with at least one Josephson junction, with in general an intrinsic phase shift ¢
upon circling the ring. Consider a symmetric two-junction SQUID with junction critical cur-
rents I, phase drops ¢1, ¢ across the two junctions, and total inductance L, with an intrinsic
phase shift of 7z (Figure 2.12d). The total current /g through the SQUID is

Is = I (sin(¢1) + sin(¢n)). (2.19)
The requirement of a single valued wave function leads to the condition

2N =7 + ¢ — ¢1 + p(singy — sin¢p) + 27 P/ Dy, (2.20)
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Figure 2.12. Two basic geometries and techniques for phase sensitive tests of pairing symmetry in unconventional
superconductors. (a) Depicts a 0—z junction. The junction critical current as a function of field for a symmetric O-z
junction in the short junction limit (b, solid line) has a minimum at zero field. Also shown is the analogous curve
for a conventional junction (b, dashed line). The spontaneously generated magnetic flux in a symmetric O—z junction
is plotted in (c) as a function of the total width of the junction W divided by the Josephson penetration depth 1.
(d) Depicts a two-junction SQUID with an intrinsic 7z phase shift. The critical current of a symmetric, two-junction
7-SQUID in the limit 27 LIy < P (e, solid line), where L is the total SQUID inductance and I is the single junction
critical current, is shifted by @(/2 relative to that for a 0-SQUID in the same limit (e, dashed line). The spontaneously
generated flux in a symmetric, two-junction z-SQUID is plotted in (f) as a function of f = 2z L1/ ®g.

where N is an integer, f = 2x LI./®y and P, is the externally applied flux through the
SQUID. Plotted as the solid line in Figure 2.12e is the critical current, the maximum allowed
supercurrent, through such a symmetric 7-SQUID under the conditions of Egs. (2.19) and
(2.20). The dashed line in Figure 2.12e is the critical current for a conventional 0-SQUID.
The dependence of the critical current on applied field is shifted by one half-period @(/2 for
the 7 -SQUID relative to that for the 0-SQUID. Asymmetric 7z -SQUIDs have been considered
in [10,176].
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Pairing symmetry experiments on the cuprate superconductors using O—z junctions and
7-SQUIDs have been summarized in [10, 11]. The first such experiments were by Wollman
et al. [58,59]. They made =« -rings and O—x -junctions between single crystals of YBa;CuO7_s
(YBCO) and Pb, a conventional superconductor. They observed a phase shift of 7 in the
dependence of the critical currents of their 7-SQUIDs on applied flux, relative to that ex-
pected for a conventional SQUID, and they observed a minimum in the critical current of
their O-z junctions at zero applied field. Brawner and Ott [60] formed 7 -SQUIDs using Nb
point contacts to single crystals of Nb and also saw phase shifts in the magnetic interference
patterns. Both the Wollman et al. and the Brawner and Ott experiments were in the limits
p < 1or W > Aj: the spontaneous currents were small.

These early phase sensitive pairing symmetry experiments had characteristics that dif-
fered from the ideal behaviors displayed in Figure 2.12 because of asymmetries in the junc-
tion critical currents, inhomogeneities in the junction critical current densities, and problems
of trapped flux. However, it is now possible to make O—z junctions and 7 -rings using the
cuprate superconductors without these complications. An example [177] is shown in Figure
2.13. Here optimally doped YBCO was epitaxially deposited by laser deposition on bi- and
quad-crystals of SrTiO3 in geometries chosen to form 0- (Figure 2.13a—c) and 7 -SQUIDs
(Figure 2.13d-f) for a predominantly d,>_ > superconductor. The SQUIDs were designed to
have small f factors, so that asymmetries in the junction critical currents would not result in
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Figure 2.13. Geometry (a,d) and measured critical currents (b,c,e,f) for all high-7. YBCO 0- (a—) and 7 -SQUIDs
(d—f). The 0-SQUID shows a maximum, while the 7 -SQUID shows a minimum, in the critical current at zero applied
field, as expected for predominantly d > _ > pairing symmetry (adapted from Schulz et al. [177]).
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unintentional shifts in the magnetic interference patterns, and relatively large junction areas,
so that stray magnetic fields could be detected from the single junction interference char-
acteristics, which should be symmetric in field in the absence of a stray field. The junction
interference characteristics, the “envelopes” in Figure 2.13 b,e, are quite symmetric, indicat-
ing small stray fields, and the SQUID critical currents have a minimum for the z-SQUID
(Figure 2.13c), and a maximum for the 0-SQUID (Figure 2.13f), as expected if YBCO is a
predominantly d,>_ > superconductor.

The first experiments to detect the spontaneous flux predicted for z-SQUIDs and 0-z
junctions fabricated from cuprate superconductors were by Tsuei et al. [11]. They formed
m-rings [178] and O—= junctions [179] using a tricrystal geometry with grain boundary weak
links. This allowed very high junction critical currents, with high £ factors and short A;s,
so that the spontaneous magnetizations were very close to @¢/2. These spontaneous currents
were imaged with a scanning SQUID microscope [180-183]. Tsuei and Kirtley used tricrys-
tal pairing symmetry tests to infer that the optimally hole doped cuprates YBCO [178, 184],
Tl,Ba;CuOg¢s [185, 186], and BipSroCaCuy0g4s [187], and the optimally electron doped
cuprates Ndj g5Cep.15CuO4—s and Pry g5Ceq.15Cu0O4_s [188] have predominantly dx27y2 pair-
ing symmetry, and that this symmetry persists in the hole-doped cuprates over a broad
doping range [175]. They also used a variable sample temperature scanning SQUID micro-
scope [189-191] to image the Josephson vortex at the tricrystal point in optimally doped
YBCO as a function of temperature, and concluded that, within experimental error, it had half
of the superconducting flux quantum of flux from 0.5 K to within a few degrees of 7. [192].
The conclusion of predominantly d,>_ > pairing symmetry in optimally electron doped super-
conductors was confirmed by Chesca et al. using grain boundary z-SQUID interferometers
fabricated from La;_,Ce,CuOy4_, [193] and Ariando et al., using Nd; g5Cep.15CuO4_,/Nb
ramp edge zigzag junctions [141]. Ariando et al. also demonstrated predominantly d,>_ >
pairing symmetry in overdoped Ndj g35Ceo.165CuO4—,/Nb zigzag junctions [141]. The ques-
tion of the pairing symmetry of the electron-doped superconductors will be discussed further
in Section 2.5.4. Mathai et al. [194, 195] made 7 -SQUIDs between thin films of YBCO and
Pb, also imaging the resultant spontaneous currents with a SQUID microscope. The Mathai
et al., SQUIDs however, had f factors close to 1, so that the spontaneous currents were small.
They used a sensor SQUID bias reversing scheme to distinguish between 0- and 7-SQUIDs.
Tricrystal geometries were also used for interferometry phase sensitive pairing symmetry
experiments [196], and to reproduce the magnetometry experiments of Tsuei and Kirtley
[197]. Predominantly d-wave pairing symmetry could also be inferred from the character-
istics of asymmetric 0—45° c-axis grain boundary junctions, which have rapidly alternating
0- and 7 -junctions due to facetting. Such facetting results in unusual magnetic interference
patterns [198, 199] and spontaneous flux generation in the grain boundaries [200]. The rapid
alternation in sign of the local Josephson critical current due to facetting can result in “splin-
ter” Josephson fluxons with flux a fraction of the conventional flux quantum [201].

Early 7-rings and O—z junctions were made with techniques that would be difficult to
use to place several devices on the same substrate. However, recently a ramp-edge junction
technology has been introduced [98, 100] that allows the photolithographic patterning of high
quality junctions.

This technology has been used to make junctions with intentional facets [98] that re-
produce the unusual magnetic interference patterns seen in asymmetric 0-45° grain bound-
ary junctions [198-200], and to make very large arrays of z-rings [113, 114], A particularly
striking example of the spontaneous generation of half-flux quantum vortices in 0-z junc-
tions is displayed in Figure 2.14, which shows scanning SQUID microscope images of such
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Figure 2.14. Schematics (insets) and scanning SQUID microscope images of facetted YBCO-ND junctions. There
is an intrinsic 7 -shift in the superconducting phase normal to the junction interface at each facet corner, which causes
the spontaneous generation of a half-flux quantum vortex . The half-fluxons order strongly antiferromagnetically
for the electrically connected junction (a), but weakly for electrically disconnected junctions (b) (from Hilgenkamp
etal. [114]).

facetted YBCO-Nb junctions [113, 114]. A half-flux quantum vortex is generated at each
facet corner as the sample is cooled through the Nb superconducting transition temperature.
The directions of circulation of the spontaneous supercurrents order strongly antiferromag-
netically when the facet corners are electrically connected (Figure 2.14a), but only weakly
when the facet corners are electrically disconnected (Figure 2.14b). Two-dimensional arrays
of electrically disconnected, photolithographically patterned 7z -rings show short range anti-
ferromagnetic correlations when cooled in zero field, but do not show ordering beyond a few
lattice spacings [113, 114].

2.5. Tunneling Spectroscopy

2.5.1. Superconducting Gap
General Features

Several earlier reviews of tunneling measurements of the superconducting gap in
the cuprates exist [13—-15, 21]. There is now a consensus that the superconducting gap in
many optimally doped high-7; cuprates at low temperatures and high tunneling resistances
is consistent with predominantly d,>_,» pairing symmetry. However, the interpretation of
tunneling spectra in the high-7; superconductors is more complex than for conventional
superconductors. A general expression for quasiparticle tunneling across a normal metal—
insulator—superconductor (NIS) junction at zero temperature in the tunneling (low interface
transmission) limit can be written as [202]:

I=%2me Y |Tuq*[1 F &/ Exlo(Eq — eV £ Ex)0(leV| — Ex), (2.21)
k.q

where [ is the current per junction area, V is the voltage, the £ sign indicates the polarity
of the S relative to the N, and k and q label the wave vectors for S and N, respectively.
The step function & represents the Fermi function at zero temperature and the ¢ function
reflects energy conservation (elastic tunneling). Ex and {k are the quasiparticle and normal
state dispersions in the S electrode, respectively. A free-electron dispersion {g = n%q%/2m
can be assumed for the normal metal. If we set the matrix elements |Tkq |2= a constant, set the



Tunneling Measurements of the Cuprate Superconductors 45

coherence factor 1 ¢/ Ex=1 (electron—hole symmetry), use the standard BCS model relating
the superconductor gap function Ay to the S electrode dispersions, E2 = ;“l% + A2, and take
Ak = 4, Eq. (2.21) reduces to the Giaever expression for the normalized conductance [2]

(d1/dV)s

v, Ny(eV), (2.22)

with the BCS quasiparticle density of states given by

Ny(E) = |E|/V E2 — 42. (2.23)

However, modeling of the tunneling conductance in the gap region of the cuprate supercon-
ductors must in general include the effects of unconventional pairing symmetry, band struc-
ture, and energy and momentum dependent matrix elements, and the full expression Eq. (2.21)
should be used.

An example of an early tunneling measurement of the energy gap in YBCO is shown
in Figure 2.15. In these experiments, single crystals of optimally doped YBCO were lightly
etched, after which elemental metals were deposited to complete tunnel junctions. Repro-
ducible results were obtained, with an appreciable apparent density of states at zero bias,
a linear background conductance at high voltages, and a complicated gap structure. Al-
though the linear conductance background was originally interpreted as a density of states
effect [57,203], it often does not appear (see for example the STM measurements in Figure
2.18) and may in fact be representative of the tunneling process itself. We will discuss the
linear conductance background in Section 2.5.3.

G(V)/G(100 mV)

1 1 1
-100 -50 0 50 100

V(mV)

Figure 2.15. Voltage dependence of G (V)/G (100 mV) for a etched single crystal YBayCu30O7/Pb junction. The
lowest temperature curve has the lowest zero-bias conductance. The polarity refers to the YBayCu3O7 electrode
(from Gurvitch et al. [57]).
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Figure 2.16. (a) Experimental values of the normalized conductance vs voltages of a planar YBCO-Pb tunnel
junction at different temperatures (10, 50, 82 K) [57]. (b) Computed values of the normalized conductance vs. voltage
at the same temperatures as (a), modeling the cuprate electrode as a weakly coupled superconducting-normal metal
bilayer (from Di Chiara et al. [204]).

Some of the properties of the early tunneling measurements, such as excess conductance
at zero bias, and smeared out gap features, can be explained by the influence of proximity
effects in the transport properties [204, 205]. An example is shown in Figure 2.16, which
compares experimental data from [57] with calculations modeling the high critical tempera-
ture electrode as a weakly coupled superconducting—normal metal bilayer.

However, nearly ideal characteristics have been obtained from tunneling into the cup-
rates using a number of different techniques, if the properties expected for tunneling into a
d,>_,» superconductor are taken into account. For example, Figure 2.17 shows data for point-
contact SIN tunneling into a TI-2201 single crystal in the c-axis direction [206]. The ex-
perimental data has been normalized by dividing out an estimated normal state conductance
background. The solid line is a fit to the data using an empirical expression for the tunneling
density of states
E—iI’

do 2.24
V(E —ilM? — 4(0)? 229

e = [ 10

where 7" is a lifetime broadening function, 4(f) = 4gcos(20) is the d,>_,> gap symmetry,
and f(0) = 1+0.4 cos(49) is an empirical function to account for the momentum dependence
of the matrix elements in the c-axis direction. In this fit 49 = 25 meV and I" = 1 meV.
Although this very simple functional form provides a good fit to the data, the same workers
also fit their tunneling data, without normalizing out the normal state conductance, using
models also including the effects of band structure, group velocity, and tunneling direction
[206,207].
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Figure 2.17. Point-contact SIN tunneling conductance for an optimally doped T1-2201 single crystal at 4.2 K, nor-
malized to an estimated normal state conductance line (open circles). The solid line is a fit assuming d, > _ 32 pairing
symmetry (from Ozyuzer et al. [206]).

A third example (Figure 2.18) is from Hoogenboom et al. [208]. The experimental data
is taken from STM measurements of single crystals of Bi-2212 with various doping levels and
Ts. The modeling is as follows: Hoogenboom et al. write the tunneling conductance as

d1
A —/dw%: 1Tk > An(k, w) f (0 — eV), (2.25)

where f is the Fermi function and A, is the spectral function in the sample, with n labeling
the electronic bands. The spectral function (assumed # independent) is given by

1 1
Ak, w) = ——Im - . (2.26)
T w+il" — & — 2(k, w)
For the modeling of Figure 2.18, the lifetime broadening I'=1 meV, and the self-energy
Z(k, ) is that of the conventional d,>_,>» BCS model:
A 2
So) = — K (2.27)
w+il" + &

with Ay = do(cos ky — cosky)/2. The doping dependent band bonding (B) and antibonding
(A) dispersions are given by

g“l‘:"B = —2t(cosky + cosky) + 41’ cos kycos ky — 2t (cos 2k, + cos 2ky)
1
ot 1L (cosky — cosky)® + Ae. (2.28)
Here the interlayer coupling is set by ¢ . The doping dependent parameters ¢, t',¢”, ¢, and

Ae were derived from ARPES measurements. For the modeling of Figure 2.18 the tunneling
matrix elements were taken to be momentum independent (7x = Tj). There is remarkably
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Figure 2.18. STM tunneling data from a series of single crystal Bi-2212 samples with varying doping levels.
The lines are modeling using the conventional BCS model, a d-wave superconducting gap, and an isotropic matrix
element, but with band structure parameters derived from photoemission measurements. The contributions from two
bands (labeled A and B) are shown separately, and their sum should be compared to the experimental data (circles)
(from Hoogenboom et al. [208]).

good agreement between this model and experiment, aside from the sharp peak predicted
by the model at negative voltages derived from the B band, and the lack of an undershoot
just below the gap edge at negative voltages. This second feature, which was modeled by
Hoogenboom et al. including interaction with a bosonic mode at wavevector (7, 7 ) and energy
Q = 5.4k, T, will be discussed in more detail in Section 2.5.6.

A number of workers have extended the Blonder, Tinkham, and Klapwijk (BTK) model
[38] (see Section 2.2.4) treatment of transport through superconducting contacts to the case
of unconventional pairing symmetry [41,209-214]. Hasselbach and Kirtley simply averaged
the BTK expressions over a gap distribution appropriate for the unconventional pairing sym-
metry of URu;Si, [209]. Hu [41] and Tanaka and Kashiwaya [211,212] extended the BTK
model to account explicitly for the phases of the propagating charges. Wei et al. [215] further
extended the modeling to sum over a realistic band structure, and to account for the effects
of a directional transmission by including a Gaussian “tunneling cone” factor. They write the
modified BTK expression for the tunneling current as

2,02 o0
Ins = Gan / / e RIP P, / [l + A(Ex, dx, Z) — B(Ex, A, 2)ILf (Ex — V)
—0

—f(Ex)]dE, (2.29)
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where A and B are the Andreev-reflection and normal-reflection coefficients, Gnn is the
normal-state junction conductance, and f is the tunneling cone width. The generalized BTK
kernel is given by [211,212]

16(1 + | I'1?) cos* Oy + 4Z%(1 — | T I |?) cos? b
|[4cos? O + Z2[1 — I T exp(ip- — i1

I E_ B 2.31)
b=——— ] —= -1, .
| Ax] | 4+]?

and exp(i¢+) = A4 /|A+| represents the phase of the pair potential 4+ = A(6s+) expe-
rienced by an Andreev-reflected electron (or hole) propagating at an angle 6 4 or 65 — =
7 — 0 4 relative to the junction normal.

Figure 2.19 shows STM tunneling conductance data into the {110} and {001} faces of
an optimally doped YBCO single crystal, divided by an estimated normal state conductance

1+4A—-B=

, (2.30)

where
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Figure 2.19. Conductance data for an STM tunnel junction on the {110} (a) and {001} crystal faces (b) of YBCO,
using a Pt/Ir tip, normalized to an estimated normal state background (open symbols). The solid lines are fits assum-
ing a dx27 2 pairing symmetry. In (b) the modeling is with (thick line) and without (thin line) a correction for band
structure eigfects (from Wei et al. [215]).
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background. To model these data Wei et al. [215] used the same form for the gap as Hoogen-
boom et al. [208], with a somewhat simpler one-band tight-binding structure for the electron
dispersion. They showed that their data could be consistently modelled using a pure d,2_ 2
pairing symmetry, for tunneling into various crystalline faces, in both the point-contact and
tunneling limits. They further found that the enhanced conductance overshoots at the gap
edges, and the asymmetry of these overshoots, were the result of the proximity of the Fermi
level to the 2D van Hove singularity [202]. More details on the zero bias conductance peak
often seen in tunneling into the cuprate superconductors will appear in Section 2.5.4.

Temperature Dependence

The BCS weak coupling limit for the ratio 24 /kpT; is 3.54 for s-wave [25] and 4.3
for d,2_ 2 [216] pairing symmetries. The high-T¢ superconductors have a value for this ratio
which is typically larger than the weak coupling limits [13—-15,21]. For example, in the work
described above, the tunneling measurements of YBCO by Gurvitch et al. was interpreted in
terms of two gaps of 19 meV and 4-5 meV [57,203], possibly associated with the ab plane
and c-axis directions, respectively. The larger value gives 24 / kT, = 5, although a geometric
mean of the two values gives 24 /kpT. = 4.1. The measurements of the 7. = 86 K single TI-
2201 crystals of Ozyuzer et al. [206] gave fit gaps of 4 = 25 meV, implying 249/ kT, = 6.7.
The optimally doped Bi-2212 crystal of Hoogenboom et al. [208] had 24 / kg T, = 11.1, while
the optimally doped YBCO of Wei et al. had 24 /kgT. = 7.2-7.5 within the ab planes, and
24/kpT, =4.9 in the c-axis direction. An assessment of the systematic variation of gap size
with critical temperature is complicated by the strong variation of gap size with doping. An
early review [14] found that 2 4 / kg T, was roughly proportional to 5.47,. However, sample
quality, experimental techniques, and modeling sophistication have all improved with time.
The results of a more recent review by Wei et al. [202] are shown in Figure 2.20. It shows
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Figure 2.20. Plot of 24/ kg T vs. T¢ for various (assumed optimally doped) high-T¢ cuprates, including the non-
cuprate BKBO for comparison (from Wei et al. [202]).
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that the ratio 24 /kp T is close to the BCS value for low T¢s, but increases as 7; gets larger.
Panagopoulos and Xiang [217] argue that the density of states in the node regions of the
d-wave gap function follow a momentum dependence Ak = 4gcos(26) that scales with T
like 240/ kpT. = 4.3 as expected for weak-coupling d-wave superconductivity, but that the
maximum gap value does not follow this scaling, especially for underdoped cuprates. In this
argument thermodynamic measures of the gap, such as penetration depth, and specific heat,
would be sensitive to the low-energy quasiparticle states in the gap region, while spectroscopy
measures, such as angle resolved photoemission and tunneling, would be more sensitive to the
high-gap regions in momentum.

Determination of the temperature dependence (as opposed to the 7. dependence
described above) of the energy gap is complicated in the cuprate superconductors by the pres-
ence of the pseudogap (see Section 2.5.2). A number of workers report that the superconduct-
ing gap has a temperature dependence that is much weaker than BCS, and that the gap closes
by “filling in” states, rather than by a narrowing in energy [21,218,219]. An example is shown
in Figure 2.21. The experimental data is scanning tunneling spectroscopy of a slightly under-
doped Bi-2212 single crystal by Renner et al. [218]. The fits are by Franz and Millis, [220]
using Eq. (2.25) with a tunneling matrix element My (w) o | cos(20)|, dx = A4 cos(20),
and a spectral function given by Eq. (2.26) (with /7 = I') but a self-energy given by Eq.
(3.7) with I" = 0. Franz and Millis find that the gap is relatively insensitive to tempera-
ture, converting smoothly from a superconducting gap to the pseudogap as the temperature is
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Figure 2.21. (a) Fit to scanning tunneling spectroscopy data of Renner et al. [218] for slightly underdoped single
crystal Bi-2212 at selected temperatures. (b) Parameters of the fit as a function of 7. W is the width of a Gaussian
distribution of phase fluctuation in their model. Above 7; both 44 and /7 are fixed to their values at 84 K (from
Franz and Millis [220]).
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increased through 7,.. However, the single particle scattering rate /7 increases dramatically as
the temperature is increased [221]. Franz and Millis attribute this increase to transverse phase
fluctuations of a Kosterlitz—Thouless vortex—antivortex unbinding transition.

The interpretation of a superconducting gap that continuously evolves with increasing
temperature into the pseudogap is supported by the break tunnel junction measurements of
Miyakawa et al. [219] summarized in Figure 2.22.

However, measurements using intrinsic junctions [17, 146—148,222] indicate that the
superconducting gap and the pseudogap can coexist [223,224], and that the superconducting
gap closes by narrowing in energy as the temperature approaches 7., while the pseudogap
persists above T¢, with a value for the gap energy which is very similar to the low-temperature
superconducting gap. An example is shown in Figure 2.23. This figure shows values for the su-
perconducting gap energy determined from the peak voltage vy = 2 45/e in the conductance—
voltage characteristic, as well as from the spacing dvs between quasiparticle branches, for both
optimally doped and overdoped Bi-2212. Also shown are the peak values of the pseudogap
hump voltage vpe as a function of temperature. Zasadzinski [21] cautions that the intrinsic
junctions have very high current densities, and nonequilibrium phenomena [225] could com-
plicate the interpretation of such data.

The picture of coexisting superconducting gaps and pseudogaps at the same temperature
is supported by scanning tunneling spectroscopy measurements on Bi, SroCaCuyOg45 [226—
229] and BipSrpCuOgs [230] single-crystal samples. An example is in Figure 2.24, which
displays a series of tunneling spectra along the line in (b), with regions with low gap and high
gap edge peaks alternating with regions of high gap but broad gap edge peaks. These can be
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Figure 2.22. (a) Temperature dependence of SIS tunneling conductance on an underdoped Bi-2212 (T, = 77K)
break junction. For clarity each conductance curve has been normalized by its value at 200 mV and (except for the
10 K curve) has been offset vertically. (b) Temperature dependence of superconducting gap A(7T) (circle), quasi-
particle scattering rate I"(T) (triangle), and Josephson strength IR, (square) normalized by IR, (4.2K). Here,
the Josephson current I is estimated from the peak in conductance at zero bias. The full curve represents the BCS
superconducting gap A(7') (from Miyakawa et al. [219]).



Tunneling Measurements of the Cuprate Superconductors 53

(a) (b)
15 4 T T T T T T T
70 1
T (K)= £
r 77.7 3 60
= 93.3 | L
& 1o 12 T 50
S 154 l' < |
| 192 .Y € 40
9 l —100 50 0 = A i
x v my) ® 20 -—e—a-T = 93K]
5k - L i
2
o = 20 -0—0—4-T, = 89 K-
© L I ]
e 10}
0 1 L 1 1 L 1 L 1 0 L L | L 1 L
-100 -50 0 50 100 0 50 100 150 200
v (mV) T (K)

Figure 2.23. (a) Dynamic conductance o (v), at different temperatures for an optimally doped Bi-2212 single crystal
mesa intrinsic junction. The insert shows structure due to the superconducting gap and the pseudogap coexisting at 7=
77.7K. (b) Temperature dependence of parameters of optimally doped (solid symbols) and overdoped (open symbols)
Bi-2212 intrinsic junctions: the superconducting peak voltage vs =2 4 /e, the spacing between quasiparticle branches
ovs, and the pseudogap hump voltage vpg (from Krasnov et al. [223]).

associated with superconducting gap and pseudogap regions, respectively, coexisting in the
sample.

Momentum Dependence

Early attempts to measure the dependence of the critical current of high-7-conventional
superconductor junctions on junction angle relative to the cuprate crystalline axes [195,231]
were hindered by the uncontrolled nature of the junction interfaces. However, recently success
in this area has been reported using two very different junction technologies. Lombardi et al.
[76] have measured the angular dependence of the Josephson critical currents of c-axis tilt
biepitaxial grain boundary YBCO junctions (Figure 2.25). These junctions, which are formed
by the grain boundary between a (001) and a (103) oriented film, have crystalline rotations
about two axes and relatively low interface transmission probabilities. The solid symbols in
Figure 2.25 are normalized critical current densities from junctions with widths of 10 um
(triangles) and 4 um (stars), as a function of the angle 6 of the junction normal relative to the
a or b axis of the (001) film. In the Sigrist—Rice phenomenological approach, [50] in which
the Josephson current is proportional to the projection of the momentum-dependent energy
gap onto the junction normals, the critical current density is given by

Jo = Jo(n — n))L(n; — n})r sin(4), (2.32)

where Jg is the maximum Josephson current density, and ny, ny are the x, y components of
the junction normals on the two sides of the junction, and a pure d,>_ 2 pairing symmetry has
been assumed. In the biepitaxial grain boundary structure of Figure 2.25a, this reduces to

Je ~ sin20(2 — cos? B)(1 — 3 sin 0) /(1 + sin® ), (2.33)

which is plotted as the dashed line in Figure 2.25b. The experimental critical current has

minima at approximately 0°, 35°, and 90°, as expected for a d,>_» superconductor with this
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Figure 2.24. (a) Series of scanning tunneling d//dV measurements from an underdoped (7. = 79 K) Bi-2212
single crystal sample illustrating two distinct types of regions, labeled o and f. The a-domain spectra have low gap
magnitudes and sharp gap edge peaks whose amplitude is low at the edges of the domain and rises to a maximum
at the center. The f-domain spectra have high gap magnitude and very broad gap-edge peaks whose amplitude is
relatively low and constant. (b) Surface topography along the trajectory along which the spectra in (a) were measured,
demonstrating atomic resolution (from Lang et al. [229]).
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Figure 2.25. Normalized critical current density J¢ vs. angle € for two sets of c-axis tilt biepitaxial YBCO junctions,
with width 10 um (triangles) and 4 um (stars). The solid lines connecting the symbols are guides to the eye. The
dashed line is the Sigrist-Rice formula assuming pure d,» _ 12 pairing symmetry in this geometry; the dotted line is
for a wave function with slightly narrower lobes, as shown in the inset (from Lombardi et al. [76]).
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geometry. Note that the minimum angle of 35° is different from 45° because of the compound
angle formed by the crystalline axes in this type of grain boundary.

Smilde et al. [232] have used the YBCO-Nb ramp-edge technology of Figure 2.14 to
produce a series of junctions with varying junction normals relative to the a-axis. In this
case the junctions were made with either twinned or untwinned YBCO films [233]. Junctions
made with twinned YBCO films showed the fourfold symmetry, with nodes at 45°, expected
forad,>_,» symmetry (Figure 2.26). Those made with untwinned YBCO showed nodes off-
set by about 5°, consistent with a small s-wave component to the gap, as expected for this
orthorhombic supercoductor [61,62,234]. The measured angular dependence of the critical
currents for YBCO using this ramp-edge junction technology was well fit using an in-plane
gap with 83% d,2_ 2, 13% isotropic s-wave, and 5% anisotropic s-wave pairing symmetry, re-
sulting in a gap amplitude 50% higher in the b (Cu—O chain) direction than in the a-direction.

Measurements of the junction critical currents are insensitive to the orbital component
of the phase of the pairing wavefunction. However, recently two-junction YBCO-Nb rings
were made with the ramp-edge junction technology in the geometry illustrated in the inset to
Figure 2.27 [235]. In these samples one junction angle relative to the YBCO crystalline axes
was held fixed, while the other was changed in 5° increments from ring to ring. Therefore
the rings alternated between having, and not having, an intrinsic sign change in the pairing
wavefunctions normal to the two junction interfaces, and these rings alternated between spon-
taneously generating a half-flux quantum worth of flux when cooled in zero field and having
no spontaneous flux. Note that the transition between the presence and absence of spontaneous
flux occurs at angles slightly different from multiples of 45°. This reflects the orthorhombic
symmetry of YBCO, and is the result of the gap being slightly larger in the b-axis direction,
parallel to the chains, than in the g-axis direction. These results are consistent with those of
Smilde et al., [232] but also show that the pairing wavefunction has sign changes, and there-
fore has predominantly d,>_ 2, as opposed to anisotropic s-wave symmetry. The presence of
spontaneous magnetization of the rings with, to within the precision of the measurements,
either 0 or @y/2 = h/4e integrated total flux, confirms that the in-plane pairing wavefunc-
tion in optimally doped YBCO has momentum dependent sign changes, with little, if any,
imaginary component to the gap in any crystalline direction [236,237].
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Figure 2.26. /. Ry-product varying the junction orientation with respect to the crystalline axes for monocrystalline
(a) and twinned (b) thin-film YBayCu307/Au/Nb ramp-type junctions at 7 = 4.2 K and in zero magnetic field. The
solid lines are fits to the data using a linear combination of isotropics,d,>_ 2, ands 2,2 Symmetry functions with
the corresponding coefficients 0.12, 0.83, and 0.05, respectively (from Smilde et al. [232]).
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Figure 2.27. SQUID microscope images of a series of two-junction SQUID rings made with YBayCuzO7_s/Au/Nb
ramp-type junctions. The inset is a photograph of one of the rings. The YBCO sections had outer diameters and inner
diameters of 130 um and 30 pm, while the Nb section diameters were 120 pum and 40 um, respectively. One junction
angle was held fixed at —22.5° relative to the YBCO a-axis. The second junction angle was varied in 5° intervals from
ring to ring. The SQUID microscope images are labeled with § = 6, — 90°, the angle of the second junction normal
relative to the a-axis. The YBCO films were estimated from x-ray scattering measurements to be 85% untwinned
(from Kirtley et al. [235]).

One would expect the Josephson coupling in the c-axis direction between a two-
dimensional, pure d,2_ > superconductor and an s-wave superconductor to vanish because of
cancellation of the contributions from the positive and negative antinodes. A finite Josephson
supercurrent is expected if there is some three-dimensional character to the cuprate Fermi
surface [44], or if there is some s-wave admixture. The Josephson tunneling from a su-
perconductor with a real s-wave component, as expected for an orthorhombic supercon-
ductor such as YBCO, is complicated by the presence of twinning. It has been suggested
theoretically [234,238] and demonstrated experimentally [239] that the d,>_ > component
is phase-locked, while the s-wave component changes sign, across the twin boundary in a
predominantly d,2_,> superconductor. This may explain why the Josephson IcR, products
for tunneling between a cuprate and a conventional superconductor in the c-axis direction are
often quite low [61,62,97,109].

There have been several measurements of the Josephson critical current density in
Bi;SrpCaCuyOg- 5 bicrystal junctions with varying misorientation (twist) angles ¢ about the
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c-axis direction. Some of these experiments show a strong dependence of the critical current
on ¢ [240-244], while others do not [245-248]. The lack of a strong ¢ dependence has been
taken as evidence for at least a small s-wave component in this material [247-249]. It has
been proposed that strong, local fluctuations could break the fourfold symmetry of an other-
wise tetragonal superconductor [250]. However, both the observation of the half-flux quantum
effect in the appropriate tricrystal geometry [187] and the observation of I.(H) characteris-
tics indicative of rapid sign changes in the critical currents along the grain boundaries of
asymmetric 0-45° bicrystal grain boundaries [251] indicate that BipSr,CaCu,Og.4s has pre-
dominantly d,>_,» pairing symmetry in the CuO; planes. Many photoemission experiments
indicate that BiSryCaCu;0Os.5 has a highly anisotropic gap consistent with d,2_,» pairing
symmetry [252-255]. It has been suggested [251] that the lack of a strong ¢ dependence in
some c-axis twist bicrystal junctions could be the result of the presence at the interface of a
layer with relatively large s-wave components, either due to intrinsic causes [256] or due to
impurity effects. Such impurities would not be visible in transmission electron microscopy,
which only images columns of atoms.

Further, it is believed [257, 258] that the one-electron interplane hopping in BSCCO
is proportional to (cos ky — cos ky)z, where ki, k, are the momentum parallel to the in-plane
a, b axes, respectively. Support for this view comes from STM measurements [256]. Scalapino
[259] has suggested that the one-electron interplane hopping in a c-axis twist junction could
take the form

> (a + blcosky — cosky))(a + b(cosk}, — cosk}))cfy cops. (2.34)
kk's
where CZS creates an electron on layer 1 with planar momentum k, with similar primed oper-
ators and momenta referring to electrons on layer 2. Then the pair tunneling Hamiltonian
would have a term proportional to

Z a*b*(cos ky — cos ky)(cosk, — cos k;)Cl-kTC-{—k¢C2—k’¢C2k’T- (2.35)
kk'

This equation has the physical interpretation that the 4s orbitals of the Bi and Cu act as a ball-
and-socket connection between the CuQO; planes which is invariant under a twist rotation.
Equation (2.35) would result in a finite and nearly angle independent Josephson coupling
across c-axis twist junctions if the coefficients a, b were angle independent. A similar micro-
scopic picture was used to derive the separable form required to understand c-axis infrared
conductivity by Hirschfeld, Quinlan, and Scalapino [260].

While it is interesting that some of the c-axis twist experiments show little dependence
of the Josephson current density on twist angle, they cannot carry the same weight as the
in-plane tests described above as tests of pairing symmetry, since the in-plane experiments
vary with macroscopic geometry in the way predicted by simple theory, while the c-axis
twist experiments show no dependence on the parameter of interest: The lack of a twist angle
dependence in some experiments could be the result of factors having nothing to do with the
Cooper pairing symmetry.

Doping Dependence

It is generally agreed that the superconducting gap measured by tunneling spectroscopy
in Bi-2212 increases with decreasing doping below optimal doping [208,218,219,261-263],
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Figure 2.28. Point contact SIN tunneling conductances in BiySrpCaCuyOg s for various hole doping levels from
underdoped to overdoped. Data are normalized by a constant value and offset for clarity. The inset shows energy gap
vs. hole doping from SIS and SIN junctions (dots) along with a linear fit (dashed line) to values for 7* derived from
Ref. [264] using 4 = 2.14kgT* (from Miyakawa et al. [219]).

and that the maximum gap scales with the pseudogap temperature 7* rather than the super-
conducting critical temperature 7T [218,219, 262,263]. Figure 2.28 shows the results from
point-contact tunneling spectroscopy on Bi-2212 for various dopings. For overdoped cuprates
the pseudo- and superconducting gaps converge, and it is believed that the gap scales with 7.
The gaps become larger, and the gap peaks become smaller and more rounded, as the sam-
ples become more underdoped. The inset in Figure 2.28 plots the measured gap values as a
function of doping, which agree well with the dashed line 4 = 2.14kgT™*, where T* is the
pseudogap derived from transport measurements [264]. Yeh et al. [265] report in a study of the
doping dependence of YBCO that the gap 4 peaks at optimal doping, but the ratio 24 / kg T,
increases with decreasing doping, although much less strongly than in Bi-2212, from a value
of about 4.3 for strongly overdoped YBCO. Deutscher [263,266] reports that while the gap
measured for a number of cuprate superconductors from tunneling measurements (4;,) scales
with T* in the underdoped regime, the gap measured from Andreev scattering measurements
(4.) scales with T¢, and argues that the former is a measure of the single-particle excitation
energy out of the condensed pairs, while the latter is the coherence energy of the macroscopic
quantum condensate of the paired charges. Mourachkine draws similar conclusions for an
under-electron-doped Ndj g5Cep.15Cu0O44s sample [267].

Although most of the recent tunneling spectroscopy studies indicate predominantly
d,2_,» pairing symmetry in the optimally doped cuprates, there have been reports of a doping-
induced change in the pairing wavefunction in some cuprates. For example, tunneling spec-
troscopy suggests a significant s-wave component in the pairing wavefunction in overdoped
Y1_xCa,BayCuzO7_5[265]. Analysis of the zero magnetic field splitting of the zero bias peak
in YBCO as a function of doping indicates a change in symmetry fromd,>_,> tod,2_ 2 +idyy
or dxz_yz + is in overdoped YBa;Cu3zO7 [268] and Y|_,Ca,BayCu307_s [269] thin films.
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A drop in the scattering rate of uncondensed carriers below 15 K inferred from penetration
depth measurements of Ca-doped YBCO is reported as supporting evidence for a complex
order parameter in strongly overdoped YBCO [270]. This has been cited as evidence for
the existence of a quantum critical point near optimal doping in YBCO. Analysis of Andreev
scattering data from Lay_, Sr, CuQOy single crystals are best fitted by an anisotropic (extended)
s-wave gap of the form 4(0) = 4o + 41 cos(40), with a maximum gap value of 15 meV, and
a minimum gap of 5 meV, although the authors state that it is hard to distinguish between the
extended s-wave gap functional form, and an s + d form [271,272]. Further, Kohen et al. re-
port an is component to the pairing potential inferred from Andreev reflection measurements
on Y|_,Ca,Ba;Cu3zO7_s which is enhanced as the contract transparency is increased [273].
They interpret this as a proximity effect between the cuprate superconductor and the normal
metal tip.

However, all of the 7-SQUID or O—z -junction experiments described above indicate
predominantly d,>_ > pairing symmetry with little, if any, imaginary component to the order
parameter for optimally doped superconductors [11], while tricrystal pairing symmetry tests
provide the same conclusion for several of the cuprates as a function of doping over a wide
doping range [175].

Macroscopic Quantum Effects

The high temperature superconductors, having d-wave pairing symmetry, have many
low energy quasiparticle states. These states could be expected to produce large dissipation
in tunneling measurements, making the high-temperature superconductors unsuitable for the
observation of macroscopic quantum effects. High temperature superconductors also have
the interesting features of unconventional order parameter symmetry and a possible high
sin(2¢) component in the Josephson current—phase relationship. One test of the role of dis-
sipation in high-7, superconductors is through the study of macroscopic quantum tunneling
(MQT) [274-277] in the escape from the zero-voltage state to the voltage state in the current—
voltage characteristics of Josephson junctions. Very low-dissipation junctions were required
to observe macroscopic quantum tunneling and energy level quantization through resonant
activation in junctions incorporating low-temperature superconductors [278-280].

Bauch et al. reported the first observation of MQT in a d-wave superconductor [78].
They chose for these studies CeO; based biepitaxial GB junctions in the tilt limit, which had
low average barrier transparency, leading to 90% hysteretic behavior in the current—voltage
characteristic. The escape rate of the superconducting phase ¢ from a local minimum in the
washboard potential into the running state has been studied as a function of temperature in
analogy with experiments on low-7; junctions. The dependence of the distribution width o
of switching current probability distributions on temperature is reported in Figure 2.29. The
measured o saturates below 50 mK, indicating a crossover from the thermal to the MQT
regime. To rule out the possibility that the saturation of ¢ is due to any spurious noise or
heating in the measurement setup the switching current the probability distributions were
measured for a reduced critical current (Ico = 0.78 LA) by applying an external magnetic
field B = 2mT. The width ¢ for B = 2mT and the data for B = 0 mT are shown in the inset
of Figure 2.29. The data in the presence of a magnetic field clearly show a smaller width o,
which does not saturate down to the base temperature.

The low average barrier transparency for these junctions strongly reduces dissipation
from nodal quasiparticles, explaining why dissipation mechanisms related to a d-wave junc-
tion do not prevent the observation of MQT. The low dissipation argues that the presence of
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Figure 2.29. Temperature dependence of the width o of the escape probability distribution from the zero-voltage
to the voltage state for a YBCO biepitaxial Josephson junction at B = 0 T (open circles) and B = 2mT (full points).
The solid line in the upper left insert shows the calculation for the thermally activated widths on a log-linear scale,
using Ico = 1.40 uA, C = 1pF, and R = 80 Q. The lower right insert displays the low temperature data on an
expanded scale (adapted from Bauch et al. [78]).

low energy quasiparticles does not prevent macroscopic quantum behavior, such as required
for solid-state quantum computers, and may open the way for experiments aimed at demon-
strating coherence in systems taking advantage of the “quiet” configuration offered by the
d-wave symmetry [281].

2.5.2. Pseudogap

There is often in the cuprate high-7; superconductors a “pseudogap,” a reduction in
the density of states near the Fermi surface, which has properties that distinguish it from the
superconducting gap [282]. The pseudogap does not reduce the tunneling density of states to
zero at the Fermi surface, it tends to be more pronounced for underdoped than for overdoped
cuprates, and it persists in temperature well above the superconducting 7;, for strongly under-
doped cuprates. There have been many proposals for the source of the pseudogap behavior,
including spin fluctuations [283,284], condensation of preformed pairs [218], SO(5) symme-
try [285], spin—charge separation [286], and phase fluctuations of a superconducting state with
finite local pairing amplitude [220,287,288]. Angle resolved photoemission spectroscopy has
shown that the pseudogap in Bi-2212, just like the superconducting gap [252,253,255], has
an in-plane momentum dependence consistent with d,2_ > symmetry [289].

Temperature Dependence

As described in Section 2.5.1, in tunneling measurements, especially in underdoped
cuprates, the superconducting gap evolves continuously into the pseudogap as the temperature
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increases [218,219,230,262,290,291], although there is some evidence for coexistence of the
superconducting gap and the pseudogap, possibly associated with spatial inhomogeneities,
[227,229] at temperatures close to T, [223,224].

It has been reported that the pseudogap closing temperature 7* is below the supercon-
ducting 7, over much of the doping range in the electron doped superconductors, arguing
against it being an indicator of precursor superconductivity [292,293].

The pseudogap energy scale does not appear to be strongly temperature dependent. In-
stead the psuedogap seems to close by a gradual filling in of states [218,219,262]. An example
is displayed in Figure 2.30, which shows STM spectra for tunneling into an underdoped single
crystal of Bi-2212. The peaks at the gap edges in the superconducting state disappear at T,
but the superconducting dip in the density of states continuously evolves into the pseudogap,
remnants of which persists up to room temperature.

Since the energy scales of the pseudogap and superconducting gap track each other
closely, the pseudogap, like the superconducting gap, increases with doping below optimal
doping in Bi-2212. Kugler et al. [230] report that the pseudogap energy 4, scales like
24/kgT* = 4.3, where it is the pseudogap temperature 7*, rather than 7, which reflects
the mean-field critical temperature of the superconductor (see Figure 2.31).
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Figure 2.30. Scanning tunneling microscope spectra measured as a function of temperature on underdoped (7, =
83 K) Bi-2212. The conductance scale corresponds to the 293 K spectrum, and the other spectra are offset vertically
for clarity (from Renner et al. [218]).
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et al. [230]).

Magnetic Field Dependence

The high-T; cuprates have coherence lengths ¢ much shorter than their penetration
depths A. For example, the in-plane coherence length &, ~ 3.5 nm [294] for optimally doped
EuBa,Cuz07_s, and the in-plane penetration depth 4,5 ~ 120-160 nm for optimally doped
YBa;Cuz07_5 [295]. A superconductor with k = 1/& > 1/ V2 is termed type II. In a type
II superconductor the magnetic field penetrates in a range of magnetic field Hyp > H > H.|
in the form of superconducting vortices with quantized flux @9 = h/2e [296]. In the
extreme type II limit # > 1 appropriate for the high-T, cuprates, He; = @ Inx/4mi* and
H, = @Dg / 27E2 [297]. For the examples given above this corresponds to He; ~ 0.025-0.04 T
and Hp ~ 27 T. Krasnov et al [298]. report that the peak at the superconducting gap edge in
Bi-2212 disappears in fields parallel to the c-axis direction of H;; = 10 T at T = 80 K and
Ho =14Tat T = 72 K, in agreement with previous transport measurements [299], but that
fields of this magnitude have little effect on the pseudogap.

Shibauchi and Krusin-Elbaum [300, 301] have inferred from c-axis interlayer tunnel-
ing measurements in Bi2212 that the pseudogap closes at a critical magnetic field Hpe which
has a temperature dependence quite different from that of the superconducting critical field
Hg. (Figure 2.32b). The low-temperature pseudogap closing field Hpy has Zeeman scaling:
it varies with the pseudogap temperature 7" as gugHp, ~ kpT™* (Figure 2.32a), where
g=2.0 for fields parallel to the c-axis. Further, the anisotropy of the pseudogap closing fields
Hlllgab / HILLC ~21.35 corresponds to the anisotropy of the g factor in the cuprates. This implies
that there is little orbital frustration. These results would seem to favor the competing order
explanation, as opposed to the preformed pairs explanation, for the origin of the pseudogap.
However, Shibauchi and Krusin-Elbaum conclude that their results mean that, in a preformed
pair scenario, there is little orbital motion of the pairs. This may be the case if the charges
self-organize into microstripes below T* [250,304]. We will discuss tunneling evidence for
spatial inhomogeneities in the cuprates in Section 2.5.5.

Superconducting vortices have been imaged with scanning tunneling microscopy in
YBCO [305, 306] and Bi-2212 [218, 307-310]. The imaging experiments are complicated
by the very strong vortex pinning in these materials [307], making it difficult to image regular
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Figure 2.32. (a) H-T diagram showing the pseudogap closing field Hpg(T) for H || ¢ (left-hand side) and
H || ab (right hand side), inferred from interlayer tunneling measurements in overdoped (7. ~ 60K) Bi-2212.

In contrast to the characteristic fields in the superconducting state, which are highly anisotropic, the small ratio
Ypg = Hl‘)‘gab (T)/ Hl‘,‘gc (T') ~ 1.35 is temperature independent (inset) and corresponds to the anisotropy of the g factor.

(b) Doping dependences of the low-temperature pseudogap closing field Hpg, the low temperature superconducting
critical field Hyc(T —0), the pseudogap characteristic temperature 7*, and the superconducting critical field T¢. The
hole doping concentration p was obtained from the empirical formula To/T™* =1 — 82.6(p — 0.16) [2,302,303],
with 7" = 92 K. The right-hand-side field scale directly translates onto the Zeeman energy scale on the left-hand
side as (gug/kp)H.Hpg (squares) and T* (triangles), obtained separately in the same crystals in the overdoped
regime, give a scaling gug Hpg ~ kg T* with g = 2.0 (inset) (from Shibauchi et al. [300] and Krusin-Elbaum
et al. [301]).

vortex lattices or the fourfold vortex core symmetry expected for a superconductor with pre-
dominantly d,>_ > symmetry [311,312]. Hoogenboom et al. have found evidence in their
STM images for quantum tunneling of vortices between pinning sites [307]. The pseudogap
spectra measured by STM in the core of superconducting vortices at low temperatures and
high magnetic fields appears very similar to that measured at zero field above T, for both
underdoped (7, = 83.0 K) and overdoped (7. = 74.3 K) Bi-2212 [305].

The superconducting vortex core acts as a potential well for quasiparticle states, leading
to the formation of localized states [313-315]. Low temperature scanning tunneling spec-
troscopy in the vortex normal cores shows two low voltage resonances in both YBCO [306]
and BSCO [308,310]. The vortex states decay away from the vortex core center with a decay
length of 2.2 £ 0.3 nm [310]. The discovery of discrete states split away from zero voltage
in the vortex cores is surprising, since one expects the low-energy quasiparticle states in a
vortex to be extended along the nodes of the gap in a d-wave superconductor, resulting in a
broad peak centered at zero voltage [316-318]. Hoogenboom et al. have shown that the vor-
tex core state energies in Bi-2212 depend linearly on the gap and are independent of magnetic
field [308]. This is in contrast to the vortex bound states in a conventional superconductor,
which have energies that are proportional to the square of the gap (E o 42%/Eg) [313]. There
has been a great deal of work attempting to explain the STM spectroscopy measurements of
vortex core states in d-wave superconductors. Franz and TeSanovi¢ [319, 320] have concen-
trated on the properties of Block waves, as opposed to Landau levels, associated with an array
of vortices. Han et al. [321] have used the r—J model, and Balatsky [322] has invoked the
influence of the magnetic field, to induce an out-of-phase idy, component to the gap, which
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would give a splitting of the core states away from zero energy. Kishine et al. [323] have used
SU(2) slave-boson theory. Berthod et al. [324] have argued that strong correlation effects, cal-
culated using a Cooperon-propagator description of HTS, can produce bound state zero bias
conduction peaks in agreement with experiment. Although there is not a fourfold symmetric
structure to the vortex core observed in scanning tunneling images, there is a fourfold sym-
metry to quasiparticle interference patterns generated by vortices as scattering centers [309].
Such quasiparticle interference effects will be discussed further in Section 2.5.5.

2.5.3. Linear Conduction Background

Often tunneling data on the high-7;. cuprate superconductors show a linearly increas-
ing conductance background for high resistance contacts, while for low resistance contacts
there is a roughly linearly decreasing background [325-327]. Both have been interpreted as
density of states effects, with the inferred density of states either increasing [203,215], or
decreasing [325] away from the Fermi energy. A strong linear conductance background is ob-
served in a number of tunneling systems [328], and is not necessarily observed in tunneling
into the high-T; superconductors. See, for example the STM data in Figure 2.18. A num-
ber of other mechanisms for this effect have been proposed, including space—charge limited
currents [329], charging effects [330], resonance tunneling [331], voltage dependent tunnel-
ing matrix elements [14], or tunneling into impurity states [332]. Several proposals share in
common the view that the linear conduction background reflects the dynamics of the tunnel-
ing process itself: Anderson and Zou [333] proposed that the tunneling process excited both
holons and spinons. Integration over one of the degrees of freedom leads to a predicted lin-
ear conductance background. Varma et al. proposed that the linear conductance background
arises from tunneling into the very short lifetime states of a marginal Fermi liquid [334].
Kirtley and Scalapino [328] have proposed that it is due to inelastic tunneling with a broadly
distributed spectral weight F () of inelastic scattering energy losses. In that case the inelastic
contribution to the total tunneling current can be written as:

L(V) ~ /oo dwF (0)[n(o) + 1]/00 dE{f(E)[1 — f(E + eV — hw)]

—0o0

— f(E + eV + hw)[l — f(E)]} +/0°° do F (w)n(w)

/00 dE{f(E)[1 — f(E+eV +hw)]— f(E+eV —ho)l — f(E)]}, (2.36)

—00

where n() and f(E) are the usual Bose and Fermi factors. The first term in Eq. (2.36) corre-
sponds to emissions of excitations in the tunneling process, and the second term corresponds
to absorption. Equation (2.36) reduces at zero temperature to

dr; (V) ev
V) /0 doF (w), (2.37)

so that a constant spectral weight F (w) would give rise to a conductance which rises linearly
with V. Figure 2.33(a) shows tunneling data from a La;_,Sr,CuO4—In junction as a func-
tion of temperature. There is no sign of a tunneling gap in this data, presumably because of a
nonsuperconducting surface layer, but there is a large linear conductance background. The the-
oretical curves in Figure 2.33(b) are fits to the data using a spectral weight function derived
from fits to NMR spin-relaxation data for the cuprate superconductors. The contribution to
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Figure 2.33. (a) Experimental conductance-voltage characteristic for a Lay_, SryCuO4—In junction as a func-
tion of temperature. (b) Theory prediction, including the effects of inelastic tunneling from a broad distribution
of inelastic excitations. Inset: Diagrams associated with the inelastic spin-fluctuation tunneling (from Kirtley and
Scalapino [328]).

the total conductance from inelastic tunneling from a broad spectral distribution has a thermal
broadening of 5.4kg T of the discontinuity in slope at zero voltage, compared with the 3.5kg T
expected for thermal broadening of elastic tunneling features. Experimental data from sev-
eral types of tunnel junctions shows this characteristic 5.4kg 7T thermal broadening [14,335].
Analysis of Al-Al oxide—Cr—Pb tunnel junctions, which have a very large linear conductance
background, show that taking the ratio of the tunneling data in the superconducting state, di-
vided by that in the normal state, reduces the amplitudes of the strong coupling Pb phonon
peaks, and that a better procedure is to subtract out a large linear conductance background due
to inelastic tunneling [335].

Kirtley has extended the BTK analysis for the current—voltage characteristics of NS
contacts to the case of inelastic tunneling with a broad distribution of energy losses [336].
This analysis assumed an isotropic s-wave superconducting gap. It would be very interesting
to extend the theory of Wu [41] and Tanaka and Kashiwaya [211,212] to inelastic scattering
processes. Kirtley finds (see Figure 2.34) that when the elastic and inelastic contributions are
summed, the small barrier height Z behavior of a plateau of width 4 near zero voltage, fol-
lowed by a linear decrease in the conductance, evolves smoothly into a gap of width 4 at zero
voltage, followed by a linear increase in conductance for large Z [336]. Grajcar [337] has
extended this analysis to include a finite quasiparticle scattering rate °, and find good agree-
ment with experiment on Bi;SroCaCu,/Sr TiO3—Au point contacts with varying thicknesses
of SrTiO3.

2.5.4. Zero-Bias Anomalies

Tunneling measurements of the high-7, superconductors often show peaks or dips in
conductance centered on zero voltage. Reviews of this topic appear in [18, 20, 23,338-344].
Many different mechanisms for zero-bias anomalies in tunneling measurements of the high-7¢
cuprates have been proposed, including charging effects in metallic inclusions in the tunneling
barrier [345], electron—electron Coulomb interactions [346], and phase diffusion [347]. Early
investigations in the cuprates [339] focused most often on an exchange-scattering interaction
between tunneling electrons and isolated magnetic spins in the tunneling barrier [348-351],
first described theoretically by Applebaum [352] and Anderson [353]. There are several rea-
sons for doubting this interpretation as the explanation for the zero bias conductance peaks
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Figure 2.34. Calculated sum of elastic and inelastic tunneling components, with the ratio of the two contributions
scaled so that they are equal for the dimensionless barrier height Z > 1 at eV = 54 (assumed isotropic s-wave).
Each successive curve is shifted up by 1 unit for clarity. As Z increases, the total conductance curves evolve from a
conductance plateau of width 4 superposed on a linearly decreasing background, to a conductance gap with width 4
on a linearly increasing background (from Kirtley [336]).

(ZBCPs) in many of the tunneling measurements in the cuprates. First, in the Applebaum—
Anderson mechanism the splitting in the energies of the ZBCPs away from zero should be
linear with magnetic field, whereas in tunneling in the ab plane directions into YBCO, the
splitting is nonlinear in field, with an anomalously large g factor [339]. Further, often the
appearance of the ZBCP is correlated with the onset of superconductivity [340], and the tem-
perature dependence is not that expected for the Applebaum—Anderson mechanism [354].
Perhaps the most convincing evidence against the Applebaum—Anderson mechanism is the
anisotropy of the field dependent splitting of the ZBCP: when the magnetic field is applied
parallel to the c-axis there is a strong field dependence, but a much weaker dependence is
observed if the field is applied perpendicular to the c-axis [355,356].

Figure 2.35 shows the splitting of the ZBCP in magnetic fields applied parallel (a,b)
and perpendicular (c) to the c-axis in (110) oriented films of YBCO [357]. This behavior is
consistent with the interpretation of Hu [41] and Tanaka and Kashiwaya [18,211,212], that the
ZBCP in the cuprates is due to a zero-energy bound state arising from Andreev scattering and
the sign changes accompanying the d,>_ > pairing symmetry. (see the discussion in “General
Features” in Section 2.5.1.) We will adopt this interpretation for the rest of the present section.

The magnetic field splitting of the ZBCP has been attributed to a Doppler shift in en-
ergy equal to vg - pr cos ®, where vy is the superfluid velocity associated with the Meissner
screening currents, pr is the Fermi momentum, and @ is the angle between the tunneling qua-
siparticle and the sample surface [354,358,359]. This provides a natural explanation for the
magnetic field anisotropy, since the Meissner screening currents are much weaker for fields
applied perpendicular to the c-axis than parallel to it. Within this picture, since vg is pro-
portional to applied field, as long as there is little flux penetration into the films, the ZBCP
splitting should be linear in field, saturating at fields of order the thermodynamic critical field
H., as observed by Covington et al. [354]. However, sometimes nonzero splittings are seen
even at very small fields [354].
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Figure 2.35. Normalized dynamical conductance d//dV vs. bias V for increasing (a) and decreasing (b) applied
fields for an YBCO (110)-oriented film (7 = 88 K, film thickness d = 60 nm) at 4.2 K. Applied fields parallel to
the (001) axis in Tesla: 0, 0.1, 0.3, 0.5, 0.7, 0.9, 1.2, 1.5, 1.8, 2.1, 3.0, 3.5, 5, 6, 7, 11, 13, and 15. (c) Behavior of the
same junction for magnetic field applied perpendicular to the c-axis at fields (in Tesla): 0, 0.5, 1, 2, 4, 8, 12, and 15.5
(from Beck et al. [357]).

An example is shown in Figure 2.36, in which a splitting of the ZBCP is seen even
at zero applied field. Such zero field splitting has been taken as evidence for states with
broken time reversal symmetry (BTRS) in the cuprates [354]. Although there has been a
report of bulk BTRS in the pseudogap state of an underdoped cuprate [360, 361], it is gen-
erally accepted that there is little if any bulk BTRS in the superconducting state in op-
timally doped cuprates [362, 363]. However, there have been many predictions of broken
time reversal symmetry at surfaces and interfaces of cuprate superconductors [55,364-371].
Fogelstrom et al [358]. have calculated the phase diagram of a surface induced state, in which
the dominant d,>_,» pairing symmetry is suppressed by the presence of the surface, allow-
ing a subdominant pairing interaction to coexist with a 7 /2 relative phase difference at low
temperatures. This phase difference leads to a spontaneous supercurrent, and a surface BTRS
state is achieved at low temperatures. The solid line in Figure 2.36 is the prediction of Fogel-
strom et al. for the magnetic field dependence of the splitting of the ZBCP, assuming that the
subdominant order parameter has is symmetry.

Some caution should be used in interpreting zero field splitting of the zero bias conduc-
tance peak as evidence for the presence or absence of TRSB. For example, Asano et al. have
reported that impurity scattering near the interface also causes splitting of the ZBCP [372].
In addition, Flatté and Byers [373] have shown that good agreement with a number of dif-
ferent tunneling spectra, including ones with an apparently split ZBCP, can be made us-
ing self-consistent calculations of the electronic structure near strongly scattering impurities
(Figure 2.37).

Further, Tanuma et al. have shown that the ZBCP will not be split in the presence of
TRSB unless the transmission coefficients of the junctions are sufficiently small [376]. Note
that neither zero field splitting nor field splitting of the ZBCP is observed in grain bound-
ary junctions [343]. April et al. have shown that the amplitude of the ZBCP decreases in
YBa,;Cu3z07_s/Pb junctions upon ion irradiation, without reducing the junction quality [96].

Caution should also be used in interpreting the absence of a ZBCP as evidence for s-
wave pairing symmetry. Several groups have argued that the presence of the ZBCP in grain
boundary junctions of the hole-doped cuprate superconductors, and the absence of such a peak
in similar junctions in the electron-doped cuprates (although exceptions to this absence have



68 John Robert Kirtley and Francesco Tafuri

023 L | 1 1 L]
%)
o 0221 .
(&)
C
©
3]
5
c 021F -
[}
(@)
0.20 -
-10 -5 0 5 10
Voltage (mV)
3 : 7 T
YBCO/Cu
z . M
= 2t YBCO/Pb .
o o000 0 00
= o]
)
o
Q- -
S 1 b 'A_
8 . I,
.:'A"':'”-.
A A...-.xnf*x
pa AKX (b)
0 A L 1 1
0 2 4 6 8
H(T)

Figure 2.36. (a) Magnetic field dependence of the ZBCP from a YBCO/Cu tunnel junction. (b) A compendium of
data on the magnetic field-induced splitting of ZBCP’s. Data from YBCO/Cu and YBCO/Pb junctions are indicated
by closed and open circles, respectively. The theoretical curve for the subdominant order parameter being Ajg (s-
wave) is shown as a full line [358]. The remaining symbols represent data from junctions with magnetic scattering
centers in the tunneling barrier (from Covington et al. [354]).

been reported [341]), implies that the latter have s-wave pairing symmetry [342, 343, 377].
Further Biswas et al. [378] and Qazilbash et al. [379] argue that the presence of a ZBCP in
point contact junctions involving underdoped Pr;_,Ce, CuOy4 and its absence in optimally and
overdoped samples of the same material imply a change in pairing symmetry from d- to s- as a
function of doping. Although the results from various phase insensitive pairing symmetry tests
are mixed, with some indicating s-wave pairing at some doping levels [380-384], and others
indicating d-wave pairing [385-390], the tricrystal experiments of Tsuei et al [188]. in opti-
mally doped samples of both Nd;_,Ce,CuO4 and Pry_,Ce,CuOy, the SQUID interference
measurements of Chesca et al. [193] in the electron doped cuprate La;_,Ce,CuO4_y, and
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Figure 2.37. Comparison of theoretical results (dashed lines) with measurements (solid lines), using a self-
consistent calculation of the YBCO electronic structure, including a realistic band structure and strong impurity
scattering. The impurity parameters used were, from top down, Vo = 2t, n; = 1.7%; Vy = 2.5t, n; = 0.5%;
Vo = 2.5t,n; = 1.1%; Vy = 2t, n; = 1.4%; where V| is the strength of the impurity scattering, ¢ is the nearest
neighbor hopping element, and n; is the impurity concentration. Ref. 2 refers to Geerk et al. [374], Ref. 3 to Takeuchi
et al. [375], and Ref. 4 to Gurvitch et al. [57] (from Flatté et al. [373]).

the zig-zap ramp type junction experiments of Ariando et al. [141] in both optimally doped
and overdoped Nd;_,Ce,CuOj4-y, all show strong evidence for d,>_ > pairing symmetry. It
has been proposed that some of the features in the transport measurements interpreted to be
consistent with s-wave symmetry could in fact be due to band structure effects [391].

Beck et al. [23,357] have suggested that the large splitting of the ZBCP for decreasing
fields (Figure 2.35), must be due to some mechanism other than Doppler shifts, because the
barrier to vortex exit is small, and therefore the Meissner screening currents are small for de-
creasing fields. They suggest instead that there is a field induced id,, component of the order
parameter. This view is supported by the H'/? field dependence of this second contribution to
the splitting, in agreement with theoretical predictions by Laughlin [392].

2.5.5. Atomically Resolved Conductivity Modulation Effects

The cuprate superconductors are derived from parent compounds which are antiferro-
magnetic insulators. Proximity to the Mott insulating state may therefore be important for
many physical properties in these materials [393]. One consequence of this proximity is pos-
sible short-range spatial inhomogeneities. Tunneling measurements have been used to study
three types of inhomogeneities: random fluctuations, inhomogeneities due to quasiparticle
scattering and interference, and stripes.

The doping concentration in the cuprate superconductors is so small, and the coher-
ence length is so short, that even statistical fluctuations in the doping concentration may have
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Figure 2.38. Relationship between the position of the Bi atoms on the crystal surface of Bi-2212, the resonant DOS
structure of an impurity Zn atom, and the positions of the Cu and O atoms in the superconducting plane two layers
below. (a) and (b) are simultaneously acquired 60x 60 A, high-spatial-resolution STM images of the topography and
differential conductance at Vgample = —1.5 mV. The bright center of the scattering resonance in (b) coincides with
the position of the Bi atom marked by an X in (a). (c) A 30x30 A schematic representation of the square CuO,
lattice, showing its relative orientation to the exposed BiO surface two layers above in (a) (from Pan et al. [404]).

important physical consequences [394]. Although some atomically resolved STM measure-
ments show high spatial homogeneity of the superconducting gap [395], others report very
large fluctuations in the local density of states and gap size, over length scales of a few nm, in
STM measurements of optimally doped Bi;SroCaCu,yOg, (Bi-2212) [226-228], as well as
in underdoped Bi-2212 [229] and Bi-2201 [230] (see for example Figure 2.24). These exper-
iments show strong correlations between the integrated local density of states and the energy
gap size, with larger energy gaps being associated with smaller densities of states [227]. In ad-
dition, strong gap inhomogeneities and one-dimensional scattering resonances were reported
from tunneling into the Cu—O chains in Y-123 [396-399].

Strong zero energy quasiparticle scattering resonances, consistent with scattering from
atomic-scale nonmagnetic impurities, have been reported in low temperature STM measure-
ments of Bi-2212 [400,401]. These resonances arise from virtual or virtual-bound quasipar-
ticle states inside the gap of a d-wave superconductor [402, 403], and their observation for
nonmagnetic scatterers is inconsistent with s-wave superconductivity in the high-T; cuprates.
Images of individual nonmagnetic zinc impurity atoms in Bi-2212 (Figure 2.38) reveal a
fourfold symmetric quasiparticle cloud, aligned with the nodes of the d,>_ > superconducting
gap [404]. Scanning tunneling spectroscopy measurements of magnetic Ni atoms in Bi-2212
(Figure 2.39) show two impurity states, one above and one below the Fermi level [405]. These
can be explained as previously spin-degenerate impurity states split by their interaction with
the Ni moment [406]. Surprisingly, for the Ni impurity overall particle-hole symmetry is
observed in the impurity-state spectrum, and the superconducting gap magnitude does not
change as the impurity site is approached, indicating that the Ni atom does not significantly
perturb the superconductivity. This is in contrast to nonmagnetic Zn, which locally destroys
superconductivity [404].

In addition, effects due to weak quasiparticle scattering are also seen. In an isotropic
s-wave superconductor with a circular normal-state Fermi surface, a weak scattering center
will form circular ripples in the local tunneling density of states N (x, w) due to quasiparticle
interference scattering. However, d,2_,>-wave superconductors form ripples from a scatter-
ing center which appear as a set of rays whose wavelength and amplitude vary with angular
direction and bias voltage [407—409]. These interference patterns were first noted surrounding
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Figure 2.39. STM data on the impurity state at a single Ni atom in Bi-2212. (a), (b), 35 A square differential
conductance maps above an Ni atom at (a) +9 mV and (b) —9 mV. (c) A 35 A square atomic resolution topograph of
the BiO surface obtained simultaneously with the maps. (d) Schematic of the relative position of the Ni atom relative
to the Cu atoms in the invisible CuO5 plane (from Hudson et al. [405]).

vortex cores in Bi-2212 [309], but have also been seen (with smaller amplitudes) using Fourier
transform techniques in zero field [410,411].

The dispersion in these interference patterns can be well understood considering only
the band structure of the quasiparticle states, and the d,>_,>» symmetry of the superconducting
gap [412]. This is illustrated in Figure 2.40, which compares the scattering wavevectors of
the local maxima in the Fourier transformed local density of states with theory. The derived
angular dependence of the gap is fit by the form 4(6;) = Ap[A cos(26x) + B cos(66;)],
with 49 = 39.3 meV, A = 0.818, and B = 0.182 (solid line in Figure 2.40). There is
some systematic difference between the gap functional form derived from FT-STS and that
from ARPES measurements, but the general agreement is quite good, providing yet another
confirmation of d,>_ > pairing symmetry in the cuprate superconductors.

It has been proposed that when holes are doped into an antiferromagnetic insulator, they
can form a slowly fluctuating array of metallic, quasi-one-dimensional stripes [250,413—415].
In this view the mechanism of pairing is the generation of a spin gap in spatially confined
Mott-insulating regions near the metallic stripes. In underdoped and optimally doped cuprates
phase coherence occurs at a temperature well below the pairing temperature, while in over-
doped materials pairing and phase coherence occur at the same temperature, as in conven-
tional superconductors. It is well established that static stripe order occurs in Lay_, SryNiO44 5
and Laj ¢—xNdg.4Sr,CuOy4 [416], but it is more difficult to establish fluctuating stripe order
in the cuprate superconductors [417]. Scanning tunneling microscopy has insufficient time
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Figure 2.40. (a) The measured dispersion q(®) of a number of quasiparticle interference local maxima in the Fourier
transform scanning tunneling spectroscopy (FT-STS) of Bi-2212. The solid lines represent theoretical predictions
based on fits to the band dispersion kg (w) and momentum dependent superconducting gap 4(Ks) as determined from
FT-STS data. (b) The locus of scattering momenta Kg(w) extracted using the measured positions of the scattering
wavevectors q(w). The solid line is a fit to the data, assuming the Fermi surface is a combination of a circular arc
joined with two straight lines. The gray band represents ARPES measurements [255]. (c) A plot of the energy gap
A(0y) determined from the filled-state measurements, shown as open circles, and empty-state measurements, shown
as open triangles. The solid line is a fit to the data. The filled circles represent ARPES measurements [255] (from
McElroy et al. [412]).

resolution to image fluctuating stripes, but it is possible that these stripes may be pinned
by defects. A distinction between quasiparticle interference and pinned stripe effects can be
made by measuring the dispersion of the observed features: quasiparticle interference should
have a strong dependence of wavelength on energy, but stripes should be nondispersive [417].
Several reports of energy-independent modulations of the tunneling density of states in Bi-
2212 have been made [411,418-420]. There is disagreement on the exact nature of these
modulations, but the peak component is approximately 2m/4ag £ 25% along the Cu—O chain
directions. It has also been reported that there is a correlation between modulations in the
coherence peak heights and modulations in the low-energy density of states, indicating that
the latter are charge density modulations that interact with superconductivity [419]. Recently
McElroy et al. reported charge modulations in underdoped Bi-2212 that were spatially local-
ized in regions with exceptionally large (pseudo) gaps but no coherence peaks [421,422]. It
should be noted that the strong breaking of the fourfold rotation symmetry predicted in the
stripe scenario is not observed in any of the STM studies, but this may be due to the presence
of strong disorder [417].

2.5.6. Strong Coupling Effects

One of the early triumphs of superconductive tunneling was the derivation of the
effective electron—phonon coupling function times the phonon density of states a?F ()
(phonon spectral density function) and the Coulomb pseudopotential term u* from tunnel-
ing data, and their use to correctly infer transition temperatures in conventional supercon-
ductors [3, 5,423, 424]. There has been much effort to do the same thing with the high-T¢
cuprate superconductors. This effort has concentrated on two types of features: small oscil-
lations in the conductance—voltage characteristics due to electron—phonon interactions, and
a “dip” feature somewhat above the gap energy commonly attributed to electron—-magnon
interactions.
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Electron—Phonon

Schrieffer, Wilkins, and Scalapino [424] showed that the tunneling electronic density of
states in a superconductor is given by
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(2.38)

where N (0) is the electronic density of states at the Fermi surface unrenormalized by the
electron—phonon interaction. In conventional superconductors at temperatures 7 < T, it is
assumed that Ng(w)/N(0) ~ (d1/dV)s/(d1/dV),lev=he. The gap A(w), which is energy
independent in the BCS formulation, has inflections in strong-coupling conventional super-
conductors at energies corresponding to peaks in a” F (w). The most commonly used method
for inferring the phonon spectral function from tunneling data was devised by McMillan and
Rowell [3]. It involves inserting an educated guess for the phonon spectral function and the
Coulomb pseudopotential into the normal and pairing self-energy integral equations, calculat-
ing corrections, and iterating to convergence. The procedure produces remarkable agreement
between tunneling, neutron scattering, and first-principles calculations for the phonon spectral
densities for a number of conventional superconductors [5].

Workers have inferred strong coupling between the electrons and phonons from renor-
malization of the tunneling density of states in a number of cuprate superconductors, including
Nd; 85Cep.15CuO4_, [425-427], Laj 8551, CuO4 [428], Bi-2212 [429—435], and a number of
other layered Bi-cuprates [436]. An example is shown in Figure 2.41, in the electron-doped
superconductor Ndj g5Ceg.15CuO4—y. The solid line is the electron—phonon spectral func-
tion a2 F () inferred from point contact tunnel junctions [425] using a McMillan—Rowell
inversion procedure modified to allow for the effects of a proximity induced layer of reduced
superconductivity on the surface [437]. The inversion procedure gave reasonable values of
u* ~ 0.1 and 4 ~ 1, and predicted values for ¢ (including only an electron—phonon in-
teraction) in good agreement with experiment. The dot-dashed line in Figure 2.41 is the
phonon density of states determined from neutron scattering measurements [438]. Figure 2.41
illustrates the difficulty in analyzing electron—phonon strong coupling effects in the cuprate
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Figure 2.41. The electron—phonon spectral function a2 F (w) for Nd; .85Ce0.15Cu04_,, (solid line), and the phonon
density of states F(w) from neutron scattering on single crystal Nd,CuOy4 (dot-dashed line) (from Tralshawala
et al. [426]).
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superconductors: the phonon densities of states are complex and cover a broad frequency
range, and the tunneling data to date is not very reproducible. Further, Trashawala et al. used
the phonon spectral function aF (w) to calculate the temperature dependence of the normal
state resistivity of Ndj g5Ceg,15CuO4—y, and found that there must be an additional nonphonon
contribution [426,427].

Electron—Magnon

It was observed quite early [325] that there is a reproducible “dip” above the coher-
ence peak in the tunneling conductance—voltage characteristic in several of the cuprate su-
perconductors. This dip is more pronounced for a bias direction corresponding to removal
of quasiparticles from the cuprate superconductor. For optimally doped superconductors the
position of the dip corresponds to eV ~ 24, and roughly scales with the gap as a function of
doping [440]. This lead to the belief that the dip was due to an electron—electron pairing inter-
action [440]. However, later observations showed that the dip occurs at an energy 2 relative to
the superconducting gap energy that scales as 4.9kg 7T, with doping, and that the amplitude of
the dip is largest for optimal doping (Figure 2.42) [439]. This lead Zasadzinski et al. [439] to
infer that this dip is due to a resonance spin excitation [441,442]. The peak/dip/hump features
in angle-resolved photoemission spectroscopy near (0, 7 ) [443—445], and the resonance peak
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17.5meV |

25.2 meV

Normalized conductance

5 10

2V/V,

Figure 2.42. SIS conductances of Bi-2212 for various hole dopings. Notation is o=overdoped, opt=optimally doped,
and u=underdoped. The voltage axis has been rescaled in units of 4. Each curve has been rescaled and shifted for
clarity. The Josephson current has been removed from each curve, and the inferred conductance at zero bias for each
curve is close to zero (from Zasadzinski et al. [439]).
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below 2 4 in inelastic neutron-scattering data [446,447] have also been attributed to a spin-
fluctuation mechanism. Hoogenboom et al. [208] have modeled scanning tunneling spectra of
BSCCO including a collective bosonic mode with energy 2 = 5.4kg T, at wave vector (7, 7),
consistent with the neutron scattering data, and find good agreement with experiment. These
observations have lent support to the proposal that spin-fluctuations play an important role in
superconductivity in the cuprates [448].

2.6. Conclusions

Tunneling measurements tell us much about the nature of superconductivity in the
cuprate high-T¢ superconductors. The pairing wavefunction has predominantly d,2_,> pairing
symmetry. The sign changes in the pairing wavefunction associated with this pairing sym-
metry lead to spontaneous, persistent supercurrents, even in the absence of externally applied
magnetic fields, in a number of different ring and junction geometries. These sign changes also
lead to zero energy bound states at surfaces and interfaces. The superconducting gap and the
pseudogap coexist in some cuprates at some doping levels and temperatures, but the pseudo-
gap can persist to temperatures well above the superconducting gap. The pseudogap magnetic
closing field varies with the pseudogap temperature with Zeeman scaling gy Hpe & kgT™.
Superconducting quasiparticles couple strongly to both phonons and spin-fluctuations. There
are strong inhomogeneities in the superconducting gap and in the local tunneling density of
states in many cuprates, which become more pronounced with increased underdoping.

However, there are still many unresolved issues that tunneling can address. The most
important is: What is the mechanism for Cooper pairing in the cuprates? Some authors have
argued that analysis of tunneling measurements provide electron—phonon coupling strengths
sufficiently large to explain the high critical temperatures observed. Others argue that the dip
structure observed in tunneling indicates that spin fluctuations must play an important role.
Tunneling spectroscopy observations of zero field splitting of the zero bias conductance peak
indicates the presence of broken time reversal symmetry, but measurements of 7 -SQUIDs and
0-r junctions shows no evidence for such effects. The evidence for spatially inhomogeneous
tunneling densities of states from impurity resonances and quasiparticle interference effects
is quite strong, but there is also evidence of nondispersive density of states modulations, in-
dicative of stripes.

Much work remains.
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Angle-Resolved Photoemission
Spectroscopy on Electronic Structure

and Electron—Phonon Coupling in Cuprate
Superconductors

X. J. Zhou, T. Cuk, T. Devereaux, N. Nagaosa, and Z. -X. Shen

3.1. Introduction

In addition to the record high superconducting transition temperature (7), high temper-
ature cuprate superconductors [1,2] are characterized by their unusual superconducting prop-
erties below 7, and anomalous normal state properties above 7. In the superconducting state,
although it has long been realized that superconductivity still involves Cooper pairs [3], as in
the traditional BCS theory [4-6], the experimentally determined d-wave pairing [7] is different
from the usual s-wave pairing found in conventional superconductors [8,9]. The identification
of the pairing mechanism in cuprate superconductors remains an outstanding issue [10]. The
normal state properties, particularly in the underdoped region, have been found to be at odd
with conventional metals which is usually described by Fermi liquid theory; instead, the nor-
mal state at optimal doping fits better with the marginal Fermi liquid phenomenology [11].
Most notable is the observation of the pseudogap state in the underdoped region above Tt [12].
As in other strongly correlated electron systems, these unusual properties stem from the in-
terplay between electronic, magnetic, lattice, and orbital degrees of freedom. Understanding
the microscopic process involved in these materials and the interaction of electrons with other
entities is essential to understand the mechanism of high temperature superconductivity.

Since the discovery of high-T; superconductivity in cuprates [1], angle-resolved pho-
toemission spectroscopy (ARPES) has provided key experimental insights in revealing the
electronic structure of high temperature superconductors [13-15]. These include, among
others, the earliest identification of dispersion and a large Fermi surface [16], an anisotropic
superconducting gap suggestive of a d-wave order parameter [17], and an observation of the
pseudogap in underdoped samples [18]. In the mean time, this technique itself has experi-
enced a dramatic improvement in its energy and momentum resolutions, leading to a series
of new discoveries not thought possible only a decade ago. This revolution of the ARPES
technique and its scientific impact result from dramatic advances in four essential compo-
nents: instrumental resolution and efficiency, sample manipulation, high quality samples, and
well-matched scientific issues.
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The purpose of this treatise is to go through the prominent results obtained from
ARPES on cuprate superconductors. Because there have been a number of recent reviews
on the electronic structures of high-7; materials [13—15], we will mainly present the latest
results not covered previously, with a special attention given on the electron—phonon interac-
tion in cuprate superconductors. What has emerged is rich information about the anomalous
electron—phonon interaction well beyond the traditional views of the subject. It exhibits strong
doping, momentum and phonon symmetry dependence, and shows complex interplay with the
strong electron-electron interaction in these materials.

3.2. Angle-Resolved Photoemission Spectroscopy

3.2.1. Principle

Angle-resolved photoemission spectroscopy is a powerful technique for studying the
electronic structure of materials (Figure 3.1) [19]. The information of interest, i.e., the energy
and momentum of electrons in the material, can be inferred from that of the photoemitted
electrons. This conversion is made possible through two conservation laws involved in the
photoemission process:

(1) Energy conservation: Eg = hv — Exj, — @

(2) Momentum conservation: K| = k+G

where Ep represents the binding energy of electrons in the material; #v the photon energy
of incident light; Eyj, the kinetic energy of photoemitted electrons; @ work function; k)
momentum of electrons in the material parallel to sample surface; K| projected component
of momentum of photoemitted electrons on the sample surface which can be calculated from
the kinetic energy by % K| = «/2m Exinsind with / being Planck constant; G reciprocal lattice
vector. Therefore, by measuring the intensity of the photoemitted electrons as a function of
the kinetic energy at different emission angles, the electronic structure of the material under
study, i.e., energy and momentum of electrons, can be probed directly [19].

For three-dimensional materials, the electronic structure also relies on & | , the momen-
tum perpendicular to the sample surface. Because of the symmetry breaking near the sample
surface, the momentum perpendicular to the sample surface is not conserved. In order to ob-
tain k| , one has to consider the inner potential which can be obtained in various ways [19].
For strictly two-dimensional materials or quasi-two-dimensional materials such as the cuprate
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hv energy analyzer

3
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crystal

Figure 3.1. Schematic of angle-resolved photoemission spectroscopy.
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superconductors discussed in this treatise, to the first approximation, one may treat k; as a
secondary effect. However, one should always be wary about the residual three-dimensionality
in these materials and its effect on photoemission data [20].

The photoemission process can be understood intuitively in terms of a “three step
model” [21]: (1) excitation of the electrons in the bulk by photons, (2) transport of the ex-
cited electrons to the surface, and (3) emission of the photoelectrons into vacuum. Under
the “sudden approximation” (described below), photoemission measures the single-particle
spectral function A(k, w), weighted by the matrix element M and Fermi function f(w):
I~A(k,w)| M |2f (w) [22,23]. The matrix element | M |2 term indicates that, besides the energy
and momentum of the initial state and the final state, the measured photoemission intensity
is closely related to some experimental details, such as energy and polarization of incident
light, measurement geometry, and instrumental resolution. The inclusion of the Fermi func-
tion accounts for the fact that the direct photoemission measures only the occupied electronic
states.

The single-particle spectral function A(k,w) can be written in the following way using
the Nambu—Gorkov formalism

Ak, w) = —(1/7)ImG; (k, w), 3.1)

_ Z(k, w)wtg + (e(k) + x (k, w))72 + ¢ (k, @)1y

) = e oof — 60 + 1k @) — gl

(3.2)

where Z, y, and ¢ represent a renormalization due to either electron—electron or
electron—phonon interactions and ¢ (k) is the bare-band energy. 79, 71, 72 are the matrices
and Gy represents the Pauli electronic charge density channel measured in photoemission. In
the weak coupling case, Z = 1, y = 0, and ¢ = 4, the superconducting gap. The same for-
malism can be extended to the normal state by setting ¢ = 0. In the normal state, the spectral
function can be written in a more compact way [22, 23], in terms of the real and imaginary
parts of the electron self-energies Re2 and Im 2

_ 1 Im X (k, w)|
Ak ) = = —Re 2t ) + (m E (K, @)

(3.3)

where Re 2’ describes the renormalization of the dispersion and Im 2" describes the lifetime.
In relating the photoemission process in terms of single particle spectral function
A(k, w), it is helpful to recognize some prominent assumptions involved:

(1) The excited state of the sample (created by the ejection of the photoelectron) does
not relax in the time it takes for the photoelectron to reach the detector. This so-called
“sudden-approximation” allows one to write the final state wave-function in a separable form,
TfN = d#‘ ?’fN _1, where qﬁf denotes the photoelectron and Y’fN ~1 denotes the final state of
the material with N — 1 electrons. If the system is noninteracting, then the final state over-
laps with a single eigenstate of the Hamiltonian describing the N — 1 electrons, revealing the
band structure of the single electron. In the interacting case, the final state can overlap with
all possible eigenstates of the N — 1 system.

(2) In the interacting case, A(k, w) describes a “quasiparticle” picture in which the in-
teractions of the electrons with lattice motions as well as other electrons can be treated as
a perturbation to the bare band dispersion, (k), in the form of a self-energy, 2 (k, w). The
validity of this picture as well as (1) rests on whether or not the spectra can be understood in
terms of well-defined peaks representing poles in the spectral function.
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(3) The surface is treated no differently from the bulk in this A(k, ®). In reality surface states
are expected and are observed and can lead to confusion in the data interpretation [14]. Surface
termination also affects photoemission process [24].

In addition to the matrix element M, there are other extrinsic effects which contribute to
measured photoemission spectrum, e.g., the contribution from inelastic electron scattering. On
the way to get out from inside the sample, the photoemitted electrons will experience scatter-
ing from other electrons, giving rise to a relatively smooth background in the photoemission
spectrum.

3.2.2. Technique

As shown in Figure 3.1, an ARPES system consists of a light source, chamber and sam-
ple manipulation and characterization systems, and an electron energy analyzer. Figure 3.2 is
an example of a modern ARPES setup with the following primary components:

(1) Light source. Possible light sources for angle-resolved photoemission are X-ray
tubes, gas-discharge lamps, synchrotron radiation source, and VUV lasers. Among them, the
synchrotron radiation source is the most versatile in that it can provide photons with continu-
ously tunable energy, fixed or variable photon polarization, high energy resolution, and high
photon flux. The latest development of the VUV laser is significant as a result of its super-high
energy resolution and super-high photon flux. In addition, the lower photon energy achievable
by the VUV lasers makes the measured electronic structure more bulk-sensitive in certain ma-
terials [25]. However, the strong final state effect may limit its application to certain material
systems.

Manipulator Preparation Electron Energy|
Chamber Analyzer

Light
source

Sam’ple Characterization ARPES
Transfer Chamber Chamber

Figure 3.2. A representative ARPES system on Beamline 10.0.1 at the Advanced Light Source, Lawrence Berkeley
National Lab.
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(2) Chambers and sample manipulation and characterization systems. In most of the
photon energy range commonly used (20—100 eV), the escape depth of photoemitted elec-
trons is on the order of 5—20 A, as shown in Figure 3.3 [26]. This means that photoemission is
a surface-sensitive technique. Therefore, obtaining and retaining a clean surface during mea-
surement is essential to probe the intrinsic electronic properties of the sample. To achieve
this, the ARPES measurement chamber has to be in ultra-high vacuum, typically better than
5x107!! Torr. A clean surface is usually obtained either by cleaving samples in situ in the
chamber if the samples are cleavable or by sputtering and annealing process if the sample is
hard to cleave. The quality of the surface can be characterized by low energy electron diffrac-
tion (LEED) or other techniques such as scanning tunneling microscopy (STM). The sample
transfer system is responsible for quickly transferring samples from air to UHV chambers
while not damaging the ultra-high vacuum. The manipulator is responsible for controlling the
sample position and orientation, it also holds a cryostat that can change the sample temper-
ature during the measurement. An advanced low temperature cryostat which can control the
sample temperature precisely and has multiple degrees of translation and rotation freedoms is
critical to an ARPES measurement.

(3) Electron energy analyzer. An analyzer measures the intensity of photoemitted elec-
trons as a function of their kinetic energy, i.e., energy distribution curve (EDC), at a given
angle relative to the sample orientation. The dramatic improvement of the ARPES technique
in the last decade is in large part due to the advent of modern electron energy analyzer, in
particular, the Scienta series hemisphere analyzers. The enhancement of the performance lies
in mainly three aspects:

(a) Energy resolution improvement.

The energy resolution of the electron energy analyzer improves steadily over time. The up-
grade of the one-dimensional multichannel detection scheme of the VSW analyzer allows
efficient measurement with ~20 meV energy resolution. Among others, it enabled the discov-
ery of the d-wave superconducting gap structure [17]. The first introduction of the Scienta

100
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Figure 3.3. Escape depth of photoemitted electron as a function of kinetic energy [26]. For elements and inorganic
compounds, the escape depth is found to follow the “universal curve” (red solid line).
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Figure 3.4. (a) Ultrahigh-resolution photoemission spectrum of an evaporated gold film measured using Scienta
R4000 analyzer at a temperature of 2.9 K (red circles), together with the Fermi—Dirac function at 2.9 K convolved
by a Gaussian with full width at half maximum of 360 peV (a blue line). Total energy resolution of 360 peV was
confirmed from the very good match between the experimental and calculated spectra [25]. The energy resolution
from the VUV laser is estimated to be 260 peV. (b) Angle mode testing image of Scienta R4000 electron analyzer.
The test was performed using “wire-and-slit” setup, with the angle interval between adjacent slits being 2.5°. In this
particular angular mode, the analyzer collects emission angle within 30° simultaneously.

200 analyzer in the middle 1990s dramatically improved the energy resolution to better than
5 meV. The latest Scienta R4000 analyzer has improved the energy resolution further to better
than 1 meV, as shown in Figure 3.4 [25].

We note that the total experimental energy resolution relies on both the analyzer reso-
lution and the light source resolution. Sample temperature can also cause thermal broadening
which is a limitation in some cases. The necessity of multiple degrees of rotation controls as
well as the exposure of the surface during an ARPES measurement often puts a lower limit on
the sample temperature. In addition, one should be aware of some intrinsic effects associated
with the photoemission process, i.e., space charge effect and mirror charge effect [27]. When
pulsed light is incident on a sample, the photoemitted electrons experience energy redistribu-
tion after escaping from the surface because of the Coulomb interaction between them (space
charge effect) and between photoemitted electrons and the distribution of mirror charges in
the sample (mirror charge effect). These combined Coulomb interaction effects give rise to an
energy shift and a broadening whose magnitude depends on the photon energy, photon flux,
beam spot size, emission angles, etc. For a typical third-generation synchrotron light source,
the energy shift and broadening can be on the order of 10 meV (Figure 3.5) [27]. This value
is comparable to many fundamental physical parameters actively studied by photoemission
spectroscopy and should be taken seriously in interpreting photoemission data and in design-
ing next generation experiments.

(b) Momentum resolution.

The introduction of the angular mode operation in the new Scienta analyzers has also greatly
improved the angular resolution, from a previous ~ 2° to 0.1°—0.3°. This improvement of
the momentum resolution allows one to observe detailed structures in the band structure and
Fermi surface, as well as subtle but important many-body effects. As an example, recent
identification of two Fermi surface sheets (so-called “bilayer splitting”) in BipSroCaCu;Og
(Bi2212) (Figure 3.6) is largely due to such an improvement of momentum resolution [28-30],
combined with the advancement of theoretical calculations [24].
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Figure 3.5. Space charge and mirror charge effects in photoemission [27]. Fermi edge broadening (solid square) and
the Fermi edge shift (open circle) as a function of sample current. The beam spot size is ~0.43x0.30 mm. The inset
shows the measured overall Fermi edge width as a function of the sample current, which includes all contributions
including the beamline, the analyzer, and the temperature broadening. The net broadening resulting from pulsed
photons is obtained by deconvolution of the measured data, taking the width at low photon flux as from all the other
contributions.

Figure 3.6. (a) Experimentally measured Fermi surface in Pb-doped Bi2212 [31]. (b) Calculated Fermi surface of
Bi2212 [24].

(¢) Two-dimensional multiple angle detection.

Traditionally, the electron energy analyzer collects one photoemission spectrum, i.e., energy
distribution curve (EDC), at one measurement for each emission angle. Modern electron en-
ergy analyzers collect multiple angles simultaneously. As shown in Figure 3.4b, the latest
Scienta R4000 analyzer can collect photoemitted electrons in the angle range of 30° simulta-
neously. Therefore, at one measurement, the raw data thus obtained, shown in Figure 3.7a,
is a two-dimensional image of the photoelectron intensity (represented by false color) as
a function electron kinetic energy and emission angle (and hence momentum). This two-
dimensionality greatly enhances data collection efficiency and provides a convenient way of
analyzing the photoemission data.
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As shown in Figure 3.7, the traditional way to visualize the photoemission data is by
means of so-called energy distribution curves (EDCs), which represent photoelectron intensity
as a function of energy for a given momentum. The 2D image comprising the raw data is then
equivalent to a number of EDCs at different momenta (Figure 3.7b). The peak position at
different momenta will give the energy—momentum dispersion relation determining the real
part of electron self-energy Re2'. The EDC linewidth determines the quasiparticle lifetime,
or the imaginary part of electron self-energy Im2". However, the EDC lineshape is usually
complicated by a background at higher binding energy, the Fermi function cutoff near the
Fermi level, and an undetermined bare band energy which make it difficult to extract the
electron self-energy precisely.

An alternative way to visualize the 2D data is to analyze photoelectron intensity as
a function of momentum for a given electron kinetic energy [32] by means of momentum
distribution curves (MDCs) [33,34]. This approach provides a different way of extracting the
electron self-energy. As shown in Figure 3.7c, the MDCs exhibit well-defined peaks with flat
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Figure 3.7. Illustration of the MDC method for extracting the electron self-energy. (a) Raw photoemission data for
LSCO with x =0.063 (T, ~12 K) along the (0,0)—(x ,z) nodal direction at 20 K [35]. The two-dimensional data
represent the photoelectron intensity (denoted by false color) as a function of energy and momentum. (b) Energy
distribution curves (EDCs) at different momenta. The EDC colored red corresponds to the Fermi momentum k. (c)
Momentum distribution curves (MDCs) at different binding energies. The MDC colored red corresponds to the Fermi
level. (d) Energy—momentum dispersion relation extracted by the MDC method. The inset shows the MDC width as
a function of energy.
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backgrounds; moreover, they can be fitted by a Lorentzian lineshape. When the bandwidth is
large, the band dispersion €, can be approximated as €; = vok in the vicinity of the Fermi
level. Under the condition that the electron self-energy shows weak momentum dependence,
A(k,w) indeed exhibits a Lorentzian lineshape as a function of k for a given binding energy.
By fitting a series of MDCs at different binding energies to obtain the MDC position & and
width I” (full-width at half maximum, FWHM) (Figure 3.7d) [35], one can extract the electron
self-energy directly as: Re X = hwo—kvg and Im 2 = I'vp/2.

It is worthwhile to point out the latest effort in attempting to overcome the surface
sensitivity issue related with photoemission. As seen from Figure 3.3, in the usual photon
energy range used for valence band photoemission, the photoemitted electron escape depth is
on the order on 5—10 A. Therefore, it is always an issue whether the photoemission results
obtained in this energy range represents the bulk properties. To overcome such a problem,
there have been two approaches by employing either high photon energy or lower photon
energy. As seen from Figure 3.3, when the photon energy is on the order of 1 keV, the electron
escape depth can be increased to ~20 A [36]. However, this modest enhancement of the
bulk sensitivity comes at a price of sacrificing both the energy resolution and momentum
resolution. On the other hand, when the photon energy is low, one can see that the electron
escape depth increases dramatically. Note that this “universal” curve is obtained from metals,
whether the same curve can be applied to oxide materials remains unclear yet. In addition
to the potential enhancement of the bulk sensitivity, one may further improve the energy and
momentum resolution by going to lower photon energy.

3.3. Electronic Structures of High Temperature Superconductors

3.3.1. Basic Crystal Structure and Electronic Structure

A common structural feature of all cuprate superconductors is the CuO» plane
(Figure 3.8a) which is responsible for the low lying electronic structure; the CuO, planes
are sandwiched between various block layers which serve as charge reservoirs to dope CuO;
planes [37,38]. For the undoped parent compound, such as La;CuQy, the valence of Cu is 2+,
corresponding to 3d° electronic configuration. Since the Cu?* is surrounded by four oxygens
in the CuO; plane and apical oxygen(s) or halogen(s) perpendicular to the plane, the crystal
field splits the otherwise degenerate five d-orbitals, as schematically shown in Figure 3.9 [39].
The four lower energy orbitals, including xy, xz, yz, and 3z — r2, are fully occupied, while the
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Figure 3.8. (a) Schematic of the real-space CuO; plane. The CuO; plane consists of copper (pink solid circles) and
oxygen (black open circles). (b) The corresponding Brillouin zone in a reciprocal space. In the first Brillouin zone,
the area near (7/2, 7/2) (denoted as red circle) is referred to as nodal region, and the (0,0)—(x,7) direction is the
nodal direction (red arrow). The area near (7 ,0) and (0,7 ) is referred to as the antinodal region (shaded circles). The
blue solid line shows a schematic Fermi surface.
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orbital with highest energy, x> — y?, is half-filled. Since the energies of the Cu d-orbitals and
O 2p-orbitals are close, there is a strong hybridization between them. As a result, the topmost
energy level has both Cud,2_ 2 and O 2py  character.

The same conclusion is also drawn from band structure calculations (Figure 3.10a)
[39]. According to both simple valence counting (Figure 3.9) and band structure calculation
(Figure 3.10a), the undoped parent compound is supposed to be a metal. However, strong
Coulomb interactions between electrons on the same Cu site makes it an antiferromagnetic
insulator with an energy gap of 2 eV [42,43]. The basic theoretical model for the electronic
structure most relevant to our discussion is the multiband Hubbard Hamiltonian [44,45] con-
taining d states on Cu sites, p states on O sites, hybridization between Cu—O states, hy-
bridization between O—O states, and Coulomb repulsion terms. In terms of hole notation, i.e.,
starting from the filled-shell configuration (3d'?, 2p®) corresponding to a formal valence of
Cu!t and 0%, the general form of the model can be written as [46]

H = stdl.‘;dm + Zeppl—;l?la + z tpdp;;d,',, + h.c.
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Figure 3.9. Bonding in CuO; plane [40]. The atomic Cu 3d level is split due to the cubic crystal field into eg and
1pg states. There is a further splitting due to an octahedral crystal field into x2— yz, 372 -2, xy, and xz, yz states.
For divalent Cu which has nine 3d electrons, the uppermost x2— y2 level is half filled, while all other levels are
completely filled. There is a strong hybridization of the Cu states, particularly the x2— y2 states, with the O 2p states
thus forming a half-filled two-dimensional Cu 3dx2_y2—0 2px,y antibonding dpo band. The hybridization of the
other 3d levels is smaller and is indicated in figure only by a broadening.
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Figure 3.10. (a) LDA calculated band structure of LayCuOy [41]. The band-labeled B is bonding band between
Cu 3dx2_y2 and O 2p states while the band-labeled A is the corresponding antibonding band that is half-filled.
(b) Schematic of Zhang-Rice singlet state [48, 49]. (c) Schematic energy diagrams for undoped and doped CuO,
planes [42]. (c1) Band picture for a half-filled (undoped) CuO, plane (Fermi liquid). (c2) Charge-transfer insulating
state of the CuO; plane with split Cu 3d bands due to on-site Coulomb repulsive interaction U. The O 2p band is
separated by a charge transfer energy 4 from the upper Cu 3d band. (c3) and (c4) show rigid charge transfer energy
bands doped with holes and electrons, respectively. (c5) Formation of mid-gap states inside the charge transfer gap.

where the operator d; creates Cu (de27y2) holes at site i, and pl"; creates O(2p) holes at
the site /. Ug is the on-site Coulomb repulsion between two holes on a Cu site. The third
term accounts for the direct overlap between Cu—O orbitals. The fifth terms describes direct
hopping between nearest-neighbor oxygens, and Upq in the sixth term is the nearest-neighbor
Coulomb repulsion between holes on Cu and O atoms. Qualitatively, this model gives the
energy diagram in Figure 3.10c.

Simplified versions of model Hamiltonians have also been proposed. Notably among
them are the single-band Hubbard model [47] and /—J model [48]. The t—J Hamiltonian can
be written in the following form [46, 50]

H_;=—t Z (5;05.,'5 + h.C.) +J Z (S,’ . Sj - fl,’T}’Al./'¢/4), 3.5)

<ij>,o <ij>
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where the operator E;ra = cfﬂ (1 —f;_y) excludes double occupancy, J = 4¢2/U is the antifer-
romagnetic exchange coupling constant, and S; is the spin operator. Since the hopping process
may also involve the second (¢ ) and third (¢”") nearest neighbors, an extended t—J model, the
t—t'—t"—J model, has also been proposed [51].

3.3.2. Brief Summary of Some Latest ARPES Results

ARPES has provided key information on the electronic structure of high temperature su-
perconductors, including the band structure, Fermi surface, superconducting gap, and pseudo-
gap. These topics are well covered in recent reviews [14, 15] that we will not repeat here.
Instead, we briefly summarize some of the latest developments not included before.

Band structure and Fermi surface: The bilayer splitting of the Fermi surface is well
established in the overdoped Bi2212 [28-30], as shown in Figure 3.6 and also suggested to
exist in underdoped and optimally doped Bi2212 [52-55]. Recent measurements also show
that there is a slight splitting along the (0,0)— (7,7 ) nodal direction [56]. The measurement
on four-layered Ba,Ca3CuyOgF; has identified at least two clear Fermi surface sheets [57].

Superconducting gap and pseudogap: Since the first identification of an anisotropic
superconducting gap in Bi2212 [17], subsequent measurements on the superconductors such
as Bi2212 [58-61], Bi2201 [62, 63], Bi2223 [64-66], YBa;Cu307_s [67], LSCO [68] have
established a universal behavior of the anisotropic superconducting gap in these hole-doped
superconductors which is consistent with d-wave pairing symmetry (although it is still an
open question whether the gap form is a simple d-wave-like 4(k) = dg[cos(kra) — cos(kya)]
or higher harmonics of the expansion should be included). The measurements on electron-
doped superconductors also reveal an anisotropic superconducting gap [69, 70].

One interesting issue is, if a material has multiple Fermi surface sheets, whether the su-
perconducting gap on different Fermi surface sheets is the same. This issue traces back to su-
perconducting SrTiO3 where it was shown from tunneling measurements that different Fermi
surface sheets may show different superconducting gaps [71]. With the dramatic advance-
ment of the ARPES technique, different superconducting gaps on different Fermi surface
sheets have been observed in 2H-NbSe; [72] and MgB, [73]. For high-7; materials, Bi2212
shows two clear FS sheets, but no obvious difference of the superconducting gas has been
resolved [61]. In Ba;Ca3CusOgF;, it has been clearly observed that the two Fermi surface
sheets have different superconducting gaps [57].

Time reversal symmetry breaking: It has been proposed theoretically that, by utilizing
circularly polarized light for ARPES, it is possible to probe time-reversal symmetry breaking
that may be associated with the pseudogap state in the underdoped samples [74,75]. Kaminski
et al. first reported the observation of such an effect [76]. However, this observation is not
reproduced by another group [77] and the subject remain controversial [78].

3.4. Electron—Phonon Coupling in High Temperature
Superconductors

The many-body effect refers to interactions of electrons with other entities, such as other
electrons, or collective excitations like phonons, magnons, and so on. It has been recognized
from the very beginning that many-body effects are key to understanding cuprate physics.
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Due to its proximity to the antiferromagnetic Mott insulating state, electron—electron inter-
actions are extensively discussed in the literature [14, 15]. In this treatise, we will mostly
review the recent progress in our understanding of electrons interacting with bosonic modes,
such as phonons. This progress stems from improved sample quality, instrumental resolution,
as well as theoretical development. In a complex system like the cuprates, it is not possible
to isolate various degrees of freedom as the interactions mix them together. We will discuss
the electron—boson interactions in this spirit, and will comment on the interplay between
electron—phonon and electron—electron interactions whenever appropriate. Here by bosonic
modes, we are referring to collective modes with sharp collective energy scale such as the
optical phonons and the famous magnetic resonance mode seen in some cuprates [79-81],
but not the broad excitation spectra such as those from the broad electron/spin excitations as
these issues have been discussed in previous reviews. Furthermore, we believe the effects due
to sharp mode coupling seen in cuprates are caused by phonons rather than the magnetic res-
onance. Our reason for not attributing the observed effect to magnetic resonance will become
apparent from the rest of the manuscript. With more limited data, other groups have taken the
view that the magnetic resonance is the origin of the boson coupling effect. For this reason,
we will focus more on our own results in reviewing the issues of electron—phonon interaction
in cuprates.

The electron—phonon interactions can be characterized into two categories (1) weak
coupling where one can still use the perturbative self-energy approach to describe the qua-
siparticle and its lifetime and mass and (2) Strong coupling and polaron regime where this
picture breaks down.

3.4.1. Brief Survey of Electron—Phonon Coupling in High-Temperature
Superconductors

It is well-known that, in conventional superconductors, electron—phonon (el—ph) cou-
pling is responsible for the formation of Cooper pairs [4]. The discovery of high tempera-
ture superconductivity in cuprates was actually inspired by possible strong electron—phonon
interaction in oxides owing to polaron formation or in mixed-valence systems [1]. How-
ever, shortly after the discovery, a number of experiments lead some people to believe that
electron—phonon coupling may not be relevant to high temperature superconductivity. Among
them are [82]:

(1) High critical transition temperature T,

So far, the highest 7; achieved is 135 K in HgBa,Ca;Cu3Og [83] at ambient pressure
and ~160 K under high pressure [84]. Such a high 7. was not expected in simple materials
using the strongly coupled version of BCS theory or the McMillan equations.

(2) Small isotope effect on T,.

It was found that the isotope effect in optimally doped samples is rather small, much
less than that expected for strongly coupled phonon-mediated superconductivity [85].

(3) Transport measurement.

The linear resistivity —temperature dependence in optimally doped samples and the lack
of a saturation in resistivity over a wide temperature range have been taken as an evidence of
weak electron—phonon coupling in the cuprate superconductors [86].

(4) d-wave symmetry of the superconducting gap.
It is generally believed that electron—phonon coupling is favorable to s-wave coupling.
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(5) Structural instability.
It is generally believed that sufficiently strong electron—phonon coupling to yield high
T, will result in structural instability [87].

Although none of these observations can decisively rule out the electron—phonon cou-
pling mechanism in high-7, superconductors, overall they suggest looking elsewhere. Instead,
strong electron—electron correlation has been proposed to be the mechanism of high-T7; super-
conductivity [88]. This approach is attractive since d-wave pairing is a natural consequence.
Furthermore, the high temperature superconductors evolve from antiferromagnetic insulating
compounds where the electron—electron interactions are strong [8,9].

However, there is a large body of experimental evidence also showing strong
electron—phonon coupling in high-temperature superconductors [§9-91]. Among them are:
(1) Isotope effect.

As seen in Figure 3.11, although at the optimal doping, the oxygen isotope effect on Tt
is indeed small, it gets larger and becomes significant with reduced doping [93]. In particu-
lar, near the “1/8” doping level, the isotope effect in (Lay_, Sr,)CuO4 and (Lay_,Ba,)CuO4
is anomalously strong, which is related to the structural instability [94]. Furthermore, the
measurement of an oxygen isotope effect on the in-plane penetration depth also suggests the
importance of lattice vibration for high-7; superconductivity [95].

(2) Optical spectroscopy and Raman scattering.

Raman scattering [96] and infrared spectroscopy [97] reveal strong electron—phonon
interaction for certain phonon modes. Some typical vibrations related to the in-plane and
apical oxygens are depicted in Figure 3.12. In YBayCu3O7_s, it has been found that, the
B1g phonon, which is related to the out-of-plane, out-of-phase, in-plane oxygen vibrations

1.2 ® (La,Sn,Cu0,
O (La,Ba),Cu0,
[ ) ® (La,Sr),Cu0,
1.0 O (La,Sn,(Cu,Ni)O,
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Figure 3.11. Doping dependence of the oxygen isotope effect a on T in several classes of cuprates [92-94]. The
“1/8 anomaly” data found in LSCO system is highlighted in the shaded region.
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Figure 3.12. Schematic of B1g mode (a), A1g mode (b), half-breathing mode (c), full-breathing mode (d) and apical
oxygen mode (e).

(see Figure 3.12), exhibits a Fano-like lineshape (Figure 3.13) and shows an abrupt soften-
ing upon entering the superconducting state [98-100]. The Ajg modes, as found in HgBa
CazCus0O19 (Hgl234) [101] and in HgBa;Cap;CuzOg (Hgl1223) [102], exhibit especially
strong superconductivity-induced phonon softening (Figure 3.14). Infrared reflectance mea-
surements on various cuprates found that the frequency of the Cu—O stretching mode in the
CuO3 plane is very sensitive to the distance between copper and oxygen [97].

Figure 3.15 shows Raman data as a function of doping in LSCO [103]. The sharp struc-
tures at high frequency are signals from multiphonon processes, which can only occur if the
electron—phonon interaction is very strong. One can see that this effect is very strong in un-
doped and deeply underdoped regime, and gets weaker with doping increase.

(3) Neutron scattering.

Neutron scattering measurements have provided rich information about electron—
phonon coupling in high temperature superconductors [104-106]. As seen from Figure 3.16a,
the in-plane “half-breathing” mode exhibits strong frequency renormalizations upon doping
along (001) direction [104,107]. In (Laj g5Srg.15)CuQy, it is reported that, at low temperature,
the half-breathing mode shows a discontinuity in dispersion (Figure 3.16b) [108]. In YBCO,
neutron scattering indicates that the softening of the By mode upon entering the supercon-
ducting state is not just restricted near ¢ = 0, as indicated by Raman scattering (Figure 3.13),
but can be observed in a large part of the Brillouin zone (Figure 3.17) [106].

(4) Material and structural dependence.

There is a strong material and structural dependence to the high-7, superconductivity,
as exemplified in Figure 3.18 [109, 110]. Empirically it is found that, for a given homologous
series of materials, the optimal 7 varies with the number of adjacent CuO» planes, n, in a
unit cell: 7; goes up first with n, reaching a maximum at n = 3, and goes down as n further
increases. For the cuprates with the same number of CuO; layers, T, also varies significantly
among different classes. For example, the optimal 7. for one-layered (Lay_, Sr,)CuO4 is 40 K
while it is 95 K for one-layered HgBa;CuOy4. These behaviors are clearly beyond simplified
models that consider CuO» planes only, such as the +—J model. In fact, such effects were
taken as evidence against theoretical models based on such simple models and in favor of the
interlayer tunneling model [111]. Although the interlayer tunneling model has inconsistencies
with some experiments, the issue that the material dependence cannot be explained by single
band Hubbard and —J model remains to be true.
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Figure 3.13. Anomalous softening of the By phonon when YBCO is cooled below 7 [100]. The inset shows the
fit of a Fano function to the phonon peak at 7 = 72 K [98].

The above results suggest that the lattice degree of freedom plays an essential role.
However, the role of phonons has not been scrutinized as much, in particular in regard
to the intriguing question of whether high-7;. superconductivity involves a special type of
electron—phonon coupling. In other words, the complexity of electron—phonon interaction
has not been as carefully examined as some of the electronic models. As a result, many
naive arguments are used to argue against electron—phonon coupling as if the conclusions
based on simple metals are applicable here. Recently, a large body of experimental re-
sults from angle-resolved photoemission, as we review below, suggest that electron—phonon
coupling in cuprates is not only strong but shows behaviors distinct from conventional
electron—phonon coupling. In particular, the momentum dependence and the interaction be-
tween electron—phonon interaction and electron—electron interaction are very important.

3.4.2. Electron—-Phonon Coupling: Theory
General
Theory of electron—phonon interaction in the presence of strong electron correlation

has not been developed. Given both interactions are important in cuprates, it is difficult a priori
to have a good way to address these issues. In fact, we believe that an important outcome of
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Figure 3.14. Raman spectra of Hg1234 showing a giant superconductivity-induced mode softening across 7¢ = 123
K [101]. The modes at 240 and 390 cm ™! correspond to A out-of-plane, in-phase vibration of oxygens in the CuO;

planes. Upon cooling from room temperature to 4.5 K, the 240 em™! A|g mode shows an abrupt drop in frequency
at T, from 253 to 237 cm~! and the 390 cm™! mode drops from 395 to 317 cm™! [101].

our research is the stimulus to develop such a theory. In the mean time, our strategy is to
separate the problem in different regimes and see to what extent we can develop a heuris-
tic understanding of the experimental data. Such empirical findings can serve as a guide for
comprehensive theory. We now start our discussion with an overview of existing theories of
electron—phonon physics.

The theories of electron—phonon coupling in condensed matter have been developed
rather separately for metals and insulators. In the former case, the dominant energy scale is
the kinetic energy or the Fermi energy e¢r on order of 1—10 eV, and the phonon frequency
Q ~ 1—-100 meV is much smaller. The Fermi degeneracy protects the many-body fermion
system from perturbations and only the small energy window near the Fermi surface responds.
Therefore even if the lattice relaxation energy Ejr = g2/ for the localized electron is com-
parable to the kinetic energy ef the el—ph coupling is essentially weak and the perturbative
treatment is justified. The dimensionless coupling constant 4 is basically the ratio of E1Rr/eF,
which ranges 4 = 0.1—2 in the usual metals. In the diagrammatic language, the physics de-
scribed above is formulated within the framework of the Fermi liquid theory [112]. The el—el
interaction is taken care of by the formation of the quasiparticle, which is well defined near the
Fermi surface, and the el—ph vertex correction is shown to be smaller by the factor of Q/er
and can be neglected. Therefore the multiphonon excitations are reduced and the single-loop
approximation or at most the self-consistent Born approximation is enough to capture the
physics well, i.e., Migdal—Eliashberg formalism.
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When a carrier is put into an insulator, on the other hand, it stays near the bottom of the
quadratic dispersion and its velocity is very small. The kinetic energy is much smaller than
the phonon energy, and the carrier can be dressed by a thick phonon cloud and its effective
mass can be very large. This is called the phonon polaron. Historically the single carrier prob-
lem coupled to the optical phonon through the long range Coulomb interaction, i.e., Frohlich
polaron, is the first studied model, which is defined in the continuum. When one considers the
tight-binding models, which is more relevant to the Bloch electron, the bandwidth W plays
the role of ¢f in the above metallic case. Then again we have three energy scales, W, ERrr,
and Q. Compared with the metallic case, the dominance of the kinetic energy is not trivial,
and the competition between the itinerancy and the localization is the key issue in the polaron
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problem, which is controlled by the dimensionless coupling constant A = ERry/W. Another
dimensionless coupling constant is S = ERry /€2, which counts the number of phonon quanta
in the phonon cloud around the localized electron. This appears in the overlap integral of the
two-phonon wavefunctions with and without the phonon cloud as:

(phonon vacuum|phonon cloud) e S, 3.6)
p p

This factor appears in the weight of the zero-phonon line of the spectral function of the local-
ized electron and S can be regarded as the maximum value for the number of phonons Npy
near the electron. In a generic situation, Npy is controlled by 4, and there are cases where
Nph shows an (almost) discontinuous change from the itinerant undressed large polaron to the
heavily dressed small polaron as 4 increases. This is called the self-trapping transition. Here
a remark on the terminology “self-trapping” is in order. Even for the heavy mass polaron, the
ground state is the extended Bloch state over the whole sample and there is no localization.
However, a small amount of disorder can cause the localization. Therefore in the usual situa-
tion, the formation of the small polaron implies the self-trapping, and we use this language to
represent the formation of the thick phonon clouds and huge mass enhancement. In cuprates, it
is still a mystery why the transport properties of the heavily underdoped samples do not show
the strong localization behavior even though the ARPES shows the small polaron formation
as will be discussed in “Polaronic Behavior in Parent Compounds” in Section 3.4.4.

Now the most serious question is what is the picture for the el—ph coupling in cuprates?
The answer seems not so simple, and depends both on the hole-doping concentration, momen-
tum, and energy. The half-filled undoped cuprate is a Mott insulator with antiferromagnetic
ordering, and a single hole doped into it can be regarded as the polaron subjected to the
hole—magnon and hole—phonon interactions. At finite doping, but still in the antiferromag-
netic (AF) order, the small hole pockets are formed and the hole kinetic energy can be still
smaller than the phonon energy. In this case the polaron picture still persists. The main issue
is to what range this continues. One scenario is that once the antiferromagnetic order dis-
appears the metallic Fermi surface is formed and the system enters the Migdal—FEliashberg
regime. However, there are several physical quantities such as the resistivity, Hall coefficient,
optical conductivity, which strongly suggest that the physics still bears a strong characteristics
of doped holes in an insulator rather than a simple metal with large Fermi surface. Therefore
the crossover hole concentration x. between the polaron picture and the Migdal—Eliashberg
picture remains an open issue. Probably, it depends on the momentum/energy of the spectrum.
For example, the electrons have smaller velocity and are more strongly coupled to the phonons
in the antinodal region near (£, 0), (0, £ ), remaining polaronic up to higher doping, while
in the nodal region, the electrons behave more like the conventional metallic ones since the
velocity is large along this direction. Furthermore, the low energy states near the Fermi energy
are well described by Landau’s quasiparticle and Migdal—Eliashberg theory, while the higher
energy states do not change much with doping even at x = 0.1 [113] suggestive of polaronic
behavior. In any event, the dichotomy between the hole doping picture and the metallic (large)
Fermi surface picture is the key issue in the research of high-7; superconductors.

Weak Coupling—Perturbative and Self-Energy Description

We review first the Migdal—Eliashberg regime, in which the electron—phonon inter-
action results in single-phonon excitations and can be considered as a perturbation to the
bare band dispersion. In this case, dominant features of the mode-coupling behavior can be
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captured using the following form for the self-energy:

Sk, 0) =T/N Y g*(k,q)D(g,v)13G(k — q, i — iv)z3, 3.7)
q,v

where D(q, w) = 29,/ (0* — Qg) is the phonon propagator, £, is the phonon energy, T is
temperature, N is the number of particles, and 73 is the Pauli matrix.

In this form of the self-energy, corrections to the electron—phonon vertex, g, are ne-
glected as mentioned above [115]. Furthermore, we assume only one-iteration of the coupled
self-energy and Green’s function equations. In other words, in the equation for the self-energy,
>, we assume bare electron and phonon propagators, G and Dy. With these assumptions, the
imaginary parts of the functions Z, y, and ¢, denoted as Z,, y», and ¢, are:

Zok, w)o =" g2k, ) (@ /D{[6(0 — Q — Ei—y)
q
+ (0w — Qq + Ek—q)][f(gq —)+ ”(Qq)]
+[—0(w+ Qy — Ex—g) — 0@+ Q4 + Ex—o)I[f (24 + o) +n(2)1}, (3.8)

xalk, ) =D g%k, @) (xex—q/2Ex—)[—0(0 — Q4 — Ex—y)
q
+6(w — Qq + Ek—q)][f(gq —)+ n(Qq)]
+[0(w+ Q2 — Ex—g) — (@ + Q4 + Ex— ) f(Q4 + ©) +n(2)1}, (3.9)

pak, ) = D" gk, q)(x Ak—g /2Ex—g){[0(0 — Qy — Ex—q)
q
— (o — Qq + Equ)][f(Qq —w)+ n(gq)]
+[—d(w0 + Q4 — Ep—¢)+ 6(w + Q4 + Ek—q)][f(gq + ) + n(-Qq]}a (3.10)

where f(x), n(x), are the Fermi, Bose distribution functions and Ej is the superconducting
state dispersion, E,% = e,% + A,%.

The above equations are essentially those of Eliashberg theory for strongly coupled
superconductors. Although A can be large (> 1), i.e., “strongly coupled,”’ the vertex correc-
tions and multiphonon processes are still negligible due to the Fermi degeneracy and small
Q/EF [116]. To illustrate the essential features of mode coupling, we consider an Einstein
phonon coupled isotropically to a parabolic band. We present this calculation in the spirit of
Engelsberg and Schrieffer, who first calculated the spectral function for an electron—phonon
coupled system [117] and which provided the foundation for the later work by Scalapino,
Schrieffer, and Wilkins [118] in the superconducting state. Figure 3.19 plots —Z>w + y», the
imaginary part of the phonon self-energy, Im X, that represents the renormalization to the
diagonal channel of the electron propagator, or the one in which the charge number density is
subjected to electron—phonon interactions. This part of the self-energy gives a finite lifetime
to the electron, and consequently broadens the peak in the spectra (Im X in A(k, w) (Eq.3.3)
is the half-width-at-half-maximum, HWHM of the peak). In the normal state, —Z>w + 2
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Figure 3.19. Self-energy for electrons coupled to an Einstein mode with Q =35 meV and electron—phonon vertex
g = 0.15eV [114]. (al), (b1), and (c1) plots ImnX = —Zrw + y; for a normal state electron at 10 K, for a normal
state electron at 100 K, and for an electron in an s-wave superconducting state at 10 K, respectively. (a2), (b2), and
(c2) plots the corresponding real parts, Re 2 , obtained using the Kramers—Kronig relation.

takes the familiar form:

Im X (k, ) = 3, — wg*(k, q)[2n(Q,)+
f(Qy + o)+ f(Qy — w)]d(w — Ex—y), (3.11)

which when integrated over q becomes:
Im X (k, w) = /dga,fF(Q)[zn(Q) + f(Q + o)+ f(Q —w)], (3.12)

where a,%F (), the Eliashberg function, represents the coupling of the electron with Fermi
surface momentum k, to all € phonons connecting that electron to other points on the Fermi
surface.

For the normal state electron at 10 K (Figure 3.19al), there is a sharp onset of the
self-energy that broadens the spectra beyond the mode energy; for the normal state electron
at 100 K (Figure 3.19b1), the onset of the self-energy is much smoother and occurs over
~50 meV; for the superconducting state electron (Figure 3.19cl), there is a singularity that
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causes a much more abrupt broadening of the spectra at the energy Q2 + 4. The supercon-
ducting state singularity is due to the density of states pile-up at the gap energy; the energy
at which the decay onsets shift by 4, since below the gap energy there are no states to which
a hole created by photoemission can decay. For each of these imaginary parts of the self-
energy, one can use the Kramers—Kronig transform to obtain the real part of the self-energy,
which renormalizes the peak position (Re X in A(k, w) (Eq.3.3) changes the position of the
peak in the spectral function). The real self-energies thereby obtained are also plotted in Fig-
ure 3.19a2—c2. In the superconducting state, again there is a singularity that causes a more
abrupt break from the bare-band dispersion at the energy Q + 4.

For most metals, where the electrons are weakly interacting, and therefore the poles of
the spectral function are well defined, one would expect such a treatment to hold and indeed
it does, as evidenced by several cases including Beryllium [119, 120] and Molybdenum [121].
A priori, one might not expect the same to hold in ceramic materials such as the copper-oxides,
where the copper d-wave electrons are localized and subject to strong electron—electron
and electron—phonon interactions. Nonetheless, in the superconducting state of the copper-
oxides at optimal and overdoped regime, one recovers narrow peaks (20—30 meV) of the
spectral function. The above self-energy, then, is able to describe the phenomenology of
the mode-coupling behavior for the superconducting state. The difference between the self-
energy induced for a particular mode and coupling constant in the normal state at 7 = 100 K
(Figure 3.19) and the superconducting state at 7 = 10 K (Figure 3.19) also shows the extent
to which one can expect a temperature-dependent mode coupling in the high-7, cuprates.

To illustrate the salient features of mode coupling on the dispersion, we consider a lin-
ear bare band coupled to an Einstein phonon in the normal state at T = 10 K. The effect of
electron—phonon interaction on the one-electron spectral weight A(k, w) of a d,2_ y2 super-
conductor has been simulated by Sandvik et al. [122]. In Figure 3.20, we show image plots,
EDCs, MDC-derived dispersions, and the MDC-extracted widths for two different coupling
constants (the case of stronger coupling is a factor of five increase in the vertex, g2).
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Figure 3.20. Simulated electron—phonon coupling using Einstein model. Spectral function (al, bl), EDCs (a2,
b2), MDC-derived dispersion (a3, b3), and the MDC-derived width (a4, b4) (imaginary part of self-energy) for two
different couplings (a weak, b five times stronger) to a linear bare band.
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There are three characteristic signatures of mode-coupling behavior evident:

(1) A break up of a single dispersing peak into two branches (Figure 3.20al, bl)—a
peak that decays as it asymptotically approaches the mode energy (I in Figure 3.20a2, b2),
and a hump that traces out a dispersing band (I in Figure 3.20a2, b2).

(2) In the image plots (Figure 3.20al, b1), a significant broadening of the spectra beyond
the mode energy is readily apparent. This is also the origin of the broad hump of the dispersing
band seen in the EDCs (Figure 3.20a2, b2) and the step in the extracted widths (or lifetime)
(Figure 3.20a4, b4).

(3) At the mode energy itself, there is a “dip” between the peak and the hump in the
EDCs (Figure 3.20a2, b2) leading to the “peak-dip-hump” structure often discussed in the
literature.

From these generic features of electron—phonon coupling, one could ascertain the mode
energy and coupling strength. Theoretically, the mode energy should be the energy to which
the peak in the EDC curve decays. If there is a well-defined peak that has enough phase space
range to decay, the last point at which it can be measured is the best indication of the mode
energy. Otherwise, estimates can be made from the EDC, MDC-derived dispersions, and the
position of the step in the MDC widths. The coupling strength is indicated by the extent of
the break up of the spectra into a peak and a hump, the sharpness of the “kink” in the MDC-
derived dispersion, and the magnitude of the step in the MDC-derived widths. Quantitative
assessments of the coupling strength, however, require either a full model calculation or an
extraction procedure to invert the phonon density of states coupled to the electronic spectra.

Strong Coupling—Polaron

When the kinetic energy of the particles is less than the phonon energy, the dressing
of the phonon cloud could be large and the el—ph coupling enters into the polaron regime.
A single particle coupled to the phonon is the typical case, on which extensive theoretical
studies have been done. Let g(g) be the coupling constant of the phonon with wavenumber
q to the electrons, and the lattice relaxation energy EpR is estimated as E R = (| g(q)|2)/ Q.
When this E1R is smaller than the bandwidth, the effective reduction of the el—ph coupling
due to the rapid motion of the electron, i.e., the motional narrowing, occurs and the weight of
the one-phonon side-band is of the order of g(g)/ W with the number of the phonon quanta
Nph being estimated as Npn ~ (|g(q)|?)/W? ~ S(Q/W)? where S = Err/Q. As the
el—ph coupling constant increases, the polaron state evolves from this weak-coupling large
polaron to the strong-coupling small polaron. This behavior is nonperturbative in nature, and
the theoretical analysis is rather difficult. One useful method is the adiabatic approximation
where the frequency of the phonon is set to be zero while E1 g remains finite. In this limit, one
can regard the phonon as a classical lattice displacement, whose Fourier component is denoted
by Q,. Then one can investigate the stability of the weak-coupling large polaron state, i.e.,
zero distortion state in the present approximation, by the perturbative way. Namely the energy
gain second order in g(g) reads

1 8(q)°
0E = —— - - 3.13
NqZQE(q)—E(O)QqQ ! G139
with the energy dispersion E (k) of the electron. Here the electron is at the ground state with
the energy E(0) in the unperturbed state. Introducing the index ¢ characterizing the range of
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the coupling as g(g) o< ¢ ¢, and considering the smallest possible wavenumber gmi, o< N~/¢
for the linear sample size L = N l/d jp spatial dimension d, one can see that the index
s=d—-2(1+4+¢) (3.14)

separates the two different behavior of 6E. For s > 0, 0 E for ¢ = gmin goes to zero as N — oo,
which suggests that the weak-coupling state is always locally stable, separated by an energy
barrier from the strong-coupled small polaron state. This means that a discontinuous change
from the weak- to strong-coupling polaron states occurs where the mass becomes so heavy
that the carrier is easily localized by impurities. Namely, the self-trapping transition occurs.
For s < 0, on the other hand, the zero distortion state is always unstable for infinitesimal
g(g) and hence the lowest energy state continues smoothly as the coupling increases, i.e., no
self-trapping transition. The most relevant case of the short range el—ph coupling in two di-
mensions, i.e.,d = 2, { = 0, corresponds to s = 0, and hence is the marginal class. Therefore
whether the self-trapping transition occurs or not is determined by the model of interest, and
is nontrivial.

For the study of the polaron in the intermediate to strong-coupling region, one needs to
invent a reliable theoretical method to calculate the energy, phonon cloud, effective mass, and
the spectral function. Up to very recently, it has been missing but the diagrammatic quantum
Monte Carlo method [123] combined with the stochastic analytic continuation [124] enabled
the “numerically exact” solution to this difficult problem. By this method, the crossover from
the weak- to strong-coupling regions have been analyzed accurately for various models [125,
126]. With this method, the polaron problem in the #—J model has been studied, and detailed
information on the spectral function is now available which can be directly compared with
experimental results. It is found that the self-trapping transition occurs in the two-dimensional
t—J polaron model, and in comparison with experiment, the realistic coupling constant for the
undoped case corresponds to the strong-coupling region. Namely the single hole doped into
the undoped cuprates is self-trapped. Section 3.4.4 gives more details of how the polaron
model relates to such experimentally determinable quantities as the lineshape, dispersion, and
the chemical potential shift with doping.

Now we turn to the ARPES measurements that can be related to the two regimes of
electron—phonon coupling. We will first review the band renormalization effects along the
(0,0)—(z, ) nodal direction and near the (7 ,0) antinodal region. The weak electron—phonon
coupling picture is useful in accounting for many observations. However, there are exper-
imental indications that defy the conventional electron—phonon coupling picture. Then we
will move on to review the polaron issue which manifests in undoped and heavily underdoped
samples.

3.4.3. Band Renormalization and Quasiparticle Lifetime Effects
El-Ph Coupling Along the (0,0)—(z,z) Nodal Direction

The nodal direction denotes the (0,0)—(x,7) direction in the Brillouin zone
(Figure 3.8b). The d-wave superconducting gap is zero along this particular direction. As
shown in Figures 3.21 and 3.22a, the energy—momentum dispersion curves from MDC
method exhibit an abrupt slope change (“kink™) near 70 meV. The kink is accompanied by
an accelerated drop in the MDC width at a similar energy scale (Figure 3.22b). The existence
of the kink has been well established as ubiquitous in hole-doped cuprate materials [127-133]:



112 X. J. Zhou et al.

0.0
Y b Bi2212 c Bi2201

-100

S
£
< 200
>
S 00 :
g "\ »d LSCO . e Bi2212 f
5 \ . 42
5=0.16 1
A T
y
-100 |- - 4 >
® 20K
® 100K
3 o
—200 & 1 |.x e 1 1 1 1
0 10 100 0.3

k' Doping, &

Figure 3.21. Ubiquitous existence of a kink in the nodal dispersion of various cuprate materials [128]. Top panels
(a, b, c) plot dispersions along (0, 0)—(z,7) direction (except for panel b inset, which is off this direction) as a
function of the rescaled momentum k’ for different samples and at different doping levels (d): (a) LSCO at 20 K, (b)
Bi2212 in superconducting state at 20 K, and (c) Bi2201 in normal state at 30 K. Dotted lines are guides to the eye.
Inset in (b) shows that the kinks in the dispersions off the (0, 0)—(z,7 ) direction sharpen upon moving away from
the nodal direction. The black arrows indicate the position of the kink in the dispersions. Panels (d) and (e) show the
temperature dependence of the dispersions for (d) optimally doped LSCO (x =0.15) and (e) optimally-doped Bi2212,
respectively. Panel (f) shows the doping dependence of the effective electron—phonon coupling strength A’ along the
(0, 0)—~(z , ) direction. Data are shown for LSCO (filled triangles), Nd-doped LSCO (1/8 doping; filled diamonds),
Bi2201 (filled squares), and Bi2212 (filled circles in the first Brillouin zone and unfilled circles in the second zone).
The different shadings represent data obtained in different experimental runs. Shaded area is a guide to the eye.

1. It is present in various hole-doped cuprate materials, including Bi;Sr,CaCu,Og
(Bi2212), BipSrpCuOg¢ (Bi2201), (Lag—_, St )CuO4 (LSCO) and others. The energy scale (in
the range of 50—70 meV) at which the kink occurs is similar for various systems.

2. It is present both below T, and above 7.

3. It is present over an entire doping range (Figure 3.22a). The kink effect is stronger in
the underdoped region and gets weaker with increasing doping.

While there is a consensus on the data, the exact meaning of the data is still under
discussion. The first issue concerns whether the kink in the normal state is related to an energy
scale. Valla et al. argued that the system is quantum critical and thus has no energy scale,
even though a band renormalization is present in the data [33]. Since their data do not show
a sudden change in the scattering rate at the corresponding energy, they attributed the kink
in Bi2212 above T; to the marginal Fermi liquid (MFL) behavior without an energy scale
[130]. Others believe the existence of energy scale in the normal and superconducting states
has a common origin, i.e., coupling of quasiparticles with low-energy collective excitations
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Figure 3.22. Doping dependence of the nodal electron dynamics in LSCO and universal nodal Fermi velocity [132].
(a) Dispersion of LSCO with various doping levels (x = 0.03 — 0.30) measured at 20 K along the (0,0)—(z ,7 ) nodal
direction. The arrow indicates the position of kink that separates the dispersion into high-energy and low-energy parts
with different slopes. (b) Scattering rate as measured by MDC width (full-width-at-half-maximum, FWHM) of the
LSCO (x = 0.063) sample measured at 20 K. The arrow indicates a drop at an energy ~70 meV.

El = = = ==
8 — = =
%) — A A - — ‘
§ SSEmE==s=—mctmntEm
E ] — N e\ R
%_ ":“‘““"‘\\'\EM—-&:C
— ".—_‘“"‘1—\
B e e e N N = S
WEWEWEWEmE 200K

-02 00 -02 00 -02 00 -02 00 -02 00 -02 0.0
Energy (eV)

Figure 3.23. Energy distribution curves (EDC) in the normal state of underdoped Bi2201 (7; = 10K) at several
temperatures (from 20 to 200 K) [135]. A dip in the EDCs can be clearly observed almost for all the temperatures.
The dip position (dotted line) is 60 meV and is roughly temperature independent.

(bosons) [127-129]. The sharp kink structure in dispersion and concomitant existence of a
drop in the scattering rate which is becoming increasingly clear with the improvement of
signal to noise in the data, as exemplified in underdoped LSCO (x = 0.063) in the normal
state (Figure 3.22b) [134], are apparently hard to reconcile with the MFL behavior.

The existence of a well-defined energy scale over an extended temperature range is best
seen in Bi2201 compound [135]. As shown in Figure 3.23, the spectra reveal a “peak-dip-
hump” structure up to temperatures near 130 K, almost ten times the superconducting critical
temperature 7.. Such a “peak-dip-hump” structure is very natural in an electron—phonon
coupled system, but will not be there if there is no energy scale in the problem as argued by
Valla et al. [33].

A further issue concerns the origin of the bosons involved in the coupling, with a
magnetic resonance mode [129, 130] and optical phonons [128] being possible candidates
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considered. The phonon interpretation is based on the fact that the sudden band renormaliza-
tion (or “kink”) effect is seen for different cuprate materials, at different temperatures, and at
a similar energy scale over the entire doping range [128]. For the nodal kink, the phonon con-
sidered in the early work was the half-breathing mode, which shows an anomaly in neutron
experiments [107, 108]. Unlike the phonons, which are similar in all cuprates, the magnetic
resonance (at correct energy) is observed only in certain materials and only below 7. The
absence of the magnetic mode in LSCO and the appearance of magnetic mode only below T,
in some cuprate materials are not consistent with its being the cause of the universal presence
of the kink effect. Whether the magnetic resonance can cause any additional effect is still an
active research topic [136, 137].

To test the idea of electron—phonon coupling, an isotope exchange experiment has
been carried out [133]. When exchanging 30 and 90 in Bi2212, a strong isotope effect
has been reported in the nodal dispersions (Figure 3.24). Surprisingly, however, the isotope
effect mainly appears in the high binding energy region above the kink energy; at the lower
binding energy near the Fermi level, the effect is minimal. This is quite different from the
conventional electron—phonon coupling where isotope substitution will result in a small shift
of phonon energy while keeping most of the dispersion intact. The origin of this behavior is
still being investigated.

It is interesting to note in Figure 3.22a that the energy scale of the kink also serves as a
dividing point where the high and low energy dispersions display different doping dependence
[132]. The dispersion in this Figure were obtained by the MDC method. In Figure 3.25a, we
reproduce some of these MDC-extracted dispersions, but we also plot the dispersion extracted
using EDCs by following the EDC peak position. Since the first derivative of the dispersion,
0E/0k, corresponds to velocity, the dispersions at high binding energy (—0.1 to —0.25eV)
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Figure 3.24. Isotope-induced changes of the nodal dispersion [133]. The data were taken on optimally doped
Biy SrpCaCuyOg samples (7 ~ 91-92 K) with different oxygen isotopes 160 and 80 at 7 ~ 25K along the nodal
direction. The low energy dispersion is nearly isotope-independent, while the high energy dispersion is isotope-
dependent. The effect is reversible by isotope resubstitution (green). Inset shows the real part of the electron self-
energy, Re2', obtained from the dispersion by subtracting a line approximation for the one-electron band Ey, con-
necting two points (one at Ef and the other at a 300-meV binding energy) of the 189 dispersion.
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and low binding energy (0 to — 0.05eV) are fitted by straight lines to quantitatively extract
velocities, as plotted in Figure 3.25b [138].

While nodal data clearly reveal the presence of coupling to collective modes with well-
defined energy scale, there are a couple of peculiar behaviors associated with the doping evo-
lution of the nodal dispersion. One obvious anomaly is the difference of low energy velocity
obtained from MDC and EDC methods (Figure 3.25b). As seen from Figures 3.22a and 3.25b,
the low-energy dispersion and velocity from the MDC method is insensitive to doping over
the entire doping range, giving the so-called “universal nodal Fermi velocity” behavior [132].
Similar behavior was also reported in Bi2212 [130]. However, improved LSCO data where we
can resolve a well-defined quasiparticle peak to extract dispersion using EDC method reveal
a dichotomy in EDC and MDC derived dispersions, particularly for low doping (Figure 3.25),
like x = 0.01 [139]. This discrepancy between EDC and MDC cannot be reconciled within
the conventional el—ph interaction picture, as simulations considering experimental resolu-
tions show.

In terms of conventional electron—phonon coupling, if one considers that the “bare
band” does not change with doping but the electron—phonon coupling strength increases with
decreasing doping, as it is probably the case for LSCO, one would expect that the low en-
ergy dispersion and velocity show strong doping dependence, while the high-energy ones
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Figure 3.25. (a). Energy—momentum dispersions for LSCO with different dopings, using both EDC and MDC
methods [138]. The EDC low-energy velocity is obtained by fitting the EDC dispersion linearly in the intermediate
energy range because the data points very close to Fermi level is affected by the Fermi cutoff while the data at higher
energy have large uncertainty because the EDCs are broader. The MDC low (high) energy velocity vy is obtained
by fitting MDC dispersion at binding energy 0-50 meV (100-250 meV) using a linear line. (b). Low and high-energy
velocities as a function of doping obtained from MDC and EDC dispersions.
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converge. However, one sees that the high-energy velocity is highly doping dependent. More-
over, its trend is anomalous if one takes electron—electron interaction into account. It is known
in cuprates that, with decreasing doping, the electron—electron interaction gets stronger. Ac-
cording to conventional wisdom, this would result in a larger effective mass and smaller ve-
locity. However, the doping dependence of the high-energy velocity is just opposite to this
expectation, as seen from Figure 3.25b.

Therefore, these anomalies indicate a potential deviation from the standard Migdal—
Eliashberg theory and the possibility of a complex interplay between electron—electron and
electron—phonon interactions. As we discuss later, this phenomenon is a hint of polaronic
effect where the traditional analysis fails. Such a polaron effect gets stronger in deeply under-
doped system even along the nodal direction. Under such a condition, one needs to use EDC
derived dispersion when the peaks are resolved.

Multiple Modes in the Electron Self-Energy

In conventional superconductors, the successful extraction of the phonon spectral func-
tion, or the Eliashberg function, a?F (w), from electron tunneling data played a decisive role
in cementing the consensus on the phonon-mediated mechanism of superconductivity [140].
For high temperature superconductors, the extraction of the bosonic spectral function can
provide fingerprints for more definitive identification of the nature of bosons involved in the
coupling.

In principle, the ability to directly measure the dispersion, and therefore, the electron
self-energy, would make ARPES the most direct way of extracting the bosonic spectral func-
tion. This is because, in metals, the real part of the electron self-energy Re 2 is related to the
Eliashberg function a2F(Q; ¢, k) by:

N e 2 N e hQ
ReX(k, &, T) = dQo°F(Q; ¢, k) K| —,—, (3.15)
0 kT kT
where
K(y,z) =/ dx—5——=f(x+y), (3.16)
o X —Z

with f(x) being the Fermi distribution function. Such a relation can be extended to any
electron—boson coupling system and the function a”F (w) then describes the underlying
bosonic spectral function. We note that the form of Re X (ﬁ, e; T) (Eq.3.15) can be derived
by taking the Kramers—Kronig transformation of Im X' for the normal state as shown above
(Eq. 3.12). Unfortunately, given that the experimental data inevitably have noise, the tradi-
tional least-square method to invert an integral problem is mathematically unstable.

Very recently, Shi et al. have made an important advance in extracting the Eliashberg
function from ARPES data by employing the maximum entropy method (MEM) and success-
fully applied the method to Be surface states [141]. The MEM approach [141] is advantageous
over the least squares method in that (i) It treats the bosonic spectral function to be extracted
as a probability function and tries to obtain the most probable one, (ii) More importantly, it
is a natural way to incorporate the priori knowledge as a constraint into the fitting process. In
practice, to achieve an unbiased interpretation of data, only a few basic physical constraints to
the bosonic spectral function are imposed: (a) It is positive. (b) It vanishes at the limit w—0.
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(c) It vanishes above the maximum energy of the self-energy features. As shown in the case
of Be surface state, this method is robust in extracting the Eliasberg function [141].

Initial efforts have been made to extend this approach to underdoped LSCO and evi-
dence for electron coupling to several phonon modes has been revealed [142]. As seen from
Figure 3.26, from both the electron self-energy (Figure 3.26a), and the derivative of their fit-
ted curves (Figure 3.26a), one can identify two dominant features near ~ 40 and ~60 meV. In
addition, two addition modes may also be present near ~25 and ~75 meV [142]. The multiple
features in Figure 3.26b show marked difference from the magnetic excitation spectra mea-
sured in LSCO which is mostly featureless and doping dependent [143]. In comparison, they
show more resemblance to the phonon density-of-states (DOS), measured from neutron scat-
tering on LSCO (Figure 3.26¢) [144], in the sense of the number of modes and their positions.
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Figure 3.26. Multiple modes coupling in electron self-energy in LSCO [142]. (a) The effective real part of the
electron self-energy for LSCO x = 0.03 (al), 0.063 (a2), 0.07 (a3) and ~0.06 (a4) samples. Data (al-a3) were taken
using Scienta 2002 analyzer while data (a4) were taken using Scienta R4000 analyzer. Data (al-a3) were taking
using 10eV pass energy at an energy resolution of ~18 meV. Data (a4) were taken a x ~ 0.06 sample using 5 eV
pass energy with an energy resolution of ~12 meV. For clarity, the error bar is only shown for data (a4) which
becomes larger with increasing binding energy. The arrows in the figure mark possible fine structures in the self-
energy. The data are fitted using the maximum entropy method (solid red lines). (b) The second-order derivative of
the calculated Re2'. The four shaded areas correspond to energies of (23-29), (40-46), (58-63), and (75-85) meV
where the fine features fall in. (c) The phonon density of state F(w) for LSCO x = 0 (red) and x = 0.08 (blue)
measured from neutron scattering [144].
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This similarity between the extracted fine structure and the measured phonon features favors
phonons as the bosons coupling to the electrons. In this case, in addition to the half-breathing
mode at 70—80 meV that we previously considered strongly coupled to electrons [128], the
present results suggest that several lower energy optical phonons of oxygens are also actively
involved. Particularly we note that the mode at ~60 meV corresponds to the vibration of
apical oxygens.

We note that, in order to be able to identify fine structure in the electron self-energy, it is
imperative to have both high energy resolution and high statistics [145]. These requirements
have made the experiment highly challenging because of the necessity to compromise between
two conflicting requirements for the synchrotron light source: high energy resolution and high
photon flux. Further improvements in photoemission experiments will likely enable a detailed
understanding of the boson modes coupled to electrons, and provide critical information for
the pairing mechanism.

One would like to extend this method to the superconducting state, in momentum around
the BZ, and to higher temperatures. The superconducting state could, in principle, be achieved
by using the BCS dispersion of the quasiparticles rather than the normal state dispersion
and is currently under study. However, considering the anisotropy of the el—ph coupling
detailed below, the anisotropy of the underlying band structure, and the d-wave supercon-
ducting gap, extending the procedure in momentum may be somewhat more difficult. The
a’F(w, e, 12) used for the above form of the real part of the self-energy is assumed to be
only weakly dependent on the initial energy ¢ and momentum k of the electron. But again,
one in principle could begin to consider a different form of the calculated Re 2 and then
apply the MEM method with it instead. Extending the method to higher temperatures, for
example ~100 K for normal state Bi2212 data, may be, however, a limitation that cannot be
overcome. The method’s strength is in resolving fine structures due to the phonon density of
states. Those fine structures occur predominantly at lower temperatures. At higher tempera-
tures of ~100K, the imaginary and real parts of the self energy get broadened on the order
of the phonon energy itself. In that case, two or more neighboring phonons would contribute
to the electronic renormalization at a given energy, both broadening the fine structures in the
data and weakening the resolving power of the method itself. So, while the MEM method
can directly extract fine features from ARPES data in agreement with neutron scattering with-
out implicitly assuming a phonon model, it does not have the freedom to incorporate the
temperature and momentum dependence needed to describe the ARPES data in both super-
conducting and normal states, near the vHS and near the node. Both modeling of the data and
direct extraction, then, are needed, to gain a complete picture of the mode-coupling features
in the data.

El—Ph Coupling Near the (z,0) Antinodal Region

The antinodal region refers to the (,0) region in the Brillouin zone where the d-wave
superconducting gap has a maximum (Figure 3.8b). Recently, a low-energy kink was also
identified near the (7,0) antinodal region in Bi2212 [54, 129, 146, 147]. This observation was
made possible thanks to the clear resolution of the bilayer splitting [28-30]. As there are two
adjacent CuO, planes in a unit cell of Bi2212, these give rise to two Fermi surface sheets
from the higher-binding-energy bonding band (B) (thick red curves in Figure 3.27c) and the
lower-binding- energy antibonding band (A) (thick black curves in Figure 3.27¢).

Consider a cut along (7,7) — (x,—x) across (x,0) in Bi2212, both above T, (Fig-
ure 3.27a) and below T, (Figure 3.27b) [54]. Superimposed are the dispersion of the bonding
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Figure 3.27. Antinodal kink near (z,0) in a heavily overdoped Bi2212 sample (7c ~ 58 K). (a) Normal-state data
(T = 85 K) near the antinodal region. (b) Superconducting-state data from the same sample at 10 K, showing the
emergence of a dispersion kink in the bilayer split-B band. The B band dispersions (red curves) were determined by
fitting MDC peak positions. The black dots represent A band EDC peak positions. (c) Brillouin zone with bonding
band B (thick red) and antibonding band A (thick black) Fermi surfaces, as well as momentum-cut locations for panels
(a) and (b) (blue bars). The two sets of thin curves are replicas of Fermi surface originating from the superstructure
in Bi2212.

band determined from the MDC (red lines) and antibonding band from the EDC (black dots).
When the bandwidth is narrow, the applicability of the MDC method in obtaining dispersion
becomes questionable so one has to resort to the traditional EDC method. In the normal state,
the bonding-band dispersion (Figure 3.27a) is nearly linear and featureless in the energy range
of interest. Upon cooling to 10 K (Figure 3.27b), the dispersion, as well as the near- Ef spec-
tral weight, is radically changed. In addition to the opening of a superconducting gap, there is
a clear kink in the dispersion around 40 meV.

Gromko et al. [54] reported that the antinodal kink effect appears only in the supercon-
ducting state and gets stronger with decreasing temperature. Their momentum-dependence
measurements show that the kink effect is strong near (z,0) and weakens dramatically when
the momentum moves away from the (7,0) point. Excluding the possibility that this is a by-
product of a superconducting-gap opening, they attributed the antinodal kink to the coupling
of electrons to a bosonic excitation, such as a phonon or a collective magnetic excitation.
The prime candidate they considered is the magnetic-resonance mode observed in inelastic
neutron scattering experiments.

The temperature and momentum dependence identified for a range of doping levels has
also led others to attribute the effect to the magnetic resonance [129, 146]. However, there
are some inconsistencies with this interpretation (1) the magnetic resonance has not yet been
observed by neutron scattering in such a heavily doped cuprate and (2) the magnetic reso-
nance has little spectral weight, and may be too weak to cause the effect seen by ARPES.
Furthermore, the electron—phonon coupling in the early tunneling spectra, such as Pb, ap-
peared prominently only in the superconducting state. The linear MDC-derived dispersion in
the normal state of Bi2212 at (x,0) that Gromko et al. reports [54] is not conclusive enough
proof that the same mode does not couple to the electrons in the normal state. On the other
hand, the clear determination of mode-coupling by Gromko et al. in the antinodal region,
where the gap is maximum, without the complication of bilayer splitting or superstructure,
suggests that the renormalization effects seen by ARPES in the cuprates may indeed by re-
lated to the microscopic mechanism of superconductivity.

Cuk et al. [147] and Devereaux et al. [148] have recently proposed a new interpreta-
tion of the renormalization effects near antinodal region seen in Bi2212. Specifically, the key
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observation that prompted them to rule out the magnetic resonance interpretation is the un-
raveling of the existence of the antinodal kink even in the normal state. This observation was
made possible by utilizing the EDC method because the MDC method is not appropriate when
the assumed linear approximation of the bare band fails near (7 ,0) where the band bottom is
close to Fermi level Ef. Figure 3.28al, bl and ¢ show dispersions in the normal state of an
optimally doped sample which consistently reveal a 40 meV energy scale that has eluded de-
tection previously. Upon entering the superconducting state, the energy scale shifts to 70 meV
consistent with a gap opening of 35—40 meV. This coupling is also found to be more extended
in a Brillouin zone than previously reported [54]. In Figure 3.29, we show data from the opti-
mally doped Bi2212 sample for a large portion of the BZ in the superconducting state [147].
The renormalization occurs at 70 meV throughout the BZ and increases in strength from the
nodal to antinodal points. Similar behaviors are also noted by others [129] (Figure 3.30). The
increase in coupling strength can be seen in the following ways: Near (,0), the band breaks
up into two bands (peak and hump) as seen in Figure 3.29a2, a3. For cuts taken in the (0,0)
— (m, m) direction, the band dispersion is steeper and the effects of mode-coupling, though
significant, are less pronounced.

It is quite natural that phonon modes of different origin and energy preferentially couple
to electrons in certain k-space regions. While the detection of multiple modes in the normal
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Figure 3.28. Antinodal kink near (z,0) in the normal state (al,bl,c) and superconducting state (a2,b2) in an
optimally-doped Bi2212 [147]. The dispersions in al, bl, and ¢ were derived by the EDC method; the position
of the momentum cuts is labeled in the insets. The red dots are the data; the fit to the curve (black dashed line) below
the 40-meV line is a guide to the eye. The dispersions at the same location in the superconducting state (10 K) are
shown in (a2) and (b2), which were derived by the MDC method (blue circles). Also plotted in (a2) and (b2) are the
peak (blue squares, I) and hump positions (blue squares, II) of the EDCs for comparison. The inset of (a2) shows
the expected behavior of a Bogoliubov-type gap opening. The s-like shape below the gap energy is an artifact of
the way the MDC method handles the backbend of the Bogoliubov quasiparticle. (d) Kink positions as a function of
momentum cuts in the antinodal region.
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Figure 3.29. Anisotropic electron—boson coupling in Bi2212 [147]. Image plots in (al-a6) and (b1-b6) are cuts
taken parallel to (0, 7 )—(7, 7 ) and (0, 0)—(x, 7 ) respectively, at the locations indicated in the Brillouin zone ((a) and
(b)) at 15 K for an optimally doped sample (7c = 94 K).
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state of LSCO [142] suggests that several phonons may be involved, only one has the cor-
rect energy and momentum dependence to understand the prominent signature seen in the
superconducting state. This new interpretation [147] attributes the renormalization seen in the
superconducting state to the “bond-buckling” Biz phonon mode involving the out-of-plane,
out-of-phase motion of the in-plane oxygens. The bond-buckling phonon is observed at 35
meV in the By, polarization of Raman scattering in an optimally doped sample, the same
channel in which the ~35—40 meV d-wave superconducting gap shows up [99, 149, 150].
Applying simple symmetry considerations and kinematic constraints, it is found that this By,
buckling mode involves small momentum transfers and couples strongly to electronic states
near the antinode [148]. In contrast, the in-plane Cu—O breathing modes involve large mo-
mentum transfers and couple strongly to nodal electronic states. Band renormalization ef-
fects are also found to be strongest in the superconducting state near the antinode, in full
agreement with angle-resolved photoemission spectroscopy data (Figure 3.31). The dramatic
temperature dependence stems from a substantial change in the electronic occupation distri-
bution and the opening of the superconducting gap [147, 148]. It is important to note that the
electron—phonon coupling, especially the one with Bj, phonon, explains the temperature and
momentum dependence of the self-energy effects that were taken as key evidence to support
the magnetic resonance interpretation of the data. Compounded with the findings that can-
not be explained by the magnetic resonance as discussed earlier, this development makes the
phonon interpretation of the kink effect self-contained.

Anisotropic EI-Ph Coupling

The full Migdal—Eliashberg-based calculation consists of a tight-binding band structure
and el—ph coupling to the breathing mode as well as the Bjz bond-buckling mode and is
based on an earlier calculation [151]. The electron—phonon coupling vertex g(k, g), where
k represents the initial momentum of the electron and g the momentum of the phonon is
determined on the basis of the oxygen displacements for each mode in the presence of the
underlying band-structure. In the case of the breathing mode, the in-plane displacements of the
oxygen modulate the CuO; nearest neighbor hopping integral as well as the site energies. In
the case of the bond-buckling mode, one must suppose that the mirror plane symmetry across
the CuO; plane is broken in order for electrons to couple linearly to phonons. The mirror
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Figure 3.31. Comparison between the calculated and measured spectral function in Bi2212 including
electron—phonon coupling for three different momentum cuts (a, b, ¢) through the Brillouin zone. (al,bl,cl) and
(a2,b2,c2) show the calculated spectral functions in the normal and superconducting states, respectively [148]. The
measured spectral functions are shown in (a3,b3,c3) for the normal state and in (a4,b4,c4) for the superconducting
state. The corresponding momentum cuts a, b, and ¢ are shown in the rightmost panel. The red markers in the super-
conducting state indicate 70 meV. The simulation includes B}, oxygen buckling mode and half-breathing mode.
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plane symmetry can be broken by the presence of a crystal field perpendicular to the plane,
tilting of the Cu—O octahedral, static in-plane buckling, or may be dynamically generated.

The gg,, (k, q) form factor leads to preferential g ~ 2k scattering between the parallel
pieces of Fermi surface in the antinodal region, as shown in Figure 3.32 depicting g(k, k') for
the buckling mode (where k' = k —q) for an electron initially at the antinode (kan; upper-left)
and for an electron initially at the node (kn; bottom-left). This coupling anisotropy partially
accounts for the strong manifestation of electron—phonon coupling in the antinodal region
where one sees a break up into two bands. The breathing mode, in contrast, modulates the
hopping integral and has a form factor, gy (k, ¢), that leads to preferential scattering for large
g and couples opposing nodal states. This coupling anisotropy then accounts for the 70 meV
energy scale seen most prominently in a narrow k-space region near the nodal direction in
the normal state of LSCO. Figure 3.32 also shows that the magnitude of the electron—phonon
vertex is largest for an electron initially sitting at the node, kn, that scatters to the opposing
nodal state. For more details on this calculation, see Devereaux etal. [148].

The anisotropy of the mode-coupling in both the superconducting state data and the
calculation is peculiar to the cuprates. Such a strong anisotropy in the electron—phonon
coupling is not traditionally expected. In cuprates, the sources of the anisotropy are (1) an
electron—phonon vertex for the Bjg bond-buckling mode and the breathing mode that de-
pends both on the electron momentum k as well as the phonon momentum ¢. This comes
from a preferential scattering in the Brillouin zone, in which nodal states couple to other
antinodal states and antinodal states to other antinodal states, (2) a strongly anisotropic elec-
tronic band structure characterized by a van Hove Singularity (vHS) at (z, 0). In the antinodal
region and along the (z, 0)—(z, ) direction in which 2kp scattering is preferred, the bands
are narrow, giving rise to a larger electronic density of states near the phonon energy and
therefore a stronger manifestation of electron—phonon coupling, (3) a d-wave superconduct-
ing gap, and (4) a collusion of energy scales in the antinodal region that resonate to enhance
the above effects—the VHS at ~35 meV in the tight-binding model that best fits the data, the

Figure 3.32. Plots of the electron—phonon coupling | g(k, q) |? for initial k and scattered kK’ = k — q states on
the Fermi surface for the buckling mode (left panels) and breathing mode (right panels) for initial fermion k at an
antinodal (top panels) and nodal (bottom panels) point on the Fermi surface, as indicated by the arrows. The red/blue
color indicates the maximum/minimum of the el—ph coupling vertex in the BZ for each phonon [148].
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maximum d-wave gap at ~35 meV, and the bond-buckling phonon energy at ~35 meV. All
these three factors collide to give the anisotropy of the mode-coupling behavior in the super-
conducting and normal states. For a detailed look at how each plays a role in the agreement
with the data, please see Cuk etal. [147]. The coincidence of energy scales, along with the
dominance of the renormalization near the antinode, indicates the potential importance of the
Bz phonon to the pairing mechanism, which is consistent with some theories based on the
Big phonon [89, 152-154] but remains to be investigated.

The cuprates provide an excellent platform to study anisotropic electron— phonon in-
teraction. In one material, such as optimally doped Bi2212, the effective coupling can span 4
of order ~1 at the node to 3 at the antinode (Figure 3.33) [147, 148]. In addition to the large
variation of coupling strength, there is a strong variation in the kinematic considerations for
electron—phonon coupling. In the nodal direction, the band bottom is far from the relevant
phonon energy scales. However, at the antinode, the relevant phonon frequencies approach
the bandwidth. Indeed the approximation of Migdal, in which higher order vertex corrections
to the el—ph coupling are neglected due to the smallness of (4 x Q, /Er), may be breaking
down in the antinodal region. Non-adiabatic effect beyond the Migdal approximation have
been considered and are under continuing study [155].

3.4.4. Polaronic Behavior
Polaronic Behavior in Parent Compounds

The parent compounds of the cuprate superconductors, being antiferromagnetic Mott
insulators, provide an ideal testing ground for investigating the dynamics of one hole in an
antiferromagnetic background. Indeed, many theories have been formed and tested by ARPES
on a number of compounds, among them are Sro,CuO,Cl, (SCOC) [156-160], Cay;CuO,Cl,
(CCOC) [113,160-163], Nd,CuO4 [164], and LayCuO4 [165-167]. However, several aspects
of the data can only be explained by invoking polaron physics, as we will now discuss.

The ARPES measurements on SCOC [156, 158] and CCOC [113,162] give essentially
similar results. As seen in Figure 3.34a, b, along the (0,0)—(z,7) direction, the lowest en-
ergy feature disperses toward lower binding energy with increasing momentum, reaches its
lowest binding energy position near (7 /2,7 /2) where it becomes sharpest in its lineshape, and
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Figure 3.33. Plots of the electron—phonon coupling Ay in the first quadrant of the BZ for the buckling mode (right
top panel) and breathing mode (right bottom panel). The color scale is shown on the right for each phonon. The left
panel shows energy contours for the band structure used [148].
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Figure 3.34. (a). Photoemission spectra along the (0,0) and (z,z) direction in SrpCuO,Cl, [156, 158],
CayCuO,Cl, [113,162], LayCuOy [166, 167] and NdyCuOy [164].

then suddenly loses intensity after passing (7 /2,7/2) and bends back to high binding energy.
This behavior can be more clearly seen in the image plot of Figure 3.35a [162] where the
“band” breaks into two branches. The lowest binding energy feature shows a dispersion of
~0.35 eV while an additional band at high binding energy (Figure 3.35a) is very close to the
unrenormalized band predicted by band theory [162]. The dispersion of low binding-energy
band along the (0,0)—(z,7) direction and other high symmetry directions are shown in Fig-
ure 3.35b by keeping track of the EDC peak position [51]. The total dispersion of the peak is
~0.35 eV. This is in contrast to the predictions of one-electron band calculations which gives
an occupied band width of ~1.5 eV and total bandwidth of ~3.5 eV [168]. Nevertheless, it
is consistent with the calculations from the /—J model where the predicted occupied band-
width is ~2.2J [50, 169]. This indicates that the dynamics of one-hole in an antiferromagnetic
background is renormalized from scale ¢ to scale J.

While the —J model and experiments show agreement along the (0,0)—(z ,7) direction,
there are discrepancies along other directions, such as the (0,0)—(x,0) and
0,7)—(z/2,m/2)—(7 ,0) directions [156]. The later intensive theoretical effort resolved this
issue by incorporating the hopping to the second (') and third (z”") nearest-neighbors [170].
More precise calculations of the dispersion in the r—¢" —¢” — J model are performed by using
a self-consistent Born approximation (SCBA) [171]. These calculations show a satisfactory
agreement with experimentally derived dispersion, as shown in Figure 3.35b [51].

However, there remain a few prominent puzzles related to the interpretation of the pho-
toemission data in undoped parent compounds [113]. The first prominent issue is the linewidth
of the peak near (7 /2,7/2). As highlighted in Figure 3.36a, the width of the sharpest peak near
(/2,7 /2) is ~300 meV which is comparable with the entire occupied bandwidth 2J &350
meV [113]. This is much broader than that from 7~/ model calculations and too broad to
be considered as a coherent quasiparticle peak for which the quasiparticle peak is basically
resolution limited, as exemplified by the data on SroRuQOy4 in Figure 3.36a. An early attempt
interpreted this anomalously large linewidth to additional interaction with a nonmagnetic bo-
son bath of excitations, such as phonons [159]. But this interpretation meets with difficulty in
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Figure 3.35. (a). Intensity plot of ARPES data as functions of the binding energy and momentum for CayCuO,Cl,
along the 77(0,0)—(z ,7 ) direction [162]. The data was symmetrized around the /" point. Also shown on the plot are
the dispersions obtained by following the peak positions of the MDCs (solid line) and the EDCs (circle and triangles).
The results are compared with the shifted dispersion from the LDA calculation (dashed line). (b) Energy dispersion of
quasiparticle for insulating SrpCuO,Cl; measured from the top of the band. Experimental data are taken from [156]
(open circles), [157] (open triangles) and [158] (open squares). Solid circles: the results of the self-consistent Born
approximation (SCBA) for the —t'—t"—J model with t = 0.35 eV, ' =-0.12 eV, " =0.08 eV and J = 0.14 eV. The
solid lines are obtained by fitting the SCBA data to a dispersion relation given by Eq (k) + E| (k), being [/eff = —0.038
eV and tgff =0.022 eV. The dashed line along the (7, 0)—(0,7 ) direction represents the spinon dispersion from [172].

explaining little renormalization in the dispersion from this “extra interaction” because dis-
persion and linewidth are closely related. A diagrammatic quantum Monte Carlo study [175]
showed that this problem can be resolved by considering the polaron effect in the #—/ model.
Namely the dispersion for the center of mass of the spectral function obeys that of the pure
t—J model, while the lineshape is strongly modified. The details of this will be given below.
Another unresolved issue is the chemical potential . For an insulator, x4 is not well
defined, and may be pinned by surface defects or impurities and will vary between different
samples. If one considers that the peak A in Figure 3.36a represents a quasiparticle peak, one
would expect the chemical potential to vary anywhere above the top of this valence band.
However, the experimental chemical potential clearly sets a lower bound that is ~0.45 eV
apart from the peak A (Figure 3.36b) [113]. Shen et al. [113] invented a new method to
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Figure 3.36. (a) Photoemission spectrum of CayCuO,Cl, at k = (z /2,7 /2) with fits to a Lorentzian spectral func-
tion (dashed) and Gaussian (red or gray) [113]. A and B denote the peak maximum and the onset of spectral weight,
respectively. Comparison with Fermi-liquid system SrpRuQy is shown (thin black). Upper inset shows photoemission
spectra from H; [173]. (b) Dispersion of A and B along (0,0)—(z 7 ), along with experimental values for the chemical
potential u (lines).

determine the chemical potential using both the energy of the nonhybridized oxygen orbital
and the detailed line-shape of (Ca;_,Na,)CuO,Cl;(Na—CCOC).

The resolution of these discrepancies between experiment and expectation leads to iden-
tifying polaron physics as responsible for the bulk of the lineshape in underdoped cuprates. In
fact, the photoemission spectra in the underdoped cuprates resemble the Frank—Condon ef-
fect seen in photoemission spectra of molecules such as Hy [173] (inset of Figure 3.36), where
only the “0—0” peak (filled black) represents the H final state with no excited vibrations and
comprises only ~10% of the total intensity. In the solid state, this “0—0" would correspond to
the quasiparticle or the coherent part of the spectral function, Ao, Whereas the excited states
comprise the incoherent part, Ajnc. This behavior is reminiscent of polarons, and such models
have been invoked in systems where strong couplings are present [174]. In this picture, in the
undoped compound, the true QP (B) is hidden within the tail of spectral intensity, with a qua-
siparticle residue Z vanishingly small, while feature A is simply incoherent weight associated
with shake-off excitations.

From the viewpoint of polaron physics, the cuprates offer a unique and first opportu-
nity to compare experimental spectra with theory in detail. The single hole interacts both with
magnons and phonons. The hole—magnon interaction has been successfully analyzed in terms
of the self-consistent Born approximation [171]. The success of the Born approximation
results from a “saturation” effect; namely the single spin 1/2 can flip only once, and hence
magnon clouds do not become large enough to induce the self-trapping transition to the small
polaron. On the other hand, phonon clouds can be larger and larger as the coupling constant g
increases and can lead to a self-trapping transition. The #—J/ model coupled to phonons in the
polaronic regime has illuminated one-hole dynamics in the parent compound in the following
way [175]. (1) With increasing electron—phonon coupling strength, the spectral function ex-
periences a transition from weak-coupling, to intermediate coupling, and to strong-coupling
regimes. (2) In the strong coupling regime, the spectral function consists a ground state reso-
nance (as indicated by vertical arrows) with vanishing intensity and a broad peak denoted as
“coherent C,” as shown in Figure 3.37a. (3) The broad peak C shows strong momentum de-
pendence while the lowest state is dispersionless. These results are in good correspondence to
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Figure 3.37. (a) Calculated hole spectral function in ground state at J/¢r = 0.3 for different momenta [175]. (al)
Full energy range for k = (7 /2, 7 /2). (a2)—(a4) Low energy part for different momenta. Slanted arrows show broad
peaks which can be interpreted in ARPES spectra as “coherent” (C) and incoherent (I) part. Vertical arrows indicate
position of ground state resonance which is not seen in the vertical scale of the figure. (b) Dispersion of resonance
energies at J /¢ = 0.3. Broad resonance (filled circles) and lowest polaron resonance (filled squares) at g = 0.231125;
third broad resonance (open circles) and lowest polaron resonance (open squares) at g = 0.2. The solid curves are
dispersions of a hole in the pure t-J model at J /¢ = 0.3.

experimental observations. The most surprising result is that the broad resonance has the mo-
mentum dependence of the /—J model without coupling to phonons (shown in Figure 3.37b).
In the Franck—Condon effect for molecules a similar result occurs. The center of the shake-off
band corresponds to the hole motion in the background of the frozen lattice configuration, i.e,
the dispersion of the hole remains that of the noninteracting limit, while the line-width broad-
ens. A more elaborated analytic treatment of the r—J polaron model in the Franck—Condon
approximation [176] successfully reproduced this Monte Carlo results. The calculated spec-
tral function line-shape most consistent with experiment has a A = 0.9—1.3, well within
the strong-coupling, small-polaron regime. Recent realistic shell model calculation [167] also
concluded A = 1.2 for LayCuOyq.

In La;CuQy4, a broad feature near —0.5eV (Figure 3.38) was identified as the lower
Hubbard band [165, 166]. The electron—phonon coupling strength, calculated using a shell
model, puts LayCuOy4 in the polaron regime, similar to CayCuO;,Cl,. In this picture, the
—0.5eV feature corresponds to the phonon side-band while the real quasiparticle residue is
very weak. As shown in Figure 3.38, the calculated spectral function agrees well with the
measured data [167].

Doping Dependence: From Z~0 Polaron to Finite Z Quasiparticles

We next turn to the question of how the small polaron state evolves as a function of
doping, connecting to the Migdal—Eliashberg regime discussed in Section C. There are two
possible ways to dope the Mott insulator, schematically shown in Figure 3.10c [42, 177] (1)
Upon doping, the chemical potential shifts to the top of the valence band for hole doping
(Figure 3.10c3) or to the bottom of the conduction band for electron doping (Figure 3.10c4).
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Figure 3.38. Polarons in LayCuQy4 [167]. Calculated ARPES spectra for the undoped LayCuQOy system at T = 0
for different k normalized to the height of the phonon side band. The lower abscissa shows binding energies (BE)
and the upper abscissa the energies of the final states corresponding to the spectral features. The inset shows the
dependence of the width of the phonon side band on its binding energy. The width of the (0, 0) spectrum is poorly
defined and not shown.

(2) The chemical potential is pinned inside the charge transfer gap. Upon doping, new states
will form inside the gap (Figure 3.10c5).

Recent ARPES measurements on lightly doped (Lay_ Sry)CuO4 compounds provide a
good window to look into this issue. As shown in Figure 3.39a, e for undoped LayCuQOy, the
main feature is the broad peak near —0.5 eV which exhibits weak dispersion [166]. There is
also little spectral weight present near the Fermi level. However, upon only a doping of x =
0.03, the electronic structure undergoes a dramatic change. A new dispersive band near the
Fermi level develops along the (0,0)— (7,7 ) nodal direction (Figure 3.39e, right panel), while
along the (0,0)—(z ,0) direction a saddle band residing —0.2eV below the Fermi level develops.
Even for more lightly doped samples, such as x = 0.01, new states near the Fermi level
are created [139]. Note that, for these lightly doped samples, the original —0.5 eV remains,
although with weakened spectral weight (Figure 3.39d). So, the —0.5 eV peak and the new
dispersive band coexist at doping levels close to the parent compounds.

The systematic evolution of the photoemission spectra near the nodal and antinodal re-
gions with doping in LSCO is shown in Figure 3.40a,b [166]. The nodal quasiparticle weight,
Zgp, integrated over a small energy window near the Fermi level, is shown in Figure 3.40c.
In the underdoped region, it increases with increasing doping nearly linearly, and no abrupt
change occurs near the nonsuperconductor—superconductor transition at x ~ 0.05.

(Cap_xNa,)CuO,Cl; (Na—CCOC) is another ideal system to address the doping evolu-
tion of the electronic structure. The precise measurement of the chemical potential
(Figure 3.41a), in conjunction with the identification of polaron physics in the underdoped
compounds, provides a globally consistent picture of the doping evolution of the cuprates
[113]. Instead of measuring the chemical potential with deep core level spectroscopy (the
usual method) [179], one utilizes orbitals in the valence band at lower energies (Figure 3.41a,b).
The measured chemical shift, A u, exhibits a strong doping dependence, o u/0x = —1.8£0.5
eV/hole, comparable to the band structure estimation (~—1.3 eV/hole) (Figure 3.41c).

Figure 3.42(a-d) show the doping evolution of the near-Er EDCs plotted relative to uq
of the undoped sample (determined in Figure 3.41c). With doping, feature A evolves smoothly
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Figure 3.39. Creation of nodal quasiparticles in lightly doped LSCO [166]. ARPES spectra for LSCO with x = 0
and x = 0.03. Panels a and b are EDC’s along the nodal direction (0,0)~(z, ) in the second Brillouin zone (BZ).
The spectra for x = 0.03 are plotted on an expanded scale in panel c. Panels d and e represent energy dispersions
deduced from the second derivative of the EDC’s.

into a broad, high energy hump with a backfolded dispersion similar to the parent insulator
(symbols), while B shifts downward relative to its position in the undoped compound. Spec-
tral weight increases with doping at B, and a well-defined peak emerges for the x = 0.10
and 0.12 samples, resulting in a coherent, low-energy band. The dispersion of the high-energy
hump (A), tracked using the local maxima or second derivative of the EDCs, shows little
change as a function of doping (Figure 3.41e). The lowest energy excitations (feature B,
—0.05eV < E <EF), tracked using MDC analysis, evolve with doping in such a way that the
quasiparticle dispersion (vp) and Fermi wave vectors (kg) virtually collapse onto a single
straight line.

Doping Evolution of Fermi Surface: Nodal—Antinodal Dichotomy

So far, we have discussed the doping evolution along the nodal direction, and seen that
a sharply defined quasiparticle peak develops out of the small weight near the chemical po-
tential in the undoped samples. We now discuss the doping evolution in other directions of
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Figure 3.41. Chemical potential shift in Na—CCOC [113]. (a) Valence band spectra for x = 0, 0.05, 0.10, and 0.12
compositions at k = (0, 0) and (z,7). O 2p; and O 2p; states are marked by triangles and circles, respectively. (b)
Shifts of the O 2p; and O 2p, peaks shown on an expanded scale. (c) Doping dependence of chemical potential A x
determined from (b). (d) Valence band at k = (7 /2, 7 /2), showing the lower Hubbard band (A) on an expanded
scale.

the Brillouin zone. Surprisingly, one finds that the coherent peak near the Fermi level in the
lightly doped samples is confined to the nodal region, and quickly disappears with momentum
around the Brillouin zone. The spectral weight near the Fermi level, confined to the (7 /2,7 /2)
nodal region, forms a so-called “Fermi arc.” This dichotomy between nodal and antinodal
excitations is shown in Figure 3.43 [134]. For the x = 0.063 sample, which is close to the
nonsuperconductor—superconductor transition and therefore heavily underdoped, the spectral
weight near Fermi level is mainly concentrated near the nodal region (Figure 3.43a). The co-
herent peaks in the EDCs (Figure 3.43c1) near the nodal region disappear as one approaches
the antinodal region, where the EDCs exhibit a step rather than a peak. The LSCO x = 0.09
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Figure 3.42. (a—d) EDC spectra of Na-CCOC x = 0 (a), 0.05 (b), 0.10 (c), and 0.12 (d) from (0.27,0.27) to
(0.727,0.727 ) with hump positions marked by open symbols and the EDC at kg shown in bold [113]. Data are
plotted on a relative energy scale referenced to the shift in x# shown in Figure 3.41c (e) Summary of hump (symbols)
from Figure (a—d) and MDC dispersions (lines).

sample exhibits similar behavior (Figure 3.43c2). In contrast, for overdoped LSCO such as
x = 0.22 (Figure 3.43c3), sharp peaks are observable along the entire Fermi surface. These
observations indicate that the electrons near the antinodal region experience additional scat-
tering in underdoped samples. Therefore, as shown in Figure 3.44, the “Fermi surface” in
LSCO evolves from the “Fermi arc” in lightly doped samples, to a hole-like Fermi surface in
underdoped samples, and to an electron-like Fermi surface in overdoped samples (x >0.15).

The evolution of electronic structure with doping in (Ca;_,Na,)CuO,Cl, exhibits
marked resemblance to that in (Lay_,Sr,)CuOy4 [163]. As summarized in Figure 3.45, at
low doping, the quasiparticle weight is again confined to the nodal region and the weight in
the quasiparticle peak, Zgp, increases with increasing doping, consistent with LSCO. In the
Na—CCOC system, recent scanning tunneling microscopy (STM) work has revealed a real
space pattern of 4ag x 4ap two-dimensional charge ordering [182]. In momentum space, as
seen from Figure 3.46, strong Fermi surface nesting exists in Na—CCOC with a nesting vec-
tor insensitive to doping close to 2 x 7 /4 that may account for the broad near-Er spectra in
the antinodal region. In LSCO, neutron scattering has also indicated the existence of dynamic
stripes [183]. These similarities suggest an intrinsic commonality between the low-lying ex-
citations across different cuprate families and may imply a generic microscopic origin for
these essential nodal states irrespective of other ordering tendencies. At very low doping lev-
els, the nodal excitations should entirely dominate the transport properties, consistent with
the high-temperature metallic tendencies observed in very lightly doped cuprates [184]. Thus
any microscopic models of charge ordering must simultaneously explain and incorporate the
existence of coherent nodal states and broad antinodal excitations.

The nodal—antinodal dichotomy of quasiparticle dynamics in the normal state also
exists in Bi2212 [185]. A number of possible mechanisms have been proposed to account
for the antinodal spectral broadening in the normal state. A prime candidate is the (7,7)
magnetic excitations observed in various cuprates [79-81]. As schematically shown in Fig-
ure 3.43b, this excitation will give rise to “hot spots” on the Fermi surface that can be con-
nected by (7 ,7) momentum transfer. Electrons around these hot spots experience additional
scattering from the (x,7) magnetic scattering. The same mechanism has also been proposed
for (Nd;_,Ce,)CuO4 for which the spectral broadening is localized to the expected “hot
spot” [186]. However, in LSCO, the same magnetic response, magnetic resonance mode, is
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Figure 3.43. Dichotomy between nodal and antinodal excitations in LSCO [134]. (a) Spectral weight near a small
energy window of Fermi level as a function of ky and ky for LSCO x = 0.063 sample measured at ~20K. The
original data was taken in the second Brillouin zone and converted into the first Brillouin zone and symmetrized
under fourfold symmetry. (b) Experimental Fermi surface for LSCO x = 0.063 sample. The black open circles are
obtained from the MDC peak position at Er. The solid lines are guides to the eye for the measured Fermi surface.
The red lines represent the portion of Fermi surface where one can see quasiparticle peaks. The dotted black line
represents the antiferromagnetic Brillouin zone boundary; its intersection with the Fermi surface gives eight hot
spots (solid yellow circles) from (7,7 ) magnetic excitations. The double-arrow-ended green line represents a nesting
vector between the antinodal part of the Fermi surface (c) EDCs on Fermi surface for LSCO x = 0.063 (c1), 0.09
(c2), and 0.22 (c3) samples. All samples are measured at ~20 K. The corresponding momentum position is marked
in the upper inset of each panel. Also included are the spectra at (7 ,0) points, colored as blue.

not observed. Instead, incommensurate magnetic peaks are observed at low energy (below
15 meV) [183], which broaden rapidly with increasing energy although the magnetic fluctu-
ation can persist up to 280 meV [187]. Intrigued by the fact that the extra broadening sets
in when the Fermi surface turns from the (7,0)—(0,7) diagonal direction to the (0,0)—(x,0)
or the (0,0)—(0,7) direction in LSCO sample with x =0.063 (Figure 3.43b, c), an alternative
mechanism was proposed [134] in which the scattering in question causes a pair of electrons
on two parallel antinodal segments to be scattered to the opposite ones (Figure 3.43b). In the
normal state, this scattering can cause a quasiparticle to decay into two quasiparticles and one
quasihole. The antinodal spectral broadening occurs as a result of the frequent occurrence of
such a decay which renders the normal state quasiparticle ill defined.

Another potential explanation for the broad antinodal features may come from models
based on the polaron picture discussed before [113, 167, 175]. In such a scenario, the strong
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Figure 3.45. Dichotomy between nodal and antinodal excitations in Na-CCOC [163]. (a) Schematic of the low-
lying spectral intensity for (Cay_, Nay)CuO,Cl, (x = 0.10). The hatched regions show the nested portions of Fermi
surface, and the Fermi surface angle is defined in the lower right quadrant. (b) EDCs taken at equal increments along
the FS contour from the nodal direction (top) to the antinodal region (bottom) for x = 0.05, 0.10, and 0.12 at a
temperature of 15 K. (c) The doping evolution of the low-lying spectral weight (circles), along with corresponding
data from Lay_, SryCuOy (squares), with the error bars representing the uncertainty in integrated weight as well as
sample-to-sample variations.

coupling of the electrons to any bosonic excitations would result in Z <1, and spectral weight
is transferred to incoherent, multiboson excitations. An effective anisotropic coupling could
lead to a larger Z (weaker coupling) along the nodal direction and a much smaller, yet still
finite Z, at the antinodes (strong coupling). In this picture, the antinodal polaron effect in
LSCO (Figure 3.43c) [134] is much weaker than Na—CCOC (Figure 3.45b) [163] if one
compares the spectral weight near Fermi level around the antinodal region. Regardless of the
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Figure 3.46. Doping evolution of “Fermi surface” in Na-CCOC [163]. (A — C) The momentum distribution of
spectral weight within a £10-meV window around Ef for x = 0.05, 0.10, and 0.12 in one quadrant of the first
Brillouin zone. Data were taken at 15 K and symmetrized along the (0,0)— (z,7) line. The data acquisition range is
shown within the black lines. The FS contours shown in (D — F) were compiled from more than four samples for
each composition with different photon energies and photon polarizations. Data from these samples constitute the
individual points; the best fit is shown as a solid line. The region in which a low-energy peak was typically observed
is marked by gold circles. The gray shaded areas in (E) represent the momentum distribution of intensity at Ep£10
meV along the (0,0)—(z,7) and (z ,0)—(7 ,7 ) high-symmetry directions.

microscopic explanation, the broad and nested antinodal FS segments observed by ARPES
are consistent with the propensity for two-dimensional charge ordering in the lightly doped
cuprates seen in STM experiments on Na—CCOC [182] and Bi2212 [188-190]. Furthermore,
an explanation based on an anisotropic coupling (coming from either polaron physics or the
magnetic resonance) may not be sufficient to cause the two-dimensional charge order; it may
be a combination of strong coupling and Fermi surface nesting which ultimately stabilizes the
antinodal charge-ordered state.

3.4.5. Electron—-Phonon Coupling and High Temperature Superconductivity

Much of the physics discussed in this review has attributed essential features of the
ARPES data to electron—phonon coupling, and if not to electron—phonon coupling alone,
to electron—phonon coupling in an antiferromagnetic background. The question remains as
to how this electron—phonon coupling can account for high-temperature superconductivity
with d-wave pairing seen in the cuprates. It is often assumed that el—ph coupling leads to
s-wave pairing, and that therefore such a mechanism contradicts with the d-wave symmetry
of the Cooper pairing in the cuprates. Instead, electronic correlations have been thought to be
consistent with d-wave pairing. However, while strong electronic correlations will suppress
the Cooper pair amplitude on the same orbital, and hence induce a d-wave like symmetry,
they do not tell us much about the explicit pairing mechanism. One of the early studies on
possible phononic mechanisms of high 7. superconductivity [154] pointed out that the out-of-
plane displacement of the oxygen, i.e., the buckling mode, combined with antiferromagnetic
correlations, leads to d,>_ > pairing. Bulut and Scalapino [191] studied the various phonon
modes from the viewpoint of the possible pairing force. They found that the interaction which
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becomes more positive as the momentum transfer increases helps d,>_ > pairing (the case for
buckling mode, but not the case for the apical oxygen mode or the in-plane breathing mode).

One can understand the nature of the ¢ momentum dependence by considering how
the phonon couples to the electron density. For deformation phonons, the coupling is dipolar
driven and thus small for small ¢, the case for the breathing modes. This also includes infrared
active phonons. Yet for Raman active modes, which couple via the creation of isotropic and
quadrupolar moments, the coupling is generally strongest for small g. Specifically for the
cuprates, such strong k, g dependencies occur explicitly for c-axis phonons, which include
the Raman active in-phase buckling Ajg, out-of-phase buckling Biz and modes involving
the apical oxygen Aiy. The kK momentum dependence comes from the phonon eigenvectors
as well as the direction of charge-transfer induced by the phonon. For example, for the By,
phonon the eigenvectors enforce a change of sign when k. and ky, are interchanged, a factor
~ cos(kya)—cos(kya), while for the apical charge transfer coupling between Cu and the three
oxygen orbitals, a factor ~[cos(kya) — cos(kya)]2 emerges.

As discussed by Bulut and Scalapino [191] among others, the ¢ dependence of phonons
can be important to give d,>_» pairing. In particular, if the attractive electron—phonon inter-
action falls off for momentum transfers ¢ along the diagonal, then conceptually the interaction
is of the same structure as the magnetic pairing from antiferromagnetic spin fluctuations. This
type of structure occurs for both Bi; and Ay c-axis Raman-active phonons, and thus they
contribute to the pairing interaction in the d-wave channel, parameterized by Ag

2w didi | gk k —K') 12 6(e)d(er)

Ad 5
Qph D 0(er)d;;

(3.17)

with the d-wave form factor dy = [cos(kya) — cos(kya)]/2. However, the A1, phonons pre-
dominantly contribute to the s-pairing channel (replacing dj by 1 in the above equation) in
the absence of any Coulomb interaction, leaving the Bz phonon as the largest contributor to
d-wave pairing, as found in LDA studies [192].

However, Coulomb interactions change this picture. They cannot be neglected since
they are necessary to screen the long-wavelength nature of isotropic charge fluctuations. The
screened electron—phonon interaction g is of the form

V(Q)Hg,l(% Q)
1= V(Qi(g, Q)

gk,q,Q2)=gk,q)+ (3.18)

where V(q) = 4me*/q? is the 3D Coulomb interaction and M4 5(q, Q) is the frequency-
dependent polarizability calculated with vertices a, b, respectively. Note if g were indepen-
dent of momentum, then the effective electron—phonon coupling would be screened by the
dielectric function ¢(gq, 2) = 1 — V(g)Il,1(g, £2). Particularly in the limit ¢ — 0 we
recover complete screening and g = 0 for Q = 0, restating particle number conserva-
tion, while for 2 = €, the renormalized coupling is of order Qpn/Qp. However, any
fermion k-dependence of the electron—phonon coupling survives screening even at ¢ = 0
as shown by Abrikosov and Genkin [193], and the effective charge vertex in this limit is
gtk,g - 0) = g(k,qg — 0) — og, with g = (g(k, g — 0)), and (- - -) denotes an average
over the Fermi surface, defined as

_ 2k Ak)S(e(k))

A) = 3.19
(A) S o) (3.19)
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Thus screening removes the constant part of the electron—phonon interaction and can high-
light the d-wave channel. This is important if the bare coupling is highly anisotropic with the
Fermionic momentum k, the case of the apical oxygen coupling.

Moreover, the issue of strong local correlations on electron—phonon interactions has
been recently readdressed by the Hubbard X operator method [90, 194] and quantum Monte
Carlo simulations [195]. Assuming no specific phonon and that phonons couple to the on-site
charge density, i.e., diagonal coupling, these works found enhanced forward scattering (i.e.,
small momentum transfer), while large momentum transfer process were suppressed. There-
fore, d,>_ > pairing can occur by el—ph coupling. Furthermore, the vertex correction explains
the absence of phonon features in the resistivity, since the transport relaxation rate contains
the factor 1—cos @ (6: the angle between the initial and final state momenta) which reduces the
contribution for forward scatterings. There has been controversy as to whether the vertex cor-
rection for the off-diagonal el—ph coupling, which modulates the bond, also enhances forward
scattering and suppresses large momentum transfers [110]. The in-plane half-breathing mode,
which modulates the bond, exhibits a sharp softening with doping in neutron scattering [107]
and has been studied in particular. The Zhang—Rice singlet couples to the half-breathing
mode much stronger than estimated in LDA calculations, and the vertex correction leads to an
effective attractive interaction ford »_ )2 pairing [196]. On the other hand, later analysis [197]
has shown that the cancellation of terms reduces the off-diagonal coupling, and the diagonal
coupling dominates even after the vertex correction has been taken into account. In under-
standing the effects of this vertex correction on experimental spectra, one should note that the
correction works differently for phononic and electronic self-energies. The sum rules [198]
conclude that the phononic self-energy is reduced by an additional factor of x (hole concentra-
tion) as compared to the electronic self-energy. Intuitively, the difference between phononic
and electronic self-energies arises because a small number of holes cannot influence phonons
as much as phonons, in which atoms vibrate at every site, can influence a single hole.

In summary, local coulomb repulsion suppresses charge density modulations, which in
turn decreases the strength of the electron—phonon interaction at large momentum transfers.
This has two effects: first, as a consequence the contribution of all phonons to the resistiv-
ity will be reduced by the correlation effect. Second, and more relevant to pairing, small
q phonons will have an accentuating A for d-wave pairing since the coupling will decrease
faster for large ¢ than without correlations. Thus it appears that Coulomb interactions in gen-
eral can have a dramatic impact on electron—phonon driven d,>_ > pairing. However, theo-
retical developments are still needed in order to treat the simultaneous importance of strong
correlations and electron—phonon coupling. This is a promising direction for future research.

3.5. Summary

ARPES experiments have been instrumental in identifying the electronic structure,
observing and detailing the electron—phonon mode coupling behavior, and mapping the dop-
ing evolution of the high-T; cuprates. The spectra evolve from the strongly coupled, po-
laronic spectra seen in underdoped cuprates to the Migdal-Eliashberg like spectra seen in
the optimally and overdoped cuprates. In addition to the marked doping dependence, the
cuprates exhibit pronounced anisotropy with direction in the Brillouin zone: sharp quasi-
particles along the nodal direction that broaden significantly in the antinodal region of the
underdoped cuprates, an anisotropic electron—phonon coupling vertex for particular modes
identified in the optimal and overdoped compounds, and preferential scattering across the
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two parallel pieces of Fermi surface in the antinodal region for all doping levels. This also
contributes to the pseudogap effect. To the extent that the Migdal—Eliashberg picture ap-
plies, the spectra of the cuprates bear resemblance to that seen in established strongly cou-
pled electron—phonon superconductors such as Pb. On the other hand, the cuprates deviate
from this conventional picture. In the underdoped regime, the carriers are best understood
as small polarons in an antiferromagnetic, highly electron correlated background, while the
doped compounds require an anisotropic electron—phonon vertex to detail the prominent
mode coupling signatures in the superconducting state. Electronic vertex corrections to the
electron—phonon coupling furthermore may enhance, and for certain phonons, determine, the
anisotropy of the electron—phonon coupling. A consistent picture emerges of the cuprates,
combining strong, anisotropic electron—phonon coupling, particular phonon modes that could
give rise to such a coupling, and an electron—electron interaction modifying the el—ph ver-
tex. Such a combination, albeit with further experimental and theoretical effort, may indeed
lead to an understanding of the high-critical transition temperature with d-wave pairing in the
cuprate superconductors.
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Microwave Electrodynamics of High
Temperature Superconductors

D. A. Bonn and W. N. Hardy

4.1. Introduction

Measurements of electrodynamics at microwave frequencies play an important and
varied role in the study of superconductivity because they give diverse information on both
the superconducting groundstate and the excitations out of that state. In particular, the imag-
inary part of the microwave conductivity can be used to determine the penetration depth, a
key length scale in the superconducting state that gives access to the superfluid density or,
more correctly, the superfluid phase stiffness. Measurements of the real part of the conductiv-
ity give a wealth of information on dissipation associated with quasiparticle excitations out of
the groundstate. Such measurements figured prominently throughout the history of the study
of s-wave BCS superconductors, starting with the development of the London model of su-
perconducting electrodynamics and the subsequent measurements of the penetration depth.
Later, detailed work on the temperature dependence of the penetration depth and the tempera-
ture and frequency dependence of microwave absorption provided evidence of the energy gap
predicted by BCS theory.

The wealth of information on s-wave BCS superconductors was hard-won over many
years of theory and experiment. One reason for this is the multiple lengthscales in a supercon-
ducting sample; London penetration depth, coherence length, quasiparticle mean free path and
sample dimensions can all come into play. For instance, in the early work on microwave pen-
etration depth in the elements, the possibility that the coherence length can be comparable to,
or larger than, the London penetration depth led to measured values of penetration depth that
differed from the predictions of the London model. Subsequent careful studies as a function
of purity and mean free path clarified this complex situation and ultimately provided access
to the coherence length as well as the penetration depth. Impurities provide further complex-
ity, especially for the microwave absorption which necessarily involves the mechanisms that
scatter quasiparticles and lead to dissipation. A practical payoff for this effort has been the
development of high O superconducting resonators used in particle accelerators.

The high temperature superconductors have also provided a complex and lengthy chal-
lenge, though for quite different reasons. The foremost difference is that the cuprates have
been found to be d-wave superconductors, with nodes in the superconducting energy gap
that have far-reaching effects on the electrodynamic properties. The presence of nodes in
the gap brings with it a serious complication—many physical properties are more sensitive
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to impurities than is the case for s-wave superconductors where Anderson’s theorem places
serious constraints on the influence of nonmagnetic impurities. Sensitivity to defects is par-
ticularly problematic in these complex quaternary or even pentenary compounds. Nature has
given us an easily disturbed superconducting state in materials that are extremely difficult to
grow in a highly perfect crystalline form.

Another major difference in the cuprates is that the large energy gap associated with
having a high T, carries with it a very short coherence length. This has the simplifying effect
that the microwave electrodynamics are local under most measurement conditions, but it also
brings in new phenomena by making critical fluctuations much more important than they are
in lower T, materials. The issue of fluctuations is made even more important by the relatively
low phase stiffness associated with the rather long London penetration depth in the cuprates.
Added to all of these novel features is the extreme anisotropy of these layered materials plus
structural complications such as coupled bilayers of CuO; in some materials, CuO chain lay-
ers in the YBayCu3Og¢4, family and in YBayCuyOg. This leaves a vast parameter space to
explore since a complete experimental picture would require measurements of the microwave
properties in all three crystallographic directions, as a function of temperature, carrier dop-
ing, and purity, in several different compounds. In the following chapter we will review the
progress on this topic achieved over nearly two decades. After an introduction to the pieces of
theory most relevant to microwave measurements, we will introduce the experimental tech-
niques used in the field. Because of the central role that superfluid phase stiffness plays in
the cuprates, a detailed review of microwave measurements of the penetration depth will also
include an overview of other types of penetration depth measurements. Following this is a
review of the present state of understanding of the microwave conductivity of the cuprates
and a separate section on the role of superconducting fluctuations. Throughout this there will
be a bias towards discussion of work on single crystals where the best case has been made for
sample quality. There will be regular reference to thin film results where they help complete
the picture. Recent reviews by Maeda [127], Trunin and Golubov [194], as well as the earlier
review by Trunin [193] should be consulted for complementary treatments of topics found in
this review.

4.2. Electrodynamics of Superconductors

4.2.1. London Theory

At first glance, the fact that the coherence length ¢ is typically very short and the pen-
etration depth A rather long in the high temperature superconductors guarantees that one is
in the London limit 4 >> ¢ where the electrodynamics of the superfluid are local. There are,
however, situations in the cuprates where non-local effects might be observable and these will
be discussed near the end of this section. In most microwave measurement conditions these
effects do not come into play, so a good starting point for discussing the electrodynamics of
the cuprates is the London model. .

In the local limit, the current density J is related to the local electric field E by a
conductivity tensor:

>

J=0cE .1

or equivalently to the local magnetic field B

Vx(o~'J) = —iwB. 4.2)
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We will be concerned with the diagonal components of the conductivity tensor ¢;; and where
needed will denote the three components for a typical orthorhombic cuprate as o4, 6 and oc.
For the convention ¢! for the time dependence of E, each of the diagonal components of the
conductivity tensor can be written in the form o = o1 (w, T) — io2(w, T).

4.2.2. Surface Impedance Approximation

For local electrodynamics and in situations where the sample surface is flat on the scale
of the penetration depth, the surface impedance Z; suffices to describe the response of the
sample to an applied EM field. In the local limit where Eqs. (4.1) or (4.2) are valid, it follows
directly from Maxwell’s equations that Z; = R + iX§, defined by the ratio of the tangential
electric and magnetic fields at the surface of the sample (e.g. E./Hy), is given by

. )1/2

o1 — i0p

Zs(w) = ( 4.3)
where Rj is referred to as the surface resistance and X the surface reactance. Within the same
local approximation the propagation constant x is given by

K= (—iyowa)l/z. (4.4)

For this discussion, it is useful to have in mind a simple picture of the 7 and w dependence
of the electrodynamics we are likely to encounter. Figure 4.1 gives a schematic view of the
situation for (a) T > T, (b) T = 0and (¢c) 0 < T < T.. The curve in (a) can be taken as that
of a Drude metal where

(4.5)

where n/m* is the ratio of normal carrier density over effective mass and 7 is the current
relaxation time of the charge carriers. The DC conductivity is opc = ne®r/m*. This model is
just meant as an illustration, since for cuprates we know that ¢ falls off more like 1/w than
1/w?. In the normal state, the quasiparticle scattering rate 1/7 is generally much greater than
the measuring frequency of microwave techniques (as shown).

At low temperatures, some fraction of the area under o{(w, T > T.) appears as a J-
function at @ = 0, representing the response of the superfluid condensate. For the aAb-plane
response, the remaining area under o1 (w, T = 0) at microwave to far-infrared frequencies is
relatively small for good quality cuprate samples having low disorder. This corresponds to the
so-called clean limit where the energy scale of the superconducting gap is larger than the qua-
siparticle (qp) scattering rate. Strictly speaking, the language of “clean limit” vs. “dirty limit”
is not entirely appropriate for the high temperature superconductors since the scattering rate is
dominated by inelastic scattering rather than elastic impurity scattering. For instance, there is
arapiddrop in 1/7 as T is lowered below T, as discussed in Section 4.4, which suggests that
the materials are in the very clean limit. However, this scattering rate is necessarily strongly
frequency dependent, so that the low scattering seen at microwave frequencies is not a good
guide to the behaviour in the infrared. Still, the relatively small oscillator strength left at low
frequency as T — 0 in good samples, together with the strong screening by the superfluid,
make measurements of o1 (w, T < T¢) a challenge at microwave, THz, and far infrared fre-
quencies. Add to this the fact that a d-wave superconductor does not have the sharp onset of
absorption seen in o1 (w) at the gap edge of an s-wave superconductor and one readily sees
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Figure 4.1. Schematic behaviour of o (w, T'), o5 (w, T) for a superconductor.

why measurements of the conductivity proved difficult for spectroscopists trying to discern
the superconducting gap.

As one raises the temperature, o1 (@w > 0, T') increases as quasiparticles become ther-
mally excited. At the same time, the strength of the J-function in o1 at @ = 0 has a corres-
ponding decrease. (The accuracy of this implied sum rule is discussed at the beginning of
Section 4.5.) Thus a measurement of the temperature dependence of the J-function strength
gives the increase in area under oi(w > 0,7), which is determined by the spectrum
of the quasiparticle excitations. In practice, one is usually measuring the contribution to
02(w, T) from the J-function in o1(w, T). If we take the weight of the J-function to be
(7 /2)(e*/m*)ng(T) then the contribution to the imaginary part of ¢ (by Kramers—Kronig) is

2
e 1
O'st = %HS(T)E
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o1

f “meas

Figure 4.2. Situation where measurement frequency is too high for measurement of superfluid density.

Here we define the magnetic penetration dep th 4 via the imaginary part of o,

1
72 = owi2(T)

such that the electromagnetic propagation constant x = [—iuoweo ]'/? is equal to 1/ in the
case that ¢ = o1 — ioy is dominated by o,. Furthermore, if the measuring frequency is low
enough that ¢; is mainly due to the superfluid response, then

&2 1 1

*ns(T)_ =

2= o  puowi?(T)

and A(T') reduces to the usual London penetration depth Ay (T').

Below frequencies of a few GHz or so, o> in the high 7, materials is completely dom-
inated by the response of the superfluid condensate and contributions to o> from the nor-
mal fluid are negligible except very close to 7.. However, the normal fluid may contribute at
higher frequencies, depending on the quasiparticle scattering rate. When 1/7 is lower than the
measurement frequency (see Figure4.2), o;(w) approaches (€2 /m*) (niotal /@), Where nogal
includes both the superfluid and normal fluid (i.e. a narrow response of the normal fluid near
o = 0, responds at higher frequencies as a superfluid). One therefore has to interpret Far
IR (and even some mm wave) measurements that do not extend to w ~ 0 with care. If 1/7
is strongly temperature dependent and falls below the minimum measurement frequency as
one lowers the temperature, the superfluid condensate may appear to have very little temper-
ature dependence, even at relatively high temperatures. Here, Far IR measurements are useful
for obtaining n/m* at T = 0 but generally not ng/m™* and certainly not its temperature
dependence. In conjunction with independent “low” frequency measurements, they also give
valuable information on the initial fall of 1/7.

Of course, there are wide variations in the temperature dependence of 1/7: in materi-
als doped with Zn or Ni or in most thin films, 1/7 is extrinsic and has a relatively weaker
temperature dependence. On the other hand, in high purity single crystals of YBayCuzOg,,
1/7 falls to microwave frequencies (&~ 30GHz = 1 cm™') for T < 40 K. This is well below
the minimum far IR measurement frequency achievable in single crystal work (20-50cm™),
and even millimetre wave measurements have to be carefully scrutinized. Déhne et al. [38]
for example were able to use the frequency dependence of A in the millimetre wave re-
gion to extract 7. On the other hand, de Vaulchier et al. [40] saw no frequency depen-
dence of 4 in their films, up to 500 GHz, presumably due to higher extrinsic scattering
rates.
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Having reviewed the general phenomenology that one will encounter, we return to the
actual task of extracting o1 and ¢ from physical measurements. We begin with some simple
limits. In the normal state and at low frequencies (w0 < 1/7), o1(®) > o2(w) so that Ry =
Xs = V/uow/QRopc) and x = (1 — i)/ uowopc/2 = (1 — i)/6 where § is the classical skin
depth, which is typically of order microns at microwave frequencies. For the high temperature
superconductors this may be comparable to one of the sample dimensions and, if so, one
cannot directly use the surface impedance approximation.

In the superconducting state below 7T, the DC resistivity is zero and is represented in
the conductivity spectrum by a J-function at @ = 0 with an oscillator strength determined by
the superfluid density or, equivalently, the penetration depth. This term in the conductivity is
o1(w, T) = n(w)/1oA*(T) and, through a Kramers—Kronig relation, gives rise to a dom-
inant term in the imaginary part, o2(w, T) = 1/uowA*(T). Below T, one can thus write a
general expression for the conductivity away from o = 0

o, T)=0c"(w,T)—1i (4.6)

owA(T)

The term ¢ * represents all contributions to the conductivity other than the superfluid
contribution and is mainly real at low frequencies (w7 < 1 where 7 is the transport lifetime).
So at low frequency o*(w, T') can be replaced by a purely real o (w, T) and the imaginary
part of the conductivity is determined by the superfluid term in Eq. (4.6). Except near T,
03 > o1 and Egs. (4.3) and (4.6) yield simple approximations for the surface impedance:

2
R, = %w%ﬁ(na](w, T) 4.7

X = pow(T). (4.8)

We see that a measurement of X(7') allows a direct determination of A(T) and the
associated quantities ng(T)e?/m* = wos(w, T) = 1/(uoA*(T)), whereas o1 (w, T) can only
be extracted from R if values of A(T") are also available. It turns out that X¢(7') is rarely
measured directly, especially on small single crystals, and the typical situation is that A(7") is
measured by one or more of a variety of techniques, not necessarily involving microwaves. In
fact, obtaining reliable values of A(7T'), a quantity of intrinsic importance on its own but also
crucial to the analysis of microwave data, has turned out to be a very difficult task for the case
of the cuprate superconductors. In the next section we briefly review the various methods that
have been used. The reader is referred to Hardy et al. [65] for more details.

For completeness, we include a general expression for extracting o1 (w, t) in the super-
conducting state and right through 7 into the normal state:

2 1/2

(4.9)
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where the + (—) sign is used for the case o1 > (<)«/§az and o3 = ,u()a)/2R52. This sim-
plifies to Eq. (4.7) when the approximation o7 >> o1 is made. While the full expression must
be used for quantitative analysis very close to T, the approximate version, Eq. (4.7), is much
more convenient and transparent.



Microwave Electrodynamics of High Temperature Superconductors 151

4.2.3. Non-local Electrodynamics

Non-local effects occur when there exist physical correlation lengths that exceed the
penetration lengths of the applied electromagnetic fields, which in the present case are of
order 100-200 nm or more.

For the response of the superfluid, the relevant physical scale is the coherence length
which is much smaller that 4 for the cuprates, and in most cases one is safely in the local
limit. However, Kosztin and Leggett [108] show that for B applied parallel to the ¢-axis of a
clean d-wave superconductor, non-local effects in 1(7') may appear below a crossover tem-
perature of about 1 K (an effect arising from the coherence length becoming large in the nodal
directions). For the response of the “normal fluid”, the situation is more complicated. For clean
materials at low temperatures one can easily have in-plane quasiparticle mean-free-paths that
are greater than the in-plane penetration depth. Nevertheless, since the transport is strongly
two-dimensional, non-local effects are greatly suppressed for excitation fields applied parallel
to the ab plane: the quasiparticles largely remain within the penetration depth between scatter-
ing events. However, there exist geometries where this condition does not hold. An example
is the case where B is applied parallel to an ac or bc face of a crystal; here the quasiparticles
can exit the field penetration region before a scattering event [166]. To the best of our knowl-
edge, this has not been studied experimentally. In the discussion that follows, we assume local
electrodynamics.

4.2.4. Excitation Spectrum of a d-Wave Superconductor

It is now generally, although not universally, agreed that all of the cuprates have an or-
der parameter with predominately d,2>_ > character, with four nodal lines along the c-direction
of the crystals. The electronic structure is two-dimensional in character, although the degree
of this two-dimensionality varies enormously, both between families and with doping; it can
also be a strong function of the temperature. Furthermore, except for the occurrence of nodes
(not seen in the “old” superconductors) the phenomenology of the superconductivity is con-
ventional in many respects. This is in stark contrast to the normal state, which is anything but
conventional and which has bedevilled the community for almost two decades. The pairing
mechanism is undoubtedly closely tied up with the physics of a doped Mott insulator and
the ensuing strong electron—electron correlations [116], but the details are still the subject of
continuing debate.

One aspect of our own particular view of the superconductivity in the cuprates, which
may be less universally agreed upon, concerns the issue of homogeneity. It is our opinion that
over a wide region of the phase diagram, the superconductivity is intrinsically homogeneous,
by which we mean that the more perfect the samples become, the stronger and more homo-
geneous the superconductivity becomes. Of course, one should not rule out the possibility of
“intrinsic” phenomena such as fluctuating stripes or other competing order, the suppression
of which might strengthen the superconductivity (the suppression of 7 near 1/8 doping is a
case in point [4, 121]).

A superconductor with nodes is particularly susceptible to many kinds of imperfec-
tions. Disorder, short coherence lengths, and the weak screening characteristic of the cuprates
combine to place stringent constraints on the crystallinity of the materials, which must be
considered if one wants to study the intrinsic properties of the superconducting state. The fact
that superconductivity requires doping of the CuO; planes, generally by dopants that have
some (or total) randomness associated with their positions, further complicates the situation.
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Finally, many of the high temperature superconducting compounds, when grown under typ-
ical conditions tend to have cation disorder that may or may not be amenable to strategies
for their reduction. The effect of cation disorder on the superconductivity has been studied
in considerable detail recently, by Eisaki et al. [45] and Fujita et al. [52], where is it shown
that the reduction of 7 is very sensitive to the details of the disorder, for example, the ionic
radius of the substituted cation. However, in all cases, more disorder is correlated with a larger
reduction in 7.

In regions of the phase diagram, where T, varies quickly with doping, it is clear that
any randomness in the doping will lead to large spatial variations in the strength of the super-
conductivity. In an extreme case, near the AFM-SC border for example, some regions will be
inherently antiferromagnetic and other regions superconducting. When proximity effects are
added to the mix, one has a situation where it is extremely difficult to extract the “intrinsic”
physics from measured properties. Microwave measurements typically have neither wavevec-
tor nor spatial resolution, so, as with most bulk probes, one cannot a priori distinguish intrinsic
from extrinsic behaviour: one has to observe how the properties evolve with sample perfec-
tion. In this review much of the focus is on this evolution.

Phenomenological Pairing Model

At present, there is no “theory” of high temperature superconductivity that has the all-
encompassing reach of the BCS theory for conventional superconductors in which the tem-
perature and frequency dependence of the basic physical observables can be calculated from
T = 0to T = T.. While some aspects of the superconducting state in the cuprates mir-
ror those of “d-wave BCS” superconductivity (i.e. the BCS solution for a fermionic system
to which some interaction favouring a d-wave ground state has been added), there remain
important differences. For example, Lee and Wen [117] pointed out the essential discon-
nect between the zero temperature superfluid density ps(0)/m and the temperature depen-
dence of the normal fluid density: (py(T)/m) = (ps(0)/m) — (ps(T)/m). In BCS theory
these are necessarily tied together and set by the properties of the gap function. For the
cuprates as the hole doping is reduced and one approaches the Mott insulator pg(0)/m
must, and does, go to zero, whereas p,(7T)/m is less doping dependent. From the experi-
mentalist’s point of view it is still premature to try to fit data to strong- or weak-coupling
BCS, given the lack of a global theory. However, at low temperature, where the excitation
spectrum for the quasiparticles has settled down, it is fruitful to measure quantities such
as normal fluid density, specific heat, thermal and electrical conductivity, etc. to empiri-
cally determine the qp parameters. Hussey [86] summarizes existing experiments relevant
to this task, and in particular, critically examines the self-consistency of various results. In
the present review, we will confine our attention to the superfluid density and the electrical
conductivity 1.

The basic elements of the phenomenological pairing theory put forward by Lee and
coworkers [116, 117,210] are as follows. One assumes that the elementary excitations in
the superconducting state are well defined quasiparticles (gp), with dispersion E(K) =

1
[(ek — ,u)2 + Akz]i, where Ay = %Ao (cos kya — cos kya) is a d-wave gap for an assumed
tetragonal lattice, with lattice parameter a. For ¢y, a tightbinding approximation is assumed
witheg = 2¢ (cos kya + cos kya). There is now considerable evidence that, for the generally
orthorhombic crystals the predominant state is a “distorted” d,2_,» state where the effect of
orthorhombicity is mainly to make one set of opposing lobes somewhat larger than the other.
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Figure 4.3. Schematic diagram of the single-band tight-binding Fermi surface for a high temperature superconduc-
tor, showing the shift of the co-ordinate system to the nodes. I is the centre of the Brillouin zone. The lobes represent
the superconducting gap [86].

This will shift the nodal points (4 (k) = 0) from the 45° positions, but there is no evidence to
show this is a large effect in the high temperature superconductors. Also, there is no guarantee
that the gap function has the pure d,>_,» form where A(K) = Ag cos 2¢ where ¢ is the az-
imuthal in-plane angle. For low temperature properties, this is inconsequential since only the
slope of 4 near the node is of importance. The effect of orthorhombicity on the band structure
can be more substantial, but here these complications are ignored.

For calculating low temperature properties, it is convenient and standard to rotate
by 45° to a coordinate system (k,, k;) whose origin is centred at one of the nodes with
k, and k; the momentum normal and tangential to the Fermi surface, respectively (see
Figure 4.3)

1
k, = E(kx +ky) — |kol,

1
k” - E(kx - ky)

Linearizing the spectrum around one of the four values of kg, one obtains:
€k = hUFkL5

Ak = hVAkH,

where vp is the Fermi velocity associated with dispersion of the qp’s normal to the Fermi
surface (in the nodal region),

_ 0€xk

== vk | vE = 2v/2 ta sin(koya)

VF

and v, gives the slope of the gap in the nodal region and is associated with the dispersion of
the qp’s along the Fermi surface:

Ak .

v, = K = vk, vy = Aoa sin(koyxa).

Sl -
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In the region of the node, the excitation spectrum can thus be written,

Ek) = (6k2 + Akz)% = h(w%kf + v}kf)%.

Adding contributions from the four nodes, one obtains the angle-averaged density of states:

2 1
N(E) = (W) (VFVA> E

which is linear in E (limit of low E, no impurities). From this, many of the low-energy prop-
erties of the system can be calculated. In particular, the normal fluid density for one CuO;
plane is given by [210]:

2 1In2 v
m T Vy

In the first version of the model [117] the qp current was assumed to be given by:

H Oex

jk) = —e K evk.
Millis et al. [133] pointed out that a Fermi liquid correction should be applied and the qp
current was modified to j(k) = —e app, v; [210]. This accounts for the agf factor in the
expression for p,/m. Results for other quantities are listed by Hussey [86].

The ratio vg/v 4, sometimes referred to as the Dirac anisotropy ratio ap, is an important
parameter for high temperature superconductors. It is possible to extract ap from the low
temperature universal thermal conductivity xo/7 [188]. Combined with a value of a%L ap
from the temperature dependence of the superfluid density via A(T), one can find the Fermi
liquid parameters. However, the value of a% obtained depends on the absolute magnitude of
[AA(T)/AT] /23(0). While AA(T)/AT is easily measured, the value of 1(0) is not. This
results in relatively large error bars for al%L.

Lee and Wen [117] further assume that the full Drude weight of the doped holes appears
in the zero temperature superfluid density so that (ps(0)/m) = (x/a’m), where x is the hole
doping. In this phenomenological model, motivated by experiment, the wide divergence from
standard BCS results is explicit: ps(0)/m depends on x while p,(7T)/m does not. This is one
of the central issues that must be addressed by microscopic theories.

Effect of Impurities

The review of Hussey [86] contains a very useful discussion of the self-consistent
T-matrix approximation (SCTMA) that is widely used to treat the effect of impurities in
metals, semiconductors, and superconductors. As pointed out by Hussey, impurity substi-
tution has proven to be a powerful probe in the study of complex many-body systems in
general. For the cuprates studies of 7. suppression, increase of residual in-plane resistivity
po, change in temperature dependence of the penetration depth, impurity-induced effects
in the low-T specific heat and thermal conductivity, electrical conductivity, and impurity
related bound states seen by scanning tunnelling microscopy (STM) have all yielded im-
portant information. For unconventional superconductors, the SCTMA has been studied in
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Figure 4.4. a.) The density of states of a clean d-wave superconductor. b.) The appearance of a bound state
at the Fermi level due to a non-magnetic unitary scatterer. c.) The broadening of the bound state distribution
for a dilute density of non-magnetic impurities, leading to a finite density of states at zero-energy that increases
with increasing impurity concentration. The rounding of the coherence peak in the presence of impurities is not
shown [86].
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most detail by Hirschfeld and coworkers (see Nunner and Hirschfeld for references to earlier
work [140]).

For the high temperature superconductors Hirschfeld et al. [75, 76] adopted a gen-
eralized BCS model with a d,>_» state. The scattering from a single point impurity at
low temperatures is characterized by c, the cotangent of the s-wave scattering phase shift.
The finite density of scatterers n;, defines a temperature independent elastic scattering rate,
I' = njn/(xr Ng) where n is the electron density and Ny the density of states (DOS) at
the Fermi level. In the normal state limit (Ax — 0) the electrical conductivity reduces to
a Drude form: ¢ = a¢/[1 + (Q1N)?] where 69 = ne’tn/m with 1/2zy =Ty = T/(1 + ¢?)
and Q is the microwave frequency.

For Ak # 0, the impurities modify the d-wave density of states in such a way that there
is a region of width y near the Fermi level where the DOS is finite (Figure 4.4 ). For tem-
peratures T* < y/k <« T,, the so-called “gapless” regime, the superconducting properties
reflect the temperature dependence of their normal state analogues, but scaled according to
the reduced DOS. Above T* one enters the “pure” regime where properties approach those
of a clean d-wave superconductor. In the resonant scattering (unitary) limit where ¢ >~ 0, y

is of order (I Ao)% (to within logarithmic factors). However, in the Born limit where ¢ > 1,
y ~ Ao exp[—4o/IN], which can be extremely small in the weak scattering limit. Because
of the exponential dependence on Ag/Ix, the physics of the gapless region may become
inaccessible, even when I is not particularly small.

In the gapless regime, and for 7 Q <« kT, the conductivity becomes o1 =~ aqg [1 +
(x2/12)(T/y)* | where ag9 = ne?/[mz 49(0)] is the universal limit first derived by Lee
[118]. The lack of dependence of ogp on impurity concentration is due to the fact that an
increase in impurity density increases the density of quasiparticles, while decreasing the qua-
siparticle lifetime by the same factor.

Durst and Lee [44] later showed that both vertex and Fermi liquid corrections needed
to be applied. (Vertex corrections account for differences in forward vs. backward scattering
amplitudes, and Fermi liquid corrections account for the fact that the superconducting state
emerged from a Fermi liquid with strong electron—electron correlations). They found that ver-
tex corrections modify the electrical conductivity, and Fermi liquid corrections renormalize
both electrical and spin conductivity, while the thermal conductivity maintains its universal
value. If all three could be measured on the same sample, the Fermi liquid and vertex correc-
tions could be independently determined. See [188] for measurements of the universal thermal
conductivity.
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Figure 4.5. Normalized low-T conductivity o /o(q vs. the reduced temperature 7/ T¢ in the Born limit [76].

Returning to the temperature and frequency dependence of o1, Hirschfeld et al. [76]
give for the pure regime,

2 ) P
=" (50|

with 1/7 = —2Im » (w), valid for all scattering strengths. Here >, (w) is the averaged
self-energy due to impurity scattering in the SCTM approximation. The conductivity thus
takes the form of a sum of Drude lineshapes. However, in an unconventional superconductor
1/7(w) will always have a non-trivial dependence on energy, so that o1 (L) should never
have a simple Drude form deep in the superconducting state. The observation of approximate
Drude shapes for o1 in high quality YBayCu3Og¢4, crystals [67] at low temperatures posed
a challenge for theory, and a number of alternatives to simple point scattering were studied,
including the cumulative effect of scattering by a variety of dilute and/or weak scatterers [14],
scattering of qp’s from order parameter “holes” [71] and extended scatterers [44, 140].

Very recently the experiments of Turner et al. [202] on YBayCuzOg s with highly
ordered oxygen chains clearly show a o (w, T) for the a crystal direction that exhibits most
of the expected characteristics of Born scattering in a d,2_,» state at low temperatures. We
note here that for weak (Born) scattering ina d,>_» state, 1/7(w) >~ I" w/ 4y for, to within
logarithmic corrections, w < 4g. Thus in the pure regime, the low frequency value of the
conductivity (Q7 « 1) becomes o1 = gg > oqo. This is illustrated in Figure 4.5 for various
values of Q /T, for the choice I'n/T: = 0.01 [76]. Here the low frequency limit of o will
remain well above the universal limit until extremely low temperatures.

7(w)

TTorow (4.10)

4.3. Experimental Techniques

In this section we will restrict our attention to the linear response of high temperature
superconductors in the region below approximately 100 GHz. Typically (although not always)
one is in a “skin-effect” region where the penetration depth of the microwave magnetic field
is much shorter than any dimension of the crystal. For very practical reasons there is usually
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a distinct separation between the microwave region and the higher frequency regions (far in-
frared, mid-infrared, etc.). First, when the free space wavelength of the EM radiation is com-
parable to the sample size, serious and often insurmountable difficulties arise due to diffraction
effects. This crossover occurs at approximately 90 GHz (=3 cm™!) when the sample sizes are
of order a few millimetres. Second, below about 30cm™! the reflectivity of samples in the
superconducting state become extremely high, >99%, so that the traditional single-reflection
optical methods become problematic. Of course the reflectivity becomes even higher in the
microwave region, but here the techniques of cavity perturbation, which are equivalent to
multiple-reflection methods, more than make up for the increased sample reflectivity.

For the cuprates, where the best materials tend to be small single crystals, one is usu-
ally left with a spectral gap in the region 3-30cm™!. In cases where high quality large-area
films can be produced with thicknesses much less than the magnetic penetration depth 4,
then one has the option of transmission experiments, using for example femtosecond time-
domain spectroscopy techniques [141]. Orenstein and co-workers [183], as well as others,
have very successfully applied these methods to thin films. However, in general one can-
not bridge the microwave/far-IR spectroscopy gap using thin films, since they almost always
have significantly different properties from bulk single crystals. For example, it is possible to
have YBa;Cu3Og thin films with penetration depths significantly larger than those for sin-
gle crystals (factor 2) yet show a linear temperature dependence for AA(T) at low T. This is
not explainable in terms of impurity or defect scattering and one needs something analogous
to the Swiss-cheese model proposed by Nachumi et al. [135] where parts of the sample are
non-superconducting.

We note also that in principle, near-field techniques can also overcome diffraction lim-
itations. Here, one uses an “antenna”, much smaller than the free space wavelength, placed
in close proximity to the sample surface and one gauges the properties of the sample by the
effect on the antenna. The “antenna” could be a needle shaped probe [87,119] or a small hole
in a waveguide [129] or a small hole in a resonant cavity [28]. These techniques are analogous
to STM and allow high spatial resolution or, equivalently, allow the use of smaller samples
for a given microwave frequency. Calibration and other issues tend to prevent these methods
from becoming general spectroscopic techniques, but they are nevertheless extremely useful
in special cases.

Classical optical reflection techniques measure the power reflectivity over a very wide
range of frequencies, and then use various Kramers—Kronig transforms of the data to extract
the desired properties, such as the real and imaginary parts of the conductivity tensor. For ab-
plane properties of single crystals one typically measures the reflectivity of the natural growth
face of the platelet-like crystals, along with gold or lead films evaporated in situ on the crystal
as a reference reflectivity [12, 80, 81]. Here the requirement is a flat face, with dimensions
substantially larger than the longest wavelengths of interest. One can also measure ¢-axis
properties in the case that the c-dimension is large enough. For microwave techniques, where
the microwave wavelength is much larger than the crystal dimensions, the experimental issues
are very different. For good conductors and superconductors, one generally places the crystal
in regions where the applied electric fields are as small as possible and the applied ac magnetic
field as uniform as possible.1 Here the issues are (1) what are the actual fields at the surface
of the crystal and (2) along what crystal directions do the induced currents flow? In this case
the detailed shape of the crystal and its orientation with respect to the applied B field have
to be taken into account. In these circumstances one should in principle work with ellipsoidal

! There are some situations where it is preferable to place the sample in the electric field region. For 1D conductors
this is the only option. See Maeda et al. [127] and Peligrad et al. [156].
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shaped samples in order to have reasonably well-controlled demagnetizing effects, but this is
difficult to do with the cuprates and is rarely done. Instead one tends to use limiting forms of
ellipsoids in low demagnetizing-effect geometries (such as thin platelets with the face parallel
to B) or one tries to correct for non-ellipsoidal shapes [161]. Some of the issues will be
discussed in more detail later, but suffice it to say that great care has to be taken to avoid errors.

4.3.1. Penetration Depth Techniques—Single Crystals

Single crystals, thin films, and powders all have their place in the quest to understand
the cuprates. While properties of the best single crystals still seem to be the closest to intrinsic,
such samples are often only available as small platelets. In addition, crystals are grown close
to equilibrium conditions where certain doping regimes cannot be reached, and thin films
or powders are necessary. Thin films are also central to many applications, so that direct
measurements of their properties are essential. The measurement methods are conveniently
classified according to the form of the samples.

Excluded Volume Techniques

In this method, one places the crystal in a small magnetic field and measures the
“effective” volume of the crystal. This can be carried out all the way from DC (using SQUID
magnetometry), to audio frequencies (AC susceptometry) to rf and microwaves (cavity per-
turbation). In the situation where the demagnetizing effects are negligible (i.e. the fields at the
surface of the sample are almost everywhere equal to the applied field), the effective volume is
just the geometrical volume of the crystal minus the volume penetrated by the magnetic field.
As an example, for a thin platelet with the field applied parallel to the broad face, the effective
volume is approximately ab(c — 21) where ab is the area of the flat face and ¢ is the thin
dimension. Since single crystals typically have ¢ > 20 um and 4 is of order 100 nm, in order
to extract the absolute value of A to within 10% from a measurement of the effective volume,
one would have to know the thickness of the crystal to better than 1/1,000. In addition there
are demagnetizing corrections and calibration factors that have to be accurately determined.
A direct attack in this direction is essentially impractical given the small and not perfectly
regular shaped crystals one is dealing with. Therefore one generally has to be content with
a measurement of the temperature dependence of 1: AL = A(T) — A(Tp) where Ty is some
reference temperature (usually the base temperature of the apparatus). To do this, one needs to
be able to change the temperature of the sample without affecting the calibration factors of the
apparatus and at the same time avoiding (or correcting for) effects of sample holder materials
that have temperature dependent magnetic properties. One arrangement that works extremely
well is the use of a sapphire hot finger in vacuum, pioneered by Sridhar and Kennedy [184]
and by Rubin et al. [168] and widely used. High purity sapphire has a very small magnetic
susceptibility, is an excellent thermal conductor, and has very low microwave loss even up to
mm wave frequencies.

We note here a very clever refinement of the excluded volume technique devised by
Prozorov et al. [162], where the sample is coated with a thin film of a low 7 superconductor
such as aluminium. The low T film excludes the magnetic flux until its 7 is reached, where-
upon the film becomes transparent at the 10 MHz measurement frequency. To within an error
of order £15 nm, determined by the accuracy to which A and the film thickness are known,
one can extract 4 (T ~ 0) for small crystals. The method requires good quality Al films and
is not immune to the usual demagnetizing problems for B || ¢ or ¢-axis contamination for
B || aAb—plane.
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For excluded volume techniques applied to high temperature superconductors, one has
to be extremely careful to ensure that thermal expansion of the sample is not affecting the
measurements. The issue is addressed in [42, 197] and is described in some detail in Hardy
et al. [65]. Trunin [193], also treats this problem, along with other important issues. As an
example, using the thermal expansion data of Kraut et al. [109] one can show that for a crystal
with ¢ = 100 um, measured in the geometry of the preceding paragraph, errors of order 30%
in A/ can arise in optimally doped YBa;Cu3Og, at ~70K. The effects become proportion-
ally larger for thicker crystals; for very thin crystals, the effects are smaller and corrections
have adequate accuracy.

Now consider the situation where the magnetic field is applied parallel to the ¢-axis
(perpendicular to the broad face) a geometry used when one wants to restrict the currents to
the ab plane. In this geometry there are large demagnetizing effects, and the fields at the edge
of the sample can be one or two orders of magnitude larger than the applied field. If we ap-
proximate the usual square or rectangular ab plane shape by a circle, then one has a geometry
that has been studied extensively in the literature (see Brandt [22] and references therein).
There are no analytical solutions, and for the case where 1 < ¢ < 2a the numerical solutions
are also not available. Prozorov et al. [161] have proposed approximate solutions that appear
to be useful for not too thin crystals. Nefyodov et al. treat the b > a > ¢ geometry (long slab)
in detail and suggest corrections for finite » [137]. There are two issues that arise (1) what
is the relationship between the physical dimensions of the crystal and the measured effective
volume (which, due to demagnetizing effects, is much larger than the physical volume of the
crystal) and (2) what are the thermal expansion effects. It is easy to see that thermal expansion
effects are likely to dominate for this geometry, and given the lack of accurate solutions for
the effective volume, it is generally not possible to correct for thermal effects. An exception
is the Al marker film technique of Prozorov et al. [161] described above.

A number of groups [78, 130, 175, 186] have extracted values of A(7T) from microwave
cavity perturbation methods by assuming that in the normal metal, the real and imaginary
parts of the surface impedance are equal; this is valid for o1 > 07, which is the case when
the quasiparticle scattering rate is much greater that the observing microwave frequency. The
method works as follows: the change in resonant frequency of the measurement cavity as one
varies the sample temperature from 7 = O to 7' > T is, to within a calibration constant, given
by 6(T) —21(0) where 6(T) is the sample skin depth. To within the same calibration constant,
the change in width of the cavity response (change in 1/Q of the cavity), gives o(7T") directly
(this assumes that in the superconducting state the sample losses are negligible in compari-
son). Comparing the two results gives 4(0). The weak point in the scheme is that one must
neglect or correct for thermal expansion contributions to the frequency shift. For the érf Le
geometry, the expansion effects are relatively small for very thin crystals, but then one has
to contend with contributions from /¢ or J. to the frequency shifts (C-axis contributions). On
the other hand, for the Byt || ¢ geometry where currents flow only in the ab plane, thermal
expansion effects will dominate the shifts. In either case, the method has to be applied with
extreme care [65]. A further cautionary note: Kusko et al. [112] have found that Ry # X for
T > T, in some underdoped samples, a condition that violates the basic assumption of the
method.

Far Infrared Reflectivity: |Fi’|ei9

If one can measure |R(w) ? = power reflectivity over a wide enough frequency range
that one can perform a Kramers—Kronig on |R(w)| to obtain 6 (w), the Fresnel formula will
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yield o1 and 0;. The superfluid contributes a J-function in o (w, T') at @ = 0 and a component
to 0o = (uowi?) ™! = nge*/m*w. If at low frequencies there is a region of frequencies
where the quantity (u,wo2)~'/? tends to a constant, then it is reasonable to assume one is
dealing with a o1(w) concentrated near @ = 0. However, as discussed previously, the value
of A obtained may not be the London penetration depth Ay if there are contributions from
o1(w) other than the superfluid J-function. The method has the advantage that it gives absolute
values for 4, and by changing the polarization and the faces one can measure 1., 45 and A,
independently.

Another approach is to look for the plasmon associated with the superfluid by which
1/]e(w)| peaks at the plasma frequency Q, = (N e?/egm*)1/2. Again, any narrow Drude
component in o1 (w) will be included in £;,. The method is particularly useful when, by using
grazing incidence with respect to the ab plane, one can pick up the ¢-axis plasmon [97] in
highly anisotropic materials where other methods to measure 4. may be impractical.

Measurement of Internal Field Distribution in Mixed State

In Type II superconductors, with an applied magnetic field H > H., and weak pinning,
a regular lattice of vortices with density B/®y is formed. Away from an isolated vortex the
magnetic field falls to zero with scale length A1.. For H > H., the density of vortices is high

enough that the internal field B is relatively uniform, however, 4 B2 is set by 1/ to within
a constant. More generally, the detailed field distribution contains considerable information
beyond the value of 4.

Muon Spin Rotation (USR) has been applied with great success to the cuprate supercon-
ductors, in many cases giving the first values of Ar,. The 100% spin-polarized positive muons
are implanted one at a time into the sample, where they quickly thermalize and take up a pre-
ferred interstitial position in the crystalline lattice. The muons decay with an average lifetime
of 2.2 us with the emission of an energetic positron, emitted preferentially along the direction
of the muon spin. Using a start counter and positional ¥ counters, a histogram can be built up
which contains information on the precession of the muon spin. Something closely analogous
to the “free induction decay” in NMR is so obtained, with a corresponding Fourier transform
that gives the distribution of magnetic fields within the sample.

This method has the advantages that it is a bulk measurement (implant distance typically
a few hundred microns), it gives absolute values for A(T) and, perhaps most importantly,
it contains additional information. As an example, the shape of the high field part of the
distribution is sensitive to the details of the vortex core and (SR is one of the very few methods
that can measure the coherence length ¢.

It has the disadvantage that rather large (~0.5cm?), thick (~0.3 mm) samples are re-
quired and further, it is difficult to measure A,, 15 separately, or to measure 1. at all. On the
other hand the method works with ceramics or powders, although it is now clear that some
early measurements on unaligned powders gave misleading results. For example, in 1987
Harshman et al. [68] obtained a temperature dependence of 1/42 in a YBayCu3Og,., ceramic
that was very flat at low temperatures. This was interpreted as evidence for s-wave supercon-
ductivity. More recent USR results on single crystal YBa;Cu3zOg¢x now agree quite well with,
for example, microwave methods. With further refinements, the uSR method can now be used
to measure the field dependence of quantities such as A and & [181].

In principle NMR can give more or less equivalent information to that from uSR. Un-
fortunately, the non-spin 1/2 species in the cuprates have NMR linewidths that are much
too broad for this purpose, and the spin-1/2 species, such as Y, give signals that are generally
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very weak. The technique of B-NMR where nuclear spin-polarized radioactive species are im-
planted is showing great promise [60], and intense radioactive beams are becoming routinely
available. This technique will allow smaller and thinner samples to be used.

Zero-Field Gadolinium ESR

This novel method is based on the zero-field electron spin resonance (ESR) of small
amounts of Gd substituted for Y in YBayCu3Og¢4, (Pereg-Barnea et al. [157]). Using the
broadband bolometric microwave technique developed by Turner et al. [201], it was possible
to measure x” () for the three zero-field transitions of the S = 7/23*Gd ion. The integrated
absorption strengths are directly proportional to the number of spins exposed to Bj(t), which
in turn is controlled by 4. The method can yield A(T = 0) for a, b, and c.

4.3.2. Penetration Depth Techniques—Thin Films

Excluded volume techniques are very difficult to apply to films whose lateral dimen-
sions are of order of millimetres but whose thickness is of order 1,000 A. Here, large demag-
netizing effects become unavoidable and are not usually under control. Even when the field
is applied parallel to the film, a small misorientation of the film, or inhomogeneities in the
applied field will strongly distort the applied field.

Low Frequency Mutual Inductance Techniques

This technique works extremely well for films that are thin enough. It has been used by
several groups [199,200] usually in a configuration with the primary and secondary coils on
opposite sides of the film. The film starts to screen the applied ac field when ¢t = 1-1/R where
R = radius of coil and ¢ is the thickness of the film. Thus, substantial screening can occur
for films that are much thinner than the penetration depth A. Very roughly, Hgec/Hprim =
1+ Rt//lz)_l, so that for R = 0.5 cm, t = 4 =~ 150 nm, the film attenuates the drive field by
a factor of 40, 000. It is essential to reduce unwanted direct pickup, and films with diameters
as large as 4” have been used to solve this problem [51]. Because of the large attenuation,
one must avoid macroscopic defects in the films. The method is restricted to probing in-plane
currents and in its conventional form does not allow separation of 4, and 4, (typically, the
films are micro-twinned). This method has the strong advantage of yielding absolute values
of A with fairly good precision.

Thin Film Resonator Techniques

Here the thin film is itself part of a resonant circuit. For the parallel plate method,
one measures the transverse electromagnetic (TEM) resonance(s) of a face-to-face pair of
films separated by a thin dielectric. This technique was pioneered by Taber et al. [189], and
used by Anlage et al. [6], Ma et al. [126] and others. The fundamental mode corresponds to
the lateral dimension being equal to a half wavelength in the dielectric medium. Very high
resolution is possible, but the method does not normally yield absolute values for 4; thermal
expansion effects may also be important. More generally, any microstrip resonator can be
used to measure AA(T). A variant developed by Andreone et al. [5] which avoids patterning
of the film of interest uses a microstrip ring (YBayCu3 O¢+,) with the film of interest (NCCO)
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as the ground plane. While these methods do not generally give absolute values of 1(0), by
fabricating coplanar waveguide resonators of different geometries out of a single thin film,
Valenzuela et al. [207] were able to extract A(0) by comparing frequency shift data for the
resonators. An accuracy of = 30 nm was achieved.

Millimetre Wave Transmission

This technique is related to the mutual inductance technique, but can yield considerably
more information such as Ry, the frequency dependence of A, etc. Here too the transmitted
signal is strongly attenuated by the films: the fields being reduced by the factor Agmt /27 A2,
where here the free space wavelength of the radiation takes the place of the coil dimension and
we have assumed that ¢ << 1. The reduction can be very large at low temperatures, and leakage
around the film can be difficult to suppress. Also, the dielectric properties of the substrate
have to be measured separately. Phase coherent detection permits direct measurement of o
and o, and has been used by Déhne et al. [38] and others. In a non-phase coherent setup, de
Vaulchier [40] used light pipe optics with the film electrically sealed to an aperture to obtain
A(T) at fixed mm wave frequencies. Feenstra et al. [46] used the frequency dependance of
the transmission of a focussed mm wave beam to account for substrate effects and also to
obtain A(T).

Time domain terahertz spectroscopy was first applied by Nuss et al. to superconducting
films [141] and was then taken up by other groups [25, 29, 50,212]. It expands the available
frequency range to 1,000 GHz or more, and also greatly increases the available power level
for probing non-linear effects. The work of Orenstein’s group on the electrodynamics of the
vortex state [152, 183] and on quasiparticle lifetimes [36, 144], is a striking example of how
powerful the method can be.

Far-Infrared Reflection

This works best for films that are thick enough that reflections from the second surface
can be neglected. With films, one can also work at grazing incidence where the reflectivity is
sensitive to properties in the direction perpendicular to the substrate (usually but not always,
the ¢-axis). Thus one can detect the ¢-axis plasmon (1/]¢| — o) and so measure ng/m* for
the ¢-direction.

Slow Muon Beam Method

With the development of very slow muon beams, groups at Paul Scherrer Institute have
succeeded in directly measuring the penetration of weak magnetic fields into a superconductor
by varying the muon energy and thus the average muon penetration. For example, the method
has had spectacular success in measuring isotopic effects in 4(0), with stated accuracies of
1%. At present the method requires sample areas of order several cm? , which rules out its use
for small crystal platelets [95,96].

4.3.3. Penetration Depth Techniques—Powders

Although powders are not the ideal form for precision measurement of the electro-
dynamics of the cuprates, there are situations where grain-aligned powders are particularly
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useful. One is where good quality single crystals or thin films are not available; the second
is where one wants to study the effect of impurities over a wide range of concentrations. In
this latter case, controlling the impurity concentrations is achieved more easily in powder
samples.

Panagopoulos and coworkers have made extensive use of grain aligned powders. A par-
ticularly good example is their work on HgBa;CayCuzOgys [149]. The grains were aligned
by suspending them in epoxy cured in a 7 T magnetic field; the resulting angular distribution
of the ¢-axis was 1.7° FWHM. The penetration depth was extracted from the temperature
dependent magnetization measured in a weak (1-10 G) probe field (DC SQUID or AC sus-
ceptometer). For this excluded volume technique, thermal expansion effects are negligible
because the grains are small. The magnetization is related to the penetration depth via Lon-
don’s model [173], which requires knowledge of the grain size distribution and the assumption
of spherical grains.

4.4. Measurement of Surface Resistance R,

Here again the methods are conveniently classed according to the type of sample, small
single crystals or thin films. We do not consider powders or ceramic samples since the mea-
sured R will be far from the intrinsic values.

4.4.1. Single Crystals
Cavity Perturbation

For small single crystals almost all of the methods amount to some form of cavity per-
turbation, shown schematically in Figure 4.6. Here a small conducting sample is placed in
a microwave resonant cavity. For a good conductor one is usually in the extreme skin ef-
fect region, where the screening currents in the sample flow with a depth that is smaller
than any dimension or radius of curvature of the sample. Except for extreme anisotropy, we
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i

Figure 4.6. Ellipsoidal metallic or superconducting sample in a resonant cavity.
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need only consider currents parallel to the surface. Now imagine that the conductivity of the
sample is infinite so that the penetration depth is zero and there is no loss. A transmission
curve yields the resonant frequency of the cavity (slightly perturbed by the presence of the
sample), and its quality factor Qg. We express this result as a complex frequency @y where
el®! = glnfe=(@0/20) jg the free solution for the cavity mode, so that @y = wo(1 +1i/20).
Now we set ¢ to its actual finite value and remeasure the complex mode frequency. Within
the surface impedance approximation it can be shown that

M:@—@Mm/ ZsJ2ds, (4.11)
sample
where J is the surface current density (A/m), which is assumed to be unchanged from the
o = oo value i.e. the EM fields at the surface are unchanged. Thus

o w— wg

= =—KX, (4.12)
() ()

and
6(1/Q)=1/0 —1/Q¢ = 2KRs. (4.13)

All of this requires that dw/w < 1. The constant K is set by the geometry of the cavity and
sample; in simple geometries K can be calculated. More commonly, K is determined by using
a sample of similar shape with known properties.

The key problem with the method is that both dw/wg and d(1/ Q) are referenced to the
zero-skin-depth (o1 = 00) case, which is not accessible experimentally, and this places limi-
tations on the information that can be extracted. For Ry, this may not be a severe restriction,
if either Ry drops to a very low value at low T, or the sample can be moved. However, for
ow/wq, neither the T = 0 limit or movement of the sample gets around the fact that there is a
zero order shift in the cavity frequency set by the size and shape of the sample. For single crys-
tals, one almost always uses the hot finger technique referred to earlier [168, 184], where the
sample temperature can be varied independently, or nearly independently, of all other parts of
the apparatus. In addition, the hot finger assembly may, or may not, be moveable. We consider
the two situations in turn.

If the sample position is moveable, then the unperturbed cavity Q can be determined
and, in principle, Rs(T") obtained directly. The only caveat is that the presence of the sample
slightly changes the current distribution in the cavity walls and therefore Q. The size of such
second-order effects can be estimated using, for example, samples of a superconductor such as
Pb with lower loss. As already discussed in “Excluded Volume Techniques” in Section 4.3.1,
because of thermal expansion effects and calibration inaccuracies, one cannot use the value
of the T ~ 0 frequency shift to obtain A(7p).

In the case where the sample position is fixed, one can only obtain values of AA(T)
and AR (T) = Rs(T) — Rs(Tp). Usually this gives more accurate values of AA(T), since the
reproducibility of the sample position is not an issue, although one still has to ensure that the
sample does not move as the temperature of the hot finger is changed.

In the case that Zs is anisotropic, as it is for the high temperature superconductors, the
appropriate integral of Zg x Js2 has to be carried out. For simple geometries this is readily
done, and by making measurements with different sample orientations with respect to the
cavity fields one can often separate out the various components of Z. Another possible com-
plication is that the sample may not be in the simple surface impedance regime, for example
in the normal state when the skin depth  may be larger than one of the sample dimensions.
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In this case more detailed solutions of Maxwell’s equations are required, which are specific
to particular situations and are beyond the scope of the present discussion (see, for example,
Hardy et al. [64], Ning et al. [139], Gough et al. [57]).

We close this section by noting that time domain measurements of Q are generally
more accurate than frequency domain transmission techniques. Here one applies a short pulse
of microwaves at the cavity resonance and measures the exponential ring-down of the power
emitted by the cavity. The advantage of this procedure is that any instability in the cavity
frequency, caused for example by small motions of the hot finger, does not affect the enve-
lope of the free decay. The UBC group has implemented this method for most of its cavity
perturbation measurements, finding improvements by more than an order of magnitude [94].

Broadband Bolometric Spectroscopy

Recently, Turner et al. [201] have developed a bolometric technique that dispenses with
resonant cavities and measures directly the power absorbed by the sample, namely

Pabs = R / H2dS. (4.14)

Here the sample is placed near the end of a shorted transmission line, allowing R to be
measured as a continuous function of frequency. The key to the success of the method is the
in situ use of a normal metal reference sample that calibrates the absolute rf field strength. So
far, the method has been implemented for the frequency region 0.1-20 GHz and temperature
regime from about 1 to 10 K.

Thin Film Methods

The microwave techniques available for thin films have been reviewed by Klein [101]
and fall into roughly four categories: resonator endplate replacement, dielectrically loaded
resonator, planar resonator, and quasioptical free space resonator or transmission.

In the endplate replacement technique [41, 103], the high 7; sample forms one end-
plate of a cylindrical cavity operating in a TEg,p mode. This class of mode is chosen so that,
by symmetry, no current is required to flow between the sample film and the body of the
resonator. In the dielectric resonator technique, a dielectric cylinder (e.g. sapphire) is sand-
wiched between either two high T thin films (symmetric resonator [123]) or is placed on top
of a single film (asymmetric version [102]). In the first version, the dielectric cylinder is cho-
sen to have a diameter much less than that of the film, so that the evanescent fields are largely
confined by the high 7, material itself. If the loss in the dielectric is small, a direct measure
of the surface resistance of unpatterned films is obtained. The asymmetric version requires a
shielding cavity; nevertheless, very low values of R can be measured [102].

For patterned films, one uses the stripline, microstrip, or coplanar transmission line
resonator, geometries used for practical microwave devices. In the microstrip and stripline
cases, one or two groundplanes are required, respectively, and their losses must be accounted
for. The coplanar geometry [159] has the advantage that the ground planes are not an essential
part of the transmission line, can be placed well away from the fields, and therefore can be
made of normal material. The latter method seems capable of providing absolute values of
A(T) as well as accurate values of Rs(T"). It should be noted that in general all of the patterned
transmission line resonators have large currents at the patterned edges and are therefore rather
sensitive to damage produced by the patterning process.
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Free space methods where, for example, the high 7 thin film is part of a semi-confocal
Fabry—Perot resonator [91, 131] are well suited to measurements of Ry at high frequencies
(100 GHz range), and scanning versions have been particularly useful for measurement of
large area thin films. [79]. Déhne et al. [38] used a quasioptical Mach—Zehnder interferometer
to obtain both ¢; and o7 in the range 100-350 GHz.

4.5. Penetration Depth

There exists a large body of data on the magnetic penetration depth, obtained by a
wide variety of techniques and covering the dependence on cuprate families, crystallographic
directions, and especially the doping systematics (see for example Uemura et al. [203,204],
Panagopoulos et al. [151], Tallon et al. [192], and references within). A comprehensive review
of this data would take us too far afield from our focus on microwave properties, and in any
case would be much too lengthy. We have chosen to concentrate on results that are of fairly
direct relevance to microwave measurements, or results where microwave measurements have
shed light on important issues. In addition, personal views of what is well established and what
needs further work will be included.

4.5.1. Complementary Roles of » and R,

Before beginning the presentation of published results for high temperature supercon-
ductors, it is useful to clarify the complementary roles played by measurements of 4 and of Ry.
In the linear response regime, the real and imaginary conductivities, o1(w, T') and o2 (w, T),
are related by Kramers—Kronig transforms, so in principle it is only necessary to measure one
of the quantities, for example o1 (w, T'). As a practical matter, for w in the microwave region,
o1 is almost never known over a wide enough frequency range to carry out meaningful KK
transforms. Typically, measurements of A(7) gives us the delta-function in o1 at w = 0, and
we may have a few values of Ry from which we can extract g at the same few frequencies.
This is very different from the situation in the Far IR and higher frequencies where data can
be taken with as fine a frequency grid as desired and up to very high frequencies. It is helpful,
therefore, that a restricted spectral-weight sum rule likely holds for the frequencies relevant to
the microwave properties. Specifically, if @’ extends to a few hundred wavenumbers to include
most of the Drude-like conductivity (roughly 10,000 GHz), then

/

@
/ o1(w, TYdw =~ const. (4.15)
0

As one cools below T¢, two things happen: the approximate Drude-like o1(w, T') nar-
rows as the inelastic scattering weakens, and at the same time some of the spectral weight
appears as a d-function at @ = 0 (the superfluid). The possibility also exists that there is ex-
change of spectral weight between this “Drude” region and much higher frequencies. This
spectral weight shift is controlled by the high energy physics and is therefore of fundamen-
tal importance. The establishment of the systematics is currently the subject of major efforts
by several groups [21, 134, 169]. Although at present unanimity on the details has yet to be
achieved, the shift of spectral weight is small, so that for our purposes the low frequency
restricted sum rule is a useful first approximation.

The expectation of an approximate sum rule helps us to fill in our picture of the lower-
frequency electrodynamics where we typically have incomplete information. For example it is
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becoming clear that, depending on the quality of the samples and the particular cuprate family
they belong to, a substantial portion of the “Drude” spectral weight does not condense into the
o-function at low T'. Using the sum rule, one can estimate the effect on the superfluid density
if we can measure R at a few strategic frequencies. Alternatively, if we know both 4(0)
and the uncondensed spectral weight then we can get an estimate of the fraction of sample
that is non-conducting or otherwise inactive. It appears that some films, for example, have
reduced superfluid density without the obvious presence of strong scatterers; establishing the
magnitude and location of the missing spectral weight is a useful tool for sorting out this
behaviour.

In a review of microwave properties, the formal significance of a measurement of A(7)
is that (a) it gives the main part of o3 (w, T') that dominates the superconducting electrodynam-
ics in the microwave region and (b) it is also necessary for extracting o (w). Given this key
role in the electrodynamics, together with the fact that our knowledge of o1 (w, T) is generally
rather incomplete, it is important to reliably establish the systematics of A(T').

A comprehensive review of the existing results would be much too lengthy. We concen-
trate on data that we consider to be representative of the best results available for the various
compounds, and try to cover the main issues of interest. For more details, we refer the reader
to the review by Bonn and Hardy [16].

4.5.2. YBa,Cu;0, x

The most studied of the cuprates is the least anisotropic (which simplifies measure-
ments of the electrodynamics), and the most homogeneous electronically. On the other hand,
it is orthorhombic with highly conducting CuO chains which, while incidental to the super-
conductivity, interfere with the interpretation of the electrodynamics of the CuO; planes, the
quantity of central interest. In order to separate chain from non-chain effects one generally
has to work with untwinned crystals.

In Figure4.7 we show the data of Hardy et al. [64] on twinned YBa;Cu3Og.95
(T, =93 K). A 1GHz superconducting cavity perturbation method was used to obtain
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Figure 4.7. 12, (0)/42, (T) vs. T for twinned YBayCu3Og 5 using microwave values for AZq;(T) and 4qp(0) ~
1400 A from pSR measurement on similar crystals. The solid line is the weak coupling BCS s-wave prediction (Hardy
et al. [64], [65]).
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AMT) = A(T) — A(1.3 K), and 14, =~ 1,400 A was taken from uSR measurements on
similar crystals. The data deviates substantially from the weak-coupling BCS s-wave result
(solid line) at both low and high temperatures. The linear dependence seen at low temper-
ature is now generally agreed to be the intrinsic behaviour of virtually all high temperature
superconductors, both for single crystals and thin films. Measurements in the region near T
where 1/% appears to approach the temperature axis with infinite slope, indicate non-mean-
field behaviour. This latter behaviour is not universally observed for reasons that are not well
understood—see Section 4.7. for further discussion.

Virtually all early measurements on all forms of YBa;Cu30g¢,, (ceramics, thin films,
single crystal) and by a variety of techniques, were interpreted in terms of a uniform sin-
gle gap or two-gap BCS ground state. For instance measurements by Klein et al. of A(T)
in YBayCuzOg, films grown on NdGaO3; and LaAlO3; showed features that suggested the
presence of two gaps, but also exhibited considerable sample dependence [101]. With im-
proved samples and measurement techniques, a consensus emerged that 1 — 2%(0)/A%(T)
does not show activated behaviour at low T, being predominantly linear up to 7./3, giv-
ing over to T2 at lower temperatures, the cross-over temperature depending on the purity
and perfection of the sample [73]. For crystals grown in yttria-stabilized zirconia crucibles
the crossover is in the 1-5K range, but small concentrations (0.3%) of Zn can raise this
to 30K.

Using 9.6 GHz cavity perturbation, Mao et al. [130] observed 1 — /la% ) //1,1% (T)
in single crystals grown in zirconia crucibles to be linear from 4 K to more than 40 K. In
contrast, most thin film data show 1 — 1%(0)/A%(T) varying as T over a fairly wide range
of temperatures. For example, the high resolution microstrip resonator data of Anlage and
Wu followed 72 extremely well over the whole temperature range [8]. Lee et al. [115], using
the low temperature mutual inductance technique on laser ablated films on SrTiO3 (7, = 88
K), saw a T2 dependence below 25K and generally good agreement with the single crystal
results [64] above this temperature. In later work by Ma et al. [125], AA(T) of films from a
variety of sources was measured using the parallel plate resonator technique. They found that
the higher the quality of the film (higher T¢), the narrower the T2 region and the closer the
match to the UBC single crystal data. Indeed, earlier measurements by Gao et al. [54] on high
quality (7. = 90 K) commercial film from Conductus, had shown a linear region between 6
and 30 K.

Similar results were obtained by De Vaulchier et al. [40], who used power transmission
in the 120-500 GHz range to measure A(7') absolutely. For films with a relatively large value
of A(0) (3,400 & 200 A; T. = 86 K) A1 accurately followed T2. For a much higher quality
film (19 = 1,570 A; T, = 92 K) they observed AA(T) o T from 4 to 40 K, with A1/AT very
close to that for the single twinned single crystal [64]. Collectively, the cited data establish
that the intrinsic low T behaviour of A/ for optimally doped YBa,;Cu3Og., is close to linear
and the T2 dependence observed in many films is due to defects.

Dihne et al. [38] used a quasioptical Mach—Zehnder interferometer, to study A(7') at
300 GHz in very high quality films (dc-sputtered on (110) NdGaOs3) and compared these
results to data at 18.9 GHz measurements on the same films. Below 0.67, they found A(T)
to be much less temperature dependent at 300 GHz than at 18.9 GHz (Figure 4.8). This was
interpreted as the effect of a quasiparticle scattering rate that was lower than the 300 GHz
measuring frequency, and they extracted 1/2zt ~ 170 GHz below 30K (see discussion in
Section 4.2.2 and, in particular, Figure 4.2). By contrast, in the work of de Vaulchier [40], no
frequency dependence of A(T) was seen up to 500 GHz, presumably due to a higher scattering
rate. We note that in the early 1990s Bonn et al. [18] inferred scattering rates in single crystals
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Figure 4.8. Data of Dihne et al. [38] which shows strong frequency dependence of A(T) for very clean YBCO
films.
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Figure 4.9. Low T penetration depth for YBay(Cuj_,Zny)30g 95 for x = 0 (nominally pure), 0.0015 and 0.003
(Bonn et al. [18], Hardy et al. [65]).

as low as 30 GHz and in recent work in very high quality samples, values as low as 3 GHz
have been reported [202].

The question remains: if the scattering rates in de Vaulchier et al.’s films were so large,
why did not they see A4 o< T? instead of 7'? In part, this may be explained by the fact that
two defects producing the same quasiparticle scattering rate need not be equally effective in
changing 7 to T? (i.e. in producing states at the fermi energy). For example, Bonn et al. [18]
and Achkir et al. [2] found that Zn impurities were much more effective in producing a change
over to the T2 dependence than was Ni, although these impurities were about equally effec-
tive as scattering centres (Bonn et al. [18,222]). Figure 4.9 shows the effect of x =0.15 and
0.3% Zn on AA(T) for YBay(Cuj—yZn, )3 Og.95. The addition of 0.7% Ni had less effect than
0.15% Zn. In contrast, Ulm et al. [206] studied the behaviour of both A(0) and the temperature
dependence of 1/4%(T) in films for 2-6% Ni and Zn impurities, and found Ni and Zn to have
about equal effects. They found that ng(0) decreases by a factor of 2 for each percentage of
dopant. This discrepancy is yet to be explained. We also point out that many film results show
a rather large 1(0), (i.e. low superfluid density), yet have a linear temperature dependence of
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Figure 4.10. Temperature dependence of l/iib in YBayCu3Og 95 for applied fields of 0.2 (solid square), 1.0
(circles), and 1.5 T (solid triangles) (Sonier et al. [181]).

A down to quite low 7. This also cannot be explained by simple defect scattering and seems
to suggest inhomogeneous superconductivity: the overall low superfluid density results from
parts of the sample being non- or weakly superconducting.

Numerous complementary measurements have confirmed the linear behaviour of the
penetration depth and superfluid density at temperatures well below T;. As an example, we
show in Figure 4.10 the quality of USR results that was achieved by the mid-1990s. The
temperature dependence of 1/’1317 from the work of Sonier et al. [181] on single crystals
clearly sees the linear temperature dependence (which agrees quite well with microwave mea-
surements), but in addition shows a non-negligible field dependence. In later work by Sonier
et al. [182] the explicit dependence of 1(0) on applied magnetic field was measured and com-
pared to the theory of Amin et al. [3] which included both non-linear and non-local effects in
the vortex state.

4.5.3. Penetration Depth Anisotropy in YBa,Cu,Oq_

Substantial anisotropies in the normal state electrical conductivities and thermal con-
ductivities have been observed in YBayCu3Og, (see Gagnon et al. and references therein
[53]). Zhang et al. [221] were the first to measure 4,(T) and 1, (7T') separately using a combi-
nation of Far IR and microwave techniques. The original microwave measurements were made
at 1 GHz with H L ¢ on a crystal thin enough that the effect of currents in the ¢ direction could
be ignored. IR measurements on the same crystal gave 1, (0) = 1,600 A and 4,(0) = 1,030 A,
a rather large anisotropy. However, this is not inconsistent with the n/m™* anisotropy observed
in the normal state conductivities, nor the SR results of Tallon et al. [191] for 4,/4; inferred
from the dependence of USR relaxation on oxygen content. Later, the technique was refined
to the point where 1,(T), 45(T), and A.(T) could be determined absolutely from 1.3 K to
T, (see Hardy et al. [63], Bonn et al. [17]). This was accomplished by measuring A1, (T)
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Figure 4.12. /l%(O)/).%(T) vs. T fori = a, b, ¢ in YBayCuzOg 95 obtained from microwave AZ;(7) and Far IR
derived values of 4;(0) (see Table 2) (Zhang et al. [221], Hardy et al. [65]).

and A A, (T) before and after the (approximately square) crystal was cleaved into five or more
bars (Figure 4.11). For H | to the long axis of the bars, the effect of A is multiplied up by
the number of pieces. A measurement perpendicular to the bars should not be affected to first
order and serves as a control on the procedure.

Figure 4.12 shows the results of this approach, where the Far IR measurements of 4; (0)
have been incorporated. Qualitatively, Figure 4.12 shows that 1,(T) and 4, (T) have rather
similar temperature dependencies, which is very strong evidence that it is not the chains that
are causing the linear low temperature dependence. The ¢-axis behaviour is rather differ-
ent, being much flatter, with a nearly quadratic temperature dependence at low temperatures
that will be discussed in more detail in Section 4.5.6. The extent to which the results de-
pend upon measurements of A(0) from other techniques will be discussed further in the next
section.

4.5.4. Oxygen Doping Effects

A thorough testing of models of the superconducting state of the cuprates would require
measurements of all three components of the penetration depth across as wide a range of
doping as possible. For this purpose, YBa;CuzO7_ is the “cleanest” material in many senses,
however, it is complicated by its strongly conducting chains and, except for 6 = 0 or for
oxygen ordered phases such as Ortho-II, it has considerable disorder in the chains. Therefore
it is extremely important to see how the electrodynamics evolve with oxygen deficiency ¢ and
chain disorder in order to disentangle the effects of chains, planes, and defects. One reassuring
advantage of this system is that it is known that oxygen defects seem to have relatively little
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Figure 4.13. Superfluid density in the a-direction for two oxygen-ordered phases: the Ortho-I phase with nearly
full chains at YBayCuzOg 993 (open squares) and the Ortho-II phase with alternating full and empty chains at
YBa)Cu3Og 57 (open circles). The lines indicate the uncertainty in the absolute value stemming from uncertainty
in the measurements of 4 (1.2 K).

effect on the ab plane surface resistance (Bonn et al. [19], Fuchs et al. [51]) i.e. the O defects
are weak electronic scatterers.

A serious problem standing in the way of a systematic study of the penetration depth
turns out to be the issue of accurately determining the absolute value of A(0). It is the au-
thors’ opinion that each technique for measuring this quantity carries with it assumptions and
potential systematic errors, compounded by a significant amount of sample dependence, as
mentioned above in the discussion of thin film measurements vs. single crystal measurements.
Thus, while microwave measurements are very good at accurately determining the tempera-
ture dependence relative to some base temperature AA(T) = A(T) — A1(Tp), the conversion
of this quantity to a superfluid density or phase stiffness forces a reliance on other techniques.
Figure 4.13 illustrates the extent of this problem by showing the superfluid density in the a-
direction of YBCO at two different dopings [221]. The curves come from combining cavity
perturbation measurements of AA(7") with Gd-ESR measurements of the absolute value of 4,
at 1.2 K. The curves bracketing each of the two data sets indicate the serious impact of the
10% uncertainty estimated for the Gd-ESR measurements. The problem is that the 10% uncer-
tainty is more than doubled when squaring 4 to get 1/12 and if one is interested in the slope of
the superfluid density, the uncertainty is more than tripled to £33%. Such uncertainties must
be kept in mind when trying to draw conclusions that involve comparison from sample to
sample, or from technique to technique. In particular, a quantitative comparison between the
two dopings shown here is somewhat inconclusive due to the large relative uncertainty in the
magnitudes of the curves. Bonn et al. [17] had previously suggested that the a-axis superfluid
density scales when normalized to 4(0) and 7. and much has been made of the observation
that the slope of the superfluid density’s temperature dependence is doping independent [117].
In the face of the uncertainties shown in Figure 4.13, it is difficult to draw a strong conclusion
as to whether or not this is really the case.

Figure 4.14 shows the most recent set of results for the in-plane superfluid density of
the two best-ordered phases in the YBayCuzOgy, system: the Ortho-I phase with nearly
every CuO chain filled at a composition of YBa;Cu3Og 99 (slightly overdoped, 7. = 89),
and the Ortho-II phase with every other CuO chain filled at a composition of YBa;Cu3Og 52
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Figure 4.14. The anisotropic in-plane superfluid density for (a) slightly overdoped YBayCu3Og 99 (7c = 89 K) and
(b) underdoped YBayCu3Og 50 (T = 59 K). Solid symbols are for currents running in the b-direction, open symbols
are for a-axis currents.

(underdoped, T, = 89). As noted above, these figures make use of values for A(1.2 K) found
using Gd-ESR and, as is the case with any technique, there is significant uncertainty in the
overall magnitude each of these curves. With this caveat in mind, there are still many con-
clusions that can be drawn from the data. There is certainly large in-plane anisotropy in both
samples due to the presence of the CuO chains. For the fully doped sample with 7, = 89K,
the results are in accord with the calculations made by Atkinson [10], who considered a realis-
tic model for d-wave superconductivity in a bilayer material (i.e. two quasi-two-dimensional
fermi cylinders) plus proximity effect induced superconductivity on an open fermi surface
arising from quasi-one-dimensional chain band hybridized with the planes. Earlier mod-
els [11] predicted an upturn in the b-axis superfluid density as the proximity-induced su-
perconductivity comes into play, but Atkinson showed that this upturn might be suppressed
by the remnant chain defects (slight oxygen deficiency) in this material. A similar story might
hold true for the Ortho-II phase as well, although in that system one would also have to take
into account the folded Brilloiun zone associated with the doubling of the unit cell, something
that might help account for the very large anisotropy shown for in Figure 4.14b.
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Figure 4.15. Temperature dependence of the superfluid fraction for BipSr,CaCu;Og single crystal, assuming
Lab(0) = 2,100 A. (Lee et al. [120]).

4.5.5. Other Materials
Bi;Sr,CaCu;0g4-5

The Stanford group [126] used cleaved BiySroCaCuyOg.y s crystals in the parallel plate
method (here H L ¢) and obtained a low temperature 72 dependence for 1/42. However, they
concluded this was likely contaminated by ¢-axis conduction due to the extreme anisotropy.
This strongly 2D behaviour also complicates measurement of 4(7") by USR in the vortex state
because the coherence of the vortices from layer to layer is strongly dependent on H and
T [37]. The first study of 1,5 that showed a linear T dependence was that of Jacobs et al. [90]
obtained by microwave cavity perturbation with H || ¢, for which 12(0)/A>(T) vs. T/ T. was
quite similar to the g-axis data of Zhang et al. [221]. This was followed shortly after by the
results of Lee et al. [120] which are shown in Figure 4.15. The low temperature dependence
is very linear, the overall dependence being rather similar to YBa;Cu30Og., data, but falling
closer to the weak coupling d-wave result.

Tl,BapyCaCu,Og

Ma et al. [125] measured AA,,(T) for two pairs of commercial films (STI, CA) and
fitted the data to bT2/(T 4 T*) with T* = 25 and 40K, respectively. For the first pair of
films the overall dependence of A2(0)/4%(T) vs. T/T. matched the YBa,Cu3Oq_, single
crystal data [64] rather well above T*. The agreement for the second pair (considered inferior
quality) was less good.

TI,BayCuOg.ts

Aap(T) has been measured for the tetragonal, single layer compound Tl;Bay;CuQOg -5
by Broun et al. using a 35 GHz superconducting cavity technique with H || ¢ [26, 27].
The material is nearly optimally doped, with a 7, of 78 K. Below 20K, AA(T) « T
with slope of 13 A/K. This is larger than the corresponding slopes for YBa;Cu30¢, and
BisSroCaCuyOg 5 (4.8 and 10.2 A/K, respectively). Figure 4.16 shows 42(0)/2%(T) vs. T
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Figure 4.16. Temperature dependence of the superfiuid fraction for TlyBayCuOg_ s [27] using 4,5, (0) = 1,650 A
from PSR measurements [26,27].

with 1(0) = 1,650 A taken from USR measurements [205]. It varies linearly with T over al-
most the whole temperature range (i.e. very similar to weak coupling d-wave), with a sudden
downturn within a few degrees of T that may be due to fluctuations.

Laj_xSr,CuO4

Shibauchi et al. [175] measured both Al,,(T) and AA.(T) of single crystals of
La;_xSryCuOy4 for 0.09 < x < 0.19 using platelets with ¢ L and || to the face. The large
demagnetization factors were determined from Pb reference samples. They obtained 1,5(0) =
0.4 um and 4.(0) = 5 pm (values consistent with optical and uSR measurements) by the
method described earlier. The overall T dependence of 1/ /13 ,(T) follows weak coupling s-
wave BCS, but the resolution was insufficient to rule out a 72 dependence at low T'. 1/ /lg(T)
is much flatter and the data was fit to a model involving Josephson coupled 2D superconduct-
ing layers (s-wave BCS).

HgBayCayCu3z0s.4s

Panagopoulos et al. [149] were able to measure both 1,5 (T) and A1.(T) in grain aligned
HgBa,CarCuz 03,5 powders. They found A, (0) and A.(0) = 2,100 and 61,000 A, respec-
tively, and a temperature dependence of 1 //12 ,»(T) that fitted rather well to a d-wave model
with A(0)/kT. = 2.14 (Figure 4.17). On the other hand 1/ /lg(T) followed the behaviour of
a Josephson coupled d-wave superconductor [114]. Overall the results again look remarkably
similar to the YBa;Cu3Og,, data.

Electron Doped Thin Films and Single Crystals

The general expectation of theories based on Hubbard-like models is that the pairing
mechanism and ground state symmetry should be the same for both hole- and electron-doped
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Figure 4.17. Plots of Agb(O)/Aabz(T) (open circles) and /l%(O)/A%(T) (closed circles) vs. T for HgBayCay
Cu30g4s. The solid lines are theoretical predictions from weak-coupling BCS theory for s-wave, weak
coupling BCS theory for d-wave, and a Josephson coupled d-wave superconductor (Panagopoulos et al.
[149]).

samples. It is now well established that the hole-doped cuprates have d-wave symmetry. The
answer regarding the symmetry of the electron-doped cuprates has been slower in coming,
although d-wave symmetry is favoured by the preponderance of recent data.

Early measurements of Al,,(T) in Ndy_,Ce,CuO4_s by Wu et al. [214], Anlage
et al. [8], and Andreone et al. [5] exhibited no regions that follow T or T2, and convinc-
ing fits to BCS s-wave were made. Cooper [34] subsequently pointed out that the results were
contaminated by the paramagnetism of the rare-earth ions present in these materials. Subse-
quently, Kokales et al. [106] reported 7' power law behaviour for Al (T) in single crystals
and thin films of Pry g5Ce.15Cu0Oy4—_s5, where the paramagnetism is much reduced. They also
studied an Ndp_,Ce,CuO4_s single crystal in an improved microwave geometry to reduce
the paramagnetic contamination. Here, above 4 K, a power law region was also observed. At
the same time, Prozorov et al. [160] convincingly showed that Pr; gsCep 15CuO4_s gave a T?
power law dependence down to 0.4 K; they were also able to quantitatively assess the inter-
fering effect of the Nd magnetism in Nd,_,Ce,CuOy4_s. More recently, Snezhko et al. [180]
obtained power law dependencies for Pry gsCeg 15CuQO4_s films with x=0.13, 0.15, and 0.17,
the optimally doped sample (x = 0.15, T = 20.5K) giving the first indication of a linear
regime at higher temperature. Given that half-integral flux indicative of d-wave pairing has
been reported in tri-crystal experiments with both Nd,_,Ce, CuO4_s and Pry gsCeq.15CuO4_s
thin films [198], the case for a d-wave ground state appears to be very strong. Recently how-
ever, results obtained by the Ohio state group on electron-doped MBE films suggest a cross-
over from a d-wave to an s-wave state as the doping falls below optimal [178]. In separate
work they found gap-like behaviour with 4/T; that was reproduceable over a series of five
optimally doped Pr; g5Cep.15CuO4—_;s films [179]. In later work on Prq gsCeg 15CuQO4—_s films
on buffered SrTiO3 substrates where the measurements were taken to lower temperatures
(0.5K), they found a full gap with 4 /T, = 0.3—1.0 for all dopings [98]. In samples for which
a gap is claimed, all the values of 4 /T, are small, suggesting non-intrinsic properties. How-
ever, given the quality of the samples and the low temperatures reached, it seems difficult to
come up with a convincing scenario for why this particular experiment does not fit the d-wave
scenario.
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Figure 4.18. Superfluid density in the c-direction for the Ortho-I phase with nearly full chains at the composition
YBa;Cu306.993 [83].

4.5.6. ¢-Axis Penetration Depth

The c-axis results in all of the cuprate families contrast sharply with those found for
the in-plane superfluid density. Although there have been reports of linear temperature de-
pendence in the low temperature behaviour of the ¢-axis penetration depth (Mao et al. [130],
Nefyodov et al. [137]), these have most likely been artefacts due to the difficulties in separat-
ing in-plane and out-of-plane contributions. For instance, Mao et al. [130] found /13(0) / /lg(T)
dropping much faster (factor 3 or more) than /12 »(0)/ /13 »(T), but the use of data from geome-
tries with Hyy | ¢ and Hyr || ¢ without adequate control over thermal and demagnetizing
effects in a thin plate-like sample, likely produced this anomalous behaviour. The alternative
technique of cleaving a thin plate, as illustrated in Figure 4.11 has now been complemented
by a number of other geometries. In the YBayCu3Og, system, Hosseini et al. polished a
thick crystal into a thin plate with the ¢-axis lying in the plane of the thin plate [83]. Mea-
surement with Hr | ¢ on such a plate is dominated by the ¢-axis penetration depth, with a
small admixture of in-plane penetration depth. Further thinning of the crystal allows the con-
tributions to be separated. The result of this procedure is shown in Figure 4.18 and is in good
agreement with the earlier results obtained by cleaving a thin crystal. The measurements show
both 3DXY critical behaviour near T¢, discussed further in Section 4.7, and a nearly quadratic
temperature dependence at low temperatures that is ubiquitous across many cuprate families.
(See the review of Maeda et al. [127] for a particularly good discussion of ¢-axis properties.)

The difference between the T2 dependence for 1/42 in the ¢é-direction, vs. T in the ab
plane, is an interesting and important question. If the superconductor is simply anisotropic
with coherent hopping between the CuO; planes, then the power laws have to be the same
for all directions [164]. Alternatively, if one has incoherent tunnelling, independent of the in
plane wavevector k|, then cancellation from the sign change in the (pure tetragonal) d-wave
order parameter would completely suppress any ¢-axis transport. Thus some dependence of
the hopping on k|| seems to be required.

Radtke et al. [164] used an incoherent hopping model with a particular choice of inelas-
tic impurity scattering to obtain 72 for the temperature-dependent part of 1//1%. This Fermi
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liquid based approach also connects the normal state resistivity to 1/1%. They point out that
the “confinement” approach to ¢-axis coupling, where transport is impeded by some form of
spin—charge separation in the CuO, layers (see for example, Chakravarty and Anderson [33]
and references therein) give somewhat similar results. However, in the confinement picture the
inelastic scattering is an intrinsic part of the interlayer transport, as opposed to boson-assisted
hopping in the Radtke et al. model. In fact, the requirement of impurities is a worrying feature
of this latter model : 1//13 should be a strong function of sample perfection. We do not believe
this is to be a generic feature of the cuprates, at least for YBCO. Hirschfeld et al. [74] included
both elastic impurity and inelastic spin-fluctuation scattering and obtained AA.(T) oc T3 at
low T in the clean limit, crossing over to a T2 dependence when the system becomes suffi-
ciently dirty. Xiang and Wheatley [217,218] (see also Xiang et al. [216]) made an important
advance by incorporating the intrinsic k| dependence of the interlayer hopping integral € | . For
tetragonal symmetry, LDA band structure calculations show that € o (coskya — cos kya)z.
This is an intrinsic property of tetragonal high temperature superconductors and the fact that
€ vanishes at the position of the d-wave nodes has a profound effect on the ¢-axis transport.
In fact in the clean limit, 1/42 o< T3. One power of T comes from the d-wave DOS and the
other T* is from a (cos kya — cos kya)4 factor in Ei(k”) which varies as E* at low E. The
T3 dependence, the observation of which would give convincing support for the theory of
Xiang and Wheatley, has only been seen in the tetragonal compound HgBay,CuOg44s [150],
and needs to be confirmed.

For compounds with orthorhombic symmetry, there is no requirement for the hopping
integral to vanish, and in any case the node in the d-wave gap need not coincide with the
minimum in €, . Other T dependencies can then result. We believe that more attention needs
to be paid to the issue of whether the strong k| dependence of the hopping is an essential part
of the ¢-axis electrodynamics or not. Much of the theoretical work completely ignores this
special property of the cuprates.

Most recently, the geometry with Hyy L ¢ has been used for a sample doped to an oxy-
gen content where oxygen ordering at room temperature can be used to tune the hole doping
of a single sample [84]. The advantage of this doping technique, peculiar to YBa;Cu3Og¢. 4, 1S
that the doping can be tuned in a single sample, allowing one to avoid systematic errors associ-
ated with comparing measurements on samples with different dimensions. Figure 4.19 shows
the ¢-axis superfluid density of a very underdoped sample, close to where T, falls to zero,
with different T;s corresponding to slight differences in oxygen content and oxygen order-
ing. As with ¢-axis measurements on YBa;Cu3Og, and other cuprates, the low temperature
behaviour is not linear, but closer to a quadratic or even slightly higher power of T.

Sheehy and Franz [174] proposed a unified theory of the aAb—plane and ¢-axis penetration
depth based on a d-wave BCS model augmented by a phenomenological charge renormaliza-
tion factor, suggested by Ioffe and Millis [89], that is close to unity near the nodes up to a
cut-off energy E., but vanishingly small at higher energies. Sheehy and Franz are able to fit
the ¢-axis data of Hosseini et al. [84] very well, except near T, where fluctuation effects start
to become important. The values of E. derived from the fits are found to vary linearly with
T, reaching 10meV for 7. = 20K. A missing piece of experimental information is a direct
measure of T vs. the doping x for these underdoped samples. Following the work of Liang
et al. [121], where it is proposed that the ¢-axis lattice parameter can be used as a convenient
and accurate measure of x, the relationship between 7, and x at very low doping should be
experimentally accessible.
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Figure 4.19. Superfluid density in the c-direction for an underdoped sample near Y Bap Cu3 Og 35 with progressive
alteration of the doping through small changes in oxygen content and oxygen ordering [84].

4.6. Surface Resistance

Surface resistance measurements provide information on low frequency energy dis-
sipation, something complementary to the information on the superfluid that comes from
penetration depth measurements (surface reactance). Dissipation at finite frequency in super-
conductors can come from a number of different sources: direct excitation of quasiparticles,
absorption by thermally excited quasiparticles, the effects of grain boundaries, sample inho-
mogeneity, and other extrinsic loss mechanisms can all come into play and must be disentan-
gled from one another. All of these sources of dissipation involve defects—even the intrinsic
dissipation associated with quasiparticle excitations must invoke scattering mechanisms if
there is to be real absorption from microwave fields. One could say that microwave conduc-
tivity is all about defects. This makes the task of understanding microwave surface resistance
a significant challenge because one is not certain a priori which defects are important in a
given sample. Added to this is the challenge that theoretical work on defects and scattering
in d-wave superconductors is an ongoing pursuit occurring in parallel with the measurements
and is still an area of active debate and calculation.

To simplify the task of studying Rs(7") as much as possible, one must turn to measure-
ments on single crystals. There was early work on microwave loss in sintered powders [185],
but such measurements mix up the in-plane and out-of-plane properties of these anisotropic
materials and are also likely to be strongly influenced by grain boundaries. There is also a
wealth of microwave measurements on thin films, driven by the potential for microwave ap-
plications such as filters based on the low microwave dissipation that can be achieved at liquid
nitrogen temperatures. These film measurements are likely to be influenced by higher defect
density than in crystals and also have more chance of being affected by grain boundaries. In
principle, the highest quality epitaxial films could exceed the perfection of crystals, but that is
a possibility that has yet to be realized.



180 D. A. Bonn and W. N. Hardy

Among the different members of the cuprate family, the YBa;Cu3Og¢, system holds a
particularly important place because it is possible to grow crystals with relatively high purity
and very good cation stoichiometry. This is a crucial point because if one is to disentangle the
influence of different types of defects, it is important to start with a sample that has as small
a density and variety of defects as possible. The majority of the cuprates have considerable
cation disorder, either through cation doping as in the case of Lay_,Sr,CuQO44s or through
natural cation cross-substitution such as the presence of Cu on the Tl sites in Tl,BayCuOg.s.
The exceptions to this cation defect problem are YBayCu3zOg,, YBayCusOg, and oxygen
doped LapCuOg.ys. Of these three, YBapyCusOg is potentially the most perfect because it
has stoichiometric CuO chains as well as good cation stoichiometry. However, this system
has been relatively little studied because of the need to grow crystals under high pressure.
LayCuOg.4s has two staged phases with the extra oxygen ¢ ordered in the c-direction, but has
not been studied with microwave techniques. The YBa;Cu3Og,, has been the most studied
of these three systems. In addition to its potential for high purity and cation order, it has wide
range of doping available by changing the oxygen content of the CuO, chains and there are
even phases where the chain oxygens form well-ordered superstructures. The negative aspect
of this means of doping is that the chains and their coupling to the CuO, bilayers potentially
have a complicated influence on the microwave properties.

For the reasons outlined above, the following sections will lean heavily on the extensive
measurements available on YBa;Cu3Og¢,, and then, where there is data available, compare
them to results on other systems.

4.6.1. YBaZCu306+X ab-Plane

Historically, the field of course did not start out with the cleanest samples possible, nor
were the microwave measurement techniques fine-tuned to the properties of the cuprates. The
first round of cavity perturbation measurements of crystals did not have sufficient sensitivity
to measure the surface resistance much below T¢, but instead focussed attention on Rs(7T) near
T.. Rubin et al. [168] and Wu et al. [213] both reported surface resistances that dropped farther
and more sharply below 7, than the early measurements on sintered samples. One noteworthy
feature of these early measurements was Rubin et al.’s observation that Rs(7T") dropped very
rapidly in the first few degrees below 7, as shown in Figure 4.20. The behaviour of Ry(T)
just below T¢ in any superconductor is strongly affected by the divergence of A(T) as Tt is
approached from below. This loss of screening by the superfluid causes Ry(T) o< w?A3(T)
to change very rapidly near 7.. However, the behaviour Ry(7") in the cuprates near T is
further influenced by two factors not seen in conventional superconductors. One is the critical
fluctuations near 7; (discussed in Section 4.7), which lead to a faster temperature dependence
of A(T') near T, than occurs in a mean-field BCS superconductor.

The other factor influencing R¢(T) is the absence of a coherence peak in o (7T") below
T, in the cuprates. In an s-wave BCS superconductor, the superconducting gap opens up below
T and as the density of states peaks at the gap edge develop they give rise to a peak in o1 (7")
below T¢. It is referred to as a coherence peak because the BCS coherence factors determine
which physical measurements will show evidence of the peaked density of states. However,
the coherence peak in o (T) is greatly suppressed in a d-wave superconductor. Moreover, for
optimally doped and underdoped cuprates, spectroscopic measurements such as tunnelling
and photoemission indicate that the superconducting gap does not close as 7. is approached—
the transition is different from that of even a d-wave BCS superconductor. The exact behav-
iour of ¢1(T) has led to some controversy because it requires simultaneous measurements of
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Figure 4.20. The in-plane microwave surface resistance Rs of a mosaic of crystals of YBayCu3Og 95 measured at
5.95 GHz by Rubin et al. was found to be much lower than that of early sintered ceramics [168]. The rapid drop in
microwave power absorption is caused by the quick onset of superfluid screening in this material.
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Figure 4.21. The in-plane microwave surface resistance at 2.95 GHZ of the an early generation of YBayCuzOg . ,
crystals (left [15]) and the recent generation of high purity crystals grown in BaZrOs3 (right [94]) different generations
of YBayCu30g,, crystals.

Ry (T) and X(T), both of which change very rapidly with T, and because the behaviour is
highly susceptible to inhomogeneity broadening the transition. Holczer et al. [78] and Klein
et al. [104] measured Rs(7) and X(T') in YBa;Cu3Og, and BirSr,CaCuyOg.s in order to
extract o1 (T). They observed a peak in o1(7T') near T¢, but it was sharper than a conventional
BCS coherence peak. In addition to the unusual sharpness of this feature, the absence of a
coherence peak in NMR measurements [62] led to the suggestion that this feature in o (7)
had another origin. Olson and Koch [142] and Glass and Hall [56] attributed it to a broadened
superconducting transition. As samples have improved, this feature has given way to a sharp
peak in o1 (T') very close to Tt that can be attributed to superconducting fluctuations. Horbach
et al. [82] first pointed out that fluctuations in the conductivity, which were already apparent
in DC resistivity measurements, would give rise to a sharp peak in o (T) at Tt..

The more dramatic feature to arise as sample quality improved is illustrated in the
sequence of measurements shown in Figure 4.21, beginning with the results from an early
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Figure 4.22. The a-axis microwave conductivity of a high purity YBayCu3Qg 99 crystal shows a large, frequency
dependent peak caused by the development of long-lived quasiparticles in the superconducting state.

generation of crystals grown rapidly in gold foils. This measurement by Bonn et al. [15]
showed the first hint of a broad peak in Ry(7"), which was subsequently confirmed by mea-
surements at different frequencies and with different crystals by Shibauchi et al. [176], Zhang
et al. [222], Anlage et al. [9], Kitano et al. [100], Mao et al. [130], and Trunin et al. [196]. As
sample purity was improved, first through a shift to growth in yttria-stabilized zirconia, then to
growth in BaZrOs3 crucibles, the broad peak in R¢(7') became more prominent. Paradoxically,
as sample quality improves the microwave loss increases. Since A(7') has no such feature, the
peak in Ry(7T") must come from a peak in o1 (7). As discussed in Section 4.2.2, ¢1(T) can be
extracted from measurements of Rs(7') provided that one also has measurements of X(7).
Ideally, one wants both quantities measured on the same sample at the same frequency. How-
ever, it is often sufficient to know A(7') and then to make a small correction to account for any
screening by the quasiparticle contribution to o, [67]. Figure 4.22 shows the results of such an
analysis of a-axis measurements of a high purity crystal of YBa;Cu3QOg 9. The sharp spike in
o1(T) near 90K is due to critical fluctuations and marks 7 for this sample. Below this, both
the temperature dependence and frequency dependence can be explained by the development
of very long quasiparticle lifetimes in the superconducting state.

The appearance of frequency dependence in o1(w, T) below 60K indicates that the
width of the conductivity spectrum has moved to microwave frequencies, more than two
orders of magnitude narrower than the conductivity spectrum in the normal state. The peak in
the temperature dependence occurs because the quasiparticle conductivity spectrum initially
narrows below T, much faster than it loses oscillator strength as the carriers condense into
the superfluid, causing the conductivity to initially rise with decreasing temperature. Below
about 20K the spectrum stops narrowing and the declining normal fluid oscillator strength
dominates the temperature dependence, causing it to decline with decreasing temperature.
As a crude phenomenological model, one can fit the conductivity spectra to a Drude model
with two competing temperature dependences, a normal fluid density n,(7") that declines with
temperature and a lifetime 7 (7") that increases with decreasing temperature. Such a form was
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Figure 4.23. The evolution of the conductivity spectrum with temperature for a thin film of YBa;Cu3Og , shows
narrowing below 7¢ in the THz frequency range [141].

loosely justified by Hirschfeld et al. [75,76] who showed that within a T-matrix model for
point scattering, the conductivity spectrum of thermally excited quasiparticles in a d-wave
superconductor is given by Eq. (4.10) which has a Drude-like form. If 7(w) were actually
frequency independent, this expression would reduce to the Drude form. The frequency-
independent lifetime of a Drude model is certainly not valid for nodal quasiparticles in a
d-wave superconductor, but a parameterization in terms of quasiparticle density and lifetime
is a useful start.

Figure 4.24 shows the scattering rate 1/7(7") derived from a Drude fit to the data of
Figure 4.22. This dramatic temperature dependence has been attributed to a collapse in the
inelastic scattering of quasiparticles below T;. This picture is supported by several other
measurements sensitive to quasiparticle lifetimes. An early experimental indication of this
narrowing in o (w) was seen in far infrared measurements made just below 7, by Romero
et al. [167]. Behaviour qualitatively similar to the microwave measurements was observed
first in THz measurements on thin films by Nuss et al. [141] and later by Spielman et al. [183].
Figure 4.23 shows measurements on a thin film of YBa;Cu3Og,, that have the same trend
of a peak in the spectrum o (w) that narrows rapidly below 7.. Measurements of the tem-
perature dependence of thermal conductivity x(7) below T also show a pronounced peak
that has been attributed to the development of long quasiparticle lifetimes [163]. There
was some controversy over this since the thermal conductivity could also exhibit a peak
if the phonon damping declines rapidly below Tt, an effect seen in neutron scattering of
phonons in conventional superconductors. However, measurements of the thermal Hall con-
ductivity [110, 111, 219] have provided a means of separating out the electronic contribu-
tion and have shown that the lifetime associated with thermal transport does indeed become
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Figure 4.24. An estimate of the transport scattering rate of quasiparticles can be extracted from Drude fits to the
a-axis microwave conductivity spectrum of a high purity YBayCu3Og g9 crystal. The rapid temperature dependence
is either a very high power law or even an exponential temperature dependence [67].

very long below T¢. Studies as a function of Zn-doping in YBa;Cu3Og 95 also support the
view that a rise in quasiparticle lifetime makes a major contribution to thermal conductiv-
ity [74].

There has been some work on modelling the collapse of the scattering rate below 7 in
terms of electron—phonon scattering that is strongly temperature-dependent [47, 195]. How-
ever, the large inelastic scattering rate seen in transport measurements, which is linear in
both temperature and frequency over a very wide range for optimally doped cuprates, argues
against an electron—phonon dominated transport scattering in the normal state. If it is some
form of electron—electron scattering then it is possible that the development of the supercon-
ducting gap suppresses this scattering mechanism below 7¢. Hirschfeld et al. [76] attributed
the collapse of inelastic scattering to spin fluctuations gapped by the opening of a d-wave
energy gap. This and related work by Schachinger et al. [171, 172] and Rieck et al. [165]
build a model for the scattering rate that is motivated by measured normal state properties,
particularly the spin susceptibility in the normal state and the normal state DC resistivity. The
essential idea is to tie together the electron—electron interactions as the source of the high
critical temperature, the d-wave pairing state, and the anomalous transport properties. In any
such model where the transport is dominated by electron—electron, or electron-spin fluctua-
tion scattering, the scattering is suppressed as the superconducting gap develops below T¢.
Later, Walker and Smith pointed out that the damping measured in measurements of charge
transport requires Umklapp processes that scatter nodal quasiparticles [209]. The shape of
the Fermi surface and the position of the nodes in the energy gap mean that the nodal quasi-
particles must scatter from excitations far from the nodes in the gap. This in turn means that
the Umklapp processes are strongly suppressed because they involve scattering from parts of
the Fermi surface that are gapped. In support of this notion, Figure 4.24 shows a scattering
rate derived from Drude fits to o1 (w) like those shown in Figure 4.41. Hosseini et al. [67] fit
the temperature dependence to a high power law, but the data is equally well fit by an expo-
nential as suggested by Walker and Smith. Subsequently, Duffy et al. [43] separated Umklapp
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and normal scattering in the model of scattering by spin fluctuations and were able to recon-
cile the microwave scattering rate with the different temperature dependence seen in thermal
transport [223], which is influenced by both Umklapp and normal scattering processes.

4.6.2. Disorder and Quasiparticle Damping

We have already discussed the strong influence that defects can have on the penetration
depth, and this is doubly true for the microwave surface resistance. Here, defects not only
affect the low temperature asymptotic behaviour, they also directly affect the broad peak in
o1(T) by limiting the rapid increase in the quasiparticle lifetime 7 below T.. The increase
in the height of the peak in R(T') and o1 (T") shown in Figure 4.21 and 4.22 is one indication
that defects control this feature. When the quasiparticle damping 1/7 (7") drops rapidly below
T.. due to the suppression of inelastic scattering, it eventually runs into a limit controlled by
scattering from defects. In optimally doped YBa;CuzOg, this elastic scattering limit causes
o1(T) to turn down as the temperature decreases further. Decreases in the defect density as
the purity of YBayCu3Og,, improved made this turnaround occur at a lower temperature,
making the peak in o1(7) and Rs(T) larger in size and lower in temperature [94]. The main
point is that if 7 really increases by orders of magnitude below 7¢, then the conductivity should
become extremely sensitive to low levels of point defects. The first hint of this was an early
thin film study by Lippert et al. [122] where a sample was found to have a somewhat lower
microwave loss after irradiation with oxygen ions.

Studying single crystals, which start from a point of relatively low defect density, pro-
vides a more systematic means of testing impurity effects. The 100-fold or more increase
in 7 below T, suggests a mean free path for the charge carriers in the aAb-plane that is on
the surprising scale of hundreds of nanometres for high purity crystals of YBa;CuzO7_s. It
should only take impurity concentrations on the order of a few tenths of a percent to sub-
stantially affect this mean free path. For YBay;CuzO7_s two of the most studied impurities
are Ni and Zn, since they both can substitute for Cu on the CuO; planes [23, 24, 128], but
offer the contrast that Ni is magnetic, but Zn is not. Figure 4.25 shows R¢(T) for a sample of
YBa;Cu30g¢.95 grown in yttria-stabilized zirconia (99.9% pure) and for a crystal with 0.75%
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Figure 4.25. The broad peak in Rs(7T") of a nominally pure crystal of YBayCu3Og 95 at 34.8 GHz (open boxes) can
be completely eliminated by 0.75% substitution of Ni (open triangles) for Cu [16, 18,220,222].
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Figure 4.26. The influence of Zn substitution on Rg(T) of YBayCu30Og 95 at 34.8 GHz. The broad peak at 40K in
nominally pure samples (squares) is reduced to a plateau at 0.15% (solid triangles) and Rs(7") becomes completely
monotonic by 0.31% (solid boxes) substitution if Zn for Cu [16, 18,220,222].
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Figure 4.27. (a) Left: at 0.75% substitution of Ni for Cu (open triangles) in YBayCu3Og 95 the broad peak seen
01(T) for pure samples (open boxes) is almost completely eliminated [16, 18, 220]. (b) Right: low levels of Zn
substitution for Cu in YBayCuzOg 95 (nominally pure, open boxes; 0.15%, solid triangles; 0.31%, solid boxes) cause
the peak in o1 (T') to shrink and shift to higher temperature [16, 18,220].

substitution of Ni for Cu atoms [18,222]. At this concentration the broad peak in Ry(7) is
completely eliminated. Figure 4.26 shows that at very low concentrations Zn substitution re-
duces the peak to a plateau (0.15% substitution) or eliminates it entirely (0.31% substitution).
These low levels of impurities lead to surface resistances that are very similar to the lowest
loss thin films (see reviews by Klein [101], Piel and Muller [158], Newman and Lyons [138]).

Figure 4.27 shows the conductivities extracted from the surface resistance measure-
ments shown in Figures 4.25 and 4.26. Ni substitution at the 0.75% level almost completely
eliminates the peak in o1(7"). The evolution of the suppression of the peak is seen clearly in
a study of lower concentrations of Zn impurities. At 0.15% the peak is greatly diminished,
though still clearly present in the conductivity. However, at this impurity level, the diminished
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Figure 4.28. At 3.8 GHz, the peak in the surface resistance of a nominally pure crystals (open squares) is not present
in a crystal doped with 0.75% Ni (solid triangles). At 1.4% Ni doping (solid boxes), the overall surface resistance
starts to increase [16, 17].

peak no longer gives rise to a clear peak in Ry(T). The influence of the A3(T) screening
term that comes into the surface resistance contributes a monotonically decreasing factor that
reduces the peak seen in o1 (7) to a plateau in Rs(7T"). At 0.31% Zn doping the peak in o (T)
is so diminished that Rs(7") decreases monotonically with temperature.

Qualitatively, the effects of Zn and Ni impurities support the explanation of the broad
peak in R¢(T) and o1(T) in terms of a scattering rate that increases rapidly below T.. The
peak in g1 (T) is diminished and moves up in temperature because the rapidly changing 7 (7’)
runs into a limit set by impurity scattering. When this limit is reached o1(7) and Rs(T)
decrease with temperature, following the decreasing density of thermally activated quasipar-
ticles. These results are for rather low impurity concentrations that affect z without causing
large changes in either T, or A(0). Once sufficient impurities are added that %/t becomes
comparable to kg 7T¢, the materials are no longer in the clean limit and impurities significantly
increase 4(0). Ulm et al. [206] have demonstrated that quite large changes in A(0) can be
achieved with Ni impurity doping without destroying superconductivity in YBay,CuzO7_s.
Also, as noted in the discussion of penetration depth in Section 4.4.2, the penetration depth
can be quite large in thin films, without substantial suppression of T¢, perhaps due to inhomo-
geneity. The effect of an increase in 4 can start to influence the microwave surface resistance
rather quickly because R (7") 23. For the case of Ni impurities in YBayCu3Og 95 the ef-
fect of increased 1 is already encountered at 1.4% substitution. Figure 4.28 shows Rg(T) at
3.8 GHz for a nominally pure sample, and for 0.75 and 1.4% Ni substitution. At 0.75% Ni
impurities suppress the peak in Ry(7'), just as was seen at 34.8 GHz, but at 1.4% substitution
the overall magnitude of R (7") becomes higher again. If one is interested in the practical
problem of minimizing microwave loss there appears to be an optimum impurity concentra-
tion for doing so.

4.6.3. Other Materials—ab-Plane

A number of measurements on relatives of YBayCu3Og,, with different rare earths
on the Y site, such as LuBa;CuzOg., [30] exhibit a peak in Rs(7) and o1 (T'), similar to that
shown above for YBa;CuzOg, .. An unusual example is measurements of GdBa;Cu3 O by
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Figure 4.29. The effective conductivity of an optimally doped GdBa,CuzOg . crystal is determined by both quasi-
particle conductivity and the susceptibility of the magnetic Gd ions. Despite these fluctuating spins, which also order
at 2.2 K, the underlying quasiparticle conductivity still has a large peak due to long quasiparticle lifetimes [145].

Ormeno et al. [145]. Figure 4.29 shows the “effective conductivity” oeff(@, T) obtained from
the standard treatment of surface impedance data to extract conductivities. Such a treatment
does not extract the true quasiparticle conductivity because the Gd ions are magnetic and
one would need to change the permittivity o in Eq. (4.3) to 4 = uo(1 + ' +ix”). As a
consequence, the large peak seen near 3 K is associated not with conductivity, but with the
susceptibility of the Gd ions, which go through a Neel transition at 2.2 K. As shown in [145],
Ormeno et al. were able to separate out the magnetic effects and show that the quasiparticle
conductivity is very similar to that of YBayCuzOg,, something quite remarkable since the
Gd ions are sandwiched by the CuO; bilayer yet their fluctuations and ordering have no impact
on the quasiparticles.

Microwave measurements on other cuprates have progressed more slowly, not only be-
cause of the concerns about sample quality but also because there are technical difficulties
associated with microwave measurements on highly anisotropic materials. Since the major-
ity of microwave measurements on superconductors are performed in microwave magnetic
fields, any one measurement necessarily mixes together the surface impedance of two dif-
ferent directions in an orthorhombic material. YBa;Cu3Og, . is the least anisotropic of the
cuprates, and multiple measurements on samples with different orientations and aspect ra-
tios can be used to extract the Ry and X for currents running parallel to each of the three
principle axes. This becomes more difficult as anisotropy increases and the properties of one
direction dominate others. Some materials, especially BipSroCaCu,Og.s have the additional
problem of being highly susceptible to cleaving perpendicular to the ¢-axis, making it difficult
to cut and polish samples. Nevertheless, successful measurements of Ry of single crystals of
BiySrpCaCuy0g45 were eventually achieved in cavity perturbation measurements that also
simultaneously determined the temperature dependence of the penetration depth AA(T).

Figure 4.30 shows Rs(T') of Bi;SroCaCuyOg4s at 10 GHz measured by Jacobs et al.
[90]. The linear temperature dependence of Ry (7) is qualitatively similar to that seen in
Ni-doped YBa;Cu3Og¢95, suggesting that these crystals of Bi;SrpCaCuyOg4s have a
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Figure 4.30. Ry(T) of BipSrpCaCuyOg s at 10 GHz measured by Jacobs et al. [90]. The monotonic, linear tem-
perature dependence below about 60 K is similar to that seen in Ni-doped YBa;Cu3Og 95 shown in Figure 4.25.

significant level of disorder. The linear temperature dependence can come from two sources,
a linear temperature dependence of A(T"), o1(T), or perhaps both. To first order, the two con-

tributions give
O R, z d o
s _ @aﬁ(ﬁ o 3/1200—) (4.16)

oT 2 rYa oT

The technical difficulty with separating the contributions is that it depends strongly on the
choice of A(T = 0) used in the analysis. The uncertainty in (7 = 0) for Bi;SrpCaCu,0g.s
data reported by Jacobs et al. means that the linear temperature dependence of Ry(T) could
be attributed to a large extent to the linear temperature dependence of (7).

As happened with YBayCu3zOg 99, frequency dependent measurements provide a less
ambiguous picture. Figure 4.31 shows the surface resistance of BipSr,CaCu;0Og.s measured
at three microwave frequencies by Lee et al. [120]. Although Ry (7)) again does not have the
prominent peak seen in high purity YBa;Cu3Og 99, there is some concave downwards cur-
vature in the lower two frequencies that is qualitatively similar to that seen at some defect
densities in Figures4.25 and 4.26 for YBa;Cu3Og 95 with light impurity doping. Also, the
slight frequency-dependence apparent in this curvature suggests that the conductivity spec-
trum o1 () is developing structure in the microwave regime. These effects are more apparent
when o1 (w, T) is extracted, as shown in Figure 4.32. Like in YBa;Cu3Og 99, 1 (T) rises sub-
stantially below T, suggesting that the quasiparticle scattering time also rises rapidly below
T. in this material. However, o (T') neither rises as high, nor does it develop as strong a fre-
quency dependence as occurs in YBayCu3zOg 99. It would seem that the width of the peak in
o1(w) does not get nearly as narrow, possibly being limited by a higher density of defects.

Another noteworthy feature of the data shown in Figure 4.32 is the residual conductiv-
ity at low temperatures. Quantitatively, the value of o; at low frequency and temperature is
comparable to that seen in high purity YBa;Cu3zOg 99 (Figure 4.22). The very different look of
the temperature dependence is that o1 (7') rises much higher in YBayCu3Og 99 before falling
to this residual value. The other significant difference is that because o1 (w) falls off much
more slowly in Bi;SroCaCu,Og s, there is considerably more oscillator strength remaining at
low frequency and low temperature than is seen in YBayCu3Og.99. We will return to this issue
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Figure 4.31. Rs(T) of BipSroCaCu,0Og ;5 at three different microwave frequencies [120].
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Figure 4.32. o (w, T) of Bi;SryCaCu,0g 5 extracted from the Rs(7') shown in Figure 4.31 [120].

in Section 4.6.4, but note here that THz measurements by Corson et al. [36] also confirm that
there is considerable uncondensed oscillator strength in BipSroCaCu,Os. 5.

Tl,Bay,CuOg-5 is one other material that possesses a high 7, at optimal doping and
has yielded to microwave measurements. Figure 4.33 shows microwave measurements of
Ry(T) by Broun et al. [26, 27] that bear a striking quantitative similarity to the results
for BipSrpCaCuy0g45. The conductivity extracted from these measurements is shown in
Figure 4.34 and has the familiar rise below 7. suggesting a rapidly increasing quasiparti-
cle scattering time. The rise is not as dramatic as in high purity YBayCu30Og g9, but is more
pronounced than it is in BipSrpCaCu,0g4.5. Supporting this comparison is the frequency de-
pendence that develops at low temperatures, less pronounced than YBa;CuzOg 99, but more
pronounced than Bi;SrpCaCuy0Og4s. Like BiaSrpCaCuyOgs5, the TloBayCuOgys data has
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Figure 4.33. Rs(T) of Tl;BayCuOg_ s at three different microwave frequencies [27].
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Figure 4.34. Conductivity of Tl;Ba;CuOg_ s at three different microwave frequencies [27] is strikingly similar to
that measured for Bip SrpCaCuyOg_ 5, though with some indication that it develops a somewhat longer quasiparticle
lifetime at low temperatures.

substantial uncondensed oscillator strength, which is noteworthy because Tl,Ba;CuOg.ys
is a structurally simpler material, possessing single CuO layers rather than bilayers, and
having no CuO chains. It does, however, have interstitial oxygen dopants and cation non-
stoichiometry comparable in magnitude to that of Bi, SrpCaCuyOg 5, which might explain the
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similarity of the two systems. Another puzzling similarity of the two systems is that although
the height of the peak in o1 (7T) suggests more disorder than in YBa;Cu3Og 99, the temper-
ature at which the peak occurs is quite low, something that differs from the naive argument
made above in Section 4.6.2 that defects should cause the peak to diminish and shift up in
temperature. This puzzle has recently been addressed by Nunner et al. [140] and is discussed
further in the following section.

There have also been Ry measurements of the single-layer cuprates with relatively low
T.s at optimal doping; the hole doped material Laj_, Sr,CuO44s and the electron-doped ma-
terials Pri_yCe,CuO44s5 Ndj_,Ce, CuO445. As noted in Section 4.5, disorder is a particularly
serious problem in these systems, in part because the means of doping them is to add cation
defects in close proximity to the CuO; planes. None of these materials exhibits the linear A(T')
expected for a clean d-wave superconductor and there has been controversy over whether the
behaviour is a power law associated with a dirty d-wave superconductor or exponential tem-
perature dependence expected for an s-wave superconductor. Similarly, the surface resistance
of these materials shows signs of substantial disorder. Figure 4.35 shows the only available
measurements of Rg(7") in La; g5Srg.15CuOy 5, performed by Shibauchi et al. [175]. The re-
sults are qualitatively similar to those for Bi;SrpCaCuyOg-s, although the superconducting
transition seems broader. The magnitude of R below 7. is somewhat higher, probably be-
cause 4 is larger in this material, resulting in weaker superfluid screening.

Figure 4.36 shows the most recent Ry measurements on two of the electron-doped
cuprates [106]. After a concerted effort to improve samples of these materials, one must still
note the very high residual loss in these materials. Rg(T') falls by less than a factor of 10 at
9.6 GHz, as compared to the drop by a couple of orders of magnitude shown in Figure 4.35
for Laj g5Sr(.15Cu0445. Although Nd; gsCep.15CuO4 has the additional problem that the Nd
moments contribute to the measured surface impedance, the Prq gsCeg.15CuO4 measurements
actually have the higher residual loss. It is not at all clear whether or not this residual is in-
trinsic, which makes it nearly impossible to draw any conclusions about o1 (w, T'). Kokales
et al. [106] demonstrated this by extracting the conductivity with and without subtracting the
residual loss first, as shown in Figure 4.37. The shape of o{(T") depends greatly on the treat-
ment of the residual loss—it either rises monotonically or exhibits a peak. If one treats the data
in the same way as all of the Ry(7") measurements discussed above, without doing any sub-
traction from the raw data, one would conclude that o1 (T') increases monotonically below T¢.
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Figure 4.35. The surface resistance of Laj g5Srg 15CuO445 at 10 GHz has some of the qualitative features seen in
BipSrpCaCuyOgy 5 [175].
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Figure 4.36. The surface resistance of crystals of Nd; g5Ce ;5CuOy4 and Pry gsCe( 15CuOy4 exhibit considerably
more residual loss than the electron-doped materials.
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Figure 4.37. The large residual loss of Nd; g5Ce 15CuOy4 and Pry g5Ceq 15CuOy4 crystals leads to relatively high
uncertainty in how to extract the conductivity. If one subtracts the residual from Rg a peak in o (T") can be generated,
but there is a monotonic increase with decreasing temperature if one treats that data as all other data discussed
above [106].

Qualitatively, this would be a step further down the path from the prominent peak seen in
YBa;Cu30g 99, through the weaker peaks seen in TlyBa;CuOg45 and Bi;SroCaCuyOg4-5, to
a monotonic rise below 7.

4.6.4. Low Temperature Limit

One of the most unsettled aspects of the microwave loss in the cuprates at the present
time is the behaviour in the low temperature limit. For s-wave superconductors R¢(7) falls to
zero as T — 0, following an Arrhenius law due to the presence of an energy gap everywhere
on the Fermi surface. In practice there is always some residual loss attributed to extrinsic
effects and in the best measurements the residual is small enough that the exponential temper-
ature dependence is clear. It was in fact common practice to simply subtract the value of the
residual loss from Ry (7) in order to better show the exponential behaviour on a semi-log plot.
Because of the technological importance of low microwave loss for high Q superconducting
cavities, considerable experimental effort was expended in reducing it and for materials such
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as Nb and Pb, the sensitivity to actually do the measurements was achieved by constructing
an entire resonant cavity out of the material of interest [55]. There is also a body of theoretical
work on mechanisms for the residual losses, such as the impurity phases that plague Nb due
to oxides and hydrides in the surface (see e.g. [61]).

Although it has been tempting to subtract residual loss from Rg(7) in the cuprates in
order to clarify the temperature dependence, this has turned out to be a questionable practice
because of the possibility of non-zero R¢(T) at T = 0 in a d-wave superconductor. The first
stimulus on this issue was the work of Lee et al. [118] who showed that impurities in a d-
wave superconductor could generate states at the Fermi energy that were delocalized, giving
rise to a non-zero conductivity at zero temperature. For point scatterers, o1 (7 — 0) at low
frequencies is expected to approach a universal limit,
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where d is the average spacing of the CuO, [118]. Surprisingly, this residual o7 is indepen-
dent of the impurity scattering time 7. A simple picture of this is that impurities in a d-wave
superconductor generate low-lying states that give rise to absorption, even at zero tempera-
ture, but also affect the impurity scattering time zimp. This gives two dependencies on impurity
concentration that cancel, leaving a residual conductivity that does not depend on tjmp. The
relatively simple prediction, the 7 — 0 limit, was later shown to need vertex corrections [44]
and Fermi liquid corrections [133]. Away from 7" = 0, ¢{(T') of a superconductor that has
nodes in its energy gap is expected to have power law temperature dependence at low T,
rather than the exponentially activated behaviour of a superconductor without nodes in the
gap [76,77,105]. The initial deviation from this limit is expected to be quadratic, in contrast
to the linear temperature dependence of the superfluid density.

The challenge then is that one has both intrinsic and extrinsic mechanisms for generat-
ing residual loss at low temperatures and this ambiguity stands in the way of understanding the
low temperature conductivity. A further complication is that the temperature dependent part of
the low temperature o (7') is highly sensitive to the nature of the defects. If the scatterers are
unitary, one expects the low temperature behaviour to be apparent below a temperature and
energy scale y ~ /T;, 4(0), where I7, is the impurity scattering rate in the normal state. Since
4(0) is large in the cuprates, the low temperature limit should be at easily accessible temper-
atures if the scatterers are unitary, making it possible to observe both oo and the quadratic
temperature dependence. However, in the Born limit, the crossover to the 7 — 0 limiting
behaviour occurs at an exponentially small scale y ~ Agexp(—4o/I) and would then be
below the lowest temperatures for experiments performed in helium baths (1.2 or 4.2 K).

In terms of materials parameters that are appropriate for YBayCu3Og 95, where thermal
conductivity gives vg/v4 ~ 14 [32] and the average plane spacing is 2/11.6 A, the universal
conductivity limit is ggg ~ 3 X 10° @' m™!, which is about 1/3 of the normal state conduc-
tivity near 7t. Although this seems large, it is not easily measured at microwave frequencies,
because the w? 4> screening term in Ry(7') means that this conductivity corresponds to a rather
low microwave loss. For 1 = 120nm Ry(T — 0) &~ 1.6 x 1078 f2, where Ry isin Q and f is
the measurement frequency in GHz. The dependence of Rs(7") on the square of the frequency
must be kept in mind when comparing loss measurements performed at different frequencies.

The first time that the low temperature Ry was measured in single crystals of YBay
Cu30O7_;s was the early measurements of Rubin et al. [168]. Although their measurements
were performed in a high Q, Nb resonator, the large size of their cylindrical resonator, with a
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TEp;1 mode at 5.95 GHz, meant that the resolution of R¢(7") for small crystals was not high,
only about 500 uQ. However, at low temperature they directly measured microwave power
absorption with a bolometric technique and achieved a resolution of 15 uQ at 3 K. The crystals
showed no measurable microwave loss on this scale, but the resolution is still a factor of 10
larger than the estimate of the d-wave limit. Cavity perturbation measurements since then still
have difficulty achieving the resolution that would be needed to see the zero temperature limit
ooo proposed by Lee et al. Losses in the sample holder and non-perturbative effects tend to
be comparable to, or larger than, the predicted value. Aside from this technical issue, it now
seems to be the case that many defects are not in the unitary limit, with the consequence that
typical measurements down to 1.2 or 4.2K are not yet in the regime where o (7') reaches
its low temperature behaviour. As noted in the discussion of the penetration depth, the one
scatterer that does seem to be unitary is Zn substituted on planar Cu sites and Figure 4.27b
shows the expected T2 dependence of o (T) at 35 GHz. However, this measurement did not
have the resolution to unambiguously determine the 7 — 0 limit.

Although cavity perturbation measurements do not typically have the resolution to de-
tect the predicted limit o, they do nevertheless resolve a temperature-dependent Rs(7") down
to 1.2K that is an order of magnitude larger than the expected loss for a d-wave supercon-
ductor with point scatterers in the low temperature limit. Explaining this loss has been the
subject of intense study. It was suggested in Section 4.6.1 that once the inelastic scattering
has finished its rapid decline below T¢, o1 (T') is controlled by defect scattering that varies
substantially from material to material. The challenge has been to explain this conductivity,
which is much larger than ooy and has a temperature dependence different from the 72 ex-
pected away from the 7 — 0 limit. One clue in this regard has been a closely related universal
thermal conductivity [59, 187]. Taillefer et al. reported observing such a thermal conductivity
that was both independent of impurity concentration at mK temperatures and whose magni-
tude was consistent with the expectations for the universal conductivity [190]. It was sub-
sequently pointed out that the universal charge conductivity might deviate from the thermal
conductivity because of Fermi liquid corrections and vertex corrections [44]. Perhaps more
importantly, the microwave conductivity measurements have not yet been done at the sub-1-
Kelvin temperatures used in the thermal conductivity studies. Unless the point scatterers are
in the unitary limit, the temperature range where one ought to see the universal limit is likely
below the range of the existing microwave measurements. This has been partly confirmed by
Hill et al.’s measurement of the electronic contribution to the thermal conductivity, shown in
Figure 4.38. The zero field electronic thermal conductivity starts from the universal limit at
very low temperatures, but quickly rises with the expected 72 temperature dependence well
below 1.2 K.

Although the universal conductivity limit has yet to be properly addressed by micro-
wave measurements, there is now a wealth of information on the temperature- and frequency-
dependent conductivity which can be used to test models of defect scattering in a d-wave
superconductor. As far as the measured quantity Rs(7) is concerned, the most common
temperature dependence seen at microwave frequencies is close to linear in 7. For exam-
ple, this can be seen in both early and recent YBayCu3zOg,, (Figure 4.21), in Ni-doped
YBa;Cu30¢95 (Figures4.25 and 4.28), in Bi;SrpCaCuyOgs (Figure 4.30) and in many
thin film experiments [101, 138, 158]. As was pointed out in Eq. (4.16), Rs(T) can have a
linear temperature dependence coming from the linear temperature dependence of A(T), a
linear temperature dependence of o(7), or both. For typical values of the low 7 conduc-
tivity g ~ 5 x 10°Q~!' m~!, the low T penetration depth 1o ~ 150 nm, and a penetration
depth slope 94/6T ~ 0.5nm/K~! the conductivity would have to have a linear term of order
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Figure 4.38. The electronic contribution to the thermal conductivity of YBayCu3Og g9 in zero field (solid squares)
rises from the universal limit with the expected T2 temperature dependence. This rise below 1 K suggests scatterers
that are neither in the Born or the unitary limit and is also one reason why microwave measurements above 1.2 K fail
to see the universal limit [72].

001/0T ~ 10° o' m~'K~! to make a competitive contribution to a linear term in Rs(T). It
appears that TIBa;CuOg, s and BipSroCaCu0g.4 s and Ni-doped YBayCu3zOg 95 are just en-
tering the regime where o1 (7') has an impact on the temperature dependence of Ry (7). In this
situation, Lee et al. [120] pointed out that the exact shape of o1(7T) becomes rather sensitive
to the choice of 4¢ used in the analysis of surface impedance measurements. For instance, the
weak peak in o1(7T) shown in Figure 4.32 can change in height and position if 1 is altered,
which will have some effect on the low T behaviour inferred for o1 (T'). However, one can still
draw the conclusion that for many materials o (T') rises from a residual value at 1.2 K that is
an order of magnitude larger than the predicted ogp and that the temperature dependence is
weak and either linear or sublinear in 7.

The low temperature behaviour of o1(7') is much less ambiguous in YBa;Cu3Og 99 be-
cause the shape of R;(T) is controlled much more by o1(7") than by A(T'). One still makes
two observations related to those above—o (T') has a residual value at 1.2 K that is an order
of magnitude higher than oo and the temperature dependence is either linear or slightly sub-
linear. There has been considerable theoretical progress over several years in understanding
why the typical behaviour of o (T') seems so different from the initial expectation of a d-wave
superconductor. The problem is that o1(7) oc T shown in Figure 4.22 and a Drude lineshape
for o1 (w) suggests a temperature and frequency independent 1/ 7y, which is the expectation
in a normal metal, but not the expectation for the reduced phase space available for scattering
nodal quasiparticles in a d-wave superconductor. Figure 4.39 shows the frequency dependence
of 1/7(w) expected from a T-matrix treatment of point scattering of nodal quasiparticles, cal-
culated by Hirschfeld et al. [76]. For unitary scattering a resonance develops at @ = 0 which
has been seen experimentally by scanning tunnelling spectroscopy (STS) measurements on
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Figure 4.39. The impurity relaxation rate calculated in a T-matrix approximation for point scatterers. In the unitary
limit (¢ = 0) there is a peak at @ = 0 in 1/7(®w) and away from unitary scattering the peak moves out to finite
energy [76].

Zn-doped BiySroCaCuy0g.45 [39] and which gives rise to a 1/7(w) peaked at @ = 0. Away
from unitary scattering, the resonance moves out to finite frequency, as seen in STS on Ni im-
purities, and this moves the peak in 1/7(w) to finite frequency. Whatever the phase shift, one
does not expect the w-independent 1/7 () implied by o1(w, T') in YBayCu3zOg 99. Berlinsky
et al. [14] quantified this problem by extracting a frequency-dependent quasiparticle self-
energy from the data of Figure 4.22. They found that ¢ (w, T') could be modelled with a
1/7 () that was linear in @ as expected for non-unitary scatterers, but with a large, additive
constant term. The constant term gives the nearly linear behaviour of o1(7) and the linear
term gives a slight frequency-dependent change in curvature seen in the data.

We will return to recent improvements on the scattering models, but first will show data
a little closer to the expectations for weak point scatterers. Figure 4.40 shows a detailed view
of the low temperature conductivity spectrum for high purity YBa;Cu3Og s in the Ortho-II
ordered state where every other CuO chain is empty. The data have the shape expected for
Born-limit scattering: the peak is cusp-shaped, with a temperature-independent value of oy,
a temperature dependent width ", and a power law frequency dependence slower than .
These features are consequences of measuring in a regime where the temperature is above the
range where one would see the universal conductivity (kg7 > y ), but at low enough temper-
ature that one is only sampling the range where 1/7(w) o« @ (Figure 4.39). The damping I
has a linear temperature dependence as expected for Born scattering, but deviates from this
by tending towards a finite width as 7 — 0. Put another way, the curves scale as w/(T + Tp)
rather than the w/T scaling expected for Born scattering. This suggests some residual os-
cillator strength, of order a few percent of the superfluid oscillator strength, that does not
condense, reminiscent of the uncondensed oscillator strength in other materials, though it is
much smaller in magnitude.

Figure 4.41 shows similar broadband data for the a-axis of YBayCu3Og.99. Here one
sees a similar cusp-shaped spectrum developing only at the lowest temperatures and o1 (w)
evolving into more Drude like curves at higher temperature, as was suggested by the fixed
frequency data. The YBayCu3Og 55 broadband data seems to be in the regime where 1/7 (@)
o for the measured temperatures 1.2—7 K, whereas the YBa;Cu3zOg 99 data leaves this regime
above 3 K. This could occur if the scattering lies neither in the Born limit nor the unitary
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Figure 4.40. 6| (w, T) in the a-direction of the Ortho-II phase of YBay Cu3Og 55 with every other CuO chain filled.
The red solid line is a fit to the 6.7 K of a model for Born scattering in a d-wave superconductor. The fit captures
the cusp-like shape, but fails to predict the correct evolution as a function of temperature. The data has a slower
narrowing with temperature than the Born model which approaches zero width as 7' — 0 (f/(T + Tp)) scaling rather
than the f/T scaling of the Born model [202]. The inset shows the complete failure of a Drude lineshape to fit these
spectra.

limit, in which case the position of the resonance in the density of states and 1/ (w) would
depend upon the scattering phase shift and the size of the energy gap 4o, both of which
could differ between these samples. So, the most obvious step to take in explaining the micro-
wave conductivity is to move away from the simple limits of Born and unitary scattering.
As mentioned above and indicated in Figure 4.38, this move has also been suggested by
measurements of thermal conductivity at low temperatures. Hill et al. [72] resolved the T2
deviation away from the universal thermal conductivity limit in samples similar to those used
in the microwave measurements above. The crossover temperature dependence suggests that
the crossover energy scale is y ~ 0.25 K for these high purity crystals. This crossover is too
low in temperature to be generated by a sensible number of unitary scatterers (it would imply
a mean free path of millimetres) and too high in temperature to be the exponentially small y
expected for Born scattering.

There have been a number of attempts to explain the microwave conductivity in terms of
scatterers with a phase shift between the Born and unitary limits [58,69, 172]. As a recent ex-
ample, Schachinger et al. [170,172] focussed in particular on the YBa;Cu3Og, spectroscopic
data shown in Figures 4.40 and 4.41 and were able to produce the different spectral shapes
observed. However, they were not able to produce the extra residual spectral weight seen at
1.2 K and thus are also unable to completely reproduce the evolution of the conductivity spec-
tra with temperature. Dwelling on the residual spectral weight at 1.2 K and the temperature
dependence is more than just a matter of sorting out fine details; in most of the cuprates other
than the YBa;Cu3Og,., system there tends to be much larger uncondensed oscillator strength
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Figure 4.41. The conductivity spectrum of a fully doped sample of YBayCu3QOg g9 in the a-direction. The Drude
fits to the spectra highlight the evolution from a cusp-like shape to a more Lorentzian line shape with increasing
temperature [202].

at 1.2 K, dominating the microwave and THz properties and presumably other physical proper-
ties as well. This oscillator strength is apparent in Figures 4.32 and 4.34 for the Tl;BayCuOg¢+-5
and BiySrpCaCuy0g45 systems. In BipSrpCaCu,yOg.y s thin films it has been studied in some
detail at THz frequencies [36] and Orenstein has attributed it to a collective mode associated
with inhomogeneity [143], a natural direction to take in light of the mesoscale inhomogeneity
observed in scanning tunnelling spectroscopy measurements on this material.

A related direction taken to explain the microwave conductivity spectra has been to
consider more complex scattering models than the T-matrix treatment of point scatterers. For
instance, a number of authors have taken the direction of considering the local suppression of
the superconducting order parameter around an impurity site, rather than treating impurity ef-
fects as spatially homogeneous [49,70,224]. Most recently, there has been considerable atten-
tion paid to off-plane disorder, rather than point scatterers lying within a CuO; plane [1,225].
This direction is given experimental backing by the recent correlation found between the lo-
cation of interstitial oxygen dopant atoms and the patchy electronic spectra seen in scanning
tunnelling spectroscopy by McElroy et al. [132]. Nunner et al. [140] have taken an approach
that includes both point scatterers and extended scatterers due to off-plane disorder, in or-
der to try to explain the puzzles and diverse behaviour of the microwave conductivity of the
cuprates. This approach is remarkably successful on several fronts; it comes very close to the
correct temperature and frequency dependence of ¢ in clean, fully-doped YBa;Cu3zOg 99
yet is also able to explain the quite different behaviour of Bi;SrpCaCuyOgs. The suc-
cess in modelling the BipSroCaCu;0g54s microwave data suggests that this inclusion of
off-plane disorder can account for the apparent large oscillator strength observed at 1.2K
in that material. While not the same physics as the normal mode in an inhomogeneous
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Figure 4.42. The ¢-axis microwave conductivity of a sample of YBayCu3Og 95 measured at 18 GHz [83].

superconductor suggested by Orenstein, the direction is related. Namely, one needs to con-
sider the real materials and their defects if one is to make sense of comparisons across the
entire cuprate family. This is particularly important in light of the fact that so much of our
understanding of the cuprates in recent years has come from surface sensitive probes (ARPES
and STS) performed on Bi;SroCaCu,0g.5, a material that seems far away from high purity
samples of the YBapCu3Og, system.

4.6.5. Anisotropy

As with the out-of-plane superfluid response, the out-of-plane conductivity has been
studied much less than the in-plane and there are still unresolved issues of differences between
samples and families of compounds. The technical difficulty of isolating the out of plane
response has been tackled in several different ways: by changlng the orientation of a single
sample to compare measurements with Hrf | ¢ and Hrf L ¢, by cleaving or polishing a sample
to vary the ¢-axis contribution (Figure 4.11), and by measuring in a microwave electric field
with Eyf || ¢. As discussed in Section 4.5.6, changing the orientation of a thin platelet sample
runs into difficulties with severe changes in demagnetizing factors, leading to difficulty in
separating in-plane and out-of-plane contributions. Mao et al. [130] ran into this difficulty in
¢-axis measurements of superfluid density, which showed the linear temperature dependence
seen in-plane, rather than the nearly 72 seen in most subsequent measurements. Similarly, the
peak they observed in o1 (T') for ¢-axis currents might be dismissed as a contribution from the
peak in the in-plane conductivity. However, when Kitano et al. [100] sought to avoid this by
using thick samples with similar demagnetizing factors for different sample orientations, they
also observed a broad peak in o1 (7') for a sample of YBayCu3Og., near optimal doping. Two
underdoped samples showed conflicting behaviour, one had a peak and one had 1 (7T') falling
rapidly and monotonically below T¢.

Hosseini et al. sought to extract 1 (7T in the ¢-direction by cleaving a thin plate, as
illustrated in Figure 4.11. The optimally doped sample in that case showed a precipitous drop
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Figure 4.43. The anisotropy of the microwave conductivity of YBayCu3Og o5 is illustrated by plotting the ¢-axis
conductivity taken from Figure 4.42 (open squares) along with the a-axis conductivity (filled squares) at 1 GHz taken
from Figure 4.22 [83]. Note that while the a-axis conductivity is strongly frequency dependent and the 1 GHz data is
close to the zero frequency limit, no dependence on the microwave frequency is expected for the ¢-axis conductivity.

and then a weak rise at low temperatures [85]. Because of concerns that the process of cleaving
a thin crystal might introduce problems, Hosseini later tried polishing a relatively thick sample
into a thin blade in order to make the ¢-axis contribution dominate a measurement with Hyy || a
[83]. Further thinning of the sample and remeasurement allowed an unambiguous extraction
of the ¢-axis conductivity, shown in Figure 4.42. The more recent measurement also shows a
rapid drop below T, but without the weak rise again at low temperatures, suggesting the latter
is an artefact of the cleaving. The cause of the sample dependence observed by Kitano et al.
and the disagreement with Hosseini et al. is not clear at the present time. One possibility is
that the tunnelling process responsible for ¢-axis transport is highly sensitive to the details of
the intervening layers, including impurity effects, oxygen content and oxygen order, but more
systematic measurements would be needed to resolve this. Notwithstanding the fine details,
the microwave measurements all show that the conductivity continues to be very anisotropic
in the superconducting state, as illustrated in Figure 4.43. If the hopping matrix element, with
its strong dependence on the in-plane momentum, is indeed a controlling factor in ¢-axis
transport properties, then this anisotropy to some extent reflects the difference between nodal
quasiparticles and excitations away from the vicinity of the nodes. The in-plane conductivity
is dominated by nodal quasiparticles that can develop exceptionally long transport lifetimes.
However, the anisotropic hopping suppresses the ¢-axis transport of these nodal quasiparticles.

Xiang and Hardy [215] applied the cold spot scattering model of Ioffe and Millis [88]
to a calculation of ¢y for the ¢-axis, taking account of the k| dependence of the interlayer
hopping integral € (cf. section 4.5.6). They obtained a 7 dependence for o1, at intermediate
temperatures, which agreed with the Bi;S,CaCu;0g.s data of Latyshev et al. [113] and the
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Figure 4.44. The microwave conductivity of BipS;CaCupOgys is much lower than that found in the
YBa,Cu3Og y, system, requiring measurements in microwave electric field on small samples to separate the ¢-axis
conductivity [99].

early data of Hosseini et al. [85] on YBayCu30Og 95. However, the improved experimental data
on YBayCu3Og. , (see Figure 4.42) has a weaker T dependence, so that the comparison with
experiment needs to be revisited.

The rest of the cuprates are even more anisotropic than the YBay;Cu3zOg, samples
discussed above, both in their normal state transport properties and in the anisotropy of 4.
Bi;S,CaCu, 0345 is so anisotropic that quite different microwave techniques must be used,
taking into account that the ¢-axis properties are close to being those of a dielectric rather than
a conductor, and that the ¢-axis penetration depth is of order the typical sample size. Kitano
et al. [99] tackled this problem by working with small samples in microwave electric fields
aligned along the ¢-axis. The behaviour of one such sample is shown in Figure 4.44, where
one notes not only the drop in the microwave conductivity below T, but also the very low
value of the conductivity overall.

4.7. Fluctuations

Shortly after the discovery of the high temperature superconductors, it was pointed
out [124] that the region of temperature around 7. where mean-field theories (BCS; Ginzberg—
Landau) break down and fluctuation effects become noticeable, would be substantial. In the
case of conventional superconductors where the coherence lengths are of order hundreds of A,
the number of Cooper pairs within a coherence volume is enormous and mean field behaviour
is both expected and observed. For the high temperature superconductors &,; and &, are about
15 and 3 A, respectively, giving much smaller coherence volumes and correspondingly wider
critical regions.

The universality class for a 3D superconductor with a complex order parameter ¥ =
|#|el? is 3D-XY , the same as for liquid “He, except extremely close to 7. where the charged
nature of the superfluid enters [48]. Fisher et al. estimated the location of the crossover from
mean-field to critical behaviour by setting the GL expression for 12/ equal to the 3D-XY
value. In the critical region with reduced temperature t = (T — T)/ T, for T < T, the
crossover value of 7, ¢, is given by
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coherence length, c; is a universal parameter estimated to be 0.4, y = (m1/m;)? and At =

%. Taking y =~ 0.2, x = % ~ 100, 219 ~ 1,600 A one obtains 7, ~ 0.2 which
translates to 20K for 7. = 100K. Allowing the choice of parameters to vary somewhat,
values of order 1072 to 10! can result. This form of the Ginzberg criterion suggests a rather
wide fluctuation regime. Fisher et al. [48] acknowledge that alternative criteria exist for the
crossover which yield much narrower critical regions. Lobb [124], for example, gave estimates
that varied from 0.1 K for his best estimates of H and x, up to 1K for more speculative
values of these parameters. Experimentally, it appears that the fluctuation regime is wide,
perhaps as much as 10 K for optimally doped YBa,Cu30g.,, with critical exponents close to
the 3D-XY values. However, this expected behaviour has not been universally observed, and
discrepancies between thin films and single crystals seem to be common.

Early transport and thermodynamic properties in zero applied field were initially treated
in terms of Gaussian fluctuations, but later analyses suggested critical scaling in the 3D-XY
universality class. Later, even clearer indications were observed in specific heat measurements
made in applied magnetic fields. (See for example Overend et al. and references therein [147].)
In these types of experiments the fluctuation signal is usually superposed on a large back-
ground, the substraction of which tends to be problematic. A notable exception was the ther-
mal expansivity study of Pasler et al. [153] where by using the difference in the a- and b-axis
expansivity, the background was largely suppressed. For optimally doped YBa;CuzOg
single crystals, critical fluctuations consistent with 3D-XY scaling were observed over the
temperature range |T — T.| = 10K, with nearly equal amplitudes above and below T .

For the microwave properties, critical fluctuations will contribute to both the real and
imaginary components of o. We first note that ¢, which is controlled by the non-universal
dynamical critical exponent z, is the more problematic quantity to study. First of all, o1 quickly
becomes much smaller than o, below T;. and increasingly difficult to extract from Rs. We also
note that the fluctuation contribution to o1 appears above a background conductivity that has
to be subtracted. On the other hand o> o 1/4% has the advantage that 1/1% tends to zero
as T — T, in a manner determined solely by critical fluctuations, without any background
subtractions required to be made. Note that for most of this discussion we are ignoring the
finite measurement frequency as far as 1/4% is concerned, since the data is fit far enough
away from 7. that finite frequency effects are negligible. Later in this section, where the
data of Kamal et al. [93] is examined very close to T, (Figure 4.47c¢), the effect of the finite
measuring frequency becomes apparent. For the superfluid density or equivalently 1/42 in the

critical region one has
1

2 xt’, (4.18)
where v/2 = 0.333 for 3D-XY vs. 0.5 for mean field. Thus, for mean field behaviour 1/12
should approach zero linearly as T — T, with a finite slope, whereas for 3D-XY behaviour
the slope should become infinite. In particular 1/ 23, not 1 / /2, should be linear with T — T..
Kamal et al. [92] made careful measurement of AA(T') in very high quality optimally
doped YBa;Cu3Og,, crystals using cavity perturbation at 900 MHz. Figure 4.45 compares
1/23 vs. 1/2? and one sees that 3D-XY behaviour seems to be followed over a rather large
temperature interval, as much as 10 K. Figure 4.46 is a log—log plot of 1/A(¢) vs. reduced
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Figure 4.46. A log-log plot near T of A(T) for a single crystal of YBa;Cu3Og g5 [92] displays a power law
behaviour consistent with the 3D-XY critical exponent v/2=0.33.

temperature. A fit to the data gave v/2 = 0.33 £ 0.01 consistent with 3D-XY scaling. The
uncertainty in the exponent represents the range of values obtained for the range of choices of
T¢. For these types of measurements, one needs to obtain a value of (7" = 0) from other mea-
surements, and a representative value of 1,400 A was taken from uSR and Far IR experiments.
Later analysis, allowing A(T = 0) to vary from 1,300 to 1,500 A, but fitting over the same
temperature interval, yielded values of v/2 from 0.343 to 0.355. Data from cavity perturbation
measurements at 22.7 GHz gave values from 0.328 to 0.351.

The recent measurements of A using zero field ESR of Gd-doped YBayCu3Og,, of
Pereg-Barnea et al. [157] suggest that the literature values of A(T = 0) used by the UBC
group to convert their AA(7T) measurements to absolute 4(7), were probably too high. For
the optimally doped YBayCu3Og¢, twinned crystal used by Kamal et al., we estimate that
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Lab(0) may have been as low as 1,200 A. This has the effect of decreasing the apparent width
of the fluctuation regime somewhat, but does not shift the values of v/2 very much. More
recent measurements on highly ordered Ortho-II crystals with 7, = 56 K also showed a wide
fluctuation regime with critical exponents close to 0.33 for 1/A(T) [93].

Anlage et al. [7] presented microwave results for both o1 and o7 in optimally doped
YBayCu30¢. ., reporting a large asymmetry in the width of the fluctuation regime, being
up to 5K below T, but less than 0.6 K above T.. Their results for 4 were consistent with
3D-XY scaling and thus in agreement with the results of Kamal et al. [92]. In contrast, Paget
et al. [148] found 3D-XY behaviour to be absent in their measurements on YBayCu3Og . thin
films, made by a variety of methods; sputtering co-evaporation and pulsed-laser deposition.
They concluded that the critical region, if it existed, was less than 0.5 K and perhaps less than
0.2K.

This small sampling of the many published results for A~> delineates the problem that
existed until the late 1990s with the understanding of fluctuations: specific heat and ther-
mal expansivity seemed to show a wide region of 3D-XY behaviour on both sides of T,
some microwave measurements on single crystals agreed on a wide fluctuation region be-
low T, whereas most low frequency thin film measurements showed no discernable crit-
ical fluctuation effects. The situation has evolved substantially in the past few years. For
example Osborne et al. [146] report two-coil inductance measurements (10—100kHz) on
epitaxially grown Bi2212 films, finding static 3D-XY critical exponents in the superfluid
density, and a dynamical critical exponent of z = 2. Most recently, the Stuttgart group
has made extensive 9.5 GHz microwave conductivity measurements on BiySr,CaCuyOg.ys,
BixSrpCazCuz0g04s, and YBa;Cu3Og,, thin films, emphasizing the importance of short-
wavelength cutoff effects [154, 177] in the theoretical modelling of the fluctuation conduc-
tivity [155]. The short-wavelength cutoff yields strong effects at higher temperatures above
T, and a small but experimentally detectable feature at 7t.. Previous microwave studies re-
porting both Gaussian and critical behaviour [7, 136,208] did not include such effects in their
analyses, and would have to be revisited.

The most ambitious study of fluctuations in the microwave region is that of Booth
et al. [20] where the rf conductivity of a YBayCu3Ogy, thin film was measured for T > T¢
over the frequency range 45 MHz—45 GHz. By a scaling analysis they obtained a dynamical
critical exponent z of 2.3-3, larger than the value 2 expected for the “relaxational” version
of the 3D-XY model. The quantity z is non-universal, so this result is of particular interest.
However, their data yielded a static scaling exponent of about 1.0, at odds with the 3D-XY
scaling value of 2/3, and therefore at odds with previous results of the same group on single
crystals where 3D-XY scaling was observed [7].

It is the opinion of the present authors that there remain many unresolved issues, both
theoretical and experimental. First of all, there remains the unsettling variation in the ac-
tual measurements: more attention needs to be paid to the quality and nature of the samples.
In particular, the reasons for the fluctuation behaviour being so sensitive to sample defects
needs to be properly elucidated. As a concrete example of these unresolved issues, we show
in Figures4.47 and 4.48, data of Kamal et al. [93] for o; and o2 on an optimally doped
YBayCu3Og., crystal of particularly high quality. In Figure 4.47b, ¢ we zoom in on the re-
gion near T, by first expanding the vertical scale of the data (Figure 4.47b) and then the
horizontal scale (Figure 4.47c¢).

In Figure 4.48 we compare the fluctuation peak, for the same crystal, but at two different
frequencies (1.14 and 22.7 GHz). One expects the two peaks to occur at the same temperature
and we presume the shift is due to a difference in the thermometer calibration for the two
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Figure 4.47. The real and imaginary parts of ¢ at 1.1 GHZ shown on three different scales to display the narrowness
of the peak in o1 (T') near T in a single crystal of YBayCu3Og 95 [93].

experimental setups. We call attention to the widths of the fluctuation peaks: about 0.07 K
for f = 1.14GHz and 0.3K for f = 22.7 GHz. This is to be compared to approximately
10K for the 9.5 GHz data of Peligrad et al. [155] on BizSrpCayCuzOq¢45, about 0.8 K for the
100 kHz data of Osborne et al. [146] on MBE grown Bi;Sr,CaCu,0g.4s and about 0.9 K for
the 9.6 GHz data of Anlage et al. [7] on an optimally doped YBa;Cu3Og, crystal. Clearly,
there is a serious lack of universality: the width of the conductivity peaks at 9.5 GHz should be
somewhere intermediate between the 1.14 and 22.7 GHz data rather than being much wider;
the peak for the 100 kHz data should be much narrower than it is.

One might argue that Bi;SrCaCu,0g s, Bi2Sr2CayCuz 0445, and YBa;CuzOg, are
different compounds and the non-universal quantities need not be the same. However, one
expects that near 7. the underlying relaxation mechanism for the carriers should be dominated
by the inelastic processes, and therefore similar in magnitude, since the dc resistivities above
T, for all of these materials are about the same. It is difficult to escape the conclusion that
the observed widths of the conductivity fluctuation peaks in the published literature either
have substantial contributions from a distribution of 7¢s or are in fact dominated by them.
One cannot expect the analysis of such data to accurately reflect intrinsic properties. The
Harris criterion [66] by which disorder should not affect critical exponents in a system with
heat capacity exponent o < 0 does not apply to a macroscopic distribution of 7¢s.
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While it is not our intention to present a detailed analysis of the Kamal et al. data, there
are some useful comments that can be made, under the reasonable assumption that lower
frequency data will be more affected by a distribution of 7¢s (because the intrinsic width of the
fluctuation peak must be smaller). Under this assumption, one can conclude that the intrinsic
width of the fluctuation peak measured at 22.7 GHz is close to the observed width of 0.3 K
(because the 1.14 GHz data gives a substantially narrower peak of 0.07 K). If one evaluates
the ratio o1(1.14 GHz)/51(22.7 GHz) at T one obtains a value of about 8.0. From the scaling
result [211] o1 (T;) x 1/ 0@/ the data give a high value of 3.3 for the dynamical critical
exponent z. A value closer to the “expected” value of 2 would require the fluctuation peak at
1.14 GHz to be almost a factor 2 smaller than observed. An observed fluctuation peak that is
too high could not be the result of a distribution of 7is and we conclude that there is fairly
solid evidence that z is not 2, but something greater than 3 and perhaps greater than 3.3. Booth
et al. [20] also reported values greater than 2 (2.35-3).

One surprise in these diverse results on different samples is that there has been no sign
of 2D-XY critical behaviour in these highly anisotropic layered materials. The expectation
in 2D is that when the phase stiffness determined from 1/4%(T) falls below a critical value,
a Berezinski—Kosterlitz—Thouless (BKT) transition occurs [13, 107], a transition driven by a
proliferation of vortices and exhibiting a discontinuous drop in phase stiffness at 7>p. The
critical phase stiffness at which a superconducting sheet is expected to undergo such a transi-
tion is

d/3* = (8 po/®g) Tv, (4.19)
where d is the thickness of the superconducting sheet. In the cuprates, evidence of such a
transition has been seen by Zuev et al. [226] in very thin films of YBayCu3Og, as shown in
Figure 4.49. In the thin films they studied, a marked downturn in 2%(T') occurs in accordance
with Eq. (4.19), but only if one takes the thickness of the superconducting layer to be the
entire thickness of the film, d. For microwave and lower frequency probes, there seems to
be no obvious evidence in the cuprates of such a downturn associated with the layer-spacing
of the CuO» layers, which would be the expectation if the superconducting transition of bulk
samples was governed by a Berezinski—Kosterlitz—Thouless (BKT) transition due to the nearly
2D nature of the materials. We should note, however, that Corson et al. [35], while looking
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Figure 4.49. 1/ | = d/4*(T) measured at 50 kHz for ultra-thin, optimally doped YBa,Cus Og. films of varying
thickness. The downturn associated with a BKT transition is indicated by the open circles labelled T>p [226].

for evidence of preformed pairs and partial phase coherence above T, measured o and o7 at
millimetre wave frequencies (100-600 GHz) and uncovered evidence for BKT behaviour in
underdoped BiySrpCaCuyOg.s. Their analysis relies on tracking the phase coherence time as
a function of temperature and doping, and is not presented in a way that allows comparison
with fluctuation measurements presented earlier in this section.

These results near 7 raise questions of what level of theory is required to handle the su-
perconducting transition in the high temperature superconductors. They are never going to be
as good a system as liquid “He in which to study fluctuation effects, because sample inhomo-
geneities will limit the range of reduced temperatures that can be reached and one will likely
have to deal with non-universal behaviour. However, the importance of tackling the problem
extends beyond simply understanding the superconducting transition in the cuprates, since
superconducting fluctuations are thought to play a substantial role throughout the underdoped
side of the cuprate phase diagram [31, 35].
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Magnetic Resonance Studies of High
Temperature Superconductors

Charles P. Slichter

Since most magnetic resonance studies of high 7¢ materials have been made by nuclear magnetic reso-
nance (NMR), the article focuses primarily on NMR, with only brief reference to electron-spin resonance
(ESR).

Most atoms in the cuprates have isotopes that can be studied. We review basic NMR theory of the
resonance spectrum, how signals are observed, the theory of spin-lattice relaxation time, 77, problems
of observing NMR in superconductors, the theory of 77 and magnetic shifts in normal state metals, the
theory of NMR in conventional BCS superconductors. The spin Hamiltonian in cuprates is discussed
together with its relationship to one vs. two-component theories of superconductivity.

For YBCO, the arguments are given for a one-component picture and for the existence of a spin
gap. Utilizing a relationship due Moriya, relating NMR 77 to the imaginary part of the electron-spin
susceptibility, the Millis, Monien, and Pines (MMP) theory of 77 is described, as well as its use to
evaluate the parameters of the spin Hamiltonian. The phenomenological form of the temperature depen-
dence of T} at the Cu, O, and Y sites is given in terms of the spin susceptibility and several parameters.
The transverse relaxation time, 7>q, is defined and shown to give information about the real part of
the electron-spin susceptibility. Certain scaling relationships are described and NMR tests of them are
given.

Measurements of the Cu Knight shift in the superconducting state are described, as is their use
to conclude that the spin pairing is singlet. 71 data show that the orbital pairing cannot be s-state but is
well described by d-state.

For LSCO, the situation is more complex. The spectrum is described and explained. Arguments
are presented that the system may require a two-component description. The incommensurate nature
of the peaks reported in neutron diffraction poses problems understanding the 77 data using the con-
ventional MMP analysis. The NMR line shapes and widths give compelling evidence that the charge
density and the local spin susceptibility are spatially modulated over length scales of the order of a few
lattice constants. Studies at high temperatures of Sr-doped and undoped LCO show that in this temper-
ature regime the systems all act much like Heisenberg antiferromagnets. Nuclear quadrupole resonance
studies at low temperatures (room temperature and below) of systems that are thought, from neutron
diffraction, to have stripe ordering, show that they have great similarity to spin glasses.

5.1. Introduction

Nuclear magnetic resonance (NMR) and electron-spin resonance (ESR) have been pow-
erful techniques for the study of condensed matter. For the cuprates, the literature involving
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NMR is more extensive since special techniques are needed to find an ESR signal. The tech-
nique that works is to dope the cuprate with a low concentration of Gd or Mn ions. The
spin-7/2 electrons on Gd give an ESR signal whose properties give indirect information about
the electron spins of the CuO; planes. Thus, most of this article is focused on NMR. We start
by listing some of the strengths of NMR for study of the cuprates.

Most of the atoms in the cuprates have isotopes that can in principle give rise to NMR
signals: 8Y, 135Ba, 137Ba, Cu, 6Cu, 170, 13%9La, 207Pb, 20371, 205T1, 2098, 15! Eu, 53Eu.
Unfortunately, the abundant isotope of O, 1603, does not have a nuclear moment, so stud-
ies of O require enriching the sample with !70. NMR nuclei are sensitive to magnetic effects
and, if their spins are greater than 1/2, to electrical or charge effects. As a result, NMR can
distinguish between the signals of a given nuclear isotope present at more than one crystal
site. For example, in YBCO, NMR can probe the Cu (or O) atoms in the CuO planes sepa-
rately from the Cu (or O) atoms in the chains, and can distinguish between oxygen atoms in
the plane that form Cu—O bonds parallel vs. perpendicular to the direction of the CuO chains.

Moreover, NMR can study both static and dynamic effects. It can follow how they
change with temperature as well as with how they change with magnetic field strength. Al-
though NMR is a point probe, it is also able to obtain wavevector dependence in some cases,
as we shall see.

Since one needs many nuclei to detect an NMR signal, NMR essentially probes bulk
properties. Since one can easily calibrate the intensity of an NMR signal using a reference
compound, one can tell whether one is observing signals from all the nuclei in the sample or
only a fraction. Such intensity studies have revealed in some cases the probable onset of a
spin-glass state as the temperature is lowered.

Magnetic resonance is a rather specialized topic yet is especially powerful. Many scien-
tists therefore lack the background to read much of the magnetic resonance literature. Accord-
ingly, this paper has a twofold goal (1) to provide a background in magnetic resonance useful
for reading the magnetic resonance literature on high temperature superconductors and (2) to
summarize some of the principal findings about high temperature superconductors obtained
by magnetic resonance. The paper is not an effort to record all of the important work. There
just is not enough space given these two goals. Consequently, much beautiful and important
magnetic resonance work alas will not be found in this review.

5.2. Basic NMR Theory and Experiment

5.2.1. The Resonance Spectrum

The general physical and chemical environment of a nucleus is contained in the para-
meters of the nuclear spin Hamiltonian [1] H.

H = _Vnh Z Ia(l + Koca)BOa +

a=x,y,2

h
m [Va (3122 - 12) + (Uxx — Uyy)(l)g — Iyz):l .

5.1)

The first term is the Zeeman energy of the nuclear magnetic moment in the applied magnetic
field B and the second term is the interaction of the nuclear electric quadrupole moment with
the electric field gradient.K is the magnetic shift tensor. In this expression we have assumed,
for simplicity, that the principal axes of the shift and field gradient tensors coincide. The pres-
ence of a magnetic shift tensor expresses the displacement in frequency of the NMR resonant
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frequency from the frequency it has in some other substance that is used as a frequency refer-
ence, so values quoted for K will vary with the reference. Likewise, theoretical interpretations
of experimental results also require a theory of the reference. A thorough discussion of such
matters for the cuprates has been made by Renold, Heine, Weber, and Meier [2].
K is customarily decomposed into two terms, K L called the orbital or chemical shift,
and K3, the spin or Knight shift.
K=K!'+KS. (5.2)

The chemical shift arises from electric currents induced in the electron cloud by application
of the applied magnetic field. It is often in the range of several percent for Cu in the cuprates.
Ordinarily one expects the chemical shift to be independent of temperature. The Knight shift
arises from polarization of the electron spins. As we shall see, it is closely related to the
electron-spin susceptibility. Since the electron-spin susceptibility in the high 7T¢ materials is
often temperature dependent, so is the Knight shift.

If a strong magnetic field is applied parallel to the z-axis, the energy levels become to a
first approximation:

h
E, = —ynh(l—l—KZZ)mBo—i-mvzz(&nz—l(l—i—l)), m=1I1,I—-1,...,—1. (5.3)
This result is exact if the electric quadrupole interaction is axially symmetric about the
z-direction.
The application of an alternating magnetic field induces transitions in which the m quan-
tum number changes by one, corresponding to angular frequencies

b (5.4)

= 1+ K,,)B —k.
o=y,(1+K;) 0+21(21_1)

k changes by integers from —(2/ —1)/2 to +(21 — 1) /2. Thus for nuclei with spin-3/2 such as

63Cu or %5Cu, k is (—1, 0, 1), whereas for spin-5/2 nucleus such as 70, kis (=2, —1,0, 1, 2).
In the absence of an applied magnetic field, one has the case known as pure quadrupole

resonance. Then, if the electric field gradient is axially symmetric, the frequencies become:

6v,,

For a system with spin-3/2, the pure quadrupole frequency is v,, /2.

5.2.2. Exciting a Resonance

Observation of a magnetic resonance signal arises by inducing transitions among the
various energy levels by applying alternating magnetic fields whose frequency matches the
corresponding energy difference. Most NMR studies of high T¢ materials have employed
pulse methods. The simplest in principle is to apply a single, strong, short radio frequency (7f)
pulse of alternating magnetic field to the sample and then observe the NMR signal that follows
the turnoff of the pulse. That signal is called the free induction signal. Its Fourier transform in
time gives one the absorption spectrum in frequency space. This result is a rigorous result of
theory. This method is commonly used for NMR study of liquids, for example to determine
molecular structures.

As practical matter, the radio frequency pulse disturbs the amplifiers of the detection
system, so the signal amplifiers need a short time to recover before the NMR signal can be
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observed. For liquids, the NMR signals however persist for a long time, so one can wait for
the amplifier recovery before observing the signal.

For solids, the NMR signals have much shorter duration, so amplifier recovery poses
a problem. Signals are usually observed by a two-pulse method that generates so-called spin
echoes. If the first pulse is at time zero, the second at time 7, the NMR echo signal appears at
time 27. This method has the advantage that the signal is separated in time from the time of the
strong radio frequency pulses so the amplifiers have recovered by the time of the signal. The
disadvantage of this method is that NMR theory of spin echoes has been solved rigorously
only for special cases.

As one varies the time 7, the amplitude of the echo signal varies, in general falling off
with time. The time dependence may be quite complex, perhaps even exhibiting oscillations.
If the decay form is exponential, the time constant is conventionally denoted as 75. The time
dependence of the free induction signal following a single rf pulse is often determined partly
by magnet inhomogeneity. The tradition is to call this decay time 7, a term that only has
precise meaning if one also gives the mathematical form of the decay.

On occasion, the echo envelope is a Gaussian function of time. Then the custom is to
characterize the Gaussian time scale by the symbol T>g. This situation is of importance for
high 7¢ materials.

In general one starts with a system in thermal equilibrium under the action of a static
Hamiltonian Hy. The various energy levels, n, are then populated according to the equation

o—En/kT
Pn=—"—""> (5.6)

where p, is the probability of occupation of level n and Z is the partition function

7 = Zk e Ex/kT (5.7)

Application of the rf pulses disturbs the system from thermal equilibrium, but during the times
that the pulses are off, the system still obeys the Hamiltonian Hy. Description of the system
is then conveniently given in terms of the time dependent density matrix p (#) obeying

,D(t) — e(—iHot/h)p(O)e(-HHot/h)’ (5.8)

where p(0) is the value after the end of the most recent pulse.
Experimentally, we observe the magnetization in the absence of the rf magnetic fields.
For example, the transverse magnetization in the x-direction is given by

(M (1)) = Te(y Lep(1)). (5.9)

In thermal equilibrium, the density matrix is diagonal in the representation that diagonal-
izes Hp. Only those components of magnetization that are independent of time are nonzero.
Application of the rf pulses creates off diagonal elements of the density matrix. They decay
with time giving rise to the 7, effects described above.

The diagonal elements of p give the populations of the energy levels, p,. They are dis-
turbed from thermal equilibrium by the pulses. The recovery to thermal equilibrium requires
an energy transfer between the spin system and the outside world (conventionally called the
lattice). The time needed to achieve thermal equilibrium is conventionally called T}, the spin—
lattice relaxation time.
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In discussing magnetic resonance, there are two viewpoints that are often convenient.
The first is to consider a single spin. Then the situation is described by a Hamiltonian such
as that of Eq. (5.1). There are 21 + 1 energy levels. This viewpoint is useful for determining
the frequencies at which resonance occurs or the behavior of the system while the tf fields are
on. It is used for consideration of 77 processes. The second viewpoint is to include many spin
sites. This approach is needed if one wants to consider the effects of spin—spin coupling. It is
needed if one wants to consider 7 or T>g processes.

5.2.3. Spin-Lattice Relaxation

Turning now to spin—lattice relaxation, we adopt the single spin viewpoint. The recovery
to thermal equilibrium following application of one or more rf pulses is often described by a
set of coupled rate equations among the 2/ + 1 energy levels

d
d”t” = Ekj (Wt Pk — Win Pn), (5.10)

where W, is the probability per second of a thermally induced transition from state k to state
n. These have normal mode solutions that are decaying real exponentials solutions. One of
the normal modes is the total population (the sum of the p,s). It does not decay. So there
are N—1 exponentials if there are N energy levels. For a spin-1/2 system, there is a single
exponential response. It is called the spin—lattice relaxation time 77. For a spin-3/2 system,
there are three exponentials. One still speaks of a spin-lattice relaxation process but there is
no obvious single time to call 77.

In general, a single pulse applied at a single transition frequency will excite more than
one normal mode of recovery. The magnitude of the rate coefficients W, is determined by the
relaxation mechanism. For nuclei, applying the principle of detailed balance, one finds that to
achieve thermal equilibrium

Wk e EnfknT

W= ERT (5.11)

For nuclei, the small size of the energy level splittings compared to kg7 will make the ratio
essentially unity. In fact, if one defines p, to be the deviation of the population from the
thermal equilibrium value, one can simply set the ratio of Eq. (5.11) to be unity.

As an example, for spin-3/2 one then has

Wi =Wipsp=Wospn_12=W_1p-232=W (5.12)
Wipp,—12=W_1y2,10 = Wa. '

These equations help one determine the relaxation mechanism. For example, if it arises from

fluctuating magnetic fields

4
W, = §W1. (5.13)

In this circumstance, a single parameter W1 will describe all three exponential time constants,
providing a better description than the term 77. When there are quadrupole splittings, the rf
pulse excites only a single transition. A 90° pulse, for example, applied to the central transition
produces a nonzero off-diagonal element of density matrix (p1/5,—1/,), equalizes the popula-
tions of the +1/2 and —1/2 levels and leaves the populations of the = 3/2 and —3/2 states
unchanged. The resultant distribution is then not one of thermal equilibrium. The off-diagonal
element gives rise to an NMR signal according to Eq. (5.9). It dies out from the 7, processes.
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Thermal relaxation (77) processes will then change all of the populations to reestablish
thermal equilibrium. We can follow these processes in time by exciting the various transitions
at later times to produce a spin echo signal.

For example, for the case of a spin-3/2 system with relaxation by fluctuating magnetic
fields, a spin echo signal, S(¢), following a 90° pulse applied to the central transition at time
zero will grow at later times according to the law

% =1- [0.1 exp (%W] (t)) +0.9 exp(4W1t)i| : (5.14)

So the data can be examined to see whether a single parameter W provides a fit. If it does,
the relaxation mechanism is magnetic fluctuations.

Since the populations are coupled, application of a pulse to any one transition will cause
the population difference between any other pair of levels to be disturbed. Thus a pulse applied
to the 3/2, 1/2 transition will initially change the population of the 1/2 level. It will therefore
immediately affect the signal produced by exciting the 1/2 to —1/2 transition. Although it
will initially leave the populations of the —1/2 and —3/2 levels undisturbed, as time goes on,
these populations will change from thermal equilibrium values before eventually returning to
thermal equilibrium.

5.2.4. Double Resonance

Haase [3] has invented a powerful and useful double resonance method based on these
principles. For example, in optimally doped LSCO, the transition frequencies of the central
transitions of the planar and apical oxygen atoms are close, and thus the resonance lines
overlap and are hard to distinguish from one another. Their quadrupole splittings differ greatly,
however. By applying a pulse to the 3/2 to 1/2 transition of the planar O, he can change the
intensity of its 1/2 to —1/2 spin echo signal, while leaving unchanged that contributed by
the central transition of the apical O. He then employs a so-called add—subtract sequence in
which he first pulses the planar 3/2 to1/2 transition and records the signal from an echo from
the central transition, then allows the system to equilibrate, then records an echo from the
central transition without first pulsing the planar 3/2 to 1/2 transition. He subtracts the second
echo signal from the first echo signal. In this process, the apical oxygen signal vanishes since
it is the same in both cases, whereas the planar O central transition signal remains since it is
different between the two echoes. Thus, he could make precise measurements of the central
transition of the planar oxygen in this manner. He utilized this method to distinguish signals
arising from the two isotopes of Cu.

Another useful technique for studying the spatial dependence of the NMR environment
is spin echo double resonance (SEDOR). In this technique we consider two species that we
label I and S that interact either directly through their nuclear magnetic moments, or indirectly
via their coupling to the valence electrons as in the so-called J coupling of liquid NMR or the
RKKY coupling in solids. We observe the spin echoes of the 7-spins. As a result of the cou-
pling, the precession frequency of the /-spins depends on the orientation of the S-spins. Thus,
a 180° flip of the S-spins changes the precession frequency of the /-spins. In one particularly
useful embodiment of SEDOR, one uses a 90-180° pulse sequence to produce the echoes of
the I-spins. One records the echo amplitude A;(zs) of the I-spins as a function of the time
7g at which one applies a 180° pulse to the S-spins. If there were no /—S coupling, A; would
be independent of zg. If one has a spin—spin interaction, H;g of the form



Magnetic Resonance Studies of High Temperature Superconductors 221

His = ahl.S;. (5.15)
then,
Ar(zs) = A7 (0) cos(ars). (5.16)

The variation of A; with zg tells one the coupling strength, and the frequency at which one
must excite the S spins tells one the resonance frequency of the S spin that is producing the
SEDOR effect. Note that the S spins can be of the same nuclear species (e.g., both %3Cu), of
the same chemical species but different isotope (as with ©3Cu and ®3Cu), or different chemical
species (3Cu and !70). (For the case of two nuclei of the same species, if the strength of
the rf fields is strong enough to cover both their absorption lines, one does not need two
separate rf driving signals since the 180° pulse that flips the / spins will also flip the S spins
by 180°.)

The importance of the SEDOR result is that, since it depends on the existence of
nuclear—nuclear spin—spin coupling, it measures a correlation of NMR environments between
two sites that are near neighbors.

5.2.5. NMR in Superconductors

Observation of NMR signals from samples that are in the superconducting state has
certain special features. Type I superconductors exclude the magnetic field except for a thin
layer at the surface. How then can one do NMR in a superconductor? This problem was first
solved by Hebel and Slichter [4, 5] and independently by Redfield [6] by using a magnetic
field cycling method. The concept is to start with the sample below the zero field supercon-
ducting transition temperature. One then turns on a magnet of sufficient strength to suppress
the superconductivity. The nuclei become polarized in this initial magnetic field. One then
turns off the magnet, cooling the nuclear spins by adiabatic demagnetization while rendering
the sample superconducting. The cold nuclei then warm toward the lattice temperature. After
a time foft, one turns the magnet back on, rendering the sample normal and quickly inspects
the size of the NMR signal. By studying how this signal size varies with #.¢, one can deduce
the nuclear spin—lattice relaxation time in the superconducting state.

If there is a quadrupole coupling, one could still do a pure quadrupole resonance in the
superconducting state thus avoiding problems with penetration of the static magnetic field into
the sample. However, the 1f magnetic fields are still excluded except for the superconducting
skin depth. Such signals have been reported by Hammond and Knight [7] and by Simmons
[8,9], however the inhomogeneity of the rf field complicates data interpretation.

The discovery of Type II superconductors made possible direct observation of NMR
in the superconducting state. The static magnetic field penetrates the sample by vortices. In
practice, the static field is quite homogeneous, but it does vary spatially, being largest in the
vortex cores. Redfield [10] did the first experiments mapping the field distribution in the mixed
state. The variation in magnetic field as one moves away from the vortex provides a nearly
one-to-one correspondence between NMR frequency and distance from the vortex that has
been useful for studying effects of the supercurrent flow on the density of states [11-13].

5.3. NMR in Normal State Metals

In normal metals, the nucleus interacts via its magnetic moment with the magnetic
moments of the conduction electrons. The polarization of the electron spins in the applied
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field gives rise to a magnetic field at the nucleus that produces the Knight shift. In addi-
tion, the interaction gives rise to scattering of the conduction electrons in which the nucleus
may exchange energy with the conduction electrons, providing the mechanism for the nuclear
spin—lattice relaxation process. The form of the interaction consists of the conventional inter-
action between distant dipoles, plus the Fermi contact interaction, Hpermi, that describes the
coupling when the electron orbit penetrates the nucleus:

Hrermi = —Yeynh?l - S6(re — Ry). (5.17)

When present, the Fermi interaction frequently dominates the conventional dipolar coupling,
and gives rise to a magnetic field at the nucleus, A Hy,

&n
AHoe = —yeh D, |k O) i f (Ex = micyeh Ho), (5.18)

where f is the Fermi function, k the electron wave vector, and my the eigenvalue of the com-
ponent of electron spin, S;x, along the direction of the applied static field Hy. This equation
can be evaluated to give the Knight shift

AHp, 8 of (E
= =307 3 [riluof 0% g,

Hy 0
8
= S’ (ju ), p(Er)/2 (5.19)
8
= 3 (@), 1s.

where yg is the conduction electron-spin susceptibility and where the bracket indicates aver-
aging over the values at the Fermi energy.

To visualize the nuclear spin—lattice relaxation process, one may note that the magnetic
coupling (Eq. (5.17)) produces scattering of the system initially in a state m;mgk to a final
state my + 1, mg — 1k’. The resulting T then obeys the equation

2
L _c [<\uk(0)}2>EF] /f(E)p(E)[l _ f(E - AE)Ip(E — AEYAE.  (5.20)

T
C is a numerical factor that depends on some spin sums, and where AE is the difference in
energy between the initial and final nuclear spin states. More generally

1
i C/<|(i|V|f)|2>E f(E)p(E)[1 — f(E — AE)]p(E — AE)dE, (5.21)

where V is the electro—nuclear interaction and i and f are initial and final electron states. For
a normal metal, this expression reduces to

= (It |V|f)|2>EF (p(E))*ksT. (5.22)

i
The linear dependence of 1/7 on T was first enunciated by Heitler and Teller before the
discovery of magnetic resonance [14]. It expresses the fact that only electrons in the tail of
the Fermi distribution can scatter since the energy change on scattering is only derived from
the change in the nuclear Zeeman energy, a quantity much less than kg T .
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Korringa [15] discovered that by combining Eqs. (5.20) and (5.21), one gets the Kor-
ringa relation relating Knight shift to spin—lattice relaxation time:

nrK2= T (2 ’ (5.23)

: 5 4117kB Yn ' '
Equation (5.20) is based on the one electron theory of metals. It includes band structure effects
but not electron—electron coupling. Pines [16] has generalized the formula to include electron—
electron coupling

h (&)2 12 po(EF)
ankg \vn/) x5 P(EF)’

where the subscript “0” refers to the noninteracting electron values, and other values include
the electron—electron coupling.

We call the quantity 71T K % the Korringa product. Note that in the absence of electron—
electron interactions, the Korringa product depends on universal constants that are indepen-
dent of the particular system. Thus it is independent of band structure or other such effects.

If we express the interaction of the nuclear spin /with the electron spins S; as

TiTK? = (5.24)

H:ZI-A,--S,- (5.25)
i

an alternate form of the expression for 77 is useful for discussing high 7¢ superconductors.
We discuss it in Section 5.6.3.

5.4. NMR in Conventional BCS Superconductors

NMR measurements of spin—lattice relaxation and Knight shift provided some of the
first verifications of the BCS theory of superconductivity. They are described in Cooper’s
Nobel Lecture [17]. MacLaughlin [18] has published a comprehensive review of NMR studies
prior to high Tc.

The first measurements of 77 were made by Hebel and Slichter a few months before
the creation of the BCS theory. They studied >’ Al. Thinking in terms of a two fluid picture, a
popular model at that time, they had expected that the relaxation rate would be slower in the
superconducting state. Instead they found that the relaxation rate increased by a factor of two
within about a 15% drop in temperature below Tc.

In the classical BCS theory of superconductivity, the electrons form pairs of opposite
spin and momentum, so that the spin pairing is into a spin singlet (S =0), while the orbital
pairing is also into an L = 0 (orbital s-wave) state. There is a temperature dependent gap,
A(T), in the density of states that goes to zero as T approaches Tc and levels off near 7 = 0
at a 4g approximately equal to 1.757¢.

Using the BCS theory, with the generous help of its authors, Hebel and Slichter found
that one gets the expression for spin—lattice relaxation in a superconductor by simple modifi-
cation of Eq. (5.21). We introduce the symbol ¢ to specify the energy of an electron state in
a metal in the normal state, measured with respect to the Fermi energy. Then, below T¢, the
energy, E, to occupy such a state becomes

E = Ve + A(T)2. (5.26)
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The density of states ps(E) is zero for |E| < A(T) and

E
E) = 0)—— 5.27
ps(E) = pn(0) N (5.27)

for |E| > A(T).The scattering matrix VU% is replaced by

V24 V2
Vsir? = ———+, (5.28)
where ,
vi=vz(1+45)
12 ’f; " EE (5.29)
Vi=Vize-

The prime distinguishes the final state from the initial state. BCS found that for ultrasonic
absorption, Eq. (5.21) describes things if instead one uses

Vi-Vi
2

The change in sign causes the two phenomena to have very different temperature behavior for
temperatures just below Tc. As one cools from 7¢, the ultrasonic absorption rate drops pre-
cipitously whereas the NMR relaxation rate rises rapidly. The existence of the two terms that
either add or subtract signs arises from the pair nature of the BCS wave function. In a conven-
tional one-electron theory, there is only one term so all low energy scattering processes should
have the same T dependence. BCS point out that the contrast between the two temperature
dependences is strong proof of the pairing condition.
At low temperatures, the BCS theory shows that

Vi = (5.30)

1
T o exp(—Ao/ksT). (5.31)
1

Thus, measurement of the 7 dependence of 1/77 near absolute zero gives one the value of
low temperature energy gap.
An expression for the Knight shift was derived by Yosida [19]. Using the relationship,
from Eq. (5.20)
of (E)

k= A / (E) dE
= —— X _—
5= Ho PRE)I5E

with the BCS expressions for density of states and E,one finds the Yosida function, Yo(T / Tc)-
The most complete test of the BCS predictions have been obtained for 77 by Masuda
and Redfield [20] for Al and for Knight shift by Knight [21].

5.5. The Cuprate Spin Hamiltonian

The key elements found for all the cuprates appear to be the CuO; planes. We might
think of them as composed of two systems of electrons. The first system is a set of Cu’+ions,
much like (3d)° atoms with a hole in the x> — y? orbitals, where we take the x and y directions
to be along the crystallographic a and b axes, respectively. The second system is the holes in
the oxygen orbitals.
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We might then have Hamiltonians
3 H =% Hzeeman + 1 - A - 54(0) + S Hg (5.32)

and
17H = 17PIZeeman + 171 . Cp . Sp(o) + 17HQ5 (5.33)

where S4(0) and S, (0) are the on-site electron spins. Making use of the fact that an applied
field Hy produces thermal average magnetizations

(Ma) = xaHo
5.34
(M) = 2pHo 30
we get for the Knight shifts
63
Ks = X (5.35)
y637eh?
C
Ks=—"—xp. (5.36)
7177eh

As we shall see, the above Hamiltonians omit important contributions arising from transferred
hyperfine couplings that give rise to a shift contribution by the electron spin on one atom to
the magnetic field acting on nuclei of neighboring atoms.

The discovery by Takigawa, Hammel et al. [22] that the powder average Knight shift is
positive, suggested that A alone would not work since for an isolated atom the powder average
shift comes from the presence of core polarization and is expected to be negative. Mila and
Rice [23] proposed the addition of the term By (k). From studies of the effect of O doping
on the 3°Y NMR shift, Alloul et al. found that the 3Y shift arose from transferred hyperfine
coupling to the Cu magnetization.

Zhang and Rice [24], however, recognized that there would be a strong exchange
coupling between the Cu electron spin and those on its four neighboring O atoms.

They proposed that one O electron spin might pair with the Cu spin to form a spin sin-
glet state (the Zhang—Rice singlet) and that this might be the mobile charge carrier produced
by O doping. Such considerations led to the proposal that the system posses only a single
component, a concept that can be expressed in the nuclear Hamiltonians as follows:

B3 H =% Hzeoman + 1 - (Asd(O) +B- Y Sd(k)) +9Hy

17 17 17 kzlgn (3.37)
H ="Hzeeman + "1 -C - z Sd(k)+ HQ~
k=nn
For these equations, the Knight shift relations are
A +4B
63K, = (y\;;hz)
¢ 5.38
17KSZZ =X Xd ( :
veri7h? 44

where we have defined the z-direction to correspond to the direction of the applied magnetic
field, assumed to lie along one of the principal axes of the hyperfine tensors. We have also
assumed that the two tensors B and C are isotropic.

More general Hamiltonians have been proposed by Curro et al. [25] in their work on
heavy fermion systems:
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®H = 63HZCmn+631-A-Sd(0)+“1-(Bd - Sa)+ By Y Sp(l))+63HQ, (5.39)

k=nn l=nn

H =" Hzeeman + 71 (c,, 5,0 +Ca- Y Sd(k)) +'THg,  (5.40)
k=nn
where S;(0) is the on-site Cu electron spin and S, (k) is the Cu electron spin at neighbor site
k, etc.
For this set of equations, the Knight shift formulas are more complicated. Defining

xda(r, 1) = (yeh)*(Sa(r, 1)S4(0, 0))
Kpp (s 1) = (yeh)?(S,(r, 1)S,(0, 0)) (5.41)
Xpd(r, 1) = (yeh)*(Sy (r, 1)S4(0, 0)) = xap(r, 1)
with
X = Xdd +2Xpd +pr

(5.42)
(Sa) = (xaa + xap)Ho, (Sp) = (xpa + xpp)Ho

for the Knight shifts

BK = (;4_:;1;” (xda + Xpd) + hz (Xpd + Xpp) (5.43)

(de+){pd)+ h2 (Xpd+){pp)

Ve 1’17152

Comparing Eq. (5.38) with Egs. (5.35), (5.36), and (5.43) we see that a simple test for the
one-component system is that the ratio of the O to the Cu Knight shift be independent of
temperature.

5.6. YBCO above T,

By YBCO we mean the family of materials such as YBayCu3Og¢yy (1230¢+y) and
YBa;CuyO g (1248).

5.6.1. One or Two Components?

It has been generally agreed in the NMR community that the YBCO materials obey
the “one component” Hamiltonians of Eq. (5.40). The evidence arises from measurements of
the temperature dependence of the Knight shifts. For all the YBCO family %3 K., where the
c-axis is normal to the CuO; planes, is nearly independent of temperature. The explanation is
believed to be the accidental relationship

Ace +4B~0 (5.44)

As a result, measurements of 3 K cc do not distinguish between the various models. The most
clear-cut test has been given by Takigawa et al. [26] using 1230¢ ¢3.

Figure 5.1 shows their data for three '’ K's and 3K, (the Cu shift for magnetic field
lying in the plane of the ab axes). As can be seen, by proper normalization at a single tempe-
rature, all the data lie on top of one another over the entire temperature range from 300K to
temperatures well below Tc. Thus, these data fit the single-component equations.
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Figure 5.1. The temperature dependence of the Cu and O Knight shifts, showing that the three 170 shifts and the
63Cu shift all have the same temperature dependence [26].

5.6.2. The Spin Pseudogap

Figure 5.2 shows data from Alloul et al. [27] for 1230, showing how the temperature
dependence of the Knight shift of 8°Y resonance depends on the amount, x, of O doping.
Figure 5.3 shows 63 K data from Takigawa, Hammel, et al. [22] and Fig. 5.12 shows data from
Barrett et al. [28] for 12307. We discuss the data below T¢ in Section 5.7. Above T¢, 63 K,pis
nearly independent of temperature. Figure 5.4 shows %3 K, data of Curro et al. for 1248 [29].
These data are much like that of 1230¢ 63, except they show a maximum at about 500 K.
In conventional metals, the spin susceptibility is independent of temperature. The data for the
Og.63 and the 1248 samples show that the susceptibility falls off at lower temperatures. Several
authors have tried to fit such data with formulas such as

1
x(T) = 01— &7 AT (5.45)

suggested by Tranquada [30] based on neutron scattering experiments. For Og g3, Takigawa
found a good fit with 4 = 150K . Formulas such as Eq.(5.43) suggest that the magnetic
susceptibility arises from excited states whose occupancy falls with falling temperatures. The
quantity 4 then appears to represent something like an energy gap to a family of excited states.
The phenomena are given the name spin pseudogap. It also shows up for NMR in measure-
ments of the 7 dependence of T7.

5.6.3. The Spin-Lattice Relaxation Time

The mechanism of spin-lattice relaxation is magnetic fluctuations. This result is well
demonstrated for Cu by data from Pennington et al. [31]. Figure 5.5 shows the recovery of the
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Figure 5.2. The doping dependence of the 3°Y Knight shift in YBCO,. The drop-off at low temperatures arises
from the spin gap. These data represent the discovery of the spin gap and show how the gap varies with doping [27].
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Figure 5.3. The %3 Cu magnetic shift (K; + K(T)) in optimally doped YBCO for the chains (Cu(1)) and planes
(Cu(2)). The intercept at T = 0 gives K . The crosses are raw data, the filled squares are data corrected for Meissner
screening [22].

63Cu NMR echo signal following an initial destruction of the population difference between
the various energy levels of the three transitions. A single parameter W; makes possible the
fit for the time dependence of the three NMR transitions, as described by Eq. (5.14).

Initially, a major mystery was the fact that the Cu and O 77s had very different tempe-
rature dependences. For example, for 12307, one finds that 717 for O is independent of
temperature as in a conventional metal whereas for the planar Cu it is nearly a linear function
of T [32] (Figure5.6). The explanation for the different temperature dependence at these
neighboring sites in the crystal was explained by Shastry [33] and independently by Hammel
et al. [34] as being due to the fact that the wavelength dependence of spin fluctuations