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Preface 

This book presents the foundations of the inverse scattering method and 
its applications to the theory of solitons in such a form as we understand it 
in Leningrad. 

The concept of soliton was introduced by Kruskal and Zabusky in 1965. 
A soliton (a solitary wave) is a localized particle-like solution of a nonlinear 
equation which describes excitations of finite energy and exhibits several 
characteristic features: propagation does not destroy the profile of a solitary 
wave; the interaction of several solitary waves amounts to their elastic scat­
tering, so that their total number and shape are preserved. Occasionally, the 
concept of the soliton is treated in a more general sense as a localized solu­
tion of finite energy. At present this concept is widely spread due to its 
universality and the abundance of applications in the analysis of various 
processes in nonlinear media. The inverse scattering method which is the 
mathematical basis of soliton theory has developed into a powerful tool of 
mathematical physics for studying nonlinear partial differential equations, 
almost as vigorous as the Fourier transform. 

The book is based on the Hamiltonian interpretation of the method, 
hence the title. Methods of differential geometry and Hamiltonian formal­
ism in particular are very popular in modern mathematical physics. It is 
precisely the general Hamiltonian formalism that presents the inverse scat­
tering method in its most elegant form. Moreover, the Hamiltonian formal­
ism provides a link between classical and quantum mechanics. So the book 
is not only an introduction to the classical soliton theory but also the 
groundwork for the quantum theory of solitons, to be discussed in another 
volume. 

The book is addressed to specialists in mathematical physics. This has 
determined the choice of material and the level of mathematical rigour. We 
hope that it will also be of interest to mathematicians of other specialities 
and to theoretical physicists as well. Still, being a mathematical treatise it 
does not contain applications of soliton theory to specific physical phe­
nomena. 

While the book was written in Leningrad, the contents passed through 
several revisions caused by new developments of the method. We hope that 
in its present version the text has reached sufficient steadiness. At the same 
time, we do not claim to give an exhaustive account of the current state of 
the subject. In this sense the book is an introduction to the subject rather 
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than an outline of all modern constructions connected with multi-dimen­
sional generalizations and representations of infinite-dimensional algebraic 
structures. 

We would like to thank our colleagues at the laboratory of mathematical 
problems of physics at the Leningrad branch of V. A. Steklov Mathematical 
Institute: V. E. Korepin, P. P. Kulish, A. G. Reyman, N. Yu. Reshetikhin, 
M.A. Semenov-Tian-Shansky, E. K. Sklyanin, F. A. Smirnov. The book un­
doubtedly gained from our contacts. We are also grateful to V. 0. Tarasov 
for his careful reading of the manuscript. 
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Introduction 

Over the past fifteen years the theory of solitons and the related theory 
of integrable nonlinear evolution equations in two space-time dimensions 
has attracted a large number of research workers of different orientations 
ranging from algebraic geometry to applied hydrodynamics. Modern mathe­
matical physics has witnessed the development of a vast new area of re­
search devoted to this theory and called the inverse scattering method of 
solving nonlinear equations (other names are: the inverse spectral trans­
form, the method of isospectral deformations and, more colloquially, the 
L-A pair method). 

The method was initiated by the pioneering work of the Princeton group. 
In 1967 in the paper "Method for solving the Korteweg-de Vries equation" 
[GGKM 1967] Gardner, Greene, Kruskal and Miura introduced a remarka­
ble nonlinear change of variables which made the equation linear and expli­
citly solvable. The change of variables involves the direct and inverse scat­
tering problems for the one-dimensional Schrodinger equation, which ac­
counts for the name of the method. 

The formation of the theory was greatly influenced by the following two 
contributions. In "Integrals of nonlinear equations of evolution and solitary 
waves" [L 1968] Lax formalized the results of the Princeton group and intro­
duced the concept of an L-A pair. Next, in "Exact theory of two-dimen­
sional self-focusing and one-dimensional self-modulation of waves in non­
linear media" [ZS 1971] Zakharov and Shabat showed that the concept of an 
L-A pair is not necessarily tied to the Korteweg-de Vries equation but can 
also be used for the nonlinear Schrodinger equation, thus opening perspec­
tives for treating other equations. 

Since then the increasingly fast development of the inverse scattering 
method and its applications has created a large new domain of mathemati­
cal physics. Characteristically, most of the work in this field is collective. 
Several long-standing groups can be listed besides the one in Princeton (of 
course, some of the people have subsequently moved to other locations). 
They are: 

1. The group in Moscow represented by Zakharov, Manakov, Novikov, 
Krichever, Dubrovin and Mikhailov. Later they were joined by Gelfand, 
Manin and Perelomov with their collaborators. 
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2. The group in Potsdam represented by Ablowitz, Kaup, Newell, Segur 
and their collaborators. 

3. The group in Arizona which includes Flaschka, Lamb and McLaugh­
lin. 

More recently a group appeared in Kyoto (Sato, Miwa, Jimbo, Kashi­
wara et al.). There are also other centers: in New York (Lax, Moser, Kac, 
McKean, Case, Deift and Trubowitz), in Rome (Calogero and Degasperis), 
in Manchester (Bullough with collaborators), in Freiburg (Pohlmeyer and 
Honerkamp). There is a group in Leningrad too, which includes the authors 
of the present book and also Korepin, Kulish, Reyman, Sklyanin, Semenov­
Tian-Shansky, Izergin, Its and Matveev. Besides the groups some single 
contributors should be mentioned, Shabat, Kostant, Adler and van Moer­
beke among them. 

So far we have only listed mathematical physicists without mentioning 
the large army of specialists engaged in applications of soliton theory in 
quantum field theory, solid state physics, nonlinear optics, plasma physics, 
hydrodynamics, biology and other natural sciences. This impressive list of 
people and topics is indicative of the range of interests and geographical 
spread of those involved. 

At present soliton theory is believed to have reached maturity. The in­
creasingly prominent role of this theory was an impetus for the appearance 
of many monographs in which the schools mentioned above made known 
their particular views on the subject. They are the following: 

1. Zakharov, Manakov, Novikov, Pitaievski, Theory of Solitons. The 
Inverse Problem Method [ZMNP 1980). 

2. Lamb, Elements of Soliton Theory [L 1980]. 
3. Ablowitz, Segur, Solitons and the Inverse Scattering Transform 

[AS 1981]. 
4. Calogero, Degasperis, Spectral Transform and Solitons 

[CD 1982]. 
5. Dodd, Eilbeck, Gibbon, Morris, Solitons and Nonlinear waves 

[D EG M 1982]. 
There are also the following collections of papers: 
1. Solitons in Action, Lonngren and Scott, eds. [LS 1978]. 
2. Solitons, Bullough and Caudrey, eds. [BC 1980]. 
3. Backlund Transformations, Miura, ed. [M 1976]. 
4. Proceedings of the Joint US-USSR symposium on Soliton Theory, 

Manakov and Zakharov, eds. [MZ 1981]. 
5. Nonlinear Evolution equations Solvable by the Spectral Transform, 

Calogero, ed. [C 1978]. 
There is also a textbook of Eilenberger "Solitons: Mathematical Meth­

ods for Physicists" [E 1981]. 
After publishing a number of reviews devoted to the quantum theory of 

solitons and its applications in quantum field theory [KF 1977], [FK 1978], 
[F 1980a], [F 1980b] the Leningrad specialists think it timely to voice their 
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attitude towards the inverse scattering method as a whole. Naturally, the 
attitude presented is influenced by the orientation towards the quantum for­
mulation of soliton theory. The quantum version of the inverse scattering 
method which has been developed since 1978 and reviewed in a series of 
papers [TF 1979], [KS 1980], [F 1980b], [F 1981], [F 1982a], [F 1982b], 
[IK 1982], [F 1983], [T 1983] forced us to look afresh at the basic tools and 
devices of the classical version of the method. Particularly, this concerns the 
language of Hamiltonian dynamics closely associated with quantum appli­
cations. 

As a matter of fact, most integrable models (including all of applied im­
portance) possess a Hamiltonian structure, that is, the equations defining 
them are infinite-dimensional analogues of Hamilton's equations in classi­
cal mechanics. The inverse scattering transform can be interpreted as a ca­
nonical transformation with respect to this structure so that the variables 
which linearize the equation have the meaning of action-angle variables. 

For the example of the Korteweg-de Vries equation this programme was 
formulated and carried out in the paper of Zakharov and Faddeev "Korte­
weg-de Vries equation, a completely integrable Hamiltonian system" 
[ZF 1971] published in 1971, which was the formative period of the theory. 
Later the same was done for other interesting models. 

The treatises cited above often mention the Hamiltonian approach but 
never assign to it a principal methodological role. The main point in which 
our book differs from others is the emphasis on the Hamiltonian structure 
and the ensuing choice and arrangement of the material (see the Preface). At 
the same time the text is self-contained enough to serve as an independent 
introduction to the subject. 

At first we planned to devote the book mainly to the quantum version, 
with a suitable introduction to the classical method. However, as often hap­
pens, the project expanded in the course of writing and the book will appear 
in two volumes. The present volume is devoted entirely to the classical 
theory. 

The pedagogical novelties of the book are clearly noticeable. In contrast 
to other authors, we have chosen the nonlinear Schrodinger (NS) equation 

where lfi(X, t) is a complex-valued function, to be our principal representa­
tive example, instead of the Korteweg-de Vires (KdV) equation 

au 6 au o3 u 
-= u----ot ox ox3 0 

For this there are several reasons: 
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1. In many technical respects the NS equation is simpler and more fun­
damental than the KdV equation. Thus, the NS equation illustrates directly 
some simple general constructions of the method, whereas their extension to 
the KdV equation requires a reduction procedure. In particular, the auxil­
iary linear problem for the NS equation (the eigenvalue problem for the Lax 
operator L) is a system of first order differential equations of general type. 
For the KdV equation, the role of the operator L is played by the one­
dimensional SchrOdinger operator whose spectral theory is slightly more 
complicated. Moreover, this operator may be regarded as a very special case 
of a first order system. 

2. The Hamiltonian formalism for the NS equation is more simple and 
straightforward. The field variables !f!(x) and lji(x), the bar indicating com­
plex conjugation, form a simple set of canonical variables, 

{ !f!(x), lji(y)} = io(x-y). 

At the same time, the Poisson brackets for the KdV equation 

{u(x), u(y)J =- --- o(x-y) 1 ( 0 0) 
2 ay ax 

do not immediately lead to an obvious choice of canonically conjugate var­
iables. 

3. The NS equation has a natural quantum analogue describing a quan­
tum system of an indefinite number of particles interacting pairwise via the 
potentials V;j = o(x;- xj)· Therefore it suits our project, including quantum 
theory, particularly well. At the same time, the KdV equation has no direct 
physical meaning in the quantum domain. 

4. The last but not the least motivation comes from our spirit of contra­
diction which forbids us to begin yet another textbook with the hackneyed 
KdV equation. 

The discussion of the NS equation occupies nearly half of the book and 
is organized in a separate part. We exploit this equation to present the foun­
dations of the method in a form which would make its extension to other 
equations more or less automatic. All arguments are presented in detail and 
proofs are mathematically as rigorous as is compatible with our sense of 
what is reasonable. As a consequence, when analyzing other models we can 
simply refer to the NS equation. Only the characteristic differences of these 
models are discussed at some length. 

Part Two is devoted to the analysis of several representative models 
which have played a significant role in the development of the inverse scat­
tering method. We call them fundamental models. These are the models de­
fined by the following equations: 
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1) the Sine-Gordon equation 

for a real-valued function <p(x, t); 
2) the Heisenberg ferromagnet equation 

where S(x, t) is on the unit sphere in IR3 and " denotes exterior product; 
3) the Toda lattice equation 

d2 
____!!!!._ = eCJn+l-qn_elfn-CJn-1 

dt2 

for the coordinates q,, - oo < q, < oo. 

5 

These are the models discussed most thoroughly in the body of the book. 
In addition, one will encounter here several other models of physical inter­
est (the N-wave model, the chiral field, and the Landau-Lifshitz model). 
Finally, in Part Two we outline a fairly general classification scheme of in­
tegrable models and methods for solving them. 

From the technical point of view, the main distinctive features of our 
exposition are as follows: 

1. Instead of the original Lax representation 

dL 
-=[LA] 
dt ' 

and the corresponding auxiliary linear problem 

we use from the very beginning the zero curvature representation 

au av 
---+[U V]=O at ax ' 

and the auxiliary linear problem of the form 

aF 
-= U(x,A.)F. ox 
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2. Alongside the usual analysis of the direct and inverse scattering prob­
lems for the auxiliary linear system on an infinite interval we also consider 
the finite interval - L,;;;. x,;;;. L with quasi-periodic boundary conditions. 
However, the associated inverse problem involves analysis on Riemann sur­
faces and goes beyond the scope of our book. 

3. Our treatment of the inverse problem is based on the matrix Riemann 
problem of analytic factorization of matrix-valued functions, rather then on 
the traditional Gelfand-Levitan-Marchenko equation. As has now become 
clear, this method is more universal and technically more transparent. For 
the prototype NS equation we explain how the Gelfand-Levitan-Marchenko 
method can be naturally incorporated into the Riemann problem. 

4. The Hamiltonian structure is defined in terms of the so-called r-ma­
trix. This construction originated in the quantum spectral transform method 
and later was adapted to the classical case. We believe it to be most ade­
quate and universal and hope to demonstrate this. 

5. A comprehensive classification of integrable models based on the 
concept of an r-matrix is presented. The Lie-bracket formalism for (infinite­
dimensional) current algebras turns out to provide an adequate language for 
continuous models. We also discuss an extension of the classification to lat­
tice models. 

We emphasize again that the above characteristic features have their nat­
ural counterparts in the quantum version of the method. 

Now, a word about the level of mathematical rigour. Our presentation, 
mostly elementary, is based on techniques of classical analysis. Proofs are 
given of all results on direct and inverse problems for the auxiliary linear 
system for the NS model in the rapidly decreasing case. This is not done 
when other models are discussed in order to avoid overloading the text with 
tiresome details. We believe that the NS model is treated in a sufficiently 
invariant manner, so that the reader will be able to fill in the gaps. 

However, a rigorous proof of the assertions concerning the Hamiltonian 
formalism should make use of analysis on infinite-dimensional manifolds. 
We consider this level of rigour superfluous for our subject and therefore do 
not hesitate to use differential-geometric terminology in the infinite-dimen­
sional case without complete justification. This is done deliberately because 
in our view rigorous proofs in this situation do not reveal the heart of the 
matter; so we leave the job to specialists in global analysis. We believe that 
this agrees with the state of affairs in modem mathematical physics to which 
the present text belongs. 

The inverse scattering method is now developed to such an extent that it 
can be presented from the very beginning in its most general form. Howev­
er, this does not seem to be the best way of introducing the subject. As an 
alternative we have chosen to introduce its basic concepts by means of a 
particular example and to illustrate its generality by other models, so that 
the reader is led gradually to the fairly natural and general construction 
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underlying the method. In our opinion, this agrees with the spirit of modern 
mathematical physics. 

With this the main part of the introduction is ended. We have omitted a 
formal summary of the text confining ourselves to basic historical comments 
and methodological principles. It is hoped that the table of contents gives 
sufficient information about the contents of the book. 

Finally, a few words about the structure of the text. It consists of two 
parts, each divided into chapters and sections. The main text contains no 
references to original papers. These are given in special sections at the end 
of each chapter, which also contain various remarks and comments. Thus, 
other aspects of the theory are mentioned there which are not included in 
the main text, with appropriate references. 

Each formula has a number composed of the number of the section and 
its own number within the section. References to formulae in other chapters 
have triple numerations, the first entry being the number of the chapter. 
References to a different part of the volume are specified explicitly. 
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Part One 
The Nonlinear Schrodinger Equation 

(NS Model) 



Chapter I 
Zero Curvature Representation 

§ 1. Formulation of the NS Model 

The dynamical system to be considered is generated by the nonlinear 
equation 

(1.1) 

with the initial condition 

lf.I(X, t) It-O= lf.I(X). (1.2) 

Here lf.I(X, t) is a complex-valued function (the classical charged field) 
and llf/1 2 = lfllif, the bar denoting complex conjugation. A real parameter x in 
(1.1) is the coupling constant. The domain of the variable xis the whole real 
line - oo <x< oo and the initial data 1/f(X) are supposed to be sufficiently 
smooth. 

In the linear limit, X= 0, (1.1) goes into the Schrodinger equation for the 
wave function of a free one-dimensional particle of mass m = t. For this 
reason (1.1) is colloquially called the nonlinear Schriidinger (NS) equation, 
though its physical meaning lies far from one-particle quantum mechanics. 
Its most significant physical applications are in nonlinear optics. At the 
same time, (1.1) provides a fairly universal model of a nonlinear equation. 

The initial value problem (1.1)-(1.2) must be supplemented with some 
boundary conditions. We shall consider the following three types. 

1. Rapidly decreasing type: 

lf.I(X, t)-+0 as lxl-+ oo (1.3) 

sufficiently rapidly; for instance, lfl is in the Schwartz space Y" (IR 1) i.e. lfl is 
infinitely differentiable and together with all its derivatives decays faster 
than any power of lxl- 1 as lxl-+oo. Weaker conditions will also be used. 
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2. Finite density type: 

lfi(X, t)-+(Je;"'±<t> as X-+± oo (1.4) 

where p>O and O~QJ± <2n. The constant p 2 plays the role of density and 
QJ± are called asymptotic phases. 

The boundary conditions (1.4) are said to be satisfied in the sense of 
Schwartz if 1{1-(Je;"'± is of Schwartz type in the vicinity of± co. This termi­
nology will be frequently used in what follows. 

The boundary conditions (1.4) are compatible with (1.1) in the sense that 
(J and 8=tp+ -tp_ are time-independent. It is more convenient, however, to 
force both QJ+ and tp_ to be time-independent. To this end (1.1) should be 
modified by adding a linear term - 2xp2 1f1, so that it becomes 

. 01{1 021{1 2 2 
'fit=- ox2 +2x(llfll -(J )If/. (1.5) 

3. Quasi-periodic boundary conditions. Here 1f1 1s a smooth function 
satisfying 

lfi(X + 2 L, t) = e;8 lfi(X, t), (1.6) 

where 0 ~ (} < 2 n and (} does not depend on t. Just as before, (1.6) is consist­
ent with (1.1). Clearly, in this case it is sufficient to consider (1.1) in the 
fundamental domain for the group of translations generated by the shift 
x ~-+ x + 2 L. For definiteness, let the fundamental domain be the interval 
-L~x<L. 

Condition 3 is the most general of all listed above. Other types are ob­
tained from (1.6) as subsequent limits L-+ oo, (J-+0. 

Equation (1.1) supplied with the aforementioned boundary conditions de­
termines a dynamical system called the NS model. 

Let us show that this is a Hamiltonian system for all the three types of 
boundary conditions. We shall assume that the reader is familiar with the 
basic concepts of Hamiltonian mechanics, at least in the finite-dimensional 
case. Therefore we discuss below only what is specific for infinite-dimen­
sional systems. 

We begin with the rapidly decreasing case. Here the phase space 1o is 
an infinite-dimensional real linear space with complex coordinates defined 
by pairs of functions lf/(X), ljf(x) in .!7 (IR 1). By analogy with finite-dimen­
sional coordinates labelled by a discrete parameter, the variable x may 
be thought of as a coordinate label; for x fixed, lf/(X) and ljf(x) range 
over the two-dimensional real space IR2 with the real coordinates 

Re lf/(X) = lf/(X); ljf(x) ' Im lf/(X) = lfi(X) ~i ljf(x) . 

We shall define the algebra of observables on the phase space ..Af'o. To 
this end consider real-valued functionals of the form 
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F(IJI, ljt) = c+ L 
n,rn =0 

(n,m)#(O,O) 

where Cnm(Y~> ... , Yn iz~> ... , Zm) are tempered generalized functions on IRn+m 

symmetric in Y~> ... , Yn and, separately, in Zt, ... , Zm and satisfying the reality 
condition 

Suppose in addition that (1.7) is absolutely convergent for all !Jf(X), ljt(x) in 
.!7 (IR 1). Such functionals will be naturally referred to as real-analytic 
ones. 

According to the general definition of the variational derivative, 

8F(IJI, ljt) =F(IJI+81Jf, ljt+8ljt)-F(IJI, ljt) 

= _t (8 ~~x) 81J1(X) + 8~~) 8ljt(x)) dx (1.9) 

up to terms of higher order in 81Jf and 8ljt. Then for functionals such as (1.7) 
we have 

8F 
81jf(X) = n,;::=O n J Cnm(X,yt, ... ,Yn-tiZt, ... , Zm) 

(n,m)#(O,O) 

Th . I h . . I d . . 8F 8F I' d us m genera t e vanat10na envatlves -- , -- are genera tze 
81Jf(X) 8ljt(x) 

functions. A functional is said to be smooth if these derivatives are usual 
functions in Schwartz space. 

Smooth real-analytic functionals make up the algebra of observables on 
the phase space 1o. We define a Poisson structure on this algebra by the 
following Poisson bracket 

{F G} = i ""J (_§_!__ _!_!j_ - _§_!__ _!_!j__) dx. 
' 81Jf(X) 8ljt(x) 8 rjt(x) 81Jf(x) 

-00 

(1.12) 
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Obviously, the bracket (1.12) possesses the basic properties of a Poisson 
bracket: it is skew-symmetric 

{F, G}= -{G, F} (1.13) 

and satisfies the Jacobi identity 

{F, {G, H}}+{H, {F, G}}+{G, {H, F}}=O. (1.14) 

The bracket (1.12) is the infinite-dimensional generalization of the 
usual Poisson bracket in the phase space lR zn with real coordinates 
Pk> qk, k= 1, ... , n, 

(1.15) 

. . f l d" qk+iPk - qk-iPk wntten m terms o comp ex coor mates zk = V2 , zk = V2 : 

(1.16) 

The coordinates lf!(X) and tjt(x) themselves may be considered as func­
tionals on 1o. However, their variational derivatives are generalized func­
tions, 

Olfi(X) = o(x-y), 
Dlfi(Y) 

(1.17) 

where o(x-y) is the Dirac 8-function, and ; ":(x) and ; tjt((x) vanish. Sub-
stituting (1.17) formally into (1.12) gives lfi(Y) If! y) 

{ lf!(X), lf!(y)} = { tjt(x), tjt(y)} = 0, 

{lf!(x), tft(y)}=io(x-y), 
(1.18) 

which can serve as a definition of the Poisson structure in the sense that 
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00 00 
( oF oG 

{F, G} = J J 0 (x) ~( ) {ljl(x), lj/(y)} 
-oo -oo ljf ljf Y 

oF oG _ 
+ oljf(x) oift(y) {ljl(x), ljl(y)J 

oF oG _ 
+ oljt(x) Oljl(y) {lji(X), ljl(y)} 

oF oG f _<) _< >l)dxd + oift(x) oift(y) ljf x 'ljf Y y. (1.19) 

In fact, substituting (1.18) into (1.19) gives (1.12). These formulae also 
yield 

0~~) = -i{F, ift(x)}, 
oF . 

oljt(x) = r{F, lj/(X)}. (1.20) 

It is clear from the definition that the Poisson bracket is non-degenerate 
on the algebra of observables, i.e. if 

{F, G}=O (1.21) 

for each observable G, then F(ljl, ift)=const. Indeed, (1.21) implies that the 

· · 1 d · · oF d oF · h h h rn · vanat10na envattves Oljl(x) an oljt(x) vams , so t at t e coe tctent 

functions Cnm (Y~o ... , Yn I z t. ••• , Zm) in (1. 7) also vanish. Hence, the phase 
space 1o acquires a symplectic structure. The corresponding closed 2-form 
n (symplectic form) is 

00 

tl=i J dift(x) 11 dljf(x)dx. (1.22) 

Each observable H gives rise to a one-parameter group of transforma­
tions on the phase space 1o defined by Hamilton's equations of motion 

oljf .oH 
at= {H, ljl}= _, oift, 

oift _ .oH 
at= {H, ljl}=r Oljl. 

(1.23) 

In this case H is called the Hamiltonian. 
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In particular, the NS equation of motion (1.1) is represented in the form 
(1.23) by choosing the Hamiltonian H to be 

(1.24) 

The Hamiltonian H (also called the energy integral) is the generator of 
the group of time displacements. 

Along with H we consider the functionals 

(1.25) 

and 

1 ~I (a 111 _ oif! ) P=---: -~~~--~~~ dx. 
2z ox ax 

-~ 

(1.26) 

The Hamiltonian transformations generated by N and P are the phase 
shift 

(1.27) 

and the x-displacement 

1/f(X)-+ 1/f(X +a), (1.28) 

respectively. The physical meaning of N and P is that of charge (number of 
particles) and momentum, respectively. 

It is easily verified that 

{H, P} = {H, N}=O (1.29) 

and 

{N, P}=O. (1.30) 

Indeed, the NS equation is invariant under the transformations (1.27) and 
(1.28). By (1.29) N and P are integrals of the motion, i.e. they are constant 
along the trajectories of (1.23), since for every observable F one has 

dF = ~I (__§_!_____ ol!f(x) + __§_!_____ oif!(x)) dx = {H, F}. 
dt -~ Ol!f(x) at oif!(x) at 

(1.31) 
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Two observables are said to be in involution if their Poisson bracket 
vanishes. Thus, (1.30) shows that the integrals of the motion Nand Pare in 
involution. Later we shall see that there is an infinite set of integrals of the 
motion in involution for the NS model implying that the model is com­
pletely integrable. 

Let us now consider the case of quasi-periodic boundary conditions. 
Coordinates in the phase space ~.8 are given by pairs of smooth functions 
lf/(X), lj/(x) subject to (1.6). Naturally, functionals on ~.8 depend only on 
the values of lfi(X) and lj/(x) in the fundamental domain of the group of 
translations x ~-+X+ 2 n L, where n is an integer. 

The definition of admissible functionals associated with observables dif­
fers from the one given above in only two points: first, integration over the 
y;, zj in (1.7) is restricted to the fundamental domain; second, the coefficient 
functions Cnm(Y~> ... , Yn lz~> ... , Zm) must satisfy the quasi-periodicity condi­
tions 

Cnm(YJ> ... ,y; + 2£, ... , Yn lzl> ... , Zm) 

=e-i8 Cnm(YJ> ... ,y;, ... ,yn lzl> ... , Zm); i= 1, ... , n, (1.32) 

Cnm(YJ> ... , Yn lzl> • .. , Zj + 2£, ... , Zm) 

=eifJ Cnm(YJ> ... ,yn lzl> ... , Zj> ... , Zm); j=l, ... m, (1.33) 

understood in the sense of generalized functions. The integrands in (1.7) are 
then periodic in each variable separately so that the integral does not de­
pend on the choice of the fundamental domain. As before, the variational 
derivatives are given by (1.10)-(1.11) and are supposed to be smooth func­
tions of x. 

In terms of variational derivatives, conditions (1.32)-(1.33) become 

8F jf) 8F I --=e --
Dlfi(X) Dlfi(Y) y-x+2L' 

8F -ifJ 8F I 
8ljf(x) = e Dljf(y) y-x+2L. 

(1.34) 

The Poisson bracket of two observables is defined as in (1.12) and has 
the form 

L 

IF G)= i J (_E__ ___§_£- _E__ ___§_£) dx 
' _ L Dlfl(x) 8ljf(x) 8ljf(x) Dlfi(X) ' 

(1.35) 
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where the value of the integral does not depend on the choice of the funda­
mental domain. This Poisson bracket is well defined and non-degenerate on 
the algebra of observables. 

Formally, the Poisson brackets of the coordinates IJI(x) and ljt(x) are 

{ IJI(X ), IJI(Y)} = {ljt(x), ljt(y)} = 0, 

{IJI(x), ljt(y)) = i8L,8(x-y), 

where 8L, 8 (x) is the averaged 8-function, 

n=- oo 

which satisfies the quasi-periodicity condition with respect to x. 

(1.36) 

(1.37) 

Here the NS equation can also be represented in the Hamiltonian form 
(1.23). The Hamiltonian His given by (1.24) as before, with integration over 
the fundamental domain. The observables N and P are defined in a similar 
way and have the same physical interpretation as above. 

Besides the functionals associated with observables, in Chapter III we 
shall also need compactly supported functionals. Fix a fundamental domain, 
say - L :r;;;. x < L. The definition requires that with respect to each variable 
the coefficients c,m(Y~> ... , y,jzh ... , Zm) have support in this interval. The 
variational derivatives are supposed to be smooth functions within the sup­
port. For such functionals the Poisson bracket (1.35) is well defined and 
non-degenerate. The algebra of admissible functionals is the completion of 
compactly supported functionals after imposing the quasi-periodicity condi­
tion. The Poisson bracket for observables is the corresponding limit of the 
Poisson bracket for compactly supported functionals. 

Finally, let us discuss the finite density case. The phase space ~.8 is 
obtained from Jfi_,8 in the limit L--+ oo if the values of IJI(x) and ljt(x) at 
x = - L are kept fixed and equal to p. Thus, ~.8 is parametrized by two 
real parameters {.J and (), 0 < {.J < oo, 0 :r;;;. () < 2 n and consists of pairs of func­
tions IJI(x), ljt(x) satisfying the boundary conditions (1.4) in the sense of 
Schwartz, with qJ _ = 0, qJ + = 0. Notice that, in contrast with the previous 
examples, ~.8 is not a linear space. 

Functionals on ~.8 are obtained as limiting values, as L--+ oo, of the 
admissible functionals for the quasi-periodic case. However, admissible 
functionals associated with observables are subject to the additional 
condition that their variational derivatives be of Schwartz type. In fact, 

5:' oF and 5:' ~F enter into Hamilton's equations (1.23) and their decay 
u IJI(X) u IJI(X) 
guarantees that the Hamiltonian transformations leave the phase space 
~.8 invariant. 
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The Poisson bracket for observables is again given by (1.12), and the 
formal Poisson bracket for the coordinates lfi(X) and ljr(x) has the same form 
as (1.18), since <'h,o(x) goes into the usual 8-function as L--+ oo. The Poisson 
structure is non-degenerate because it is the limit, as L--+ oo, of the non­
degenerate quasi-periodic structure with the following two non-commuting 
constraints 

lf/( -L)= ljr( -L)=p. (1.38) 

The simplest example of an inadmissible functional is given by 

00 

Nv = f {llfli 2 -p 2)dx (1.39) 

which could have been a natural analogue of charge in the rapidly decreas­
ing case. Indeed, the variational derivatives 

oN{! _ ( ) 
Olfi(X) = lfl X ' (1.40) 

do not vanish as lxl--+ oo by virtue of the boundary conditions (1.4). This is 
related to the fact that the phase shift (1.27) cannot be defined on ~.o 
because the phase of lfi(X) has a fixed limit as X--+- oo. Another example of 
an inadmissible functional is provided by a naive regularization of the 
quasi-periodic Hamiltonian 

flv = j (I ~:1 2 
+x(ilf!i 4 -p4))dx. 

-00 

(1.41) 

On the other hand, 

(1.42) 

and 

1 OOJ (olfl _ oifr ) P=---; -lf!--lfl dx 
21 ox ox 

-00 

(1.43) 

are admissible functionals on ~.o and play the role of energy and momen­
tum, respectively. The modified equations of motion (1.5) are precisely 
those generated by Hv. 
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The Poisson structures in all the three spaces 1o, ~.8 and ~.8 
are non-degenerate. This is, however, a purely mathematical restriction 
motivated by symplectic geometry. Later we shall see that soliton dy­
namics of the finite density model is described more naturally in the space 
~ = U ~.8 where the Poisson bracket is degenerate and has a non-

0<8<2n 

trivial centre (sometimes called annihilator) generated by the dynamical 
variable 0. 

This completes our formulation of the NS model. Now we proceed to 
the dynamics. 

§ 2. Zero Curvature Condition 

The following remarkable observation is basic for solving the NS model 
via the inverse scattering method: equation (1.1) turns out to be a compatibil­
ity condition for the overdetermined system of equations 

aF 
- = U(x, t,).)F, ax 

aF - = V(x, t,).)F. at 

(2.1) 

(2.2) 

Here F = (~) is a vector-valued function of x and t, and the 2 x 2 matrices 

U and V are given by 

(2.3) 

where 

(2.4) 

(2.5) 

and 

(2.6) 
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where 

(2.7) 

(2.8) 

These formulae involve the standard 2 x 2 Pauli matrices which will be 
frequently used in the text, 

_ 0"1 +icr2 _ (0 1) 
(T+- 2 - 0 0 ' 

= CT1 -icr2 = (0 0). 
(T_ 2 1 0 

(2.9) 

In (2.4)-(2.8) the numeric value of J/X is taken when X> 0 and J/X = i v'lXf when 
x<O. 

Note that U and V contain, besides 1f1 and r.j/, an additional complex 
parameter A.. 

The compatibility condition for (2.1)-(2.2) is 

au av 
---+[U V]=O. at ax ' (2.10) 

It should hold for each A.. The left hand side of (2.1 0) is a cubic polynomial 
in A.. The coefficients of A., A, 2 and A. 3 vanish identically due to the special 
form of U, V. The vanishing of the constant term is equivalent to (1.1 ). 

In the finite density case described by (1.5), equation (2.7) must be modi­
fied. The corresponding Vv is 

(2.11) 

whereas U is unchanged. Equation (1.5) is then equivalent to (2.10). 
The fundamental role of the representation (2.10) in solving the NS model 

will become clear from our later discussion. Here we point out that (2.10) is one 
of the most universal formulae of the inverse scattering method and will appear 
in the analysis of all other models. 

Equations (2.1 )-(2.2) and their compatibility condition (2.1 0) have a 
natural geometric interpretation. In fact, the matrix functions U(x, t, A.) and 
V(x, t, A.) may be considered as local connection coefficients in the trivial vec­
tor bundle IR2 x <C 2 where the space-time IR2 is the base and the vector func-
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tion F(x, t, A.) takes values in the fiber <C2• Here A. is a subsidiary complex 
parameter. Equations (2.1), (2.2) show that Fis a covariantly constant vector 
while (2.10) amounts to saying that the (U, V)-connection has zero curva­
ture. For this reason a representation of a nonlinear equation in the form 
(2.10) is called a zero curvature representation. 

The connection coefficients U(x, t, A.), V(x, t, A.) are affected by a local 
change of linear frame in the fiber. The transformation 

F(x, t,A.)-+ G(x, t,A.)F(x, t,A.) (2.12) 

induced by a change of frame with matrix G(x, t, A.) is accompanied by the 
transformation 

(2.13) 

In the physical literature such transformations are usually called gauge 
transformations, and we shall also use this name. Clearly, the zero curvature 
condition is invariant under gauge transformations so that the representa­
tion of (1.1) as the compatibility condition (2.10) is valid for the whole class 
of gauge-equivalent connections. 

We shall now define the notion of parallel transport induced by the 
(U, V)-connection. Let r be a curve in IR2 with initial point (x0 , t0) and final 
point (x, t). Parallel transport from (x0 , t0 ) to (x, t) along y is given by 

r'\ .Qy=exp(J Udx+ Vdt), (2.14) 
y 

where integration is understood multiplicatively. In what follows we sup­
press the A.-dependence in U, V. 

To be more precise, consider a partition of r by N- 1 cuts into adjacent 
segments Y~> ... , YN· Let 

L,=l+ J (Udx+ Vdt), (2.15) 
Y., 

where I is the 2 x 2 unit matrix. Let 

N' 
.QN= II L, =LN ... Lt. (2.16) 

11=1 
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Then, by definition, QY is the limit of QN as the partition becomes infinitely 
dense. 

In the physical literature ily is called a y-ordered matrix exponential. 
The parallel transport of a vector F along y is given by 

(2.17) 

In other words, the vector field Fy defined on y is covariantly constant. 
Obviously, a superposition formula holds 

(2.18) 

where it is assumed that the final point of y1 coincides with the initial point 
of Y2 and Y1 + Y2 denotes the union of Y1 and Y2 in this order. 

Under the gauge transformation (2.13) the parallel transport matrix is 
transformed according to 

ily-+ G(x, t)ily G- 1 (xo, to). (2.19) 

The vanishing of the curvature means that QY depends only on the initial 
and final points, (x0 , t0 ) and (x, t), and not on the curve joining them. This 
allows us, given a vector F(x0 , t0), to construct a vector field on IR 2, 

(2.20) 

satisfying (2.1 )-(2.2). If y is closed, the vanishing of the curvature means 
that parallel transport along r is trivial 

(2.21) 

no matter what the initial point is. The local zero curvature condition is thus 
equivalent to (2.21). 

To illustrate the utility of the zero curvature condition we will now show 
that equations admitting a zero curvature representation have infinitely 
many integrals of the motion (conservation laws). 

Fix a point in time t = t0 and consider parallel transport along the x-axis. 
The vector F is covariantly constant if 

dF 
dx = U(x, t0 , A-)F. (2.22) 

This is a linear problem with a spectral parameter A,; it is usually referred to 
as an auxiliary linear problem. 
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The basic characteristic of the problem is its monodromy matrix which 
will be defined here in the quasi-periodic case. In terms of U, V the quasi­
periodicity conditions can be expressed as 

U(x+2L, t,A-)=Q- 1(0) U(x, t,A-)Q(O), 

V(x+2L, t,A-)=Q- 1(0) V(x, t,A-)Q(O), 

with a diagonal matrix Q(O), 

Q(O) = (e !!f: ~~) = exp eo2a3}. 
0 e 2 

(2.23) 

(2.24) 

(2.25) 

The monodromy matrix TL is the matrix of parallel transport along the con­
tour t=t0 , -L~x~L oriented in the positive x-direction, 

.r""'L 
TL(A-, t0) = exp J U(x, to, A-)dx. (2.26) 

-L 

The zero curvature condition leads to a remarkable relationship between 
monodromy matrices for different values oft. To derive it, consider a closed 
rectilinear curve r presented in Fig. 1. 

-L L X 

Fig. 1 

By virtue of (2.21) and the superposition property (2.18) we have for 
such r 

(2.27) 
where 

(2.28) 
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By the quasi-periodicity (2.24) and the definition of the ordered ex­
ponential we see that S + is conjugate to S _, 

(2.29) 
Thus (2.27) becomes 

that is, TL(A., t) Q(B) are conjugate to each other for different values oft. In 
particular, (2.30) implies an important relation 

(2.31) 

where tr denotes matrix trace in <C 2• From this we conclude that the trace of 
TL(A., t) Q(O) does not depend on t. 

So, with the zero curvature representation as a starting point we have 
shown that the functional FL(A.) given by 

FL(A-)=tr TL(A.)Q(O) (2.32) 

is a generating function for the conservation laws for (1.1 ). 
The particular choice of the fundamental domain -L<.x<L in the 

definition of the monodromy matrix is not essential. For a different domain 
Xo-L<.x<xo+L we set 

~x0+L 

TL.x0 (A, t)=exp J U(x, t,A.)dx (2.33) 
x 0 -L 

and show that tr TL.x0 (A, t) Q(B) does not depend on x 0 • To this end we will 
prove that TL(A., t)Q(O) and TL.x0 (A, t)Q(B) are conjugate to each other. In 
fact, from (2.33) we have 

TL,x0 (A, t)=P + TL(A, t)P: 1 , (2.34) 
where 

~x0±L 

P±(xo)=exp J U(x,t,A.)dx. (2.35) 
±L 

Using the quasi-periodicity condition (2.23) we find 

(2.36) 

whence using (2.34) we conclude that 
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We thus see that the monodromy matrix TL(A) is a useful tool for de­
scribing the dynamics in our model. In the following sections we shall inves­
tigate it further and obtain some new dynamical applications. 

§ 3. Properties of the Monodromy Matrix in the 
Quasi-Periodic Case 

In this section we shall analyze the monodromy matrix, i.e. the matrix of 
parallel transport along the fundamental domain -L~x~L, 

r"\L 
TL(A)=exp J U(x,A)dx, (3.1) 

-L 

where U(x, A) is given by (2.3)-(2.5) and satisfies the quasi-periodicity con­
dition 

U(x+2L,A)=Q- 1(0) U(x,A)Q(O). (3.2) 

Here we have suppressed the t-dependence assuming that t is fixed. 
Along with the monodromy matrix we shall consider a more general ob­

ject, the parallel transport matrix from y to x along the x-axis, 

r"\ X 

T(x,y,A)=exp f U(z,A)dz, (3.3) 
y 

which will be called the transition matrix. The monodromy matrix TL(A) is a 
special case of the transition matrix: 

TL(A)=T(L, -L,A). (3.4) 

The basic properties of T(x, y, A) are the following. 
It satisfies the differential equation (2.22) of the auxiliary linear problem 

a 
- T(x,y,A)= U(x,A)T(x,y,A) ox 

with the initial condition 

T(x, y, A) l.~=y =I. 

(3.5) 

(3.6) 
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This property can serve as an alternative definition of the transition ma­
trix. The well-known theorems for ordinary differential equations assure 
that the solution T(x, y, A) exists for all x, y, is unique, and is an entire func­
tion of A. The latter follows because U(x, A) and the initial data (3.6) are 
analytic in A. 

The superposition property 

T(x, z, A) T(z, y, A)= T(x, y, A) (3.7) 

is a consequence of either the more general relation (2.18) or the differential 
equation (3.5), (3.6). In particular, one has the relation 

T(x,y,A)= T- 1(y,x,A), (3.8) 

consistent with the differential equation for T(x, y, A) with respect toy, 

a 
- T(x,y,A)=- T(x,y,A) U(y,A), 
ay 

which follows directly from (3.3). 
The matrix T(x,y,A) is unimodular 

detT(x,y,A)=1 

because U(x, A) is traceless, 

tr U(x,A)=O. 

Indeed, from (3.5) we have 

a 
- det T(x, y, A)= tr U(x, A) det T(x, y, A)= 0. ox 

(3.9) 

(3.10) 

(3.11) 

(3.12) 

This computation works for any matrix solution of (3.5) thus proving 
that its determinant does not depend on x. 

The matrix U(x, A) is of a rather special form and satisfies the involution 
relation 

U(x, A)= £T U(x, i)lT, (3.13) 

where O"=O"t for x>O, lT=lT2 for x<O, and U denotes a matrix whose ele­
ments are the complex conjugates of those of U. 

The involution relation naturally extends to the transition matrix, so 
that 
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T(x, y, A.)= a T(x, y, i)a. (3.14) 

In particular, the monodromy matrix can be written as 

T (A.)= (aL(A.) 
L bL(A) 

(3.15) 

with t:=signx. We shall call aL(A.) and bL(A.) transition coefficients. They are 
entire functions of A. satisfying for real A. the normalization condition 

(3.16) 

which follows from the unimodularity of TL(A.). 
This completes the list of elementary properties of the transition and 

monodromy matrices. 
Let us now discuss the time dependence of the monodromy matrix. In 

§ 2 we used its geometric interpretation to obtain the result in the integral 
form (2.30). As an alternative, it is possible to derive a differential equation 
for TL(A., t) with respect to t. In the derivation which follows we restore the 
t-dependance in our notation. 

First we shall obtain the corresponding equation for the transition ma­
trix. By differentiating (3.5) with respect to t 

(3.17) 

and using the zero curvature condition we can write it as 

iP T = (o V + V U _ U v) T + U o T 
oxot ox ot 

oV oT oT 
=-T+V--UVT+U-

ox ox Ot 

o (oT ) =-(VT)+U -- VT 
ox ot 

(3.18) 

or 

!____ (oT- vr) = u(oT- vr) 
ox ot 8t ' 

(3.19) 

whence we conclude that 



§ 3. Properties of the Monodromy Matrix 

8 
- T(x, y) = V(x) T(x, y) + T(x, y) C, 
8t 

29 

(3.20) 

where the matrix C does not depend on x. Using the initial condition (3.6) 
we get C = - V (y ). As a result, we find the evolution equation for the transi­
tion matrix, 

8 
- T(x,y)= V(x) T(x,y)- T(x,y) V(y). 
8t 

(3.21) 

For the monodromy matrix this equation simplifies due to the quasi­
periodicity conditions. In fact, from (3.21) we get for h(A, t) Q(O) an evolu­
tion equation of Heisenberg type 

8 
- TL(A, t)Q(B)=[V(L, t,A), TL(A, t)Q(O)]. 
8t 

Its solution in terms of ordered exponentials is given by (2.30). 
From (3.22) we deduce that 

8 
- trTL(A, t)Q(B)=O, 
8t 

(3.22) 

(3.23) 

and we see once again that the functional FL(A) (see (2.32)) is a generating 
function for the motion integrals of (1.1 ). 

We conclude this section with a discussion of some deeper analytic 
properties of the monodromy matrix. Assuming that IJI(X), ljr(x) are infinitely 
differentiable we will prove that aL(A) and bL(A) are entire functions of ex­
ponential type L with the following asymptotic expansion for large real A: 

= = -
aL(A) = e-;u+e-;u L ~: + e;u L ~: +O(IAI-=) 

n=l n= I 

(3.24) 

and 

bL(A)=e-;u f 1:: +e;u f f: +O(IAI-=). 
n=l n=l 

(3.25) 

Here O(IA 1- =) indicates a function whose asymptotic expansion in powers 
of A -I vanishes identically. 
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The proof is based on ap integral representation for the transition matrix 
which will also be important later. Therefore we shall give the details of the 
derivation. 

We shall start with the integral equations for T(x, y, -1.) equivalent to the 
differential problem (3.5)-(3.6) 

X 

T(x,y,A)=E(x-y,-1.) + f T(x, z,-1.) U0 (z)E(z-y,-1.)dz (3.26) 
)' 

and 

X 

T(x,y,A)=E(x-y,-1.)+ f E(x-z,-1.)U0 (z)T(z,y,-1.)dz, (3.27) 
)' 

where for the sake of definiteness it is assumed that y ..o;x. The matrix U0 (x) 
is given by ( cf. (2.3)-(2.4)) 

and E(x-y,-1.) is the solution of(3.5)-(3.6) for U0 =0, 

E(x-y,-1.)=exp {;i (x-y)a3}. (3.29) 

From 

(3.30) 

we have a useful relation 

E(x,-1.) U0 (y)= U0 (y)E( -x,-1.). (3.31) 

Equations (3.26), (3.27) are Volterra integral equations, so that their 
iterations are absolutely convergent. The analysis of the iterations shows 
that for y..;;x, T(x,y,-1.) can be represented as 

X 

T(x,y,A)=E(x-y,-1.)+ f r(x,y, z)E(z-y,-1.)dz (3.32) 
2y-x 

or 

2x-y 

T(x,y,A)=E(x-y,-1.)+ J E(x-z,-1.)T(x,y,z)dz. (3.33) 
y 
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Indeed, using (3.31) we can assemble in each iteration all the factors 
E(., It) either on the left or on the right of the product of the U0 ( • ). After 
that we use the superposition property of E(x, It). 

The matrix-valued kernels r, f satisfy 

x+z 

T(x,y,z)=~Uo(x;z)+ 1 T(x,s,2s-z)U0 (s)ds, (3.34) 

x+z 
where y .;;;; - 2- .;;;; x and 

_ 1 (y+z) x -T(x,y,z)=-Uo- + J U0 (s)T(s,y,2s-z)ds, 
2 2 y+z 

y+z 
where y .;;;; - 2- .;;;; x. 

-2-

(3.35) 

For example, in order to derive (3.34) insert (3.32) into (3.26), inter­
change the integrals and use (3.31). Equating the terms with the common 
factor E(z-y,IL), 2y-x.;;;;z.;;;;x, gives the desired equation. A similar argu­
ment leads to (3.35). 

Obviously, the above arguments are reversible, so that the integral equa­
tions (3.26), (3.27) are equivalent to (3.34), (3.35), respectively. The integral 
representations (3.32), (3.33) for the transition matrix as well as the integral 
equations (3.34), (3.35) for the kernels r, f will be needed later in §§ 5, 6. 

The iterations of (3.34) and (3.35) are absolutely convergent. This asser­
tion relies only on the fact that IJI(x), rii(x) are bounded. Let 11·11 denote some 
matrix norm and let 

C= max II U0 (x)ll. (3.36) 
-L<;x<L 

From (3.34), (3.35) we easily get the estimates 

IIT(x,y, z)ll.;;;; ~ ( 1 +c (x;z- y)) l 0 (q/(x-z)(x+z-2y)) (3.37) 

and 

llf(x,y, z)ll.;;;; ~ ( 1 +c (x- y;z)) l 0 (q/(z-y)(2x-y-z)), (3.38) 

where / 0 (x) is the modified Bessel function. 
We point out that the estimates (3.37), (3.38) become too rough for large 

values of the arguments in r, f. More accurate estimates will be obtained 
in§ 5. 
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The involution property extends to r and t, 

f(x,y, z)=aT(x,y, z)a, f(x,y, z)=af(x,y, z)a (3.39) 

and allows us to write them as 

(3.40) 

with e = signx. 
The integral representations (3.32) and (3.33) determine the relationship 

between the scalar kernels a, fJ and ii, p, respectively. In fact, E(x, A.) com­
mutes with the diagonal parts of r, f and is replaced by its inverse after 
permutation with their off-diagonal parts. Therefore by carrying E(z-y,A.) 
to the left in (3.32) we obtain a representation such as (3.33); then, by com­
paring the coefficients we have 

a(x,y, z)=ii(x,y,x+y-z), 

fJ(x,y, z)=P(x,y, x-y+z). 

(3.41) 

(3.42) 

Now observe that, as is clear from (3.34), (3.35), the smoothness proper­
ties of T(x,y, z) and f(x,y, z) are the same as those of 1/f(X), lji(x). In parti­
cular, if 1/f(x), lji(x) are infinitely differentiable, so are the kernels r and f 
with respect to each of their arguments. Hence we may successively inte­
grate by parts in the integral representations (3.32) and (3.33). Using the 
differential equation for E(x, A.) we then obtain an asymptotic expansion for 
T(x,y,A.) for large real A., 

T(x,y,A.) = E(x-y,A.)+ f Tn~Y) E(x-y,A.) 
n-1 

+ f t~y) E(y-x,A.)+ O(IAI-co). (3.43) 
n-1 

Let us now return to the monodromy matrix TL(A.). We have established 
the representations 

2L 

TL(A.)=E(2L,A.)+ I T(L, -L,x-L)E(x,A.)dx (3.44) 
-2L 

and 
2L 

TL(A.)=E(2L,A.)+ I E(x,A.)f(L, -L,L-x)dx. (3.45) 
-2L 
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For the transition coefficients aL(A) and bL(A) we then find 

and 

where 

L 

aL(A)=e-;u+ J aL(x)e-ihdx 
-L 

L 

bL(A)= J f3L(x)e;Jcx dx, 
-L 

aL(x)=2a(L, -L, 2x-L)=2ii(L, -L, L-2x), 

fJL(x) = 2f3(L, - L, 2x- L) = 2P(L, - L, L + 2x). 

33 

(3.46) 

(3.47) 

(3.48) 

(3.49) 

Thus the entire functions aL(A) and bL(A) are of exponential type Land 
if IJI(x), l.jt(x) are infinitely differentiable, allow the asymptotic expansions 
(3.24) and (3.25). 

This completes our discussion of the analytic properties. 
The generating function FL(A) has the following expression in terms 

of aL(A): 

i8 i8 

FL(A)=trTL(A)Q(O)=aL(A)e 2 +aL(i)e - 2 . (3.50) 

Thus the coefficients a"' iin are involved in the construction of the integrals 
of the motion. An explicit procedure for expressing them in terms of 
IJI(x), l.jt(x) is developed in the following section. 

§ 4. Local Integrals of the Motion 

So far, the set of conservation laws produced by the generating func­
tion 

FL(A) = tr TL(A) Q(O) (4.1) 

has not been described explicitly enough. Here we will show that 

PL (A)= arccos! FL (A) (4.2) 

is the generating function for the local integrals of the motion and develope an 
explicit recursion procedure for computing them in terms of lfl(x) and l.jt(x). By 
a local functional on the phase space ~.8 we mean a functional of the 
form 
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L 

F(lfl, ift)= J P(x)dx, (4.3) 
-L 

. 
where P(x) is a polynomial in lf!(x), tjt(x) and their x-derivatives. Of course, 
lfi(X), tjt(x) are supposed to be infinitely differentiable. 

The procedure is based on the large real A. expansion of PL (A.), 

() 00 1 
PL(A.)= -A.L + 2 +XL A:+ O(IA.I-oo), 

n-1 

(4.4) 

which is a consequence of (3.24), (3.50) and (4.2). We are going to show that 
the coefficients In are local functionals of lfi(X), tjt(x). 

Let us first consider the transition matrix T(x, y, A.). 
In the previous section we proved that it has the asymptotic expansion 

(3.43). Let us show that by a suitable transformation this expansion can be 
reduced to 

T(x,y,A.)=(I+ W(x,A.))expZ(x,y,A.)·(I+ W(y,A.))- 1 , (4.5) 

where W and Z are an off-diagonal and a diagonal matrix, respectively, with 
the following asymptotic representations as lA. I--H)(): 

W(x,A.) = f ~~x) + O(IA.I-oo), (4.6) 
n=l 

Z(x,y,A.) = (x-;~A.a3 + f Zn~,y) + O(IA.I-oo). (4.7) 
n=l 

Clearly, the expansion associated with the right hand side of (4.5) has the 
same structure as (3.43). Therefore, in order to prove (4.5) it is sufficient to 
show that the coefficients Wn(x) and Zn(x,y) are uniquely determined by 
T(x, y, A.). To do so we shall use the differential equation (3.5) with the 
initial condition (3.6) which characterize T(x, y, A.) uniquely. 

Geometrically (4.5) may be interpreted as a gauge transformation de­
fined by the matrix G(x, A.)= (I+ W(x, y)) -I (see (2.19)). This transformation 
asymptotically reduces the transition matrix to diagonal form expZ{x,y,A.). 
Alternatively one can say that this gauge transformation asymptotically re­
duces the potential U(x, A.) of the differential equation (3.5) to diagonal 
form. 

Let us now come back to the problem (3.5)-(3.6) for T(x,y,A.) and deter­
mine W(x,A.) and Z(x,y,A.). 
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For that insert (4.5) into (3.5), cancel out the x-independent matrix 
(/ + W(y, A))_, and split the result into diagonal and off-diagonal parts. We 
then obtain the equations 

dW az 
-d +W-=U0 +AU1 W, 

X oX 
(4.8) 

(4.9) 

1 
where we have used the decomposition U(x,A)= U0 (x)+A u~. U1 = 2; a3. 

By eliminating oZ/ox from (4.8) we find for W a nonlinear equation of 
Riccati type 

dW 
dx +iAa3W+WU0 W-U0 =0, (4.10) 

where we have used that U1 anticommutes with W. 
The differential equation (4.9) with the initial condition Z(x,y,A)I.~=.r=O 

implied by (3.6) can easily be solved, 

A(x-y) x 
Z(x,y,A) = . a3+ J U0 (z) W(z,A)dz, 

2z .v 
(4.11) 

which gives the asymptotic expansion (4.7) in terms of the expansion (4.6) 
for W(x, A). 

Substituting (4.6) into the differential equation (4.10) gives the following 
recursion relations for Wn(x): 

(4.12) 

with the initial condition 

(4.13) 

The coefficients W,,(x) are uniquely determined by (4.12), (4.13) and can 
be expressed locally in terms of U0 (x) and its derivatives. By (4.12) and 
(4.13) the asymptotic series W(x, A) satisfies the involution relation 
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W(x,A)=aW(x,i)a (4.14) 

and is quasi-periodic 

W(x+2L,A,)=Q- 1(0) W(x,A,)Q(O). (4.15) 

So, W(x, A,) can be represented in the form 

W(x,A)=i{;C(w(x,A,)a_ -w(x,i)a+), (4.16) 

where 

w(x,A)= f w~~x) 
n=1 

(4.17) 

with the quasi-periodic w,(x), 

(4.18) 

In terms of w, (x), the recursion relations and the initial condition be­
come 

. dw, - n-1 

Wn+I(x)= -1-d (x)+XIJf(X) L wk(x)w,_k(x) (4.19) 
X k=1 

and 

W1 (x) = IJI(X). (4.20) 

Recalling the representation for Z we see that the diagonal matrix U0 W 
involved in (4.11) has the form 

U0 (x) W(x,A)=ix (lji(x)wO(x,A,) 0 ) (4.21) 
-IJI(x) w(x, i) ' 

where the asymptotic series lji(x) w(x, A,) and IJI(x) w(x, i) are periodic in x. 

This completes our discussion of the modified asymptotic expansion for the 
transition matrix T(x,y,A,). 

We now turn to the monodromy matrix. From (4.5) we have the repre­
sentation 

TL(A,)=(l + W(L,A,))expZL(,l)(J + W( -L,,l))- 1 , (4.22) 

where 
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L 

ZL(-1)= -iA.La3+ J Uo(x) W(x,A.)dx. (4.23) 
-L 

Since Uo(x) W(x, A.) is periodic, the integral in (4.23) is independent of 
the choice of the fundamental domain. 

Taking the product of the asymptotic expansions for I+ W ( ± L, A,) and 
ZL(A.) we get from (4.22) an asymptotic representation for TL(A.) which has 
the same form as (3.24)-(3.25). Moreover, we also have a method for com­
puting the coefficients an, iin and bn, bn occurring in (3.24)-(3.25). 

In particular, for the coefficients In in the expansion of pL(A.) the proce­
dure simplifies considerably. Indeed, using quasi-periodicity and (4.22) we 
find 

TL(A.)Q(O)=(I + W(L,A.))exp(ZL(A.))Q(O)(I + W(L,A.))- 1 , (4.24) 

so that 

FL(A.)=trTL(A.)Q(O)=trexp{ZL(-1) + i: a 3}. (4.25) 

Since TL(A.) Q(O) is unimodular, we have 

tr ZL(-1) = 0(1.11- 00
). (4.26) 

From (4.11) and (4.21) we then conclude that 

L 

(/h(A-)=x J lji(x)w(x,A.)dx (4.27) 
-L 

is an asymptotic series with real coefficients, 

(4.28) 

As a result, ZL(-1) can be expressed as 

(4.29) 

so that 

(4.30) 
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Thus it is natural to work with the function pL(A.)=arccos!h(A.) used 
in (4.2). 

In this notation we have 

(} 
pL(A.)= -A.L + 2 + <Jh(A.), (4.31) 

where the function qh(A) defined by (4.27) has an asymptotic expansion 

(4.32) 

Here 
L 

In(lfl, l[t)= J Pn(x)dx, (4.33) 
-L 

where 
(4.34) 

is a polynomial in lfl(x), ljt(x) and their derivatives at x. Since Pn(x) is peri­
odic, this implies that In is an admissible functional on ~.£J. i.e. satisfies 
(1.34). 

The first four densities Pn(x) have the form 

P1(x)= llfl(xW, P2(x)= -iljt(x) 'J: (.x), 

P3 (.x) = -ljt(x) d2Jx~x) + x llfl(xW, 

P4(x) = i ( ljt(x) d3Jx~x) - X llfl(xW ( lfi(X) ~: (x) + 41jt(x) d~x))) . ( 4.35) 

The functionals In, n = 1, 2, ... , are the promised local motion integrals 
for the NS model in the quasi-periodic case. As it follows from (4.35), the 
first three of them, Ih I 2 and I 3, coincide with the functionals N, P and H 
introduced in § 1. Later we shall see that all the In are in involution with 
respect to the Poisson bracket defined in § 1. 

The results of this and earlier sections cover all the essential elementary 
properties of the NS model and its monodromy matrix for the quasi-peri­
odic boundary conditions. A complete description of the corresponding dy­
namics requires a more sophisticated machinary which in beyond the scope 
of this book. Considerable simplifications occur in the limit L-+ oo for the 
boundary conditions of rapid decrease or finite density which will be exam­
ined in the following sections. 
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§ 5. The Monodromy Matrix in the Rapidly Decreasing 
Case 

This section is of auxiliary character. Here we shall analyze the proper­
ties of the transition matrix T(x, y, A) on the whole axis - oo <x, y < oo un­
der the assumption that llf(x), rjt(x) vanish as lxl-+oo. More precisely, these 
functions will be supposed absolutely integrable on IR 1, i.e. llf(x) lies in 
L1 (- oo, oo ). In terms of U0 (x) this amounts to 

J II Uo(x)ll dx< oo. (5.1) 

In the following the space of 2 x 2 matrix functions satisfying (5.1) will be 
denoted by L\2 x 2>(- oo, oo ). The off-diagonal matrix U0 (x) is a specific ele­
ment of L\2 x 2>(- oo, oo ). 

Under this assumption we will show that the limits 

T ±(x,A)= lim T(x,y,A)E(y,A) (5.2) 
y-±oo 

exist for real A, where E(x, A) was defined in § 3. Next we will examine the 
properties of T ± (x, A) and, in particular, their asymptotic behaviour for 
large x and A. 

The proof will make use of the integral representations (3.32), (3.33). To 
be more specific, let us consider the limit y-+ - oo and write (3.32) in the 
form 

X 

T(x,y,ll)E(y,ll)=E(x,ll)+ J T(x,y,z)E(z,A)dz. (5.3) 
2y-x 

Let us show that r is absolutely integrable over the interval2y-x~z~x 
uniformly in y. To this end consider the function 

X 

<P(x,y)= J IIT(x,y,z)lldz. (5.4) 
2y-x 

By integrating (3.34) over z in the interval indicated above and interchang­
ing the integrals we obtain the estimate 

X X 

<P(x,y)~ J II Uo(z)ll dz+ J II U0 (s)ll <P(x, s)ds. (5.5) 
y y 

By iterating this estima~e we find 
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X 

<P(x, y),;;;; exp J IIU0 (z)ll dz- 1. (5.6) 
y 

We will now show that the limit 

r _ (x, z) = lim T(x, y, z) (5.7) 
y--oo 

exists, where the expression r_(x,z) belongs to L\2 x 2>(-oo,x) as a func­
tion of z for each fixed x and convergence is taken in the L 1 norm. For this it 
is sufficient to show that the representation 

x+z 

r _(x, z) =- Uo -- + I T(x, s, 2s-z) Uo(s)ds, 1 (x+z) 2 

2 2 -= 
(5.8) 

which results from (3.34) by formally taking the limit y-+ - oo, defines a 
function in L\2 x 2>(- oo,x). The latter follows immediately from (5.6): 

X X X 

J IIT_(x,z)lldz,;;;; J IIUo(z)lldz+ J IIU0 (s)II·<P(x,s)ds 

X X 

~ J IIUo(z)ll dzexp J IIUo(z)ll dz. (5.9) 

Now, using (5.7) we see that the limit (5.2), as y-+- oo, does exist and 
there is an integral representation for T _ (x, ..t ), 

X 

T_(x,..t)=E(x,..t)+ J T_(x,z)E(z,..t)dz. (5.10) 

The existence of the limit (5.2) as y-+ + oo is established by a similar 
argument using (3.33). Recalling that 

T(x,y, ..t)= r- 1(y, X, ..t), (5.11) 

we see that the limit exists and there is an integral representation 

= 
T::;: 1(x,..t)=E( -x,..t)+ J E( -z,..t)j\(x, z)dz. (5.12) 

X 

The kernel f + is given by 
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- - 1 (x+z) T+(x,z)= lim T(y,x,z) =- U0 --
v~~ 2 2 

+ J U0 (s)f(s,x, 2s-z)ds, (5.13) 
x+z 

2 

and satisfies 

J llf+(x,z)lldzo;;; f IIU0 (z)lldzexp J IIU0 (z)lldz. (5.14) 
X X X 

It is not difficult to obtain an integral representation for T + (x, A.) itself. 
Observe that, along with T(x, y, A.) and E(x, A.), the matrix T + (x, A.) is also 
unimodular. Using the general formula 

(5.15) 

which is valid for any 2 x 2 unimodular matrix and relates the inverse, A -I, 
with the transposed matrix Ar, we find the integral representation for 
T+(x,A.), 

T+(x,A.)=E(x,A.)+ I r+(x,z)E(z,A.)dz, (5.16) 
X 

where 

(5.17) 

The involution property (3.39) extends naturally to r ± (x, z), 

f ±(x, z)=aT ± (x, z)a, (5.18) 

and also to T ± (x, A.), 

t ±(x, A.)=aT ± (x,A.)a. (5.19) 

In particular, for T ± we have the representation 

e=signx. (5.20) 

Just as T(x, y, z), the matrix functions T ± (x, A.) satisfy the differential 
equation 
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dF 
dx = U(x,A)F. (5.21) 

The initial conditions are now replaced by the asymptotic conditions 

T±(x,A)=E(x,A)+o(1) if x-.±oo, (5.22) 

which follow immediately from (5.10), (5.16) and the estimates (5.9), 
(5.14). 

Here it would be appropriate to comment on the relationship with scat­
tering theory. Since (5.21) contains the spectral parameter A linearly, mul­
tiplying by ia3 on the left reduces it to the usual form of the eigenvalue 
problem 

.!?F = 3:_ F 
2 

for the first order matrix differential operator 

(5.23) 

(5.24) 

If x > 0, ..'? is a formally self-adjoint operator. The corresponding spectral 
problem with the coefficients l{f(x), ljf(x) stabilizing as lxl-+ oo is the main 
object of scattering theory. In particular, a significant role in the theory is 
played by the solutions T ± (x, A) which are called the Jost solutions. 

Let us now examine the analytic properties of the matrix elements of 
T ± (x, A) considered as functions of A for a fixed x. Recall that T(x, y, A) is 
an entire function of A. However, T ± (x, A) are not such in general, because 
their definition involves a passage to the limit. Nevertheless, the integral 
representations (5.10) and (5.16) combined with the absolute integrability of 
r ± (x, z) in z imply that the first column ofT_ (x, A) and the second column 
of T + (x, A) may be analytically extended into the upper half-plane, while 
the first column of T + (x, A) and the second column of T _ (x, A) may be ana­
lytically extended into the lower half-plane. Indeed, for the corresponding A 

h · I { iAx} . I d . h . I . t e exponentta s, exp ± T , mvo ve m t e mtegra representattons 

(5.10) and (5.16) decay as the integration variable z goes to + oo or - oo, 

respectively. 
We shall denote the above columns by T<,l:· 2>(x, A), so that 

(5.25) 
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The integral representations combined with the Riemann-Lebesgue lemma 
give, at a fixed x, the following asymptotic behaviour: 

i-'.x ( 1) e --r T<2l(x,A)= 0 +o(l), (5.26) 

i-'.x (0) e --2 T<;l(x,A)= 1 +o(1) (5.27) 

for Im;L ~ 0, I AI-+ oo, and 

i-'.x (1) e-2 r<J_l(x,A)= 0 +o(l), (5.28) 

i-'.x (0) e --2 T<:l(x,A)= 1 +o(l) (5.29) 

for Im;L.s;;O, IA-1-+oo. 
The involution property extends to complex values of ;L and takes the 

form 

(5.30) 

where ImA, ~ 0 and 

(5.31) 

where Im;L.s;;O and a=a1 when x>O, a=ia2 when x<O. 
In the case when lf/(X), ljt(x) vanish outside the interval -q.;;;;x.;;;;q, 

T±(x,A-)E( -x,A-) are entire functions of exponential type q. In fact, from 
(5.8) and (5.13) it is easily seen that the associated kernels r + (x, z) and 
r_(x,z) vanish for z>2q-x or z< -2q-x, respectively. 

Later we shall need the following relationship between r ± (x, z) re­
stricted to the diagonal z=x and U0 (x), 

[a3, r _ (x, x)] =a3 Uo(x) (5.32) 

and 

(5.33) 

In order to prove (5.32) it is sufficient to observe that the integral equa­
tion (3.34) implies 
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T(x,y, 2y-x)=! Uo(Y), (5.34) 

so that by (5.8) we have 

T_(x,x) = _!_ (uo(x)+ J U'ij(s)ds). 
2 -oo 

(5.35) 

Since the diagonal matrix U'ij(s) commutes with a 3 , this implies (5.32). The 
proof of (5.33) is quite similar. 

To conclude our discussion of the Jost solutions we note that a more 
traditional method for studying them in scattering theory is based on the 
integral equations 

X 

T_(x,A-)=E(x,A-)+ f E(x-z,A-)U0 (z)T_(z,A-)dz (5.36) 

and 

T+(x,A-)=E(x,A-)- f E(x-z,A-)U0 (z)T+(z,A-)dz, (5.37) 
X 

which result from (3.26) and (3.27) in the limit y--+ ± co for real A-. We prefer 
the method used here because the dependence on A, in the integral represen­
tations (5.10) and (5.16) is located entirely in the elementary functions 

{ i.?ox} exp ±T. 
Now we shall introduce an analogue of TL(A-), the reduced monodromy 

matrix T(.?o). For real A, it is defined by 

T(A-)= lim E( -x,A-) T(x,y,A-)E(y,A-). (5.38) 
y--oo 

To prove that the limit in (5.38) exists we observe that the transition 
matrix can be expressed as 

T(x,y, A-)= T + (x, A-) T::;: 1(y, A-)= T _(x, A-) T= 1(y, A-), (5.39) 

because the right hand sides in (5.39) satisfy the differential equation (3.5) 
with the initial condition (3.6). From (5.39) it is clear that T::;: 1 (x, A-) T _ (x, A-) 
does not depend on x. We will show that it coincides with the limit (5.38). 

Indeed, let us set 

T(A-)= T::;: 1(x, A-) T _ (x, A-), (5.40) 
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then 

T _ (x,..t)= T +(x, ..t) T(..t). (5.41) 

By inserting (5.41) into (5.39) we find 

(5.42) 

By virtue of the boundary conditions (5.22) we then conclude that the limit 
in (5.38) exists and coincides with (5.40). 

Putting x=L andy= -Lin (5.38) we obtain, as a special case of this 
formula, 

T(..t)= lim E(-L,..t)T(L, -L,..t)E(-L,..t). (5.43) 
L-~ 

The factor T(L, -L,..t) on the right can be interpreted as the monodromy 
matrix, TL(..t), of the periodic problem with lfi(X), ljf(x) extended periodically 
outside the interval (- L, L) (possibly with dicontinuities). In this sense T(..t) 
can be regarded as the infinite period limit, as L-+ co, of the periodic 
monodromy matrix TL(..t) with the trivial oscillating factors reduced out. 

The reduced monodromy matrix T(..t) possesses the same involution 
property as TL (..t ), 

T(..t)=aT(..t)a, (5.44) 

so that it can be written in the form 

T(..t)= (a(..t) t:b(..t)) &=signx. 
b(..t) a(..t) ' 

(5.45) 

We retain for a(..t) and b(..t) the name of transition coefficients. They satisfy 
the normalization relation 

la(..tW-t:lb(..tW= 1. (5.46) 

In terms of transition coefficients the limiting relation (5.43) can be writ­
ten as 

a(..t)= lim e;uaL(..t), b(..t)= lim bL(..t). (5.47) 
L-oo L-oo 

Some deeper properties of these coefficients will be examined in the 
next section. 
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§ 6. Analytic Properties of Transition Coefficients 

We shall use several different representations for the transition coeffi­
cients. First, recalling that T + (x, A) is unimodular we get from (5.40) the 
following expressions for a(A) and b(A): 

(6.1) 

b(A)=det(T<J_>(x,A), T<.!.>(x,A)), (6.2) 

where the column notation is as introduced before. The analytic properties 
of the columns T<.!.>(x, A), T~>(x, A) and the asymptotic formulae (5.26), 
(5.27) imply that a(A) has an analytic continuation into the upper half-plane 
lmA ~ 0 with the asymptotic behaviour 

a(A)= 1 +o(1), (6.3) 

as IAI-+oo. 
The coefficient a(A) has an analytic continuation into the lower half­

plane, which is denoted by a*(A). We have 

a*(A)=a(i), lmA~O. (6.4) 

The analytic properties of r<J,>(x, A) together with (6.2) show that in general 
b(A) has no analytic continuation off the real line. However, if lfl(x), lji(x) 
have compact support, then a(A) and b(A) are entire functions. 

Next we consider integral representations for a(A) and b(A) which result 
from the representations (3.46), (3.47) for aL(A) and bL(A) by a passage to the 
limit. 

We begin with a(A) and restate (3.46) as 

where 

2L 

e;.uaL(A)=1+ J aL(x)e;A.xdx, 
0 

aL(x)=aL(L-x)=2a(L, -L, L-2x). 

The integral equation (3.34) yields 

(6.5) 

(6.6) 
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L-x 

a(L, -L, L-2x) =efi J f](L, s, 2s+2x-L)Ifl(s)ds 
-L 

L-x _ 

=£1/ii I P(L,s,s+2x)1f!(s)ds, (6.7) 
-L 

where the last equality follows from (3.42). We recall the definition of the 
kernel r + (x, z) (5.17) and the inequality (5.14) to conclude from (6.7) that 
the limit 

a(x)= lim aL(x)= -2eJ/ii J P+(s, s+2x)1f!(s)ds (6.8) 
L~oo 

exists for x;;.. 0 and 

00 

I la(x)ldx< oo. (6.9) 
0 

Thus we obtain an integral representation for a(A.), 

00 

a(A-)=1+ I a(x)eiA.xdx, (6.10) 
0 

where a(x) is in L 1 (0, oo ). 

Now consider the integral representation (3.47) for bL(A.), 

L 

bL(A.)= I Pdx)eiA.xdx, (6.11) 
-L 

where 

Pdx)=2P(L, -L, 2x-L). (6.12) 

We will show thatpL(x) has a limit as L-+oo. From (3.34) and (3.41) it fol­
lows that 

Vii X 

P(L, -L,2x-L)=21f!(x)+J/ii JL a(L,s,2s-2x+L)Ifl(s)ds 

= ~ lfl(x)+J/ii L a(L,s,2x-s)1f!(s)ds. (6.13) 

Combined with (5.14) this implies that the limit 
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X 

fJ(x)= lim fJL(x)=Vxlfl(x)+2fC J a+(s,2x-s)lfl(s)ds (6.14) 
L-~ 

exists and 

I{J(x)l dx < oo . (6.15) 

Finally, we obtain the desired representation for b(A), 

~ 

b(A)= J fJ(x)e;Axdx, (6.16) 

where fJ(x) is in L 1 (- oo, oo ). 

The set of all functions of the form 

~ 

F(A)= J f(x)e;Ax dx, (6.17) 

where f(x) is in L 1 (- oo, oo ), constitutes a complete normed ring V\0 well 
known in the mathematical literature. So, under our assumptions on lfi(X), 
lji(x) the coefficient b(A) belongs to V\0 • The function a(A) in turn belongs to 
the ring m+ composed of functions of the form 

~ 

F+(A)=c+ J f+(x)e;;,_xdx, (6.18) 
0 

where f+ (x) lies in L 1 (0, oo ). Functions belonging to V\+ extend analytically 
into the upper half-plane and tend to a constant as I AI-+ oo. 

The aforementioned analytic properties of a(A) and b(A) can be deduced 
directly from their integral representations which also give a complete char­
acterization of the transition coefficients in terms of their Fourier trans­
forms. 

The smoothness properties of a(x) and fJ(x) are the same as those of lfi(X) 
and lji(x). If the latter are in Schwartz space, so is fJ(x) and hence b(A), 

whereas a(x) is infinitely differentiable and of Schwartz type at + oo. 

Let us now investigate the zeros of a(A) in the upper half-plane 
lmA~O. 

First we will show that a (A) has no zeros if x > 0. In fact, there are no zeros 
on the real line by virtue of the normalization relation. Suppose that 
a(A-0)=0 with lmA0 >0. It follows from (6.1) that the column vectors 
Tf2>(x, Ao) and r<;>(x, Ao) are linearly dependent. Since lmA0 > 0, the integral 
representations (5.10), (5.16) imply that Tf2>(x, A0 ) and r<;>(x, Ao) decay ex­
ponentially as X-+- oo or X-++ oo, respectively. Thus, for A =Ao equation 
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(5.21) has a column vector solution decaying exponentially as lxl-+ co. How­
ever, (5.21) is equivalent to the spectral problem (5.23) for a formally self­
adjoint operator..!? (5.24) which would then have a non-real eigenvalue A-0• 

This contradiction shows that a(.A) has no complex zeros. 
Ifx<O,..!? is not self-adjoint, and a(A) may have zeros. The properties of 

a(.A) discussed impose only mild restrictions on them. Analyticity and the 
asymptotic behaviour (6.3) imply that the zeros are located in a bounded 
region of the half-plane Im.A :> 0 and may only accumulate towards the real 
line. 

To simplify our analysis we shall assume the following condition (A): 
I) no zeros occur on the real axis; 
2) all the zeros are simple. 
In particular, it follows that the total number of zeros is finite and there 

is a strict inequality for b(.A), 

lb(.A)I < 1. (6.19) 

It is hard to formulate the corresponding sufficient conditions in terms 
of lf/(X), ljl(x). Here one is faced with difficult problems of spectral analysis 
of non-self-adjoint differential operators. This is, however, of little impor­
tance for our investigation of the NS dynamical system. Actually, the set of 
functions lf/(X), ljl(x) satisfying condition (A) is, in a natural sense, open and 
dense in the phase space .At(). Later in Chapter III we shall give an alterna­
tive description of 1o which will clarify this statement. 

Let A,h ..• , A-, be the complete list of zeros of a (A-), Im.Ai > 0, j = 1, ... , n. 
As noted above, for A=Ai the column r<.:>(x, A,) is proportional to r<J_>(x, A). 
Let Yi be the proportionality coefficient, 

(6.20) 

Yi 1: 0. The set of complex numbers Yi is one of the characteristics of the 
auxiliary linear problem and will play an important role in what follows. 

It is clear from (6.4) that .ih ... , .i, are the zeros of a*(A) in the lower 
half-plane. Using the involution property we find that 

(6.21) 

If lf/(X), ljl(x) have compact support, relation (5.41) characterizing the 
reduced monodromy matrix makes sense for all complex .A, so that sub­
stituting A-=A-i or A-=ii into (5.41) gives Yi=b(A-i), Yi=b(A-i), j= 1, ... , n. 
We emphasize that this holds only for compactly supported lf/(x), ljl(x). 

The set A,i, .ii, j =I, ... , n, is the discrete part of the spectrum of (5.23) for 
x < 0. Furthermore, for any x, 2 has continuous spectrum of multiplicity 
two on the whole real line, according to the existence for real A, of two line-
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arly independent solutions to (5.23) which are bounded in x. These are, for 
instance, the columns of T _ (x, It) or of T + (x, It). With this in mind we shall 
call a(lt) and b(lt) transition coefficients for the continuous spectrum, and yj, 
yj,j = 1, ... , n, will be called transition coefficients for the discrete spectrum. 

To conclude this section we will show that the analyticity of a(lt) and the 
normalization relation can be used to express a(lt) through its zeros (if there 
are any) and b(lt). Namely, for Imlt>O 

a(lt)=exp{~ ~I log(1+1b(.uW) d.u} 
2m -~ .u-lt 

(6.22) 

if x>O, and 

a(lt)=exp{-1-. ~I log(1-lb(.u)l2) d.u} rr" It-~ 
2m .u-lt lt-Jt. 

-~ j-1 1 

(6.23) 

if x < 0. These formulae can be extended up to the real line according to the 
Sochocki-Plemelj formula 

1 1 1 . 
---. It .0 =p.v.--1 +mo(,u-lt), 
.u-lt .u- -l .u-/1, 

(6.24) 

where p. v. indicates principal value. 
To prove (6.23) consider the function 

- rr" lt-.ij a(lt)=a(lt) It-It-, 
j=l 1 

(6.25) 

which differs from a(lt) by a product of elementary Blaschke factors and is 
analytic in the upper half-plane. The function a(lt) has no zeros for Imlt;;;.O 
and, as before, satisfies the asymptotic condition (6.3). On the real line we 
have 

la(1tW=la(1tW= t-lb(~tW. (6.26) 

The function q(lt)=loga(lt) is also analytic for Imlt>O, is continuous 
down to the real line by virtue of the condition (A), and vanishes as lit I-+ oo. 

Therefore, for real It its imaginary and real parts are related by 

1 ~ R ( ) 
Imq(lt)=-- p. v. I eq: d,u, 

1C -~ .u-
(6.27) 
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which follows immediately from Cauchy's theorem. In the physical litera­
ture (6.27) is referred to as a dispersion relation. Using (6.24) it can be writ­
ten as 

(A)=_!_ ~J Re7J(J.l) d ImA>O. 1J • 1 J.l, 
1Cl -~ j.l-/1, 

(6.28) 

The representation (6.23) now follows from (6.28) and the obvious rela­
tion 

Re7J(A)=logla(A)I =tlog(1-lb(AW). (6.29) 

The proof of (6.22) is similar. This concludes our discussion of the ana­
lytic properties of transition coefficients. 

To sum up, in §§ 5-7 we have defined the mapping 

(6.30) 

and described its image for various functional classes of 1/f(X), rfr(x). Thus, if 
1/f(X), rfr(x) are in LJ(- oo, 00) then the corresponding b(A), b(A) are in mo; if 
1/f(X), rfr(x) are of Schwartz type, then b(A), b(A) are also of Schwartz type. 

This mapping will be essential in describing the dynamics of our model. 
So, in the following section we shall see that the equations of motion be­
come trivial in the new variables, and in the following chapter we shall 
study the inverse mapping to (6.30). 

§ 7. The Dynamics of Transition Coefficients 

In§ 3 the transition matrix, T(x, y, A), was shown to satisfy the evolution 
equation 

aT 
- (x,y,A)= V(x,A) T(x,y,A)- T(x,y,A) V(y,A), (7.1) at 

if 1/f(X), rfr(x) satisfy the NS equation. For 1/f(X), rfr(x) rapidly decreasing one 
can take the limit of (7.1) as y-+- oo, X-++ oo to obtain simple evolution 
equations for the transition coefficients. 

For this purpose notice that 

(7.2) 
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as lxl-+oo, so that V(A.) commutes with E(x,A.). Now multiply (7.1) by 
E(y, A.) from the right and take the limit as y-+ ± oo for real A.. Recalling the 
definition of the Jost solutions, T ± (x, A.), given by (5.2) we find 

Performing the same operation with respect to x we obtain the equation for 
the reduced monodromy matrix, 

a iA-2 
- T(A., t) = -2 [a3, T(A., t)]. at (7.4) 

This equation is remarkable in that the dependence on IJI(x), tjf(x) is 
completely eliminated. In terms of transition coefficients for the continuous 
spectrum (7.4) can be written as 

a 
-a(A, t)=O at ' ' 

a 
- b(A., t)= -iA. 2 b(A., t). at 

In particular, we deduce that a(A.) is time-independent for real A., 

a(A., t)=a(A, 0). 

(7.5) 

(7.6) 

By virtue of analyticity, the same holds for ImA, > 0, so that the zeros, A,b of 
a(A.) are time-independent as well. Thus in the rapidly decreasing case the 
generating function for the conservation laws is just a (A,). 

Let us now determine the evolution of transition coefficients for the dis­
crete spectrum. By (7.3) we have for the column-vectors Tf2>(x, A.) and 
r<J_>(x,A.) 

aro> ·;_2 
--- (x,A-)= V(x,A.)Tf2>(x,A.)-~2 T<!.>(x,A.) (7.7) at 

and 

!>T<2> ·12 
u + 1 1 (2) 1 l/L (2) 1 --(X,A)= V(x,A)T + (x,A) +- T + (X,A). at 2 

(7.8) 

These equations also hold for ImA->0. They are compatible with (6.20) for 
A-=A-j, 

(7.9) 
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only if 

(7.10) 

Equations (7.5) and (7.10) can easily be solved so that the time depend­
ence of transition coefficients is given by the remarkably simple formulae 

b(ll, t)=e-;A. 21 b(ll, 0), 

yj(t)=e-iA.~ 1 yj{O), j=1, ... ,n. 
(7.11) 

This is the simplification of the dynamics due to the mapping (6.30) 
promised at the end of the preceding section. In the new variables the equa­
tions of motion can be solved explicitly. Up to the assumption that (6.30) 
has an inverse we can affirm that (7 .11) provides a complete solution of the 
initial-value problem (1.1)-(1.2) in the rapidly decreasing case. 

Let us now discuss the local integrals of the motion. We assume that 
!fi(X), rjf(x) are of Schwartz type. In order to exploit the results obtained 
earlier, suppose that !f!(x), rjf(x) are the limits, as L-+ oo, of the 2L-periodic 
functions lf/L(x), rjfL(x). In this case the densities, Pn(x), of the local integrals 
of the motion defined by ( 4.19)-( 4.20) and ( 4.34) have limits, as L-+ oo, 

which are also of Schwartz type. Therefore we can take the limit, as L-+ oo, 

in (4.33) to obtain 

(7.12) 

Here Pn(x) is constructed from l{l"(x), rj/(x) according to (4.19)-(4.20) and 
(4.34). 

Let us now consider the limit, as L-+ oo, in the generating function 
pL(Il), 

pL(Il) = arccositr TL(Il). (7.13) 

Notice that, in contrast to (4.1)-(4.2), we have set 0=0. The definition of the 
reduced monodromy matrix T(ll) and (5.47) imply that for realll 

as L-+oo. 

tr TL(Il) =e-iALa(ll)+eiAL a(ll)+o(1) 

=21a(ll)l cos(arga(ll)-llL) + o(1), 

Since b(ll) is of Schwartz type, the normalization relation yields 

la(Jl)l = 1 + 0(1/ll- 00
). 

(7.14) 

(7.15) 
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Hence, up to terms of order O(IAI- ~), 

pL(A)= -AL+arga(A)+o(1) 

1 
= -AL + -:-loga(A)+o(1), 

I 

as L-+ oo, where we have used 

loga(A)=iarga(A)+ O(IAI- ~), 

which is a consequence of (7 .15). 

(7.16) 

(7.17) 

Thus, the generating function for the conservation laws in the limit 
L-+ oo coincides with loga(A), 

lim (pL(A)+AL) = ~ loga(A), (7.18) 
L-oo l 

up to terms of order O(IAI- ~). By comparing this with (4.4) we deduce that 
loga(A) is the generating function for local integrals of the motion, 

loga(A)=ix f ~: + O(IAI-~). 
n=l 

(7.19) 

The uniform behaviour with respect to L, as L-+ oo, of the asymptotic 
expansion ( 4.4) for PL (A)+ A L is an obvious consequence of the existence of 
the limit in the integral representation (3.44) for E(- L, A) TL(A) E(- L, A), 
as L-+ oo, proved in § 6. 

The coefficients in (7.19) can be determined from (6.22)-(6.23). The den­
sities log(l +s lb(,uW) in the integrals (6.22) and (6.23) are of Schwartz type; 

expanding ___!__, in a geometric progression leads to the asymptotic expan-
sion .U -A, 

where 

~ 

loga(A)=ix L ~: + O(IAI-~), 
n-1 

1 
Ck=--

2JCX 

1 II -

+ - L (Aj- A j)' k = 1' 2, ... 
ixk j-1 

(7.20) 

(7.21) 
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Here e=signx; if e= 1, the sum over the zeros on the right hand side of 
(7 .21) disappears. 

Comparing the asymptotic expansion (7.19) with (7.20) gives the identi-
ties 

(7.22) 

relating certain functionals of 1/f(X), ifi(x) with functionals of b(A.), b(A.) and 
Aj, ;[j· In spectral theory such formulae are called trace identities. 

What is essential for our purposes is that we have managed to represent 
the integrals of the motion, Ino as functionals of the new variables 
(b(A.), b(A.), Aj, ;[j, Yb yj; j = 1, ... , n) introduced in (6.30). N_oteworthy, only 
half of these variables enter into In, namely, lb(A.W and Ajo Aj. An interpreta­
tion of this phenomenon in terms of Hamiltonian mechanics will be given in 
Chapter III. 

§ 8. The Case of Finite Density. Jost Solutions 

The finite density boundary conditions have meaningful applications 
only when x>O, hence we shall confine ourselves to this case. We shall as­
sume that 1/f(X), ifi(x) take their boundary values 

lim 1/f(X)=pe;"'±, (/J+ -qJ_ =0 (8.1) 
x-±oo 

in the sense of Schwartz. With no loss of generality we can fix qJ _ = 0, so 
that qJ + = 0. 

In terms of U(x, A.) these boundary conditions take the form 

. 1 (-i-t hm U(x,A.) =- ;o 
x-+~ 2 roe 

(8.2) 

and 

. 1 (-i-t ro) hm U(x,A.) = -2 .1 = U_(A.), 
x--~ (!) lA 

(8.3) 

where 
(8.4) 

The matrices U ±(A.) are related by 

(8.5) 
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In this section we shall introduce appropriate solutions of the linear 
problem 

dF 
dx = U(x,J..)F (8.6) 

with the boundary conditions (8.2)-(8.3) and analyze their properties fol­
lowing the pattern of the rapidly decreasing case and leaving out unessential 
details. 

The role of E(x, J..) will now be played by the solution matrix E"(x, J..) of 
the equation 

dE" dx (x, J..)= U _ (J..)E"(x, J..), (8.7) 

which results from (8.6) in the limit X-+- oo. The continuous spectrum asso­
ciated with (8. 7) consists of real ). satisfying 

(8.8) 

Let lRw denote the set of these J...For ). in lRw we choose E"(x, J..) in the 
form 

i(k-,\)) 
(J) ikx e --z-a3 , 
1 

(8.9) 

where 

(8.10) 

the branch of the square root being fixed by 

sign k(J..) =sign).. (8.11) 

The choice of E" (x,).) is uniquely determined by the requirements of 
analytic continuation, namely, that for Imk> 0 the first column of E"(x, J..) 
vanishes as X-+- oo and the second one vanishes as X-++ oo. 

The corresponding solution to the equation resulting from (8.6) in the 
limit X-++ oo is Q- 1(0)E"(x,J..). 

Let us now discuss the analytic properties of E"(x, J..) in more detail. 
Notice that E"(x, J..), unlike E(x, J..), is not unimodular, 

2k(J..-k) 
detE"(x, J..) = 2 

(J) 
(8.12) 
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and thus degenerates at A= ±w. As ~--+0, Ev(x,A) goes into E(x,A). 
The main difference between (8.6) and the same problem in the rapidly 

decreasing case is the presence of the gap - m <A< m in the continuous 
spectrum. The degeneracy points of Ev(x, A) are the boundary points of the 
continuous spectrum. A natural domain for studying the analytic properties 
of Ev(x, A) is provided by the Riemann surface r of the function k(A). The 
surface r is pieced together of two copies, r + and r-' of the complex plane 
<C 1 slit along the intervals (- oo, - w] and [m, oo) of the real line (see Fig. 2), 
the edges of the cuts being suitably identified. 

-w w 

Fig. 2 

A point on r different from the branch points, ± w, will be represented 
by a pair (A, t::) where A is a complex number and t:: = ± 1, so that t:: = 1 on r + 
and t:: = - 1 on r _. The function k(A) is defined on r by (8.1 0) where 
± Im k(A);;:. 0 on r ±. Alternatively, the sheet r + is specified by the condition 
that k(A+i0)>0 for ImA=O and A>m; then k(A+iO)<O for ImA=O and 
A< - m. Thus, convention (8.11) is fulfilled for the limiting values of k(A) on 
the upper banks of the cuts on r + and on the lower banks of the cuts 
onr_. 

In what follows we shall often suppress the dependence of k(A) on A. So, 
if both k and A occur in a formula, then k is always considered as a function 
of A. 

For A outside the cuts, Ev(x, A) is not bounded in x. However, its first 
column on r + and its second column on r _ decay exponentially as 
x--+- oo; its second column on r + and its first column on r _ decay ex­
ponentially as X-++ oo. In the opposite directions the columns grow ex­
ponentially. 

For A in IRw we introduce the matrix Jost solutions of (8.6) through their 
integral representations 

~ 

T + (x, A)= Q- 1(0)Ep(x, A)+ I r + (x,y) Q- 1(0)·Ev(Y, A)dy (8.13) 
X 

and 
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X 

T _ (x,A-)=Ev(x,A-)+ f r _ (x,y)Ev(y,J.)dy. (8.14) 

The derivation will use a method alternative to that of § 3. Substitute (8.13) 
and (8.14) into (8.6) and put the terms containing the common factor 
Ev (x, A,) together. It results that the kernels r ± (x, y) satisfy the differential 
equations 

0 0 
-r±(x,y)+<73 -r±(x,y)<13- U0(x)r ±(x,y) ox oy 

+<13r ±(x,y)0'3 u± =0, (8.15) 

where 

U±= lim U0 (x)=U±(J.)+i2.?.0'3, 
x-±oo 

(8.16) 

with the boundary conditions 

T ±(x, x)-<73T ± (x,x)<73= +(U0 (x)- U ±), lim T ±(x,y)=O. (8.17) 
y-±oo 

These differential equations defining two Goursat problems may be re­
duced to systems of integral equations. For instance, the system for r _ (x, y) 
is 

X 

r<:!.>(x,y) = I (Uo(s)T~d>(s, s+y-x)+T~d)(s, s+y-x) u _)ds' (8.18) 

X 

+ J (U0 (s)r<:!_>(s,x+y-s)-r<:!.>(s,x+y-s) U_)ds, (8.19) 
x+y 
-2-

where X;> y and T<:!_> and T~d) indicate the diagonal and off-diagonal parts 
of r _, respectively. 

These are Volterra integral equations, and their iterations are absolutely 
convergent. Under our assumptions on lfi(X), ljt(x) their solution r _ (x, y) is 
infinitely differentiable with respect to x andy and of Schwartz type in y as 
y-+-- oo. The kernel T + (x, y) is analyzed in a similar way and proves to be 
of Schwartz type in y as y-+- + oo. 

Thus we have established the representations (8.13) and (8.14) defining 
the Jost solutions. Let us now discuss their properties. 
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1. From (8.13) and (8.14) it follows that the Jost solutions have the fol­
lowing asymptotic behaviour as lxl-+ ± oo: 

and 

T _ (x, ll) = E{.J(x, ll) + o(l) as X-+- oo. (8.21) 

2. For ll in lRw the matrices T±(x,ll) result from T(x,y,ll) in the limit 
y-+ ± 00: 

T+(x,ll)= lim T(x,y,ll)Q- 1(0)E{.J(y,ll) (8.22) 
y-+oo 

and 

T_(x,ll)= lim T(x,y,ll)E{.J(y,ll). (8.23) 
y--oo 

To prove this it is sufficient to write T(x,y,ll) as 

T(x, y, ll) = T ± (x, ll) T ± 1 (y, ll) (8.24) 

and then use the asymptotics (8.20) and (8.21). 
3. The determinant of the Jost solutions coincides with that of 

E{.J(x,ll), 

2k(ll-k) 
detT±(x,ll)=detE{.J(x,ll)= 2 , 

(!) 
(8.25) 

so that T ± (x, ll) are degenerate at ll = ± w. 
4. For ll in lRw the involution property holds 

(8.26) 

which coincides with (5.19) when x>O; a similar relation holds for E{.J(x,ll). 
The kernels r ± (x, y) also possess this property and hence may be written in 
the form 

(8.27) 

5. The integral representations (8.13), (8.14) and the analytic properties 
of E{.J(x, ll) imply the following analytic properties of the Jost solutions. The 
first column, r<_J_>(x, ll), of T _ (x, ll) and the second column, r<.;>(x, ll), of 
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T + (x, A) extend analytically to the sheet r + of the Riemann surface r, 
whereas the columns r<_!>(x, A) and T<!.>(x, A) extend analytically to the 
sheet r _. For x fixed, one has, asymptotically as L-+ oo, 

't (I) _ ll+A-kl 
"k ( 1 ) ( ) e T- (x,A)- i(A;;k) +O IAI ' 

"k e -Y <2> _ m 11 +A-kl (
i(k-A) -I!-) 

e T + (x,A)- ei!- +0( IAI ). 

for A on the sheet r+, and 

( 

i9 ) 
-y 

"k e 1 k y o> _ 11+/1,- I 
e T .(x,A)- i(A:;k) e<; +0( Ill )• 

(
i(k-A)) 

_;~x r<2>( A)= m o(I1+A-kl) 
e - x, + IAI ' 

1 

for A on the sheet r _. 
Notice that for A in r + 

as IAI-+oo, lmA>O, and 

k= -A+0(-1 ) 
IAI 

(8.28) 

(8.29) 

(8.30) 

(8.31) 

(8.32) 

(8.33) 

as I AI-+ co, lmA < 0. So, to estimate the remainders in (8.28)-(8.31) it should 
be remembered that 1+A-k=0(1) in the first case, but 1+A-k=0(A) in 
the second case. On r _ these cases are interchanged. 
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6. The involution property (8.26) extends to the analytically continue~ 
columns of T ± (x, A). To show this let P be an involution on r sending A-+A, 
k-+k. A more formal definition is 

P(A,e)=(i, -e), (8.34) 

so that P permutes r+ and r_. We have 

(8.35) 

which gives 

a 1 f<J,>(x,A)= r<J}(x, P(A)), (8.36) 

where A is in r _ for the plus sign and in r + for t~e minu~ sign. 
There is another involution on r sending A-+A, k-.... - k. A more formal 

definition is 

J(A, e)= (i, e), (8.37) 

so that J leaves r ± invariant. For any A in r we have 

(8.38) 

which also extends to the corresponding columns of the Jost solutions. We 
have 

(8.39) 

and 

(8.40) 

where A belongs to the corresponding r ±· In particular, we deduce a rela­
tionship between the values of the columns of T ± (x, A) on the upper and 
lower banks of the cuts on the corresponding sheets of analyticity: 

and 

- A+k 
r<J,>(x,A-iO) = -.-a1 r<J,>(x,A+iO) 

l(J) 
(8.41) 



62 Chapter I. Zero Curvature Representation 

(8.42) 

where .A is real, I .AI~ w. 
This completes our list of the properties of T ± (x, .A). 
As in the rapidly decreasing case, there exists a reduced monodromy 

matrix, TP (.A), relating T + (x, .A) to T _ (x, .A): 

T _ (x, .A)= T + (x, .A) Tp(.A). (8.43) 

The matrix Tp (.A) is well defined and unimodular for .A in IRa, .A# ± w. For 
such .A it can also be obtained as the limit 

Tp(.A)= lim Ep- 1(L,.A)Q(8)T(L, -L,.A)Ep(-L,.A). (8.44) 
L-= 

Once again, for .A in IR, the involution property yields 

(8.45) 

which allows us to represent Tp(.A) in the already familiar form 

(8.46) 

As before, the coefficients ap(.A) and bp(.A) will be called transition coeffi­
cients. Since Tp(.A) is unimodular, we have the normalization relation 

(8.47) 

Further properties of ap(.A) and bp(.A) will be discussed in the following sec­
tion. 

§ 9. The Case of Finite Density. Transition Coefficients 

We shall begin by enumerating the properties of transition coefficients 
following the pattern of the rapidly decreasing case. From (8.43) and (8.25) 
one immediately obtains the representations 

(9.1) 

and 
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2 

bv(A-) = 2 k(~-k) det(T<_J_>(x,A.), r<.:>(x,A.)), (9.2) 

which generalize those given by (6.1) and (6.2). 
It follows from (9.1) that av(A-) may be analytically extended to the sheet 

r + except the branch points A,= ±OJ. From (8.28) and (8.29) we see that 
av (A.) has the asymptotic behaviour 

(9.3) 

as lA-I-+ oo. In other words, 

(9.4) 

when Im-t > 0 and 

(9.5) 

when ImA-<0. 
In a similar way, av(A-) extends analytically to the sheet r _ except 

A,= ±OJ. Let a~ (A.) denote this analytic continuation. Then (8.36) yields 

(9.6) 

The representation (9.2) shows that in general bv(A-) need not extend off 
IRw. Such an extension, of course, exists if lfl(x), lji(x) differ from their 
asymptotic values only in a finite interval. It follows from (8.28) and (8.30) 
that for A in IRw, 

(9.7) 

as IA-1-+oo. 
Let us now discuss the possible behaviour of av(A-) and bv(A-) in the 

vicinity of A= ±OJ. From (9.1) it follows that if the columns r<.:>(x,-t) and 
r<.;> (x, A,) are linearly independent at A,= OJ or A,= -OJ (i. e. at k = 0), then 
av(A-) has a singularity of the form 

(9.8) 
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with the non-zero a±. This is what happens generically. In a special situation 
when T~>(x,A.) and r<.;>(x,A.) become linearly dependent at A.=m or 
A.= -m, either a+ or a_ or both of them vanish, so that av(A.) is non-singu­
lar near the corresponding branch point. In scattering theory one usually 
says in this case that A.=m or A.= -m or both are virtual levels. 

The coefficient bv(A.) is either singular or regular in the vicinity of 
A.= ± m simultaneously with a" (A.). In fact, the matrices T ± (x, A.) become 
degenerate at A= ±m, so that the columns T~>(x, ±m) become propor­
tional to T~>(x, ±m). The asymptotic expressions (8.20) and (8.21) and the 
definition (8.9) of Ev (x, A.) imply that 

(9.9) 

Comparing (9.1), (9.2) and (9.9) shows that if a+ or a_ does not vanish 
then 

(9.10) 

In particular, under this hypothesis one has 

1. av(A) . 
Im --= ±l. 

A.-±w bv(A.) 
(9.11) 

It should be emphasized that it is the gap in the continuous spectrum for 
the finite density boundary conditions which makes the analytic properties 
of the transition coefficients more complicated than in the rapidly decreas­
ing case. 

The involution J on r relates the values of av(A.) in the half-planes 
±ImA.>O of the sheet r+. Specifically, (8.39) and (8.40) yield 

(9.12) 

Besides, the involution allows us to relate the values of av(A.) and bv(A.) on 
the upper and lower banks of the cuts on r +, 

(9.13) 

A. being real, IA.I>m. The latter formula follows from (8.41). By taking the 
limit in (9 .13) we find that a± are pure imaginary. 

As in the rapidly decreasing case, there are integral representations 

(} . A . (} OOI "k d av(A.)=cos- + z -k sm- + a 1(x)e' x x 
2 2 0 

(9.14) 
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and 

= . A = . 
b!?(A)=i J /3 1(x)e'kxdx + k J f32 (x)e'kxdx 

-oo -oo 

(9.15) 

The derivation proceeds by taking the limit X-++ oo in (8.43) and using 
(8.14) and (8.18), (8.19) (cf. § 6). The functions aj(x), f3j(x),j = 1, 2, 3, are real 
by virtue of (9.13), and of Schwartz type near + oo or on the whole axis, 
respectively. Therefore, b!?(A) is of Schwartz type as IAI--+ oo. 

It follows from (9.14) that a!?(A) has an asymptotic expansion in inverse 
powers of A or k as I AI-+ oo. To write it down we shall use the following 
asymptotic expansions on r + : 

or 

(9.17) 

(+.!) where the common ±sign is that of lmA, and ~ 2 indicates the binomial 

coefficient. Integration by parts in (9.14) then gives the desired expansions 
for a!?(A). For instance, one has 

j() 

a!?(A)=e 2 + L ~ + O(lkl-=), 
n=l 

(9.18) 

when lmA > 0, and 

(9.19) 

when lmA < 0. The expansions agree with the involution (9.12). 
As in the rapidly decreasing case, the zeros of a!?(A) for A outside of IRe., 

correspond to the discrete spectrum of the auxiliary linear problem (8.6) 
which is equivalent to the spectral problem 
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A 
.YF=-F 

2 ' 
(9.20) 

(9.21) 

Indeed, if a~(A) vanishes at A =Aj, then the columns T<2l(x, A) and 

T<J.l(x, A) become linearly dependent, 

(9.22) 

and for A outside of lRw decay exponentially as X-+- co or X-++ co, respec­

tively. Therefore, equation (9.20) has a column-solution decaying exponen­

tially as lxl--. co. 

If x > 0, the operator .Y is formally self-adjoint for the boundary condi­

tions in question, so that its eigenvalues, and hence the zeros of a~(A), are 

real. By virtue of the normalization relation (8.47), the zeros must be located 

inside the gap -W<A<W. In fact, we have either la~(w)l=oo (the general 

case) or la~(w)l < 00 (a virtual level) in which case la~(w)l"" 1 by the normal­

ization relation. The same holds for A= - w. In particular, it follows that 

a~ (A) has only finitely many zeros; they will be labelled Ah ... , A,. 
Let us show that the zeros are simple. Let /lj be a zero of a~(/l) lying in the 

gap. We will show that ~{ does not vanish at A=Aj. From (9.1) and 

a~(Aj)=O we find 

2 

a~(Aj) = k ; k (det(f<2l(x,Aj}, T<J.l(x,Aj}) 
2 j( j- j) 

+ det(T<2l(x, Aj), f<J.l(x, Aj))), (9.23) 

where the dot indicates the derivative with respect to A. Since T<2l(x, A) 

and T<J.l(x, A) satisfy (8.6), their derivatives, f<_:l(x, A) and f<J_l(x, A), satisfy 

d · · ia3 
-d F=U(x,A)F--F. 

X 2 
(9.24) 

Together with 

(9.25) 

these equations easily lead to 
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and 

Recalling that, for ll =lli> the columns T<.!.>(x, ll) and r<;>(x, ll) are propor­
tional to each other and decay exponentially as lxl- co we derive that 

(9.28) 

and 

(9.29) 

where 

(9.30) 

Now we notice that 

OJ ll+k 
(9.31) 

Il-k OJ 

so that by using the involution (8.40) the expression ll m k Ll(x, ll) for ll in-
side the gap can be transformed into -

A+ k A 1 d - (2) 1 (2) 1 1 (2) 2 --Ll(X,/1.)= et(a2 T + (x,/1.), T + (x,/1.)) =-;liT+ (x,lli)ll , (9.32) 
OJ I 

where 11·11 denotes the usual vector norm in <C 2• Putting together the formu­
lae obtained we get the final expression for av(lli), 

(9.33) 

which shows that av(lli) does not vanish. 
The involution (8.40) also shows that the transition coefficients for the 

discrete spectrum, Yi> involved in (9.22) are pure imaginary. Therefore (9.33) 
implies that av(lli) is real and of the same sign as iyi, 
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(9.34) 

Let us now show that, just as in the rapidly decreasing case, av(/L) is 
uniquely determined by bv (A,), the zeros Aj, j = 1, ... , n, inside the gap, and the 
parameter 0. For this purpose we will derive an analogue of the dispersion 
relations (6.22), (6.23). Consider a conformal mapping of the sheet r + onto 
the upper half-plane of the variable z defined by 

z=z(A-)=A-+k(A-), Imz~O. (9.35) 

The mapping takes the cuts on r + into the real axis - oo < z < oo and takes a 
neighbourhood of oo for ImA- < 0 into a neighbourhood of z = 0. The inverse 
mapping is given by 

(9.36) 

where A-(z) is sometimes referred to as the Zukowsky function. 
For Imz ~ 0 consider the function 

i8 

f(z) = e -y av(A-(z)). (9.37) 

It is analytic in the upper half-plane and behaves asymptotically as 

(9.38) 

as I zl-+ oo. Its zeros, zj, are 

(9.39) 

Therefore the following dispersion relation holds: 

f(z) = ITn z-? exp {~ ooJ log 1/(s)l ds}' 
z-z. JCl s-z 

j~l 1 -oo 
(9.40) 

which is just another variant of (6.28). 
By (9.12), f(z) satisfies the involution 

(9.41) 
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In particular, for real s, 

1/(s)l = k( :z) I· (9.42) 

Hence, the integral in (9.40) can be reduced to an integral over the half-lines 
lsi ~w. Coming back to the initial variables A, and k and using the normali­
zation relation we obtain the required representation for ap(A-), 

(,)_ !if rr" A-+k(A.)-Aj-kj 
~~-e -

A-+k(A.)-A--k· j-1 J J 

{ 1 J log( I+ lbp(.uW) (1 k(A.)) d } xexp- +-- J..l 
2ni lRw k(J..L) J..L-A ' 

(9.43) 

where integration goes over the upper banks of the cuts on r +• and A, lies 
outside of IR"'. 

In contrast with the rapidly decreasing case, the data bp(A-), Aj and (}are 
not all independent. Namely, the asymptotic formula (9.5) implies the rela­
tion 

(9.44) 

which results from (9.43) by taking the limit as lA-I-+ oo in the half-plane 

ImA-<0 and using thatA-+k=O (-±-).In what follows, (9.44) will be called 
the condition (0). I I 

However, this does not exhaust all the constraints on the data bp(A-), Aj 
and 0. Generically, bp(A-) is singular in the neighbourhood of A= ±w, 

(9.45) 

with b± real. On the other hand, ap(A-) satisfies (9.8) with 

(9.46) 

Since (9.43) involves only lbp(A-)1, the latter relation imposes some restric­
tions on b±, which have the form 

(9.47) 

where N ± are some integers (see (9.58)). 
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To find N ± let us consider the integral in (9.43) for It in the neighbour­
hood of ±w outside of IRw. Clearly, for It near w the only singular contribu­
tion comes from the integral 

wch<'i 2 
/(It)= I log(1 + lhvCu)l )k(lt) dJ.l 

k(J.L )(J.L-It) ' w 

with 8 > 0. It follows from (9.45) that 

where 

/(lt)=2nilog lb+l + / 0 (/t)+ O(lk(lt)l), 

wch<'i 

/ 0 (/t)= -2k(lt) I logk(J.L) dJ.l. 
k(J.l )(J.L-It) 

w 

By a change of variables, 

1 ( (!)2) 
k(J.L(X)) = l X- ~ , 

the last integral is reduced to 

(9.48) 

(9.49) 

(9.50) 

(9.51) 

w~ w~ 

lo(lt)= -2 I loglk(J.L(x))l dx+ I loglk(Jl(x))l dx, (9.52) 
we-6 X-Z we-6 X 

where z=z(lt) (see (9.35)). Now we shall use the formula 

we6 

I logk(J.L(x)) dx =- .!_ log2 k(lt)+nilogk(lt)+q>(z), (9.53) 
x-z 2 

w 

where q>(z) is regular near z=w, and logk on the right hand side is the 
branch of the logarithm with a cut along the positive axis O..;k< co. To 

prove (9.53), consider the integral I log2 k(J.L(0) d( and apply 
l(;-wl=w(e6 -l) (-z 

Cauchy's theorem. From (9.53) we have 
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log (- k(J.L(x))) dx = .!_ log2 (- k(A))- nilog(- k(A)) 
x-z 2 

we" 

+.!_ J loglk(.u(x))l dx-qJ(w2). (9.54) 
2 we-o X Z 

which gives a representation for / 0 (A) in the neighbourhood of A=W, 

/ 0 (A) =-2nilogk(A)- n 2 + O(lk(A)I). (9.55) 

It then follows that 

Notice that for -w<A<W one has 

(w-A-~)2 =A+~. 
w-A-k A+k 

(9.57) 

Comparing (9.56), (9.57) and (9.44) shows that (9.46) holds if the integer N + 
is determined by 

Clearly, (- 1)N + does not depend on the choice of the branch of the argu­
ment. 

The neighbourhood of A= - w is treated in a similar manner. The integer 
N _ is determined by a relation such as (9.58) with w replaced by -w. Hen­
ceforth conditions (9.47) will be called the conditions for the determination of 
signs. If bv (A) is regular at A= w or A= - w then additional constraints of 
this type do not arise. 

The properties of the data bv(A), Aj, j = 1, ... , n, and () stated above, 
namely: 

1) the involution (see (9.13)) 
2) the condition (0) (see (9.44)) 
3) the conditions for the determination of signs (see (9.47) and (9.58)) 
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allow us, using (9.43), to reconstruct a unique coefficient av(A-) with the proper­
ties 

1) the involution (see (9.12)) 
2) the asymptotic behaviour as IAI--+ oo (see (9.3)-(9.5)) 
3) the sign correlations (see (9.46)). 

The verification of 2) and 3) is obvious because their derivation can be re­
versed. To verify 1) one should use the condition (8) and the equation 

..1.-k-A.i-ki. A.i+/y = A-+k-A.i-ki 

..1.-k-A.i-ki A.i+ki A-+k-A.i-ki' 

which holds for -m<A-i<m. 
This closes our list of the properties of transition coefficients. 

(9.59) 

§ 10. The Case of Finite Density. Time Dynamics and 
Integrals of the Motion 

We shall begin by deriving the evolution equations for the Jost solutions. 
For that purpose we multiply the equation for the transition matrix (3.21) 

aT 
- (x,y,A)= Vv(x,A.) T(x,y,A.)- T(x,y,A.) Vv(y,A.) (10.1) at 

by E" (y, A.) on the right and let y-+ - oo. Consider the limit of 
Ep- 1(y,A.) Vp(y,A.)Ep(y,A.) as y-+- oo, with Vp(y,A.) as defined in§ 2, 

(10.2) 

(see (2.4)-(2.8) and (2.11)). By virtue of the boundary conditions (8.1), the 
last term in (1 0.2) vanishes as y-+ - oo, while the first two terms turn into 
-AU_ (A.) (see (8.3)). The differential equation (8.7) and the explicit expres­
sion (8.9) for Ep(y, A.) yield 

-1 1 -1 d ik E" (y,A.)U_(A.)Ep(y,~~.)=E" (y,A.)-d Ep(y,A.)=--l1'3 • (10.3) 
y 2 

So, passing to the limit in (10.1) leads to 
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The limit as y-+ + oo is analyzed in a similar manner; it results that 
T + (x, A) satisfies the same differential equation as T _ (x, A). 

The subsequent limit with respect to x gives the evolution equation for 
the reduced monodromy matrix, 

(10.5) 

Comparing the evolution equations for the columns T<.!.>(x, A) and r<;>(x, A) 
at A =Aj leads to differential equations for the transition coefficients for the 
discrete spectrum, 

(10.6) 

Notice that the only difference between these equations and their analogues 
(7 .4) and (7 .1 0) is that A 2 is replaced by kA. 

From (10.5) and (10.6) we derive that the time-dependence of the transi­
tion coefficients is given by 

a"(A, t)=a"(A, 0), b"(A, t)=e-;u,b"(A, 0), 

yj(t)=e-ik;-'-;'yj(O), j=1, ... ,n. (10.7) 

Thus, also in the case of finite density boundary conditions, the dynam­
ics is considerably simplified by passing from !f!(x), tji(x) to the transition 
coefficients and discrete spectrum: 

(10.8) 

In the next chapter we shall investigate the reversibility of (10.8) and in 
Chapter III we shall discuss this mapping from the Hamiltonian point of 
view. 

Let us now proceed to the integrals of the motion. From (10.7) it follows 
that their generating function is a"(A). We will show that, as in the rapidly 

iiJ 

decreasing case, 1oga"(A)e -z- is the generating function for the local inte­
grals of the motion. To be able to use the results of § 4 let us assume that 
!f!(X), tji(x) are obtained in the limit L-.... oo from the functions !f!L(x), tjiL(x) 
satisfying (1.6) 

(10.9) 

with the additional constraint ( cf. § 1) 
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(10.10) 

First consider the limit of the generating function 

PL(A) = arccosttr TL(A) Q(fJ), (10.11) 

as L--+ oo. Recalling that bP (A) is of Schwartz type for I AI-+ oo, from (8.44) 
and the explicit formula (8.9) for Ep(x, A) we deduce that, for A in IR"', 

tr TL(A) Q(fJ) = e-ik L ap(A) + eikL ap(A) + o(1) 

= 2cos(- kL+ argap(A)) + o(l), (10.12) 

as L--+ oo, up to terms of order O(IAI- ~). The last identity relies upon 

(10.13) 

( cf. § 7). Thus, up to terms of order O(IAI- ~) we obtain 

lim pL(A)+kL-- = --;-logap(A)e 2 • ( f)) 1 _i_!!_ 

L~~ 2 l 
(10.14) 

Now recall the expansion (4.4) 

fJ ~ I 
pL(A)=-AL+ 2 +x LA:+ O(IAI-~), 

n-1 

(10.15) 

where (see (4.32)-(4.34)) 

L 

In= J Pn(x)dx. (10.16) 
-L 

Using the asymptotic expansion 

~ 

A-k(A)= L ~: + O(IAI-~), 
n=l 

(10.17) 

valid for A in IR"', where 

(10.18) 
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we conclude from (1 0.14) that in the case of finite density boundary condi­
tions the expressions 

In - Pn L = J (Pn (X) - Pn) dx 
x -L 2x 

(10.19) 

have a limit In,[J as L-+oo. We have thus shown that adding kL to pL(A,) 
regularizes the functionals ln(IJIL, if/d so that, as L-+ oo, they have finite 
limits In.p• 

(10.20) 

It follows from (10.14) and (9.43) that the In.[J may be represented as 
functionals of log(1 + !bp(AW) and Aj, j = 1, ... , n. However, if n is odd, In.p 
is not an admissible functional on the phase space ~- 0 • Indeed, we have, 
for example, 

so that 013·P does not vanish as lxl-+oo. 
oljf(x) 

(10.21) 

Nevertheless, suitable linear combinations of the ln,[J turn out to be admis­
sible. They are obtained by expanding pL(/..,) in inverse powers of k(/..,), 

() = J. 
pL(A)=-kL+ 2 +x L;:. +O(!kl-=), 

n~l 

(10.22) 

which follows from (1 0.15) by using (1 0.17) and the asymptotic expansion 

(10.23) 

valid for A in IRw. The functionals ln have the same form as in (10.16) and 
their limit as L-+ oo is 
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J,,(J = lim Jn = 
L-oo 

(10.24) 

By (10.23), there is a simple expression for Jn.v in terms of In.v 

( J) Jn,(J = L (J)Zm 2 hv. 
n=l+Zm,/>0 m 

(10.25) 

In particular, we find 

(10.26) 

(see § 1), so that, in contrast with J 1,v, the functionals J 2,v and hv corre­
spond to observables. In Chapter III we shall give a simple proof of the fact 
that the ln,v are admissible for n > 1, i.e. their variational derivatives vanish 
as lxl--+ oo. The proof will be based on an explicit formula for the variational 
derivatives of pL(A.). 

As in the rapidly decreasing case (see § 7), the local constants of the 
motion, Jn,v• depend on only half of the new variables (bv(A.), hv(A.); 
A.i, Yi• j = 1, ... , n). In order to determine them consider the asymptotic ex­

i9 

pansion of logav(A.)e - 2 for A. in IRw as 1..1.1--+ oo, 

ifJ 00 

logav(A.)e - 2 =iX L C~v + O(lkl-""), 
I-I 

(10.27) 

which results from (9.18). To find the real coefficients c1.v in closed form we 

use (9.43) and expand the denominator ~ in a geometric progression 
(cf. § 7). Using (10.23) we find J.L-

(10.28) 

For tp1(A.) we have the expression 

(/JJ(A.) = k ~ L A_P (J)Zq 2 . ( 
p+ 1) 

( ) 1-p+Zq q 
(10.29) 
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For odd 1=2m+1, using the elementary formula 

(10.30) 

and the binomial theorem, we obtain from (10.29) 

lfJ2m + 1 (Jt) =Ak2 m -I (Jt) • (10.31) 

For even 1=2m, using (10.30) and the simple formula 

(10.32) 

we can rewrite (10.29) as 

=k2m-l(Jt) f 'f (-¥-)m-q (m-p) (p-m-i) 
p-0 q-0 k (It) q p 

= k2m-l(Jt) f (i) (~)p. (10.33) 
p-0 p k2(Jt) 

To compute the coefficients (/)1, j we shall make use of the relation 

(10.34) 

which holds for - c:o <ltj < c:o and can be proved either directly or by a 
change of variable as in § 9. It follows that 

(10.35) 

Integration then gives 

_ i k2m+l 
(/J2m+l,j- 2m+ 1 j (10.36) 
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and 

(/J2m,j = iAj~:-1 "fl ( -t) (~:)p • 
p=O p 1 

(10.37) 

i9 

We thus conclude that logav(A.)e - 2 has the asymptotic expansion 
(10.27) with the coefficients Ct,v given by (10.28), (10.31), (10.33) and (10.36), 
(10.37). The first few coefficients are 

Ct = _1_ I log(1 + lbv(A.W) A.dA. + _!__ ~ k-
'" 2nx k(A.) x ?,J 1 ' 

Rw j=l 

(10.38) 

c2 = _1_ I log(1-lbv(A.W) (k2(A.) OJ2) dA. _!___ ~ A.-k-
'" 2nx Rw k(A.) + 2 + 2x j~ 1 1 ' 

(10.39) 

(10.40) 

Comparing (10.14), (10.22), (10.24) with (10.27) leads to the identities 

~ 

ln,v = Cn,v = J Pn,v(x) dx (10.41) 

which are the trace formulae for the case of finite density. Their interpretation 
in terms of Hamiltonian mechanics will be given in Chapter III. 

This concludes our discussion of the properties of transition coefficients 
and their dynamics. In the next chapter we shall investigate the invertibility 
of the mapping from 1Jf(x), ljt(x) to the transition coefficients and the dis­
crete spectrum for both rapidly decreasing and finite density boundary con­
ditions. The results obtained will be fundamental for the complete solution 
of the NS initial value problem (1.1)-(1.2) under these boundary condi­
tions. 

§ 11. Notes and References 

1. The zero curvature representation (2.10) is an alternative to the Lax 
representation (see the Introduction) exploited at the early stage of the in­
verse scattering method. A significant contribution to the related analysis 
was made by the papers [AKNS 1974], [N 1974], [ZM 1978], [ZS 1979]. In our 
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text we have given preference to this representation because it has a clear 
geometric meaning emphasized in [ZT 1979]. 

2. The NS equation supplied with various boundary conditions provides 
models for a broad class of nonlinear phenomena in physics. We have al­
ready mentioned its applications in nonlinear optics; it is encountered in 
plasma physics as well. Here we point out its role of the Hartree-Fock equa­
tion for a multi-particle quantum system (Bose gas) with a pairwise interac­
tion via the potential 2x8(x-y). The sign of the coupling constant x distin­
guishes between attraction (x < 0) and repulsion (x > 0) of particles. In the 
attractive case a physically meaningful problem is that of a finite number of 
particles and their bound states. Its classical limit is modelled by rapidly 
decreasing boundary conditions. In the repulsive case a problem of interest 
is the one corresponding to the gas of particles of finite density. The bound­
ary conditions called here the finite density conditions model this situa­
tion. 

The first imbedding of the NS model into the framework of the inverse 
scattering method was given in [ZS 1971], [ZS 1973]. 

3. The integral representations (3.32) and (3.33) for the transition matrix 
are a variant of the formulae of M. G. Krein [K 1956]. The triangular repre­
sentations (5.10) and (5.16) for the Jost solutions are more traditional. They 
were introduced by B. Ja. Levin [L 1956] starting from the eigenvalue prob­
lem for the one-dimensional Schrodinger operator 

(11.1) 

with a potential u(x) satisfying 

f (1 + lxl) lu(x)l dx < oo, (11.2) 

and were used extensively by V. A. Marchenko (see the summarizing treatise 
[M 1977]). Our derivation of these representations in § 5 differs from the 
usual one which we follow in § 8 in the case of finite density. 

4. The discussion in §§ 5-6 is just a variant of quantum scattering theory 
for the operator .2" (see (5.24)) whose quantum mechanical meaning is that 
of the Dirac operator with zero mass. In the context of inverse scattering 
method this operator is sometimes called the Zakharov-Shabat operator. 

5. In the case of the finite density boundary conditions the operator .2" 
actually coincides with the Dirac operator with non-zero mass. Its scattering 
theory is closer to the one-dimensional Schrodinger operator (11.1) because 
in both cases the continuous spectrum has boundary points. The minimal 
requirements on lf!(X), ljr(x) assuring that the general scattering formalism 
works are more stringent than in the rapidly decreasing case. So, not only 
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the decaying parts, lfi(X)-!)e;'P±, of lfi(X), but also their first moments must 
be absolutely integrable in the neighbourhood of± co (cf. (11.2)) [AK 1981]. 
The inverse problem was studied in [Fr 1972] and [GK 1978]; in [Fr 1972] the 
condition (0) was omitted. 
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Chapter II 
The Riemann Problem 

In Chapter I we analyzed the mapping 

from the functions 'l'(x), lji(x) to the transition coefficients and discrete 
spectrum of the auxiliary linear problem. We saw that for both rapidly de­
creasing and finite density boundary conditions this "change of variables" 
makes the dynamics quite simple because the time evolution of the transi­
tion coefficients for the continuous and discrete spectra becomes linear. 

In this chapter we shall investigate the inverse mapping ff- 1 • More 
precisely, we shall explain in what sense ff has an inverse and present a 
solution of the inverse problem, i.e. the problem of reconstructing 1/f(X), 
lji(x) from the transition coefficients and discrete spectrum. The basic tool 
for solving the inverse problem is provided by the formalism of conjugation 
problem in function theory, also called the Riemann problem or analytic 
factorization problem. There are different variants of this problem depend­
ing on the boundary conditions, discrete spectrum, etc. Here we shall spe­
cify the Riemann problem for the boundary conditions considered above 
and analyze it in detail. 

§ 1. The Rapidly Decreasing Case. Formulation of the 
Riemann Problem 

The rapidly decreasing case leads to the following Riemann problem. 
Let G(A-) be a matrix function on the real line - oo <A-< oo. The problem 
consists in representing it in the factorized form 

(1.1) 

where G +(A-) and G _(A-) may be analytically extended into the upper and lower 
half-planes, respectively. The existence problem for (1.1) under various re-
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strictions on G(.A), G ±(.A) has been extensively studied in the mathematical 
literature. Let us show how (1.1) arises in the framework of the auxiliary 
linear problem, 

dF 
dx = U(x, .A)F, (1.2) 

and what are the properties of G(.A ), G ±(.A). 
Our starting point is the relationship between the Jost solutions T + (x, .A) 

and T _ (x, .A) involving the reduced monodromy matrix T(.A), 

T _ (x,.A)= T + (x, .A) T(.A). (1.3) 

This is not yet a relation of the type (1.1) because the columns of T ± (x, .A) 
are analytic in different half-planes. In fact, from § 1.5 we know that, in the 
column notation for T ± (x, .A) 

(1.4) 

the columns r<_!_>(x, .A) and T~>(x, .A) are analytic in the upper half-plane, 
whereas r<.;>(x, .A) and T<!.>(x, .A) are analytic in the lower half-plane. How­
ever, (1.3) can easily be transformed to the form (1.1). To this end we define 
the matrices 

(1.5) 

and 

(1.6) 

which solve the linear problem (1.2) and extend analytically into the upper 
and lower half-planes, respectively. In these half-planes they have the fol­
lowing asymptotic behaviour: 

S ± (x,.A)E- 1(x, .A)=/ +o(1), (1.7) 

as I.AI-+ oo, which follows from (1.5.26)-(1.5.29). 
By using (1.3), S ± (x, .A) can be written as 

S + (x, .A)= T + (x, .A)M ++(.A)= T _ (x, .A)M _+(.A) (1.8) 

and 

S _ (x,.A)= T +(x,.A)M +_(.A)= T _ (x,.A)M __ (.A), (1.9) 

where M ±.±(.A) are given by 
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( a(A.) 0) 
M++(A.)= b(A.) 1 ' 

M (A.)= (1 sb(A.)) 
+- o a(A.) ' 

M (A.)= (1 -sb(A.)) 
-+ 0 a(A.) ' 

M _ (A.)= ( a(A.) o) 
- -b(A.) 1 ' 

(1.10) 

with e= signx. Here a(A.) and b(A.) are the transition coefficients entering 
into T(A.) (see (1.5.45)). The fact that (1.8) and (1.9) are compatible with (1.3) 
yields the following factorization of the reduced monodromy matrix: 

The special triangular form of M ±,±(A.) permits to reconstruct them in a 
unique way from the given unimodular matrix T(A.) of the form (1.5.45). 

In terms of S ± (x, A.), (1.3) becomes 

S _ (x, A.)=S + (x, A.)S(A.), (1.12) 

where 

S(A.)=M+~(A.)M +-(A.)=M=~(A.)M __ (.4.) 

= ( a(~) e~~i) . (1.13) 
b(A.) 1 

--- --
a(A.) a(A.) 

The matrix S(A.) plays the role of scattering matrix for the auxiliary linear 

problem. In scattering theory the coefficients ~ and b(~) are commonly 
a(/1,) a(/1,) 

called transmission and reflection coefficients, respectively. Unlike T(A.), the 
scattering matrix is not unimodular, 

It satisfies the involutions 

and 

a(A.) 
detS(A.) = a(A.) . (1.14) 

(1.15) 

(1.16) 

where a=a1 when e= 1, a=a2 when e= -1 (see 1.2), ii=l when e= 1, 
ii=a3 when e= -1, and* indicates Hermitian conjugation. Formula (1.16) 
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can be interpreted as a-unitarily of the scattering matrix. Relations (1.15) 
and (1.16) uniquely determine the form of S(A.). 

Equation (1.12) has almost the same form as (1.1), so that it might seem 
sufficient to put G + (x, A.)= S + 1 (x, A.) and G _ (x, A.)= S _ (x, A,). However, 
(1.8) implies that 

(1.17) 

Hence, the zeros of a(A.) correspond to singularities of S:;: 1(x,A.) in the up­
per half-plane. Therefore we set 

G _ (x,A.)=S _ (x, A.)E- 1(x, A.) (1.18) 

and 

G + (x, A.)=a(A.)E(x,A.)S+ 1(x, A.), (1.19) 

where in addition we have cancelled out the asymptotic part of S ± (x, A.) as 
IA-1-+oo. 

The matrices G ± (x, A.) solve the Riemann problem 

G +(x,A.)G _ (x,A.)= G(x, A.), (1.20) 

where 

-1 1 ( 1 sb(A.)1e-iA.x) 
G(x,A.)=E(x,A.)G(A.)E (x,/L)= -b(A.)e;A.x (1.21) 

and 

( 1 sb(A.)) 
G(A.) = -b(A.) 1 ' (1.22) 

with the usual normalization 

G±(x,A.)=l+o(1), G(x,A.)=l+o(1), (1.23) 

as lA. I-+ oo. The variable x is a parameter of the Riemann problem entering 
through exponential factors in G(x, A.). 

We shall now list the properties of G (x, A.) and G ± (x, A.) associated with 
the auxiliary linear problem with lf!(x), lji(x) in L 1 (- oo, oo ). If x < 0, the 
condition (A) concerning the location of the zeros of a(A.) will be assumed 
(see § 1.6). We start with G(A.) and the related matrix G(x, A.). 

1. The involution property 

rG*(x, A.)r= G(x,A.), (1.24) 
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where r=a3 when&= 1 and r=/ when&= -1. 
2. The non-degeneracy property 

detG(x,A)=detG(A)= 1 +slb(A,W, 

so that by virtue of the condition (A) 

det G(x, A,)> 0 

for each A. 
3. The integral representations. 
From (1.6.16) it follows that G(A,) can be represented as 

00 

G(A)=l+ I C/J(s)eiA.sds, 

where C/J(s) has the specific form 

and p(s) is given by 

( 0 &[J( -s)) 
C/J(s)= -P(s) 0 ' 

p(s) = _1 f b(A,)e-iA.s dA, 
2n -00 

(1.25) 

(1.26) 

(1.27) 

(1.28) 

(1.29) 

and belongs to L 1(-=, =).There is a similar expression for G(x,A,) with 
C/J(s) replaced by C/J(x, s), 

( 0 &[J( -s-x)) C/J(x, s) = 0 . 
-P(s-x) 

(1.30) 

In other words, G(A,) and G(x, A,) are specific elements of the normed ring 
m(2 X 2) consisting of matrix functions of the form 

00 

F(A)=cl+ I .Q(s)eiA.sds, (1.31) 

where .Q(s) is in L \2 x 2l (- =, = ), c is in <C 1 and the norm is defined in the 
usual way ( cf. § 1.6) 
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IIFII =lei+ I II.Q(s)ll ds. (1.32) 

Later we shall also need the subrings m ~X 2) of the ring m<2 X 2) consisting of 
matrix functions of the form 

00 

F±(A)=c±l+ J .Q±(s)e±iJ..sds, 
0 

(1.33) 

respectively, where .Q ± (s) are in L~2 x 2>(0, oo ). The elements of 
m<; X 2) and m<.: X 2) are analytic in the Upper and lower half-planes, respec­
tively. By the Riemann-Lebesgue lemma they tend to c± I as !AI-+ oo. 

Now we turn to the properties of G±(x,A). 
1. The involution property 

rG'!;_(x,A)r= G_(x,i), (1.34) 

which follows from (1.5.30), (1.5.31) and (1.5), (1.6), (1.17). In particular, if 
x<O we have 

G'!;_ (x, A)= G _ (x, i). 

2. The integral representations 

00 

G±(x,A)=l+ I l/J±(x,s)e±iJ..sds, 
0 

(1.35) 

(1.36) 

which result from (1.5.10), (1.5.16) and (1.6.10) after trivial transformations. 
Note that the matrix functions l/J±(x,s) are in L~2 x 2>(o, oo), so that 
G±(x,A) are in m~x 2>. 

3. The relationship (see § 1.2) 

(1.37) 

where 

Uo(x) = U(x, A)-----:- a3 = Vx A ( 0 
21 IJI(X) 

rjl(x)) 
0 ' 

(1.38) 

which is an immediate consequence of (1.5.32) and (1.5.33). 
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4. The asymptotic behaviour for real A, as lxl-+ oo: 

G:;: 1(x,A)= (b(A; e"" _:_) +o(l), 

a(A) a(A) 

= (
0
1 eb(A)e-i.h) 

G_(x,A) a(A) +o(1), 

as X-++ oo and 

G:;'(x,A)~ ( a:A) 
-e--e 

a(A) +o(1), 
b(A) -iJ.x) 

( 
a(A) 

G_(x,A) = -b(A)eiJ.x 

1 

~) +o(1), 

as X-+- oo, which follows from (1.8), (1.9) and (1.18), (1.19). 
5. Degeneracy properties for complex A. 

(1.39) 

(1.40) 

(1.41) 

(1.42) 

From (1.8), (1.9) and (1.18), (1.19) we find that detG+(x,A)=a(A), 
detG_(x,A)=a*(A), where a*(A) is the analytic extension of a(A) into the 
lower half-plane (see§ 1.6). Ifx>O, it follows that G±(x,A) are non-degen­
erate in their domains of analyticity. If x<O and the condition (A) holds, 
G+(x,A) and G_(x,A) become degenerate at A=Aj and A=ih respectively, 
where Aj,j = 1, ... , n, are the zeros of a(A). More precisely, they have simple 
zeros, i.e. G + (x, Aj) and G _ (x, ij) are rank one matrices. Comparing (1.5), 
(1.19) with (1.6.20) shows that G + (x, Aj) can be written in the form 

(1.43) 

with 
(1.44) 

and the column-matrix ( 1 ) is multiplied by the row-matrix 
-rj(x) _ 

- i T<J.>T (x, Aj) a 2• By virtue of (1.35) and (1.5.30), G _ (x, Aj) can be expressed 
as 

;.A,x 
G _ (x, ij) = e-2- T<_i.>(x, ij)(1, - yj(x)), (1.45) 
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where the column-matrix T~\x, ij) is multiplied by the row-matrix 
(1, -yj(x)). 

To give a geometric interpretation of these representations, let Nj + >(x) 

be the one-dimensional subspace in <C 2 spanned by ( 1 ) and let 
-yj(x) 

NJ- >(x) be its orthogonal complement spanned by (yj(x)). Then (1.43) and 
(1.45) amount to 1 

(1.46) 

j = 1, ... , n. The dependence of NJ±>(x) on xis given by 

N\->(x)=E(x i·)N\-> 
1 ' 1 1 ' 

(1.47) 

wher~ the sub spaces Nj + > and NJ- > are spanned by ( _1 .) and ( ~.), re-
spectively. Y.J Y.J 

The properties of G(A), G(x, A) and G ± (x, A) listed above result from the 
analysis of the auxiliary linear problem (1.2) for lf!(x), ljt(x) in L 1 (- oo, oo) 

carried out in Chapter I. Now we let them be the basic ingredients of the 
Riemann problem which consists in reconstructing G ± (x, A) (and hence 
lf!(x), ljt(x), see (1.37)) from a given G(A). 

More precisely, let the following data be given: 
1) a matrix G(..l)from the ring m<2 x 2> subject to conditions 1-3; 
2) if x < 0, an n-tuple of pairwise distinct numbers Aj, ih ImAj > 0, 

j = 1, ... , n, and an n-tuple of non-zero numbers Yh Yb j = 1, ... , n. 
Consider the matrix G(x,A) given by (1.21) and, if x<O, the set of sub­

spaces NJ±>(x) given by (1.47). 
The Riemann problem is to find, for each x, the matrices G ± (x, A) 

in m~ X Z) With C ± = 1 Satisfying 

G(x, A)= G + (x, A) G _ (x, A). (1.48) 

If x > 0, G ± (x, A) are supposed non-degenerate in their domains of analy­
ticity. If x < 0, they are supposed non-degenerate except for the points Aj, ij, 
respectively, where 

(1.49) 

In the following section we shall prove that the problem has a unique 
solution and analyze the properties of the solution G ± (x, A). We will show 
that within the chosen functional class the matrices G ± (x, A) are character­
ized by the aforementioned properties 1-5. 
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§ 2. The Rapidly Decreasing Case. Analysis of the 
Riemann Problem 

Consider the Riemann problem 

G(x, ll)= G + (x, ll) G _ (x, ll) (2.1) 

stated at the end of § 1. Here we shall analyze the problem for the given 
G(x,ll) and the unkown G±(x,ll) in the functional classes indicated above. 
We will prove the following. 

1. The Riemann problem (2.1) is uniquely solvable. 
2. The matrices 

F + (x, ll)= G + 1 (x, ll)E(x, ll) 

and 

F _ (x, ll) = G _ (x, ll)E(x, ll) 

satisfy the differential equation of the auxiliary linear problem 

with U0 (x) having the form 

Uo(x)=vx( 0 
lfi(X) 

where lfl(x), ljf(x) are in L 1 (- oo, oo ). 

ljf(x)) 
0 ' 

(2.2) 

(2.3) 

(2.4) 

(2.5) 

3. For real ll, G ± (x, ll) have the asymptotic behaviour (1.39)-(1.42) as 
lxl-+ oo, where b(ll) enters into the definition (1.22) of G(ll) and a(ll) is 
given by 

a(ll)= IT ll-~ exp{~ j log(1+elb~.uW) d.u}. (2.6) 
j-l ll-llj 2m -= ,u-ll-10 

Note that if e = 1, there are no Blaschke factors in (2.6). 
4. The reduced monodromy matrix of the auxiliary linear problem (2.4) has 

the form 
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T(A-) = (a(A-) sb(A-)). 
b(A-) a(A-) 

(2.7) 

If s = - 1, the discrete spectrum coincides with the set Aj, ij, j = 1, ... , n, and 
the transition coefficients for the discrete spectrum are Yb Yi> j = 1, ... , n. 

Let us now turn to the proof of these assertions. 
1. The unique solvability of the Riemann problem. 
Here the simplest way is to exploit the general theory of Gohberg and 

Krein who considered the Riemann problem 

(2.8) 

for a non-degenerate n X n matrix G(A.) from the ring m<nxn>, defined on the 
whole real line and normalized to I as lA-I-+ oo. The theorem we need reads 
that if G(A-) + G* (A) is positive definite then (2 .8) has a unique solution in the 
class of matrices G +(A) and G- (A) belonging to the rings m~ X n)' non-degen­
erate in their domains of analyticity and normalized to I as lA-I-+ oo. 

The analysis is based on the reduction of the Riemann problem to a 
Wiener-Hopf equation which can be carried out as follows. Rewrite (2.8) as 

(2.9) 

Since G+(A-) is non-degenerate, Wiener's theorem implies that G::;: 1(A-) can 
be expressed as 

~ 

G:;: 1(A)=I+ I Q+(s)eiA.sds, 
0 

(2.10) 

where Q+ (s) is in L\n xn>(o, oo ). The Fourier transform applied to (2.9) then 
makes the Riemann problem equivalent to the Wiener-Hop! equation 

Q+(s)+I"/J(s)+ J Q+(s')I"/J(s-s')ds'=O, s~O, (2.11) 
0 

where 

(2.12) 

The analysis of equation (2.11) is what the Gohberg-Krein theory is mainly 
concerned with. 

The theorem cited above proves the unique solvability of (2.1) in the 
regular case, i.e. when G ± (x, A,) are non-degenerate in their domains of ana-
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lyticity, or, equivalently, when there are no discrete eigenvalues. Indeed, 
G(x,A) has the form 

so that fore= 1 

( 1 eb(A)1e-iAx) 
G(x,A) = -b(A)e;.<x 

G(x,A)+G*(x,A) = /. 

2 

(2.13) 

(2.14) 

Fore= -1, G(x, A) is Hermitian positive-definite by virtue of the condition 
(A 1) from § 1.6, 

lb(A)I < 1. (2.15) 

By the uniqueness theorem for the Riemann problem (2.1 ), the involu­
tion (1.24) for G(x, A) extends to G ± (x, A) 

(2.16) 

with r=a3 if e= 1 and r= I if e= -1. In particular, if e= -1, G _ (x, A) is the 
Hermitian conjugate of G + (x, A), 

Gt (x,A)= G _ (x,..{). (2.17) 

Let us now consider the Riemann problem with zeros, i.e. the general 
problem (2.1) with the given Ab ..{j, ImAj > 0; Yb yj, j = 1, ... , n, and the rela­
tions (1.49). We shall assume from the very beginning that x < 0. 

To start with, let there be only one pair of zeros, A0 , ..{0 , ImA0 > 0, with the 
corresponding y0 , y0 , and let Nb±l(x) be the associated pair of orthogonal 
subspaces (see (1.47)). To simplify the notation we shall also leave out the 
dependence on the parameter x. We look for solutions G±(A) in the form 

where G±(A) are solutions of the regular Riemann problem. We shall find a 
matrix factor B(A) such that 

a) B (A) is analytic in the upper half-plane and B- 1 (A) is analytic in the 
lower half-plane; 

b) lim B(A)=l; (2.19) 
IAI-= 
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c) detB(A-)#Ofor ImA-~0 and detB- 1(A-)#Ofor ImA-~0 except at A-=A-0 

or ;[0 respectively, where 

Ker B- 1(;[0) = G _(;[0)N&-> = R&->. 

(2.20) 

(2.21) 

In addition, by virtue of the involution (2.17) the subspaces Nb±l are or­
thogonal. 

These requirements unambiguously identify B(A-) with the matrix 
Blaschke-Potapov factor 

B(A-)=1 + ;[o-~o P, 
A--A-o 

where the orthogonal projection operator P is determined by 

and has the form 

Here 

P _ 1 (IPI 2 p
1
-). 

- 1+1/]1 2 p 

G<_L 1l(A-o) Yo+ G<i1l(A-o) 
p = G<_L2l(A-o)Yo+ G<i2l(A-o)' 

with the obvious notation for the matrix elements of G + (A-0). 

(2.22) 

(2.23) 

(2.24) 

(2.25) 

The Blaschke-Potapov factor defined by (2.22) satisfies the generalized 
unitarity condition 

(2.26) 

Restoring the dependence on x we find that P(x) has the form (2.24) 
with 

(2.27) 

and y0 (x) = y0 e0 ·ox. If the denominator in the expression for IJ(x) vanishes 
for some x, then (2.24) still makes sense and P turns into ±(I +a3). 

In the general case, given the zeros A,b ;[j and the subspaces NJ±>, 
j = 1, ... , n, the Riemann problem can be solved in a similar way. The factor 
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B (A) should be replaced by the ordered product of the Blaschke-Potapov fac­
tors 

(2.28) 

where the orthogonal projection operators ~ are determined by the sub­
spaces N5±>. They are most simply constructed step by step. Suppose the 
unitary factors B1 (A), ... , Bk-1 (A) are found. Then Pk is determined by 

(2.29) 

and 

(2.30) 

Let us now show the uniqueness of the solution of(2.1). Suppose there are 
two solutions G ± (x, A) and G'± (x, A). Suppressing once again the depend­
ence on x, from (2.1) we have 

(2.31) 

for real A. The left hand side is analytic in the upper half-plane except at 
A =Ab and the right hand side is analytic in the lower half-plane except 
at A=ij,j= 1, ... , n. For large IAI both sides of (2.31) are normalized to I. If 
there are no actual singularities at these points, then by the Liouville the­
orem both sides are equal to I identically, whence the uniqueness. 

To prove the regularity, consider, for definiteness, the left hand side of 
(2.31). In the neighbourhood of A=Aj the matrices G+(A) and G:;: 1(A) have 
the expansions 

(2.32) 

with 

AB=BA=O. (2.33) 

Since 

ImA =ImG+(Aj)=Nj+>, (2.34) 

it follows from (2.33) that the subspace Nj + > is contained in KerB. Both 
spaces being one-dimensional, they coincide with each other: 

(2.35) 
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There is a similar expansion for G~(ll) and G~- 1 (/l); as before, 

ImA' = NJ +>=KerB'. (2.36) 

Now it is clear that the residue of G~- 1 (/l)G+(Il) at ll=llj equals B'A and 
therefore vanishes. 

The same argument works for the right hand side of (2.31) proving that 
both sides of this equation are regular in the whole plane. 

The uniqueness theorem shows in particular that the involution (2.17) 
also extends to the general case of the Riemann problem with zeros. 

2. Derivation of the differential equation. 
Let us consider the matrices F ± (x, ll) (see (2.2), (2.3)). Obviously, they 

satisfy 

F _ (x, ll)=F + (x, ll) G(ll). (2.37) 

The matrix F + (x, ll) is analytic and non-degenerate in the upper half-plane 
except for simple poles at ll =llbj = 1, ... , n; F _ (x, ll) is analytic in the lower 
half-plane and has simple zeros at ll =ib j = 1, ... , n. In addition, F ± (x, ll) 
satisfy 

where the subspaces NJ±> are determined by the Yb yj (see§ 1) and do not 
depend on x. 

Later it will be shown that F ± (x, ll) are absolutely continuous functions 
of x. So, differentiating (2.37) with respect to x gives 

dF_ dF+ dF+ _ 1 
dx (x,ll)= dx (x,ll)G(Il)= dx (x,ll)F+ (x,ll)F_(x,ll), (2.39) 

or 

dF + 1 -I 1 dF- 1 -I 1 
dx (x,"")F+ (x,"")= dx (x,"")F_ (x,"")· (2.40) 

Both left and right hand sides of (2.40) may be analytically continued into 
their respective half-planes in spite of the fact that F + (x, ll) is singular at 
ll=llj and F= 1(x,ll) is singular at ll=ij,j= 1, ... , n. 

The proof is similar to that of the uniqueness theorem. We set 

and 

A(x) 
F+(x,ll) = ll-ll· + 0(1) 

1 

(2.41) 
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F+ 1 (x, A.)= B(x) + O(IA. -A.il). (2.42) 

We have 

ImB(x)=N)+> (2.43) 

with the obvious identities 

A(x)B(x)=B(x)A(x)= 0. (2.44) 

Since N)+> does not depend on x it follows that Ker ~A (x) contains NJ+>, 

so that by (2.43) and (2.44) the residue of d~+ (x,A.)F+ 1(x,A.) at A=Ai 

equals ~ (x) B(x) and therefore vanishes. Hence the left hand side of (2.40) 

is non-singular. The same argument applies to the right hand side of 
(2.40). 

Thus,for each x, d~+ (x,A.)F+ 1(x,A.) is an entire function of A.. Let us 

analyze its asymptotic behaviour as lA. I-+ oo. 

In the lower half A.-plane we shall make use of the representation 

(2.45) 

(recall that G- (x, A) belongs to the ring m<.: X 2>). Assume for the moment 

that (/J _ (x, s) is absolutely continuous in x and s and that al/J- , al/J- , 
azl/J ax as 
--- as functions of s belong to L~2 x 2>(o, oo). Then, for ImA.~O, F_(x,A.) 
ax as 
has the asymptotic behaviour 

as IA.I-+ oo, which allows differentiation with respect to x. It follows that, as 
IA.I-+ oo in the lower half-plane, 

Similarly, the representation 
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(2.48) 

implies for IA-1--+ oo, ImA-~0, 

dF+ _ 1 dF'+- 1 

dx (x, A-) F + (x, ,1,) = - F + (x, ,1,) ~ (x, ,1,) 

A-a3 1 
= 2i + 2' [a3, (/J + (x, 0)] +o(1). (2.49) 

By the Liouville theorem we then obtain 

dF+ 1 _ 1 1 dF_ _ 1 A-a3 
-d (x,/l,)F+ (x,/1,)=-d (x,A-)F_ (x,A-)=-. + U0 (x), 

X X 2z 
(2.50) 

where 

(2.51) 

We thus conclude that the auxiliary linear equation (2.4) is satisfied. The 
matrix U0 (x) is off-diagonal and satisfies 

Uit(x) = T U0 (x) T, (2.52) 

which follows from (2.16) reexpressed in terms ofF± (x, A-). Hence it can be 

written as U0 (x)= ( 0 t:ifJ(x)) and coincides with the matrix (2.5) upon 
<p(x) 0 

introducing a parameter x: <p(x)= J/X lfl(x). The parameter x here is some­
what artificial; it is needed for (2.5) to coincide with (1.2.4) literally. 

Let us return to the hypothesis that the kernels (/J ± (x, s) are differentia­
ble. In general, our assumptions on b(A-) do not imply this property, and the 
validity of the differential equation (2.4) will be demonstrated in the next 
subsection by means of a closure procedure. 

We point out that the above derivation of (2.4) did not use any special 
features of the matrix G(x, A-) except the unique solvability of the Riemann 

problem, the involution and the explicit form of the x-dependence. So, there 
is a fairly general relationship between the Riemann problem and the differ­
ential equation (2.4), which is, besides, local in x. All these requirements on 
G(x, ,1,) will be used in our analysis of the properties of G ± (x, ,1,) and U0 (x) 

as functions of x. 
3. The asymptotic behaviour of G ± (x, A-) as lxl--+ oo. 

First we shall consider the regular case of the Riemann problem. We 
shall exploit the Wiener-Hopf equation (2.11) 
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.Q + (x, s) + <P(x, s) + J .Q + (x, s')<P(x, s-s')ds' = 0, (2.53) 
0 

s;;;. 0, with the x-dependence indicated explicitly. The matrix kernel <P(x, s) 
is given by (1.30) 

where 

<P(x,s)=( 0 eP(-0s-x)), 
-f3(s-x) 

fJ(s)=-1 j b(A,)e-iA-sd},, 
2n -oo 

and .Q + (x, s) is determined from 

00 

G:;: 1(x,A)=l+ I .Q+(x,s)eiA-sds. 
0 

The matrix <P _ (x, s) involved in the representation 

00 

G_(x,A)=l+ J <P_(x,s)e-iA-sds 
0 

(2.54) 

(2.55) 

(2.56) 

(2.57) 

has the following expression in terms of the solution .Q + (x, s) of the Wiener­
Hopf equation: 

<P _ (x, s) = <P(x, - s) + J .Q + (x, s') <P(x, - s- s') ds'. (2.58) 
0 

To emphasize that the variable x is merely a parameter in the Wiener­
Hop[ equation we introduce the following notation for the matrix elements 
of .Q+ (x, s): 

(2.59) 

By using (2.54), the matrix equation (2.53) can be written as 

Ax(s) = I f3(s-x-s')Bx(s')ds', (2.60) 
0 
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00 

Bx(s)= -eP(-s-x)-e I kx(s,s')Bx(s')ds' (2.61) 
0 

and 

Dx(s)= -e I p( -s-x+s')Cx(s')ds', (2.62) 
0 

00 

C(s) =P(s-x)-e I lx(s, s')Cx(s')ds', (2.63) 
0 

where 

00 

kx(s, s')= I P(u-s)p(u-s')du, (2.64) 
-x 

00 

lx(s,s') = J P(s-u)p(s'-u)du. (2.65) 
X 

Clearly, equations (2.61) and (2.63) together with (2.60) and (2.62) are 
equivalent to the initial Wiener-Hopf equation (2.53). Their solvability is an 
immediate consequence of the aforementioned theorem of Gohberg and 
Krein. Still, the dependence of .Q + (x, s) on the parameter x remains to be 
analyzed because it governs the behaviour of lf/(X), rjf(x) in x, as is shown by 
the first formula in (2.51), 

1 
lf/(X) = Vx Cx(s)ls-o, (2.66) 

To study the behaviour of the solutions of(2.61) and (2.63) as functions of 
x we proceed as follows. The equations involve the integral operators Kx and 
Lx, with the kernels kx(s, s') and lx(s, s'), respectively, bounded on the space 
L 1 (0, oo) and continuous in x in the sense of operator norm. To estimate the 
norm of the occurring integral operators it will be enough to use an obvious 
estimate 

IIA II .;;; max I lA (s, s')l ds. (2.67) 
O-;s'< co 0 

The Gohberg-Krein theory gives that for each x the operators I +eKx and 
I + e Lx have inverses in L 1 (0, oo ). It follows that .Q + (x, s) as an element of 
L\2 x 2>(o, oo) depends continuously on x, so that for each A the matrices 
G ± (x, A) are continuous in x. 
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Let us show that the norms of(I+t:Kx)-1, (I+sLx)-1, in L 1(0, oo) are 
uniformly bounded in x, - oo <x< oo. To this end we will prove that the 
operators Kx and Lx have limits, K± and L±, as X-+± oo, where conver­
gence is taken in the operator norm, and that the inverses (I +eK±)- 1 and 
(I +eL±)- 1 exist and are bounded operators. 

Consider, for definiteness, the operator Kx and write it as 

(2.68) 

where K is an integral operator with the kernel k(s- s'), 

k(s)= I p(u+s)f](u)du, (2.69) 

and the kernel rx(s, s') of the operator Rx is 

-X 

rx(s,s')=- I P<u-s)P(u-s')du. (2.70) 

The norm of Rx is bounded by 

oo -x 

IIRxll oE;; max J J IP(u-s)p(u-s')lduds 
O<s'<oo 0 

(2.71) 

Hence the norm vanishes as X-+ + oo. 
The operator I +e K has an inverse, because the inversion problem re­

duces to a scalar Wiener-Hopf equation equivalent to the Riemann problem 
for the function 

1+e (2.72) 

Its unique solvability is obvious when e = 1 and follows from the condition 
(A 1) (see (2.15)) when t:= -1. The solution a+(A.) is given by (2.6) with the 
Blaschke factors left out, and a_(A.)=a+(i). 

Thus we have shown that the norm of (I+ e Kx) - 1 is uniformly bounded 
in x in the neighbourhood of + oo. 

Now we consider the neighbourhood of- oo. One should not be misled 
by (2.64) into thinking that Kx vanishes as X-+- oo. This is made clear by 
introducing a new function 
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fx(s)=Bx(s-x), s~x, (2.73) 

so that (2.61) becomes 

fx(s)= -8{3( -s)-8 J q(s, s1fx(s1ds'. (2.74) 
X 

The kernel q(s, s') does not depend on x and has the form 

q(s,s')= f f](u-s)f3(u-s1du. (2.75) 
0 

The shift takes L1 (0, oo) into L1 (x, oo) and Kx into the operator Qx on 
L1 (x, oo) with the kernel q(s, s') where s, s'~x. Now, L1 (x, oo) embeds natu­
rally into L1 (- oo, oo); let Qx also denote the operator on L1 (- oo, oo) with 
the kernel 

qx(s, s1 = O(s-x)O(s' -x)q(s, s1, (2.76) 

where O(s)= 1 for s>O and O(s)=O for s<O. As X->- oo, the family Qx has a 
limit Q with the kernel q(s, s1 where convergence is taken in the norm of 
L 1 (- oo, oo ). 

To prove that I+ 8 Q has an inverse we will show that the equation 

f(s)=g(s)-8 J q(s, s')f(s1ds' (2.77) 
0 

is uniquely solvable in L 1 (- oo, oo ). Let 

~ 

F(A)= f f(s)e;;.sds, G(A)= g(s)e;;.s ds (2.78) 

and apply the Fourier transform to (2.77). Then 

F(A)= G(A)-8b(A)Il + (b(A)F(A)), (2.79) 

where the projection operator II+ is defined as fallows: if 

~ 

((A)= f ~(s)e;;.sds, (2.80) 

then 
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~ 

(ll+{)(A)= J ;(s)eiA.sds. (2.81) 
0 

Equation (2.79) has a unique solution which can be written in closed 
form 

F(A) = G(A) -t: b(A) ll + ( b(A) G(A)), 
a+(A) a_(A) 

(2.82) 

with a± (A) as defined in (2. 72). 
Indeed, introducing a new function <P(A) by 

F(A)- G(A)= -eb(A)<P(A), (2.83) 

from (2.79) we have the equation 

<P(A)=ll + (b(A) G(A) -e ib(AW <P(A)), (2.84) 

which shows, in particular, that <P(A) belongs to the ring m+. Using the fac­
torization (2.72) we can write (2.84) in the form 

ll + (b(A) G(A)-a + (A)a _ (A)<P(A)) =0, (2.85) 

and easily get an expression for <P(A), 

(2.86) 

which implies (2.82). 
Thus we have shown that l+t:Kx has a bounded inverse in the neigh­

bourhood of -co. This completes our proof of solvability, uniformly in x, 
of the integral equation (2.61). 

Equation (2.63) is analyzed in a similar way. To prove that (I +e Lx) -• is 
uniformly bounded in the neighbourhood of -co, a representation of the 
type (2.68) should be used; the neighbourhood of +co should be treated by 
the method just described. 

Let us apply the above results for studying the asymptotic behaviour of the 
solutions of the Riemann problem as I xi-+ oo. For half of the matrix elements 
of G:;: 1 (x, A) the asymptotics are trivial. 

In fact, the L 1 (0, oo )-norms of the inhomogeneous terms in (2.61) and 
(2.63) are 
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-x 
I I{J( -s-x)lds= I I{J(s)lds (2.87) 
0 

and 
00 

I I{J(s-x)lds= I I{J(s)lds, (2.88) 
0 -x 

and vanish as X-++ oo and X-+- oo, respectively. Therefore 

(2.89) 

as X-++ oo and 

(2.90) 

as X-+- oo. So, for every It with Imlt~O, the asymptotic behaviour of the 
first row of G+ 1(x,lt), as X-++ oo, and of the second row, as X-+- oo, is 
given by (1.39) and (1.41). 

Next, consider the first row of G + 1 (x, It), as X-+- oo. Putting 
Bx(s)=fx(s+x) we havef't(s)-+f(s), as X-+- oo, in the norm of L 1(- oo, oo ). 

Since f(s) satisfies (2.77) with g(s)= -sp( -s), we find for real It, as 
X-+- oo, 

00 

(G+ 1(x,lt))12 =I Bx(s)ei/o.sds 
0 

00 

=e-i/o.x I f(s)ei/o.sds+o(1) 

= _ sb(lt) e-i/o.x (a+(lt)-ll+ (elb(ltW)) +o(1) 
a+ (It) a_ (It) 

eb(lt) -i/o.x =---e 
a+ (It) 

x (a+ (It) +ll + ((1-a+ (It))+ (a_1(1t) - 1))) + o(1) 

sb(lt) -i/o.x (1) =---e +o . 
a+(lt) 

(2.91) 

Moreover, from (2.60) it follows that, as X-+- oo, 
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(G:;:'(x,A)) 11 = 1+ J A~(s)ei"sds 
0 

= = 
= 1+ J J [J(s-s'-x)fx(x+s')ei"sds'ds 

0 0 

= 1+ J J [J(s-s')f(s')ei"sds'ds+o(l) 
0 -= 

= 1-II (slb(A)I2) o(1) 
+ a+(A) + 

= 1+Il+ ((-1--1)+(1-a_(A))) +o(l) 
a+(A) 

1 
=--+o(1). 

a+(A) 

In a similar way, as x--+ +co, 

(G-'(x A)) = b(A) ei"x+o(1) 
+ ' 21 a+(A) 

and 

(2.92) 

(2.93) 

(2.94) 

So, identifying a(A) with a+(A), we have reproduced the asymptotic for­
mulae (1.39) and (1.41). 

The asymptotic behaviour of G _ (x, A) follows from (2.1), (2.13), and the 
asymptotic behaviour of G:;: 1 (x, A) just established. It is given by (1.40) and 
(1.42) upon identifying a(A) with a_(A). 

Thus we deduce that G ± (x, A) are composed of the Jost solutions, 
T ± (x, A), of the auxiliary linear problem (2.4) according to (1.5), (1.6) and 
(1.8), (1.19). The matrix 

T(A) = (a(A) sb(A)) 
b(A) a(A) 

(2.95) 

plays the role of the reduced monodromy matrix for T ± (x, A). 
Let us now proceed, for x < 0, to the general case of the Riemann problem 

with zeros. For simplicity we shall again consider a single pair of zeros 
Ao, ;[0, lmA0 > 0, and of subspaces Nb±>(x) of the form (1.47). The formulae 
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(2.18), (2.22), (2.24) and (2.27) solving the Riemann problem with zeros in­
volve the solution G + (x, A-) of the regular Riemann problem at A-=A-0 • There­
fore, we also need the asymptotic behaviour of G+(x,A-), as lxi-Hx:>, 
for complex A, in the upper half-plane. An inspection of the preceding 
argument confirms that all the formulae remain valid for such A, with the 

exception of (2.91) and (2.93) in which b(A-~ and b(A-~ must be re-
a+ (/1,) a+(/1,) 

placed by 0. Indeed, consider, for instance, the limit of the matrix element 
(G +1(x, A-))n as X-+- co. One has 

= = 
J fx(s)eiJ..(s-x>dx = J f(s)eiJ..(s-x>dx+o(1). (2.96) 
X X 

Let 

= = 
g(x) = J f(s)eiJ..(s-x>dx = J f(s+x)eiJ..s ds. (2.97) 

X 0 

We will show that for ImA->0 the function g(x) vanishes, as X-+- co. The 
second identity in (2.97) implies that for such A-, g(x) is a convolution of two 
functions in L 1 (- co, co), so that it is itself in L 1 (- co, co). On the other 
hand, the first identity in (2.97) shows that g(x) is absolutely continuous 
and 

dg(x) . 
~ = -1A-g(x)-f(x), (2.98) 

so that its derivative also lies in L 1 (-co, co). Since g(x) vanishes as 
X-++ co, it follows that it also vanishes as X-+- co. 

Thus, for ImA- > 0 we have the asymptotic formulae 

(2.99) 

as X-++ co and 

(2.100) 

as X-+- co. 
Now consider the projection operator P(x) entering into the definition of 

the Blaschke-Potapov factor (2.22). The asymptotic formulae (2.99), (2.1 00) 
combined with (2.27) imply that 
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lim fJ(x, Ao) = 0, lim fJ(x, Ao) = co . (2.101) 
x-+oo x--oo 

Therefore for P(x) we have 

lim P(x) = ( 0 0
1), 

x-+= 0 
lim P(x) = ( 1 0), 

x--= 0 0 
(2.102) 

whence 

A~~)· 
A-Ao 

:) . (2.103) 

Thus the asymptotic behaviour, as lxl-+ co, of the solutions G ± (x, A) of the 
Riemann problem with zeros is given by (1.39)-(1.42) with a(A) replaced by 
A -Ao (1 d - 1 b A _;[o 1) . "l b "fi d ----a+ /\,) an a(/\,) y --1- a_(/\, . Moreover, tt can east y e ven te 
A-A0 A-/\-0 

that G + (x, Ao) is composed, according to (1.5) and (1.19), of the columns of 
the Jost solutions, T ± (x, A0), which are proportional to each other and decay 
exponentially as lxl-+ co. 

Consequently, Ao is an eigenvalue of the auxiliary linear problem (2.4) 
and y0 plays the role of the associated transition coefficient for the discrete 
spectrum. 

The case of several pairs of zeros Aj, ;[b lmAj > 0, and subspaces Nj ± > (x ), 
j = 1, ... , n, is treated in a similar way. The Blaschke-Potapov factors in­
volved in fl(A) (see (2.28)) become diagonal as lxl-+ co; the asymptotic be­
haviour of G ± (x, A) is given by (1.39)-(1.42) with a(A) given by (2.6). This 
completes the proofs for Subsection 4. 

The proof in Subsection 2 has shown that both the regular Riemann 
problem and the one with zeros are related to equation (2.4) with coeffi­
cients U0 (x) and U0 (x) of the form (2.5), respectively. Comparing (2.18), 
(2.28), (2.46) and (2.51) leads to the following relationship between U0 (x) 
and U0 (x): 

U0 (x) = U0 (x) + L10 (x), (2.104) 

with 

(2.105) 

where the matrix n(x) is determined by the asymptotic behaviour of fl~, A) 
as IAI-+ co, 
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(2.106) 

It has the form 

(2.107) 

Here the P.i(x) are the orthogonal projection operators entering into (2.28). 
The above information about the asymptotic behaviour of {; + (x, .A), as 

lxl--. oo, together with formulae such as (2.27) show that L1 0 (x) is absolutely 
integrable in the neighbourhood of ± oo. Besides, .n(x) and hence L1 0 (x) are 
continuous in X. If then follows that L1o(X) belongs to L\2 xZ)(- oo, 00 ). We 
shall need this fact later. 

Now we shall prove that l{l(x), ifi(x) are in L 1 (- oo, oo ). First we shall dis­
cuss the regular Riemann problem and show that Bx(s) and Cx(s) as func­
tions of x for each s;;;. 0 are elements of L 1 (- oo, oo) depending contin­
uously on s. 

Let us prove this, say, for Bx(s). We shall interprete (2.61) as an equation 
in the space of functions of two variables, f(x, s), absolutely integrable in x 
on the whole line and continuous in s for s;;;. 0 in the sense indicated 
above. 

In other words, the space in question is just the tensor product 
L 1 (- oo, oo) ® C[O, oo) where C[O, oo) is the space of bounded continuous 
functions on [0, oo ). The norm in L 1 (- oo, oo) ® C[O, oo) is given by 

11/11 = max f 1/(x, s)l dx. (2.108) 
O~s< oo 

Clearly, the inhomogeneous term in (2.61) lies in this space. It is easily 
verified that the operator Kx with the kernel kx(s, s') is bounded on 
L 1 (- oo, oo) ® C[O, oo ). In fact, since f3(x) is in L 1 (- oo, oo ), we have 

lkx(s, s')l..; J lfJ(u- s)fJ(u- s')l du = k(s- s'), (2.109) 

where 

K= lk(s)l ds < oo . (2.110) 

It follows that 

II K.JII..; K ·11/11, (2.111) 
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where f(x, s) is any element of L 1 (- oo, oo) ® C[O, oo ). Now, by using the 

representation (2.64) for kx(s, s') it is easily shown that J (Kxf)(x, s)dx is 
a continuous function of s. 

This allows to prove that I + e Kx has a unique inverse on 
L 1 (- oo, oo) ® C[O, oo ). Indeed, the results obtained may be interpreted as 
the existence of (I + e Kx)- 1 on the space C(- oo, oo) ® L1 (0, oo) with the 
natural norm 

llgll= max I lg(x,s)lds. (2.112) 
-oo<x<oo 0 

The space L1 (- oo, oo) ® C[O, oo) is "almost" the dual of the latter and, 
according to (2.64), Kx is a formally self-adjoint operator. Therefore 
(I + e Kx) -I exists and is bounded on L1 (- oo, oo) ® C[O, oo) as well. More 
accurately, we could reproduce the existence proof for (I +e Kx) -I based 
on the Gohberg-Krein theory in the space C[O, oo) instead of L1 (0, oo ). 

By virtue of (2.66) we then conclude that in the regular case of the Rie­
mann problem the functions lf!(X), rjl(x) belong to L1 (- oo, oo ). For the case 
of the Riemann problem with zeros one should use (2.104) and the afore­
mentioned fact that L10 (x) is absolutely integrable. 

Let us now prove that F ± (x, It) are absolutely continuous in x, which will 
justify the derivation of (2.4) in Subsection 2. 

Suppose for the moment that p(x) has two derivatives belonging to 
L1 (- oo, oo ). Then it is easily seen that il + (x, s) is a solution to (2.53) 

oil+ oil+ o2il+ . differentiable with respect to x and s and --, --, -- are m 
ox os oxos 

L~2 x 2>(-oo, oo) as functions of s. As was shown in Subsection 2, this im­
plies that the matrices F ± (x, It) are absolutely continuous in x and satisfy the 
differential equation (2.4). To treat the general case it is sufficient to approx­
imate P(x) by functions Pn (x) in L1 (- oo, oo) with the properties indicated 
above. Then the associated mn>(x) will converge to U0 (x) as n-+ oo in the 
norm of L\2 x2>(-oo, oo), while F~>(x,lt) will satisfy the differential equa­
tion (2.4), 

(2.113) 

For fixed It these converge to F ± (x, It) in the norm of c<2 x 2>(- oo, oo ). Since 
differentiation is a closed operator, F ± (x, It) are absolutely continuous and 
satisfy the auxiliary linear equation (2.4). 

So we have proved all the assertions indexed 1-4 at the beginning of this 
section. Here we shall add several comments. 
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1. Everything was discussed in a most general setting assuming 1/f(X), 
ljt(x) are in L 1 (- oo, oo) and b(A.) is the Fourier transform of an absolutely 
integrable function. The Riemann problem and the relationship between 
b(A.) and 'l'(x), ljt(x) can also be investigated in other functional classes. In 
particular, the simplest case here is when b(A.) is of Schwartz type. Then 
'l'(x), ljt(x) prove to be of Schwartz type, too. 

2. The functions b(A.), b(A.) and the set A,b ;[j; yj, yj,j= 1, ... , n, are inde­
pendent input data for the Riemann problem. Therefore we may consider 
the situation when b(A.), b(A.) vanish identically, i.e. G(A.) =I. In this case the 
determination of the parameters of the Blaschke-Potapov matrix factors in 
(2.28) reduces to solving a system of linear algebraic equations which will be 
written in closed form and solved in § 5. The associated auxiliary linear 
problem (2.4) is then called rejlectionless because one of the transition coef­
ficients, b(A.), vanishes and the other, a(A.), is a product of elementary 
Blaschke factors. The functions 1/f(X), ljt(x) in this case provide pure soliton 
solutions of the NS equation which will be discussed at length in § 5. 

This completes our analysis of the Riemann problem in the rapidly de­
creasing case. In the next section we shall consider its implications for the 
NS model. 

§ 3. Application of the Inverse Scattering Problem to the 
NS Model 

The investigation of the Riemann problem in § 2 allows us to solve the 
inverse problem in the rapidly decreasing case, i. e. to give an explicit proce­
dure for inverting the mapping 

from 1/f(X), ljt(x) to the transition coefficients and discrete spectrum of the 
auxiliary linear problem 

dF 
dx = U(x,A.)F. (3.2) 

In fact, the results of§§ 1.5-1.6 show that ff maps the functions 'l'(x), 
ljt(x) belonging to L 1 (- oo, oo) into the functions b(A.), b(A.) belonging to Blo, 
the ring of Fourier transforms of functions in L1 (- oo, oo) (see § 1.6). The 
discrete spectrum comes into play only if x<O, and then the condition (A) 
from § 1.6 is assumed; it implies that b(A.) is subject to an additional con­
straint, 
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lb(A)I < 1 (3.3) 

for all A, and the Aj are pairwise distinct and ImAj > 0. Also, none of the Yb 
j = 1, ... , n, vanishes. Within these classes the mapping ff is one-to-one. 

Indeed, the initial data of the Riemann problem (see the end of§ 1) are 
parametrized by the data on the right hand side of (3.1). The analysis of the 
Riemann problem in § 2 shows that lfi(X), ljf(x) defined by (2.66) give rise to 
these data as transition coefficients and discrete eigenvalues of the auxiliary 
linear problem. Technically, the inversion of ff is based on the matrix 
Wiener-Hopf equation with the x-dependence of a special form as described 
in§ 2. 

The mapping ff has an inverse in other functional classes as well. For 
instance, ff may be restricted to the phase space 1o of the NS model 
consisting of functions (lf/(X), ljf(x)) in Schwartz space. Then b(A), b(A) are 
also in Schwartz space and ff is one-to-one. In Chapter III we shall see 
that both ff and ff- 1 are differentiable mappings in these classes. 

Let us now use this information for a complete description of the NS 
dynamics in the rapidly decreasing case. From § 1.7 we know that if a com­
plex-valued function lfi(X, t) satisfies the initial-value problem 

(3.4) 

(3.5) 

then the dynamics of the transition coefficients and discrete spectrum for 
the auxiliary linear problem with the potential 

U(x, t, A)= \~3 + l)X (ljf(x, t)a + + lfi(X, t)a _) (3.6) 

is given by 

b(A, t) =e-;'.>r b(A); Aj(t)=Aj, 

rj(t)=e-iA.7tyj, j=l, ... ,n. (3.7) 

Here b(A), Aj and yj result from the initial data, lfl(x), of (3.4)-(3.5) by apply­
ing the mapping ff. 

Now we will prove the converse, i.e. given (3. 7), the function lf!(X, t) result­
ing from the data in (3. 7) via ff- 1 satisfies the NS equation. We shall as­
sume b(A) to be a Schwartz function because the dynamics (3.7) leaves the 
Schwartz space invariant. 

For the proof consider the Riemann problem (2.1) 
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G(x, t,A)=G+(x, t,A)G_(x, t,A) (3.8) 

where the dependence on t is also taken into account. By (3.7) we have 

(3.9) 

{ A2t } where E(t, A 2) = exp 2; cr3 has already occurred more then once. For 

x < 0 there are additional relations due to the presence of zeros, 

where 

Nj+l(x, t)=E- 1(t,Aj)Nj+>(x), 

j= 1, ... ,n. 

(3.10) 

(3.11) 

By the results of § 2, the Riemann problem (3.9)-(3.1 0) is uniquely solvable 
in the Schwartz class for each x and t. 

Let F ± (x, t, A) be defined by 

(3.12) 

(3.13) 

In § 2 we have· shown that, for t fixed, F ± (x, t, A) satisfy the differential 
equation (3.2) of the auxiliary linear problem. Let us show that they also 
satisfy a differential equation with respect to t for a fixed x. The Wiener­
Hop[ equation (2.53) depending on t implies that they are differentiable 
with respect to t. 

To derive the desired equation in t (as in § 2 for the equation in x) we 
rewrite (3.9) in the form · 

F_(x, t,A)=F+(x, t,A)G(A), (3.14) 

which gives 

i:) , -1 , i:) , -1 
- F _ (x, t, /l,)F _ (x, t, /\,) =- F + (x, t, /l,)F + (x, t, A). 
ot at 

(3.15) 

By virtue of (3.11), the subspaces ImF+ 1(x,t,Aj) and KerF_(x,t,ij) de­
pend neither on x nor on t. The same argument as in § 2, Subsection 2, 

shows that the functions oF± (x, t,A)F± 1(x, t,A) are non-singular in their 
i:)t 
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respective half-planes and hence, by (3.15), give rise to an entire function 
of A. To analyze it we will use, following § 2, the integral representation 

with the resulting asymptotic behaviour 

1 ( lP_(x, t, 0) 1 ol/J_ 0 ( 1 )) 
F_(x,t,/1-)= I+ iA - A2 ~(x,t,O)+ IAI 3 

x E(x, A)E- 1 (t, A 2), 

as IAI-Hx:>, ImA..;;; 0. Differentiation with respect to t gives 

where 

with 

oF- 1 _, 1 1 ( 1 ) -(x,t,/1-)F_ (x,t,/\-)=V_(x,t,/\-)+0-,--, 
Ot 1/1-1 

V _ ia3 
2- 2 ' 

1 
V1 (x, t) = 2 [l/J _ (x, t, 0), a 3] = - U0 (x, t) 

(see (2.51)) and 

(3.17) 

(3.18) 

(3.19) 

(3.20) 

V0 (x, t) = ~ [ a 3 , 
0:- (x, t, 0)] + ~ [l/J _ (x, t, 0), a 3] l/J _ (x, t, 0). (3.21) 

We shall now express V0 (x, t) in terms of U0 (x, t). Notice that the differ­
ential equation (3.2) yields an infinite sequence of identities involving 
l/J _ (x, t, s) and its derivatives with respect to x and s for s = 0. In fact, suc­
cessive integration by parts in (3.16) and differentiation with respect to x 
give the following asymptotic expansion: 

oF- 1 I 1 A(J'3 L~ Fn(X, t) 1 - (x, t,/1-)F= (x, t,/1-) = -. + U0 (x) + + 0(1/1-1-~) ox 2z (iAY ' 
n=1 

(3.22) 

as I AI-+ oo, ImA..;;; 0 ( cf. § 2). In particular, we have 
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1 ([ ()(/)_ ] F1 (x, t) = 2 a 3, as (x, t, 0) 

+[(IJ_(x, t, 0), a3]"V_(x, t, 0) + 2-- (x, t, 0) . m. ()(/)_ ) 

ax (3.23) 

On the other hand, from (3.2) it follows that the coefficients F,, (x, t) vanish 

Fn(x,t)=O, n=1,2, ... (3.24) 

The first of these identities implies that V0 (x, t) can be expressed as 

V0 (x, t)= -i ()(/)_ (x, t, 0). ax (3.25) 

By virtue of (3.20), the off-diagonal part of ()(/)- (x, t, 0) coincides with 

- 0 Uo(x, t) a 3• To find the diagonal part, consiJe~ (3.24) for n = 1 and split ax 
off its diagonal part. From (3.20) and (3.23) we deduce that it equals 
-a3 Uij(x, t), so finally we obtain 

. 2 • a Uo(X, t) 
V0 (x, t)=ra3 Uo(X, t)+r a3. ax (3.26) 

By comparing (3.20) and (3.26) with (1.2.7) we see that V _ (x, t, It) coin­
cides with the matrix V(x, t, It) from § 1.2 

V _(x, t,IL)= V(x, t,lt). (3.27) 

In a similar manner, we find the asymptotic behaviour ofF+ (x, t, It) as 
1/tl-..oo, Imlt~O, 

aF + _ 1 ( 1 ) -(x,t,lt)F+ (x,t,IL)=V+(x,t,lt)+O 1, at l1d 
(3.28) 

where V + (x, t, It) has the form (3.19). The Liouville theorem then shows that 
V+(x,t,lt) coincides with V_(x,t,lt) 

V + (x, t, It)= V _ (x, t, It)= V(x, t, It), (3.29) 

and F ± (x, t, It) satisfy the required differential equation 
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oF± 
- (x, t,.A)= V(x, t,.A)F±(x, t,.A). at 
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(3.30) 

Combined with the differential equation (3.2) this implies that the con­
nection (U(x, t,.A), V(x, t,.A)) satisfies the zero curvature condition (1.2.10) 

au av 
---+[U V]=O. at ax ' (3.31) 

Thus, starting with the Riemann problem (3.9)-(3.10) we have defined a 
connection ( U(x, t, .A), V(x, t, .A)) of the form (1.2.3)-(1.2.8) satisfying the zero 
curvature condition. It follows that lf!(X, t) is indeed a solution of the NS 
equation. The above discussion also proves the global unique solvability of 
the initial-value problem (3.4)-(3.5) for the NS model in the Schwartz class (if 
x < 0 the condition (A) is assumed as well). 

It is now clear that 2T is a nonlinear change of variables linearizing the 
NS equation. 

The method for solving the initial value problem for the NS equation 
can be presented as a commutative diagram 

(lf!(X), lj/(x)) 
2T 

(b(.A), b(.A); .Aj, ;[j, yj, yj) 

T1 Tz (3.32) 

(lf!(X, t), ljl(x, t)) 
§'-I 

(b(.A, t), 6(.A, r); .Ab ;[b rj (t), rj(t)) 

Here r 1 is the t-displacement according to (3.4) and r 2 is the t-displacement 
given explicitly by (3.7). 

It is instructive to look at the linear approximation for 2T as x ..... o, when 
the NS equation goes into the linear Schrodinger equation 

. 01{1 8 2 1{1 
1-=---. ot ox2 

(3.33) 

For that purpose consider the asymptotic behaviour of the transition coeffi­
cients a(.A) and b(.A) as X-+0. 

The integral equation (1.5.37) for the Jost solution T _ (x, .A) yields, as 
X-+0, 

X 

T _ (x,.A)=E(x,.A)+ J E(x- y) U0 (y)E(y, .A)dy+ O(lxl). (3.34) 
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Letting X-++ oo in this formula gives 

00 

a(A)= 1 + O(lxl), b(A)= Vii f 1/f(X)e-i.:l.x dx+O(Ixl). (3.35) 

So the discrete spectrum disappears and .:tT turns into the Fourier transform. 
The time dynamics of b(A) given by (3.7) is obviously the same as that of the 
Fourier transform of 1/f(X, t) subject to (3.33). 

In the general case, x =/: 0, this argument allows us to interprete .:tT as a 
nonlinear analogue of the Fourier transform. The scheme for integrating the 
NS equation via the inverse scattering method (diagram (3.32)) becomes a 
nonlinear analogue of the Fourier method. 

§ 4. Relationship Between the Riemann Problem Method 
and the Gelfand-Levitan-Marchenko Integral Equations 

Formulation 

This section is of technical nature. It discusses an alternative, more tra­
ditional method for solving the inverse problem, based on the Gelfand­
Levitan-Marchenko equation, and establishes its relation to the Riemann 
problem. 

In contrast with the latter method, based on the typical factorization 
problem for matrix-valued functions (2.1), the Gelfand-Levitan-Marchenko 
method employs a special conjugation problem for vector-valued analytic func­
tions suggested by the relation (1.3) for the Jost solutions, 

T _(x,A)= T+(x,A) T(A). (4.1) 

Recall that T(A) has the form 

T(A) = (a(A) eh(A)) 
b(A) a(A) 

(4.2) 

with e=signx. 
To formulate the problem let us write down the relation (4.1) for the first 

column, T<.!.>(x,A), of T_(x,A) in the form 

- 1- r<l)(x A)= r<l)(x A)+r(A) T<2>(x A) 
a(A) - ' + ' + ' ' 

(4.3) 

where 
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r(A.) = b(A.). 
a(A.) 
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(4.4) 

The left hand side of (4.3) has an analytic continuation into the upper half 
A.-plane with the exception of A. =Ab j = 1, ... , n, where it has simple poles. 
By (1.6.20), 

(4.5) 

we obtain 

(4.6) 

with 

C·=Jj_ . 1 
1 ti(A.j), J= , ... ,n, (4.7) 

the dot indicating the derivative with respect to A.. Then, asymptotically as 
IA-1-+oo, 

1 iAX (1) 
a(A.) T~>(x, A.) e ---r = 0 + o(1). (4.8) 

The first term, T<].>(x, A.), on the right hand side of (4.3) is analytic in the 
lower half-plane and has there the asymptotic behaviour 

iAX (1) r<J_>(x,A.)e---r = 0 +o(1), (4.9) 

as IA-1-+oo. The column r<.;>(x,A.) in the second term is analytic in the upper 
half-plane and, asymptotically as lA-I-+ oo, 

iAX (0) r<.;>(x,A.)e ----y- = 1 +o(1). (4.10) 

The columns T<].>(x, A.) and r<.;>(x, A.) are related to each other by the invo­
lution (1.5.30), 

t< 1>(x i)=aT<2>(x A.) 
+ ' + ' ' 

(4.11) 

where a=o-1 for x>O and a=io-2 for x<O. 
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Equation (4.3) combined with (4.6) and (4.8)-(4.11) constitutes the conjuga­
tion problem referred to above. Given a function r(A) on the real line and 
parameters Ai, ci, j = 1, ... , n, it allows to recover the columns T<_!> (x, A), 

1 
r<J_>(x, A) and ~ T<2>(x, A) with the necessary analyticity properties. 

a(A) 
Like the Riemann problem, this conjugation problem can be reduced to 

a system of integral equations. To derive it consider the representations 

(1) iA.x co (1) iA.y 
r<_!>(x,A)= o e ----y- +I r+<x,y) o e ----y- dy, 

X 

(4.12) 

(4.13) 

and insert them into ( 4.3). Substracting ( ~) e- ;~x from both sides of the re­

sulting equation and performing Fourier transform with respect to A we ob­
tain 

(4.14) 

for y;>x, where 

1 co iA.x 1 n ~ 

w(x) =- I r(A)e 2 dll + -2 . L cie 2 • 
4n -co l j=l 

(4.15) 

By using the involution (1.5.18) 

i' +(x,y)=ar + (x,y)a, (4.16) 

equation (4.14) can be written in matrix form, 

r+(x,y)+.Q(x+y)+ I r+(x,s).Q(s+y)ds=O (4.17) 
X 

for y ;>x with 

.Q(x)=w(x)a_ +et:O(x)a+. (4.18) 

The integral equation ( 4.17) for the unknown matrix r + (x, y) is called 
the Gelfand-Levitan-Marchenko equation from the right. 
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In a similar manner, (4.1) gives an equation for T<i>(x, A), 

with 

r(A)= -8 b(A) 
a(A)' 

which leads to the Gelfand-Levitan-Marchenko equation from the left 

X 
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(4.19) 

(4.20) 

r_(x,y)+Q(x+y)+ I r_(x,s)Q(s+y)ds=O (4.21) 

for x;;..y. Here 

Q(x) =ew(x)a _ +m(x)a +, (4.22) 

1 = _iA.x 1 11 _iA.1x 

m(x) =- J r(A)e 2 dA +---:- ~ Cje 2 , 
4n -= 21 j~ 

(4.23) 

and 

Cj = rj }(Aj) ' j = 1' ... ' n . (4.24) 

The kernel r_(x,y) occurs in the integral representation (1.5.10) 

X 

T- (x,A)=E(x, A)+ I r- (x,y)E(y, A)dy. (4.25) 

The analytical tools used for studying the Wiener-Hopf equation apply 
to ( 4.17) and ( 4.21) as well. A characteristic difference is that now we are 
dealing with compact integral operators. 

In the general case, let !ff(x), rjt(x) be absolutely integrable over the whole 
line. Since a(A) # 0 for A real, Wiener's theorem implies that the function 

oo iltx 

F(x)= I r(A)e-2 dA (4.26) 

is absolutely integrable on the whole line. The contribution into a>(x) from 
the discrete spectrum is rapidly decaying as I-++ oo (see (4.15)). Therefore 
the well-known theorem of functional analysis yields that the integral 
operator nx on L\2 X 2l(x, 00) defined by 
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f!J(s)= f f(s')Q(s+s')ds' (4.27) 
X 

is compact and its norm vanishes as X-++ oo. In a similar way, 

X 

O.J(s)= J f(s')Q(s+s')ds' (4.28) 

is a compact operator on L\2 x 2>(- oo,x) with the norm vanishing as 
X-+- oo. 

The method for solving the inverse problem through the Gelfand-Levi­
tan-Marchenko integral equations ( 4.17) and ( 4.21) is based on the following 
fact. 

Suppose we are given functions r(A), r(A) in the ring ffi0 and, if 8= -1, a 
set of pairwise distinct Aj, lmAj > 0, and of Cj> s,j = 1, ... , n, subject to: 

1. For all real A 

lr(A)I = lr(A)I < 1 (4.29) 

for 8= 1 and 

lr(A)I = li(A)I < oo (4.30) 

for 8= -1. 
2. The consistency relations 

i(A) a(A) 
r(A) = - 8 a(A) ' 

(4.31) 

hold,j= 1, ... , n, where a(A) is given by (cf. (1.6.22) and (1.6.23)) 

a(A) =IT A-~ exp {-1-. J log(1-8lr~.uW) d.u}. (4.32) 
j _ 1 A-Aj 2m _ = A-.u + 1 0 

Given these data, let Q(x) and Q(x) be defined by (4.15), (4.18) and 
( 4.22), ( 4.23), ( 4.24), respectively. 

Then we claim that 
1. For each x the Gelfand-Levitan-Marchenko integral equations (4.17) 

and (4.21) have unique solutions, r±~,y), in L\2 x 2>(x, oo) or L\2 x 2>(- oo, x), 
respectively. 

2. The matrices T±(x,A) resulting from these solutions via (4.12), (4.13) 
and (4.25) satisfy the involution (cf. (1.5.19)) 

(4.33) 
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and the differential equations 

where u&±>(x) are given by (cf. (1.5.32) and (1.5.33)) 

and are absolutely integrable near ± oo, respectively. 
3. The consistency relation 

holds, so that U0 (x) is in L \2 x 2>(- oo, oo) and has the form (2.5). 
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(4.34) 

(4.35) 

(4.36) 

4. The transition coefficients for the continuous spectrum of the auxiliary 
linear problem (3.2) with the potential U0 (x) coincide with a(A) and 
b (A)= a (A) r(A ), whereas the discrete spectrum consists of the Ah ;[j with the 
transition coefficients yj, yj where yj =a (Aj) cj, j = 1, ... , n. 

Notice that if the Gelfand-Levitan-Marchenko method is used for solv­
ing the inverse problem, both equations from the right ( 4.17) and from the 
left (4.21) are to be considered. The former serves to determine the behav­
iour of U& + > (x) near + oo whilst the latter that of U&- >(x) near - oo. The 
fact that u&+>(x) coincides with u&->(x) needs a special demonstration. 

Instead of giving an independent proof of the assertions 1-4 we will 
show how to derive the Gelfand-Levitan-Marchenko equations from the 
Wiener-Hopf equation discussed in § 2. In particular, this will imply the 
above assertions. For simplicity we shall concentrate on the regular Rie­
mann problem where no discrete spectrum is present. 

Recall that the Wiener-Hopf equation has the form (see § 2) 

for s~O with 

and 

Putting 

Q + (x, s) + l/J(x, s) + f Q + (x, s') l/J(x, s- s') ds' = 0 
0 

l/J(x, s) = ( 0 sfJ(-
0
s-x)) 

-{J(s-x) 

1 = 
{J(x)=- J b(A)e-o.xdk 

2n -= 

(4.37) 

(4.38) 

(4.39) 
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00 

G:;:'(x,A)=l+ J Q+(x,s)ei4 sds 
0 

(4.40) 

we find that G:;: 1 (x, A) is composed of the columns of the Jost solutions, 

(4.41) 

of the auxiliary linear problem (3.2) with the potential 

(4.42) 

The remaining columns of the Jost solutions make up a matrix G _ (x, A), 

which can be represented as 

with 

00 

G_(x,A)=l+ J ([J_(x,s)e-i 4 sds, 
0 

lP_(x,s)=lP(x, -s)+ J .Q+(x,s')lP(x, -s-s')ds'. 
0 

(4.43) 

(4.44) 

(4.45) 

Recall that, according to the general Gohberg-Krein theory, the Wiener­
Hop[ system (4.37) is Fredholm, i.e. the operator I+ Cl» on the space 
L\2 x 2>(0, oo) involved in (4.37) can be written as 

l+fi)=A+K, (4.46) 

where A has a bounded inverse and K is compact. The equation 

f+CI»f=g (4.47) 

becomes 

f + A -I Kf = A -I g' (4.48) 

with A -I K compact. The transformation of ( 4.47) into ( 4.48) is sometimes 
called regularization. 

It will be shown that the Gelfand-Levitan-Marchenko equations are ob­
tained from the Wiener-Hopf equation through a particular regularization. 

Denote the matrix elements of Q + (x, s) by 
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n ( ) _ (Ax(s) Bx(s)) 
~"+ x,s - . 

Cx(s) Dx(s) 
(4.49) 

The specific off-diagonal form of the matrix kernel l/J(x, s) allows us to re­
duce (4.37) to two independent integral equations for Bx(s) and Cx(s) (see 
§ 2) 

Bx(s)+ef]( -s-x)+e J kx(s, s)Bx(s)ds'=O (4.50) 
0 

and 

Cx(s)-P(s-x)+e I lx(s,s)Cx(s)ds'=O, (4.51) 
0 

with 

kx(s,s)= I f](u-s)p(u-s)du, (4.52) 
-x 

00 

(~(s,s)= I P(s-u)f](s'-u)du. (4.53) 
X 

Consider, for definiteness, (4.50). Denoting px(s)=P( -x-s) we regard 
Bx(s) and the free term, ef]x(s), as elements of L 1 (0, co) and write (4.50) as 

(4.54) 

where Kx is an integral operator with the kernel kx(s, s). We have (see § 2) 

I +eKx= I+eK+ Rx, (4.55) 

where K is an integral operator with the kernel k(s- s), 

00 

k(s)= I p(u+s)f](u)du, (4.56) 

and the kernel rx(s, s) of the operator Rx is 

-x 
rx(s,s)= -e I p(u-s)f](u-s)du. (4.57) 

The operator I +eK has a unique inverse since its inversion problem 
amounts to the scalar Riemann problem for the function 
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1+c k(s)eiA.s ds= 1 +clb(A-W=a+ (.A)a_ (.A). (4.58) 

Here a+(.A)=a(.A) and a_(.A)=a(i) with a(.A) given by (2.6) but without the 

Blaschke factors (see § 2). Now R~ is a compact operator on L 1 (0, oo ). To 

see this it is enough to verify that the functions h(s) = R.J(s) are equicontin-

uous in the mean and I lh(s)l ds is small for large A uniformly with respect 
A 

to f(s) from a bounded set in L 1 (0, oo ). There are elementary estimates 

I lh(s+8)-h(s)ids 
0 

= f If T (f](u-s-8)-f](u-s))fJ(u-s')f(s')duds'l ds 
0 0 -= 

~ I lf3(u)l du I lf(s')l ds' f I{J(s + 8)- fJ(s)l ds (4.59) 
0 

and 

f lh(s)lds = f If J"~ f](u-s)f3(u-s')f(s')duds'l ds 
A A 0 -= 

(X) co -x-A 

~ J I{J(u)ldu f lf(s')lds' J I{J(s)lds, (4.60) 
0 

which imply compactness. 
A regularization of (4.54) is given by 

(4.61) 

We will show that (4.61) actually coincides with the Gelfand-Levitan-Mar­

chenko equation. 
To find an explicit expression for (I +cK)- 1 we use a standard method 

for solving the scalar Wiener-Hopf equation 

(I +cK)f(s)= g(s), s;;a.O. (4.62) 

Extend the inhomogeneous term g(x) to be zero for s~O and take the Fou­
rier transform, 

= = 

](.A)= I f(s)eiA.sds, g(.A)= J g(s)eiA.sds. (4.63) 
0 
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Equation ( 4.62) becomes 

(4.64) 

or 

(4.65) 

where 

= 
]±(A)= I f(±s)e±iAsds, ](A)=]+(A)+]_(A). (4.66) 

0 

By virtue of (4.58) this gives 

fA (A)- _1_ II (g(A)) 
+ - a (A) + a (A) ' (4.67) 

where the projection operator II+ introduced in § 2 is determined by 

(4.68) 

Remark that by this property of II +• an arbitrary absolutely integrable 
extention of g(s) to the half-line s ~ 0 may be chosen (not necessarily the 
zero one). 

Finally, the solution of (4.62) has the form 

(4.69) 

with J+ (A) given by (4.67). This leads to an explicit expression for 
(I +t:K)- 1• 

The formulae obtained will serve to modify (4.61). Introducing the Fou­
rier transform of Bx(s), 

(4.70) 

we write (4.61) as 

a(A)B+(A)+II+ £-_-e-•"x+-_- I J rx(s,s')Bx(s')e'"sds'ds =0, ( b(A) . 1 = = . ) 

a(A) a(A) -= o (4.71) 
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where the natural extension of /3x(s) and rx(s, s') over the negatives is taken, 

which is possible according to the above remark. By using (4.57) the last 

term in (4.71) is easily reduced to 

= = 
J r~ (s, s') Bx(s') ei?..s ds' ds 
0 

= 0 

= -eb(A)e-i?..x f f fJ(u-x-s)Bx(s)ei?..ududs 
0 

where n- is a projection operator complementary ton +• 

Then (4.71) becomes 

a(A-)B +(A) +ell+ (i(A-)e-i?..x- i(A-)e-i?..x 

X n- (a(A)B + (A)r(A)ei?..x)) = 0' 

with r(A) defined by (4.4). Letting 

and taking the inverse Fourier transform we find from (4.74) 

oo -X 

(/Jx(s)+ew( -x-s)-e J I w(u-s)w(u-s')·<px(s')duds'=O, 
0 

where 

Let 

1 = . 
w(x) =- J r(A)e_';.xdA. 

2n -= 

<px(s) = 2<p(x, x + 2s) 

and recall that w(x)=2co( -2x), so that finally (4.76) becomes 

<p(x,y)+ew(x+y)-e f J <p(x,z)co(z+z')·w(z'+y)dz'dz=O, 
X X 

(4.72) 

(4.73) 

(4.74) 

(4.75) 

s>O, 
(4.76) 

(4.77) 

(4.78) 

y~x. 

(4.79) 
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This is the same equation as the one which results from the Gelfand-Levi­
tan-Marchenko system (4.17) for the first row of r+(x,y) when (T+(x,y))n 
is reduced out. 

We also point out that the identification of tp(x,y) with the matrix ele­
ment cf] + (x, y) = (T + (x, y)) 12 (see (1.5.20)) follows directly from comparing 
(4.13), (4.40), (4.41), (4.49), (4.70) and (4.75). 

To derive an equation relating the matrix element (T + (x, y)) 11 =a+ (x, y) 
with tJ + (x, y) (see (1.5.20)) we consider the expression (4.45) for l/J _ (x, s) in 
terms of Q+(x,s). Denote ax(s)=(lP_(x,s)) 11 ; then (4.45) yields 

ax(s) =- J {3( -s-s' -x)Bx(s')ds', (4.80) 
0 

for s~O, whence immediately 

ax(s)=- J tpx(s')w( -s-s' -x)ds'. (4.81) 
0 

Letting 

(4.82) 

and using (4.81) we have 

(4.83) 
X 

for y ~x. This equation coincides with the one relating the matrix elements of 

the first row of T+(x,y). Note that the identification of ~ax(y~x) with 

the matrix element (T+(x,y)) 11 is also a direct consequence of(4.12), (4.43) 
and (4.44). 

Thus we have shown that (4.79), (4.83) together with the involution (4.16) 
are equivalent to ( 4.17), the Gelfand-Levitan-Marchenko equation from the 
right. 

In a similar manner, (4.51) leads to (4.21), the Gelfand-Levitan-Mar­
chenko equation from the left. 

So we have seen how the Wiener-Hopf equation turns into the Gelfand­
Levitan-Marchenko equations upon a special regularization. We conclude 
with several comments comparing the two approaches to the inverse prob­
lem. 

1. The Riemann problem starts from a single independent function, 
b(ll), whose Fourier transform behaves as !f!(x) for all x. On the other hand, 
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the Gelfand-Levitan-Marchenko approach deals with two dependent func­
tions, w(x) and w(x), behaving as lfi(X) near + oo or - oo, respectively. 

2. The initial data b(A.), A,b yj, j = 1, ... , n, are mutually independent 
whereas in the Gelfand-Levitan-Marchenko approach the eigenvalues Aj of 
the discrete spectrum cannot vary without varying at least one of the func­
tions r(A.) or r(A.). 

3. In contrast to the Wiener-Hopf equation the Gelfand-Levitan-Mar­
chenko integral equations are associated with compact operators. 

4. The derivation of the auxiliary linear differential equation in the Rie­
mann problem framework proceeds in a most simple way and is local in x. 
In the Gelfand-Levitan-Marchenko approach locality is lost and one is 
faced with an additional problem of identifying u~+>(x) with u~->(x). 

This concludes our comparison of the two approaches to solving the in­
verse problem. In the next section an explicit solution of the inverse prob­
lem will be presented in an important special case when b(A.) vanishes. This 
will give us solitons for the NS model. 

§ 5. The Rapidly Decreasing Case. Soliton Solutions 

In this section we shall discuss an important special case of the inverse 
problem when it can be solved in closed form. Namely, we shall consider the 
case when 

b(A-)=0 (5.1) 

for all A-, so that the Riemann factorization problem trivially reduces to de­
termining the matrix Blaschke-Potapov factors. The latter problem makes 
sense only for x<O, which will be assumed in what follows. 

As indicated in § 1, the ratio of the transition coefficients, !~~~, plays 

the role of reflection coefficient in the scattering theory for the auxiliary 
linear problem. Therefore, in the case (5.1) the problem itself and everything 
related with it is referred to as rejlectionless. 

Now we proceed to the inverse problem. We begin with a single pair of 
zeros A-0 , i 0 , ImA-0 > 0, and coefficients y0 , y0 , Yo I= 0. The solution of the Rie­
mann problem is 

(5.2) 

(see (2.18)) where B(x,A.) is the matrix Blaschke-Potapov factor, 
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io-Ao 
B(x,-1)=/ + A--io P(x), (5.3) 

and P(x) is an orthogonal projection operator, 

p x _ 1 (IYo(xW ro1(x)). 
( ) - 1 + IYo(xW Yo(x) 

(5.4) 

Here y0 (x) = y0 e;-<ox (see (2.22), (2.24) and (2.27)). The matrix U0 (x) of the 
form (2.5), 

Uo(X)={i ( O 
IJI(X) 

ljt(x)) 
0 ' 

occurring in the auxiliary linear problem (2.4) is given by (2.1 05), 

Uo(x) = Ha3, n(x)], 

where n(x) is a coefficient in the expansion 

in(x) ( 1 ) B(x-1)=1+--+0-
' -1 1-11 2 

and has the form (see (2.106), (2.107)) 

io-Ao n(x) = --. - P(x). 
l 

As a result, there is the following simple expression for IJI(x): 

(x) = 2 ImA-o . Yo(x) 
lfl {i 1 +I Yo(x)l 2 • 

(5.5) 

(5.6) 

(5.7) 

(5.8) 

(5.9) 

Formula (5.9) provides the simplest example of a reflectionless function 
IJI(X). It is specified by two arbitrary complex numbers -10 , y0 subject to 
Im-10 > 0, y0 =I= 0, is infinitely differentiable and decays exponentially as 
lxl-+ oo. 

Next we shall discuss the evolution of these initial data under the NS 
equation. The formulae (3.7) for the dynamics of the transition coefficients 
imply that (5.1) remains invariant and 

(5.10) 
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It follows that lf!(x, t), which is a solution of the NS equation, remains re­
flectionless and, as before, is given by a formula such as (5.9), 

lf!(X, t) = 2 ImA.o . Yo (x, t) . 
1/X 1 + lro(x, tW (5.11) 

With the definition 

A= ImA.o u=21mA.0 , v=2ReA.0 , 

v'fif' 
1 

Xo = ImA.o log lrol, (/)o=argy0 , 

(5.12) 

(5.11) may be written as 

(5.13) 

The expression (5.13) shows that lf!(X, t) is a smooth function localized 
along the line 

x(t)=x0 +vt (5.14) 

so that its center moves with constant velocity v. Besides, the solution oscillates 
v u2 v2 

both in space and time with frequencies 2" and - 4-, respectively. The pa-

rameters A, x0 and <p0 play the role of amplitude, initial center and initial 
phase, respectively. 

We see that the NS solution (5.13) is a solitary wave with the following 
properties: 

1. Propagation does not change its shape. 
2. It has finite energy and, moreover, all the integrals of the motion are 

finite. 
Following the established tradition, solutions with the above properties 

will be called solitons in the broad sense of the word. In the physics literature 
the term "soliton" sometimes refers to a general particle-like solution, i.e. a 
localized solution of finite energy. 

So, the function lf!(X, t) given by (5.13) will be called a soliton solution of 
the NS equation in the rapidly decreasing case. It describes the free motion of 
a soliton. 
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Notice that the existence of solitons is due to the nonlinear term in the 
NS equation: there are no solitons in the linear limit x-+0. In fact, consider 
the solution 1/f(X, t) as X-+0. For the limit to be finite it is necessary that 
ro=l/X Yo. and then 

1/fo(X, f)= lim 1/f(X, t) = CoeiJ..ox-iA},t' (5.15) 
x-0 

with c0 = 2 y0 Im.A-0 • Obviously, 1/fo(x, t) satisfies the linear Schrodinger equa­
tion and has property 1, but both its energy and momentum are infinite. 
Furthermore, the general solution rjl(x, t) of the linear Schrodinger equation 
is given by the Fourier integral 

rjl(x, t)= J eiJ..x-iJ..2tqJ(.A)d.A. (5.16) 

In order that its energy and momentum be finite, qJ(.A) must be sufficiently 
smooth and decaying. However, the method of stationary phase yields for 

such qJ(.A) that rjl(x, t) decays as .b along every direction x-vt, as iti-+oo. 
viti 

Therefore, property 1 is violated here. We may thus affirm that soliton is an 
essentially nonlinear phenomenon. 

Let us now discuss the general reflectionless case when there are n pairs 
of zeros, Aj, ;[b Im.Aj > 0, and parameters Yb yj, j = 1, ... , n. The solution of 
the associated Riemann problem is 

G + (x,.A)=ll(x,.A), G _ (x,.A)=ll- 1(x, .A), (5.17) 

where ll(x,.A) is an ordered product of matrix Blaschke-Potapov factors, 

ll(x,.A) = I1 Bj(x,.A), (5.18) 
j-1 

(5.19) 

(see (2.28)). The P;(x) are the orthogonal projection operators uniquely de­
termined by the Yb yj via the relations (1.49) for the subspaces Imll(x, .Aj) 
and Kerll- 1(x,;[j),j= 1, ... , n. Using the generalized unitarity property 

ll*(x,.A)=ll- 1(x,;[), (5.20) 

we can write (1.49) as 
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(5.21) 

where 

(5.22) 

is a column-vector with yj(x) = e;:tjx yj, j = 1, ... , n. 
As was explained in § 2, (5.21) allows to find the projection operators 

P1 (x), ... , Pn (x) recursively. As before, U0 (x) is given by (5.6) where n(x) is a 
coefficient in the asymptotic expansion 

in(x) ( 1 ) 
Jl(x,A)=l +-A-+ 0 IAI2 . (5.23) 

More explicitly, 

(5.24) 

Now we shall describe an alternative method for determining Jl(x, A). It 
consists in resolving JT- 1 (x, A) into partial fractions 

(5.25) 

and finding the matrix coefficients Aj(x). Equations (5.20) and (5.21) show 
that Aj(x) can be represented as 

(5.26) 

where zAx)= (pj(x)) and ~f(x)=(yj(x), 1) is a row-vector conjugate to the 
qj(x) 

column-vector ~j(x),j = 1, ... , n. It follows in particular that all the Aj(x) are 

rank one matrices. 
For the proof let us consider the following expansions in the neighbour­

hood of A=Aj (cf. § 2): 

and 

so that 

JT- 1(x,A) = Aj(x) + 0(1) 
A-Aj 

(5.27) 

(5.28) 
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Together with (1.49), 

(5.30) 

this shows that Aj(x) has rank one and can be represented as in (5.26). 
Equations (5.21) allow us to determine the unknown vectors zj(x) in­

volved in (5.26). Indeed, substituting (5.26) into (5.25) and using (5.21) we 
get a system of linear algebraic equations 

The inner products ~f ~j are 

(5.32) 

so that (5.31) breaks up into two disjoint systems for the first and second 
vector components of the zj(x). In particular, for the first components pj(x) 
we have 

n 

L: ~k(x)pk(x)= -yj(x), j= 1, ... , n, (5.33) 
k~I 

where 

(5.34) 

The matrix n(x) can be expressed in terms of the Aj(x) as 

n 

n(x) = i L: Aj(x), (5.35) 
j~I 

whence by virtue of (5.6), (5.26) and (5.35) we have 

(5.36) 

Let M(x) be then x n matrix with matrix elements ~k(x) and let 
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(5.37) 

Then Cramer's rule gives the required expression for lf!(x): 

(x) = _i_ detM1(x). 
If/ Vx detM(x) 

(5.38) 

We have derived general closed-form expressions for reflectionless func­
tions lfi(X), rjl(x). They depend on 2n complex parameters lti, Y.i satisfying 
Imlti > 0, Yi .fo 0 and such that the lti are pairwise distinct; lf!(X), rjl(x) are 
Schwartz functions and, moreover, decay exponentially as lxl-+ oo. 

In fact, lf/(X), rjl(x) are smooth (and, in particular, M(x) is non-degener­
ate) because the projection operators ~(x) are non-singular for all x, which 
is easily verified by recursion. To show their exponential decay observe that 
Yi(x) = O(e-lmA.,x) as X-++ oo so that the gi(x) approach the constant vector 

(~) with the same order. It then follows that 

(5.39) 

with a= min {lmlti} so that lf/(X) = O(e-ax) as X-++ oo. The estimate 
j=l, ... ,n 

lf/(X) = O(eax) as X-+- oo follows from a relation similar to the previous 
one, 

(5.40) 

which follows from the fact that Yi(x)=O(e-lmA.;x) as X-+-oo and hence 

the vectors - 1- gi(x) approach (0
1) exponentially. 

rix) 
Now let a reflectionless lfi(X) of the form (5.38) be taken as an initial 

value for the NS equation. The solution lfl(x, t) is given by (5.38) upon re­
placing Yi(x) by Yi(x, t) as prescribed by (3.7): 

(5.41) 
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The solution remains reflectionless. We will show that it corresponds to n in­
teracting solitons. Namely, we will show that generically lf!(X, t) can be ex­
pressed as a sum of one-soliton solutions 

n 

lf!(X, t)= L lf!]±>(x, t)+O(e-acltl). 
j-1 

(5.42) 

Here lfiJ ± >(x, t), j = 1, ... , n, are solitons with parameters Ab vj, Xbf> and 
tpbf> defined by (5.12) from the following data A,j and yj±>: 

(5.43) 

(5.44) 

with c =min ivj- vki· "Generically" means here that all velocities vj are dis­
tinct. j# 

For the proof of (5.42)-(5.44) it is sufficient to show that lf!(x, t) ap­
proaches the one-soliton solution lfl]±>(x, t) along the trajectory y of a par­
ticular soliton, 

x-vjt=const, (5.45) 

and decays exponentially in all other directions as t-+ ± oo. 

This can be derived by examining the explicit formula (5.38). Instead of 
doing so we shall outline a more simple and elegant method based on a 
direct analysis of fl(x, t,.A). 

Observe that each of the yj(x, t) either decays or grows exponentially, as 
t-+ ± oo, along any direction except its own trajectory Cj. In fact, (5.41) 
yields 

j=1, ... , n. 
(5.46) 

For the corresponding vectors ~k (x, t) this gives, along Cj, 

lim ~k(x, t) = (0), 
,_ + 00 1 

lim ~k(x, t) = (1) 
t--= Yk(x, t) 0 ' 

(5.47) 
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lim gk(x, t) = (0), 
t--oo 1 

(5.48) 

if vk >vi. 
To determine the asymptotic behaviour of ll(x, t, A) along Ci it is con­

venient to use, in contrast with (5.18), the ordered product 

'ii' 

fl(x,t,A)= IT Bk(x,t,A)Bi(x,t,A), 
k=l 
k~j 

(5.49) 

where the Blaschke-Potapov factor Bi(x, t, A) associated with a pair of zeros 
Aj, ij is shifted to the extreme right. Here each of the Bk (x, t, A) for k i= j has 
asymptotically the form 

( 
1 ~ ) or (~ = t 0 

) 
0 A~k 0 1 

A-Ak 

depending on whether the asymptotic value of gk (x, t) is proportional to 

(~) or (~), respectively. Indeed, computing successively the asymptotic 

factors B~±>(A), ki=j, k= 1, ... , n, we obtain diagonal projection operators 
and hence diagonal matrices B~±>(A) which leave invariant the subspaces 

spanned by (~) and (~)· 
Therefore equations (5.21) reduce asymptotically to a single equation for 

Bj±>(A), the asymptotic value of Bj(x, t,A) along y as t-+ ±co, 

(5.50) 

where 

(5.51) 

and the r5±> are given by (5.43), (5.44). To complete the proof of (5.42) it is 
enough to observe that this argument also shows that IJI(X, t) decays expo­
nentially along every direction other than the trajectories Cb j = 1, ... , n, as 
t-+±oo. 

The assertion proved above has a natural interpretation: the solution 
IJI(X, t) in (5.42) describes the process of interaction of n solitons moving freely 
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and going apart from each other for large positive or negative times. For that 
reason lf!(X, t) is called an n-soliton solution. 

The formulae obtained also allow a clear interpretation in terms of gen­
eral scattering theory. In contrast with what happens in the linear theory, 
the one-soliton solution (5.13) is associated with a soliton particle, rather 
than with a wave train. A soliton is characterized by its velocity v, the posi­
tion of its center of inertia x(t) and the internal motion parameters A, (/Jo· As 
t-+ ± oo, the n-soliton solution lfi(X, t) describes the free motion of n solitons 
with parameters (vj, x&j >, Aj, ({JbJ>) given by (5.43), (5.44) and (5.12). It is 
convenient to relable the solitons according to their velocities, so that 
oo > v1 > ... > vn > - oo. Then, as t-+ - oo, their centers of inertia are sepa­
rated by large intervals of order acitl where c=min lvj-vkl, and the quick-

j#k 
est soliton is located on the left of all the others. 

In this way, the asymptotic state associated with the n-soliton solution, 
as t-+- oo, reproduces the motion of n solitons separated in space and com­
ing together in the course of time. At finite times the picture of spatially 
separated solitons breaks down and the n-soliton solution describes the in­
teraction of solitons. Finally, as t-+ + oo, the separated solitons reappear, 
the quickest being on the right of all the others. So it has interacted with all 
of them at finite times. A similar conclusion follows for all other solitons. In 
particular, the distance between solitons increases with time. 

The above picture is typical of scattering theory which deals with asymp­
totic states described in terms of free particles. Scattering may only change 
the parameters of the particles and, possibly, their total number. 

Here we encounter a very specific scattering process. Namely, the num­
ber of particles, their velocities and half of internal motion parameters - the 
amplitudes - remain invariant. The only effect of scattering is a variation in 
the centers of inertia and phases of internal motion. From (5.43), (5.44) and 
(5.12) one can deduce a relationship between the parameters of the asymp­
totic motion: 

(5.52) 

where 

(5.53) 

and 

( ~ (k-ik) j~ (k-ik)) L1(/Joj=2 L.J arg l.-A. - L.J arg l-A- (mod2:n). 
k~j+l 1 k k~l 1 k 

(5.54) 
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It is characteristic that the increments in the coordinates x0 j and phases 
(/Joj are additively expressed through the two-particle increments 

(5.55) 

when v1 > v2, with the interchange 1 - 2 when v2 > v1. The sum is taken over 
all two-particle interactions of the given soliton with the others. This spe­
cific scattering property, when n-particle scattering reduces to that of two 
particles, is commonly called factorization. 

The factorization of scattering is sometimes included in the definition of 
the soliton along with properties 1-2. In this case one usually refers to the 
soliton in the narrow sense. However, in this book we shall only deal with 
solitons in the narrow sense and so simply call them solitons. In the next 
chapter we shall interprete the process of solitons scattering from the 
Hamiltonian standpoint. 

To conclude this section we point out that a generic situation, when all 
velocities vj are distinct, is essential for interpreting the n-soliton solution in 
terms of scattering theory. However, the solution itself obviously makes 
sense even if two or more velocities coincide. In this case solitons with the 
same velocity do not go apart but produce a bound state. In particular, a 
two-soliton solution with v1 = v2 = 0 is periodic in time with frequency 
(ImA1) 2 - (Im.A.2) 2• 

This observation also refers to the constraints on the initial parameters 

Ah yj of the n-soliton solution. The algebraic formula (5.38) allows some of 
the Aj to coincide and even reach the real axis, and some of the yj to vanish. 

Then the resulting l{f(x, t) may vanish or go out of the Schwartz class (for 
instance, by developing a singularity); nevertheless, it will satisfy the NS 
equation by virtue of the algebraic nature of (5.38). As we shall see in the 
following chapter, these singular solutions are immaterial for the Hamil­

tonian interpretation of the NS model. 
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§ 6. Solution of the Inverse Problem in the Case of Finite 
Density. The Riemann Problem Method 

In this section we begin the solution of the inverse problem under the 
finite density boundary conditions. The problem is to recover the functions 
!f(x), rjt(x) from the transition coefficients ap(A), bp(A) and characteristics of 
the discrete spectrum Aj and Yj· We shall restrict our attention to the case 
when !f(X), rjt(x) take their boundary values, as X-+± oo, in the Schwartz 
sense. 

As in the rapidly decreasing case, there are two approaches to solving 
the inverse problem, one based on the Riemann problem and the other on 
the Gelfand-Levitan-Marchenko formalism. 

This section outlines the first one based on the matrix Riemann problem. 
Its natural formulation involves the Riemann surface r of the function 
k(A)= VA 2 -w2 with a contour ..9Pw consisting of points (A, t:) where t:= ± 1 
and A lies in IRw (i.e. A is real and IAI ~ w - see § 1.8). The contour ..9Pw 
devides r into two pieces - the sheets r ±. 

As in the rapidly decreasing case, we start with a formula relating the 
lost solutions, 

T _ (x, A)= T + (x, A) Tp(A) (6.1) 

(see (1.8.43)) where A is in IR"' and Tp(A) is the reduced monodromy ma­
trix, 

(6.2) 

The involutions (1.8.41)-(1.8.42) show that, for A in IR"', 

(6.3) 

and 

(6.4) 

In analogy with § 1 we set 

(6.5) 

and 

(6.6) 
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These matrices may be analytically continued to the sheets r±, respectively, 
(see § 1.8) and for A. in .9Pco satisfy 

S _ (x, A.) =S + (x, A.)Sv(A.), (6.7) 

where 

(6.8) 

In the scattering theory for the auxiliary linear problem, Sv(A.) plays the role 

f . . d 1 d bp(A.) . d . . d o scattermg matnx an - 1- an -.1- are mterprete as transm1sswn an 
ap(/1.) ap(/1.) 

reflection coefficients, respectively. 
In terms of S ± (x, A.) the asymptotic behaviour (1.8.28)-(1.8.31 ), as 

IA-1-+ oo, becomes 

(6.9) 

where A. is in r + and ImA. > 0, 

S+(x,A.)E- 1(x,k(A.)) = ~ o-2 S- 1(0)(/+0C!,)). (6.10) 

where A. is in r + and ImA. < 0; also, 

where A. is in r_ and ImA-<0, 

(6.12) 

where A. is in r_ and ImA->0. Remind that E(x,k)=exp{kx~3 } with the 
definition 2 ' 

S(O) = ( 1 ~). 
0 e 2 

(6.13) 



§ 6. Finite Density. The Riemann Problem 139 

Now consider the matrices 

G + (x, A) =a"(A) G(O)E(x, k(A))S:;: 1 (x, A) (6.14) 

and 

G _ (x, A)=S _(x, A)E- 1(x, k(A)) G- 1 (0), (6.15) 

;(} 

where G(O) = e - 2 S(O). These have an analytic continuation to the respec­
tive sheets r ±, possibly with the exception of the branch points A= ± w (see 
below), and provide a solution to the Riemann problem, 

G + (x, A)G _ (x,A)= G"(x, A), (6.16) 

where 

and 

(6.18) 

(cf. § 1). 
The matrices G ± (x, A) are non-degenerate on the sheets r ± except at 

AJ±J=(Ab ±),j= 1, ... , n. More precisely, we have 

(6.19) 

for A in r+ and 

(6.20) 

for A in r _, where a~ (A) is the analytic continuation of a" (A) to the sheet r _. 
The functions a"(A) and a~(A) vanish precisely at A=A]±>,j=1, ... ,n. In 
addition (see (1.8.36), (1.9.22) and (6.14)-(6.15)) we have 

Im G + (x, AJ + >) = N) + >(x) (6.21) 

and 
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KerG (x A\-l)=fi<->(x) 
- ' } 1 ' 

(6.22) 

where N} + >(x) and N}- >(x) are one-dimensional subspaces in <C 2 spanned 
by 

respectively, yj = - rj are the transition coefficients for the discrete spec­

trum, and kj=;-~w2 -Aj, j= 1, ... , n. 
Thus, equation (6.16) describes a Riemann problem with zeros on the 

surface r. Let us continue the list of the properties of its ingredients Gv (x, A) 

and G ± (x, A). 
We begin with Gv(x, A) and the Ah Yh j = 1, ... , n. 
1) Gv(x,A) has the form (6.17) with an integral representation for bv(A), 

1 ~ A ~ 

bv(A) = k J fJ}}l(x)eikxdx + k J {3i,2l(x)eikxdx, (6.23) 
-00 -00 

for A in. 3Pa, where {3!,1•2>(x) are real-valued Schwartz functions. (This repre­
sentation results from (1.9.15) through integration by parts.) 

In particular, it follows that Gv(x, A) has the asymptotic behaviour 

(6.24) 

as IAI-+ oo and satisfies the involution 

2) The pairwise distinct real numbers Aj lie in the gap - w <Aj < w, and the 
yj # 0 are pure imaginary,j = 1, ... , n. 

The next three properties characterize the relationship between bv(A) 
and Ah yj (see § 1.9). 

3) The condition (0). 
4) The condition for the determination of signs. 
5) The relationship 

. . . dav (1) 
stgn fYj = stgn dA /l,j , (6.26) 

where av(A) is recovered from bv(A), (}and Ah ... , An according to 
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(6.27) 

The properties of G ± (x, ll), besides the degeneracy property mentioned 
above, are as follows. 

1) The asymptotic behaviour as llll- oo: 

G± (x,ll)=l + 0 ( 1~ 1 ), (6.28) 

where respectively ll lies in r ± and ± Imll > 0; when ± Imll < 0 we have 

(6.29) 

and 

(6.30) 

2) The involution property for ll in IR...,: 

and 

. i(ll+k) - . -2 
G_(x,ll-zO) = cr1 G_(x,ll+zO)G (8)cr3 , (6.32) 

m 

consistent with the asymptotic formulae (6.28)-(6.30). 
3) The asymptotic behaviour as lxl- oo for ll in IR...,: 

(6.33) 
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as X-++ oo, and 

hv(..l) -ikx) - a,(A: e +o(l), 

iOa3 
as X-+- oo. Here Ev(..l)=Ev(x,..l)i.~=o and Q(O)=exp--. 

4) The behaviour at the branch points A.= ± m. 2 

(6.34) 

(6.35) 

(6.36) 

The exact form of this property depends on the behaviour of bv(..l) at 
A.= ± m. First consider the case A.= m. There are two possibilities. 

a) A virtual/eve/, 

(6.37) 

In this case G _ (x, m) and G :;: 1 (x, m) are degenerate, so that 

(6.38) 

w( here N~)+> and(N~-> ~:)e one-dimensional subspaces in <C 2 spanned by 

1 c+e-2 . 
~ and , respectively, and 

-c+e 1 

(see (1.9.9)). By virtue of (1.9.13) we have in addition c + = - c +. 

b) The generic case 

(6.39) 
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(6.40) 

nearA=W. Here G_(x,w) is non-degenerate and G+(x,A) can be expressed 
as 

(6.41) 

near A=W, with a non-degenerate G+(x) (see (1.9.11) and (6.19)-(6.20)). 
The case A= - w is examined in a similar manner. If A= - w is a virtual 

level, the constant c+ (6.39) is replaced by 

(6.42) 

The formulation of the Riemann problem and the properties of Gv(x, A) 
and G ± (x, A) look more complicated then those in the rapidly decreasing 
case. This is due primarily to the nature of the continuous spectrum of the 
auxiliary linear problem, especially to the existence of a gap in the spectrum 
-the interval -w<A<w. 

The properties of Gv(x, A) and G± (x, A) listed above were actually estab­
lished in §§ 1.8-1.9 during the investigation of the auxiliary linear problem. 
Let us now turn to solving the inverse problem. The solution is based on the 
matrix Riemann problem with zeros 

Gv(x,A)= G+ (x,A)G _(x,A), (6.43) 

where the matrix Gv(x, A), the zeros Ab the constants yj and the parameter 8, 
0""" (} < 2 n, play the role of initial data, and G ± (x, A) give the solution of the 
Riemann problem. Here the variable x stands for a parameter. 

The data Gv(x, A), Aj and yj are supposed to satisfy conditions 1)-5). It is 
required that the solution G ± (x, A) is analytic on r ± except, possibly, at the 
branch points, satisfies the degeneracy conditions (6.21)-(6.22) and has proper­
ties 1)-2) and 4). 

Then we claim the following. 
I. The Riemann problem has a unique solution. 
II. The matrices S±(x,A) constructed from G±(x,A) according to (6.14)­

( 6.15) satisfy the differential equation of the auxiliary linear problem 

dS ± (x, A) = (A<13 n ( )) S ( 1 ) 
dx 2i +voX ± X,/1- ' (6.44) 

with 



144 Chapter II. The Riemann Problem 

Uo(x) = fC (lji(x)a + + lfl(x)a _). (6.45) 

III. The solution G ± (x, It) has the asymptotic behaviour, as X-+± oo, pre­
scribed by property 3 ). 

IV. The functions lfi(X), lji(x) satisfy the finite density boundary condi­
tions 

lim lfi(X)=p, lim lfi(X)=pe;o, 
x--oo x-+oo 

with p = ~~ and the boundary values taken in the Schwartz sense. 
2vx 

(6.46) 

V. The functions ap(IL) and bp(IL), with ap(IL) given by (6.27), are the tran­
sition coefficients for the continuous spectrum of the auxiliary linear problem 
(6.44), and S ± (x, It) are composed of the corresponding lost solutions accord­
ing to (6.5)-(6.6). The discrete spectrum of the auxiliary linear problem consists 
of the n-tuple It~> ... , It,, and Y~> ... , Yn are the associated transition coeffi­
cients. 

The proof of these facts can be given along the lines of § 2. Since the 
Riemann surface r has genus 0, it is convenient to use the uniformization 
variable z as in § 1.9, 

(6.47) 

so that .9P"' is mapped onto the real axis of the complex z-plane. The sheets 
r ± are mapped onto the upper and lower half planes, respectively; a neigh­
bourhood of It= oo on r ± with ± I miL> 0 is mapped onto a neighbourhood 
of z = oo, and a neighbourhood of It= oo on r ± with ±I miL< 0 onto a neigh­
bourhood of z = 0. The involution It- i 0-+ It+ i 0 on .9P"' goes into the in-

2 

volution z-+ ::!__ on the real axis. 
z 

From (1.8.13)-(1.8.14) and (1.9.14) we derive integral representations for 

G ± (x, z) = G ± (x, IL(z)), 

z2 ( m 
G+(x, z) = 2 2 I-- G2(0)a2 

z -(!) z 

+ I l/J~>(x, s)e(s, z)ds + ~ I l/J<;>(x, s)e(s, z)ds) (6.48) 

and 
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(!) 
G _ (x, z) =I+- a 2 G- 2 (0) 

z 
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= I = 
+ J cp<.!_>(x,s)e(s,z)ds+- J ([J(!_>(x,s)e(s,z)ds, (6.49) 

0 z 0 

2isk(z)- is(z- w 2
) 

e(s,z)=e =e z. (6.50) 

These integral representations generalize those given by (1.36) in the rapidly 
decreasing case. They incorporate both the asymptotic behaviour (6.28)­
(6.30) and the singularities of G + (x, z) at z = ± w (see condition 4)). 

The integral representations (6.48)-(6.49) provide a basis for proving the 
assertions I-V. They can be used to derive a system of integral equations -
an analogue of the Wiener-Hopf equation in the rapidly decreasing case, 
equivalent to the original Riemann problem. However, there arise several 
technical difficulties. First, various types of behaviour of bv (A) at the branch 
points A= ± w should be examined separately; there are four cases altogeth­
er. Second, by properties 3)-5), the discrete spectrum data Aj, yj are not in­
dependent of the continuous spectrum data b" (A); in particular, for the case 
of virtual level they appear in the behaviour of G:;: 1(x,A) at A= ±w (see 
condition 4)). Hence the solution of the Riemann problem with zeros cannot 
be expressed as a product of Blaschke-Potapov factors and a solution of the 
regular Riemann problem with the same continuous spectrum data ( cf. 
§ 2). 

Therefore, a detailed analysis of the Riemann problem (6.43) along the 
lines of § 2 would be rather cumbersome and is not so instructive as to be 
presented here. Instead, the next section will discuss more thouroughly a 
different approach to solving the inverse problem based on the Gelfand­
Levitan-Marchenko formalism, which will also provide a proof for the as­
sertions I-V. 

To conclude this section we note that, as in § 3, the Riemann problem 
method allows to show that if the data b" (A), Aj, yj depend on t according to 
(1.10.7), 

bv(A, t)=e-O.kt bv(A, 0), yj(t)=e-o.,k,t yj(O), 

Aj(t)=Aj(O); j= I, ... , n, 
(6.5I) 

then the resulting !f!(X, t) satisfies the NS equation under the finite density 
boundary conditions. 

For that purpose the dependence on t should be inserted into the Rie­
mann problem (6.43) 
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(6.52) 

where 

Gv(x, t, ll) = E- 1 (t, llk(ll)) Gv(x, ll)E(t, llk(ll)). (6.53) 

From (6.52)-(6.53) it follows that 

oF+ 1 -I 1 oF- -I - (x, t, /I,)F + (x, t, /1,) =- (x, t, ll)F _ (x, t, ll), (6.54) ot ot 
where 

(6.55) 

Then, in complete analogy with § 3, in addition to the equation in x, 

(6.56) 

we also have an equation in t, 

(6.57) 

where Vv(x, t, ll) is the same as in § 1.2. 
Thus, in the case of finite density as well, the Riemann problem method 

comes down to the zero curvature condition, so that the function lfi(X, t) ob­
tained via the inverse problem satisfies the NS equation. 

§ 7. Solution of the Inverse Problem in the Case of Finite 
Density. The Gelfand-Levitan-Marchenko Formulation 

Here we outline another method for solving the inverse problem. In con­
trast to the previous one based on the Riemann problem of analytic factori­
zation for matrix-valued functions, this approach exploits a special conjuga­
tion problem for vector-valued analytic functions, motivated by the relation 
(6.1) for the Jost solutions. 

In terms of the variable z, (6.1) is 

T _ (x, z) = T + (x, z) Tv (z), (7.1) 

where Imz = 0 and 
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T ± (x, z) = T ± (x, A.(z)), Tp(z) = Tp(A.(z)). (7.2) 

The involutions (6.3)-(6.4) take the form 

( m2 ) iz _ 
T ± x,--;- = m a 1 T ± (x, z)a3 , (7.3) 

(7.4) 

To state the required conjugation problem, consider (7 .1) for the first 
column T(}_l(x, z) of T _ (x, z) and rewrite it as 

1 
-- T 0 >(x z) = T( 0 (x z) + r (z) T(2>(x z) 

() - ' + ' " + ' ' aP z 
(7.5) 

where we have denoted ( cf. § 4) 

(7.6) 

The vector function F1 (x, z) = - 1- Tl!.>(x, z) on the right hand side of 
ap(z) 

(7.5) may be analytically continued into the upper half-plane of the variable 
z with the exception of z =zj =Aj + i ~m2 - }..} , j = 1, ... , n where it has simple 
poles, and z = 0 where it has an essential singularity. By virtue of (1.9.22), 

(7.7) 

we find 

(7.8) 

where 

(7.9) 

a dot indicating differentiation with respect to z. 
In the neighbourhood of z=O, for Imz~O, (1.8.28), (1.8.33) and (1.9.5) 

yield asymptotically 
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(7.10) 

where the notation e(x, z) was introduced in § 6. From (1.8.28), (1.8.32) and 

(1.9.4) we have, asymptotically as lzl--+ co, Imz;;;>O, 

(7.11) 

Now consider the right hand side of (7.5). The first term, T<.).>(x, z), may 

be analytically continued into the lower half-plane of the variable z with the 

exception of z = 0 where it has an essential singularity. From (1.8.30), 

(1.8.32)-(1.8.33) and (1.9.4)-(1.9.5) we find the asymptotic formulae 

(7.12) 

as z--+0, and 

(7.13) 

as lzl--+ co. 

The column r<J:_>(x, z) in the second term may be analytically continued 

into the upper half-plane and is related to r<_!>(x, z) by the involution 

(1.8.36), 

T<2>(x z)=a r<l)(x i) 
+ ' I + ' • (7.14) 

The relation (7.5) combined with the analyticity properties stated above, 
relations (7.8), (7.14) and the asymptotic formulae (7.10)-(7.13) is what consti­
tutes the required special conjugation problem. The data prescribed are the 

function rv(z) defined on the real line and the parameters zb c1; j = 1, ... , n. 

The data rv(z) and z1, c1 are not all independent. They are subject to the 

following conditions resulting from § 1.9. 
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1) The function rv(z) lies in Schwartz space and together with all its deri­
vatives vanishes at z = 0. 

This is a consequence of a similar property of bv(z) (see the integral 
representation (6.23)). 

2) The involution property 

(see (7.4)). 
3) The inequality 

holds, with equality possibly attained only at z = ±co, in which case 

so that we are in a generic situation. 
This follows from the normalization relation 

lbv(zW 
1 + lbv(zW 

together with (1.9.11) which holds when lav(±co)l= oo. 

4) The condition (0) 

i8 rr" Zj { 1 OOJ log(1-lrv(zW) d } e = -exp- z 
j-t Zj 1ti -oo Z . 

This is a variant of (1.9.44) since 

Here lzjl =co because the real numbers Aj lie in the gap (-co, co). 

(7.15) 

(7.16) 

(7.17) 

(7.18) 

(7.19) 

(7.20) 

5) The positivity condition: the quantities mj = - cj , j = 1, ... , n, are posi-
tive real numbers. Zj 

This follows from 

C· = __!j__ 
1 dav(z) I 

dz Z=Z 
.I 

_ ___Ij__ dz(A.) I 
- dav(A-) dA A.-A. ' 
-- I 

(7.21) 

d). 
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dA.(z) = _!_ (1 - mz) 
dz 2 z2 

(7.22) 

together with relation (6.26) 

. . . dav (. 1 ) 
stgnz Yi = stgn dA. Aj , j=l, ... ,n (7.23) 

(see § 1.9). 
The formulation of the conjugation problem in the case of finite density 

(as well as that of the Riemann problem in§ 6) looks more complicated than 
in the rapidly decreasing case in § 4. Yet, unlike the Riemann problem, it 
can be investigated in quite a similar way as in the rapidly decreasing case 
by reducing it to a system of integral equations. 

To derive this system we shall make use of the integral representations 
(1.8.13)-(1.8.14) for the Jost solutions, 

and 

where 

"" 
T +(x, z)=Q- 1(0)Ev(x, z)+ I r + (x,y)Q- 1(0)Ev(Y, z)dy (7.24) 

X 

:.: 

T _(x, z)=Ev(x, z)+ f r _(x, y)Ev(Y, z)dy, (7.25) 

Ev(x,z)=Ev(x,A.(z)) = ( .
1 

l(J) 

z 

(7.26) 

(see (1.8.9)). Insert these expressions into (7.5), substract from both sides the 
first column S"v(x,z) of Q- 1(0)Ev(x,z), 

(7.27) 
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multiply both sides of the resulting equation by e(~,z), y~x, and inte­

grate over z from - oo to oo (compare with the manipulations in§ 4). Let us 
evaluate the integrals which occur. 

First consider the left hand side; denote it L. From (7 .1 0)-(7 .11) it fol-

lows that the vect~r function (F1 (x, z)- 3'v(x, z)) e ( ~, z) is regular at z = 0 

and of order 0 (-) as lzl-+ oo. So using (7.8) and the Jordan lemma we 
deduce that lzl 

(7.28) 

Now consider the right hand side; denote it R. Here we encounter the 

integrals f e(x, z)dz and j e(x, z) dz taken in the sense of generalized 
z 

functions. We have 

I e(x, z)dz = I e+-~} dz+ f e+-~} dz 
0 

= ( "'2) ( 2) = i z-- x (J) 
=I e z · 1 + ?"" dz = I eipxdp=2n8(x), 

0 -= 

(7.29) 

where the second integral in the first equality was modified by a change of 
2 

variables Z-+- ~- In a similar manner we find 
z 

dz 
I e(x,z)--; = 0, 

These formulae lead to 

where 

=I dz 2n e(x, z) 2 = - 2 8(x). 
z (J) 

-= 

(7.30) 
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- w ooJ (x ) dz ~(x) = -. rv(z)e -, z -, 
8m _

00 
4 z 

(7.32) 

e;e 00 (x ) 
fj(x) = 8n _t rv(z)e 4, z dz. (7.33) 

Now by using the equation L = R and the representation (7.24) we ob­
tain 

T+(x,y) ( 1) + (~(x+y)) + j T+(x,s) (~(s+y))ds=O (7.34) 
0 7J(x+y) x 7J(s+y) 

for y;;;:ox, with 

( ~(x)) = (~(x)) + ~ i: C· ( i:j) e (~, z·). (7.35) 
1J(X) 1J(X) 41 j-l 1 e;e 4 1 

Recalling the involutions (1.8.26)-(1.8.27) 

(7.36) 

we can write (7 .34) in matrix form 

00 

r + (x,y)+.Q(x+y)+ I r +(x, s).Q(s+y)ds=O (7.37) 

for y ;;:ox, with 

X 

.Q(x) = (~(x) fj(x)). 
1J(x) ~(x) 

(7.38) 

Here we have used that, by (7 .15) and the positivity condition, g(x) is a real­
valued function. 

Equation (7.37) is an integral equation for the matrix r + (x, y); it is 
called the Gelfand-Levitan-Marchenko equation from the right. Notice that it 
has the same structure as the Gelfand-Levitan-Marchenko equation in the 
rapidly decreasing case in § 4. However, .Q(x) is no more an off-diagonal 
matrix but has a diagonal part proportional to the unit matrix. 

The matrix U0 (x) involved in the auxiliary linear problem, 
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dT±(x,J.) = (J.a3 U, ( )) T ( 1 ) 
dx 2 i + 0 x ± x, /1, ' 

(7.39) 

is expressed in terms of T±(x,y) according to (1.8.17) 

(7.40) 

with 

(7.41) 

In a similar manner, (7 .1) yields 

- 1- T(2)(x z)=r (z) r<IJ(x z)+ T(2)(x z) 
() + ' " - ' - ' ' a{> z 

(7.42) 

with 

(7.43) 

Interpreting this equation as an appropriate conjugation problem gives the 
Gelfand-Levitan-Marchenko equation from the left 

X 

T_(x,y)+Q(x+y)+ f T_(x,s)Q(s+y)ds=O, y.;;;x. (7.44) 

The kernel .Q(x) has the form 

Q(x) = ({(x) ~(x)) 
7J(x) ~(x) ' 

(7.45) 

where 

_ i (J) 
00J _ ( X ) dz (J) ~ 0 ( X ) ~(x) = g rp(z)e - 4, z - + 4 LJ ---:- e - 4, zj 

1C -oo z j~I ZJ 

(7.46) 

and 

with 
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(7.48) 

Relation (7.45) takes account of the fact that, by (7.15) and the positivity 
condition, g(x) is real-valued. 

The matrix U0 (x) can be expressed in terms of r _ (x, y) according to 
(1.8.17): 

(7.49) 

The integral equations (7.37) and (7.44) provide a basis for solving the 
inverse problem in the case of finite density by the Gelfand-Levitan-Mar­
chenko method. Suppose we are given functions rv(z), rv(z) and a set of 
numbers zj, cb 0. and 0, 0 <. (} < 2 n, subject to the following conditions. 

1. The set lrv(z), zb cj; j = 1, ... , n} satisfies conditions 1)-5). 
2. The functions rv(z) and rv(z) are related by 

rv(z) av(z) 
--=---, 
iv(z) av(z) 

(7.50) 

with 

( ) !f- rr" Z-Zj { 1 COJ log(1-lrv(sW) d} av z = e --exp - s . 
z-i· 2ni z-s+iO 

j-1 ') -oo 

(7.51) 

3. The coefficients cj and 0 satisfy 

j=1, ... ,n. (7.52) 

Then we claim the following. 
I. The Gelfand-Levitan-Marchenko equations (7.37) and (7.44) have 

unique solutions in L\2 x 2>(x, oo) and L\2 xZ>(- oo, x). Their matrix solutions 
r ±(x,y) are of Schwartz type as x,y-+ ± oo, respectively. 

II. The matrices T ± (x, z) derived from r ± (x, y) according to (7.24)-(7.25) 
satisfy the differential equations 

dT±(x,z)=(A.(z)a3 u<±>())T ( ) 
dx 2i + 0 X ± X, z ' (7.53) 

where u~+>(x) and u~->(x) are given by the right hand sides of (7.40) and 
(7.49), respectively. 

III. The matrices U~±>(x) have the form 



§ 7. Finite Density. Integral Equations !55 

(7.54) 

where lfl ± (x) behave asymptotically as 

lim lfl_(x)=p, lim lfl + (x) = e;e p, (7.55) 
x--oo x-+oo 

the asymptotic values being taken in the Schwartz sense. 
IV. The relation 

(7.56) 

holds, so that U0 (x) satisfies the finite density boundary conditions. 
V. The transition coefficients for the continuous spectrum of the auxiliary 

linear problem with potential matrix U0 (x) are av(A-) = av(z(A-)) and 
bv(A)=av(A-)rv(z(A-)); the discrete spectrum consists of the eigenvalues A,h 
- w <Aj < w with transition coefficients rj = Cj a" (zj), j = 1, ... , n. 

Now we shall give the proofs. 
I. The unique solvability of the Gelfand-Levitan-Marchenko equations. 
Consider, for definiteness, equation (7.44) and write it in operator 

form, 

(7.57) 

where T~(y)=T_(x,y) and .Q,(y)=Q(x+y) belong to Lfx 2>(-oo,x), and 
fix is an integral operator with the kernel Q(s + y), 

X 

(fixf)(y)= J f(s)Q(s+y)ds. (7.58) 

The variable x plays the role of a parameter. In order not to overload our 
notation we have omitted the symbols - and - in the entries of (7.57). 

The kernel.(i(s) is a Schwartz function for S--+- oo so that fix is a com­
pact operator on L\2 x 2>(- oo, x) whose norm vanishes as X-+- oo ( cf. § 4). 
Therefore, for (7.57) to have a unique solution it is sufficient to show that 
the homogeneous equation 

(7.59) 

has only a trivial solution in L \2 x 2>(- oo, x). 
To show this let us first consider this equation in the Hilbert space 

L~2 x 2>(- oo, x) of square integrable 2 x 2 matrix functions with the inner 
product 
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X 

(/,g)= f trf(s)g*(s)ds, (7.60) 

the asterisk indicating Hermitian conjugation. The operator .nx in this space 
is defined by the same expression (7.58) and is compact. By examining the 
kernel D(s) it is easily seen that a solution of (7.59) which belongs to 
L\2 x 2l(- oo,x) also belongs to L~2 x 2J(- oo,x). So it is enough to show that 
(7.59) has no nontrivial solutions in L~2 x 2J(- oo,x). Actually, we shall 
prove a stronger result that the operator I + .nx is positive definite on 
L~2x2)(- oo,x). 

First suppose there is no discrete spectrum. Then .nx can be regarded as 
a restriction of an operator .n on L~2 x 2l(- oo, oo) defined by 

( .Gf)(s) = J f(s')Q(s + s') ds'. (7.61) 

More precisely, L~2 x 2l(- oo, x) is embedded into L~2 x 2l(- oo, oo) in 
such a way that its elements,J(s), are extended to be zero for s ~x. We will 
show that I + .n is positive definite, hence so is I + .nx. 

The representations (7.45)-(7.47) for the kernel Q(x) may be written as 

with 

- 1 00 

.Q(x)=- I Ev(x,z)R(z)dz, 
8Jr -oo 

( 0 rv
0
(z)). R(z) = .., 

rv(z) 

The matrix Ev(x, z) in the integrand satisfies the relations 

1 - J Ev(x, z)E~(y, z)dz=D(x-y)l, 
8n JR., 

1 00 

- I E~(x, z)Ev(x, z')dx=D(z-z')I, 
8n -oo 

(7.62) 

(7.63) 

(7.64) 

(7.65) 

with z and z' in IR"' (i.e., lzl, lz'l ~w). They have the meaning of completeness 
and orthogonality relations for eigenfunctions of the differential operator 

2 =ia3 dd + w a2 which governs the asymptotic behaviour of the differ-
x 2 

entia! operator 2" of the auxiliary linear problem, as X-+- oo (see § 1.9). 
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The proof of (7.64) makes use of (7.29)-(7.30) and of the involution 
(1)2 

z-+- which maps IRw onto the gap - w,;;;; z,;;;; w. Equation (7 .65) follows 
z 

from the usual representation for the 8-function as an integral over ex­
ponentials and the change of variable formula 

(7.66) 

where q>(z1) = 0. It is essential here that z and z' are in IRw. If z is in IRw and z' 
in the gap (- w, w ), then instead of (7 .65) we have the relation 

- 1- OOI ES(x,z)Ev(x,z')dx= (J) o(z'- (J)
2 )az. 

8n z z 
-00 

(7.67) 

We may interprete (7.64) as a requirement that the operator Ev from 
L~2 x 2>(- oo, oo) to L~2 x 2>(1Rw) defined by 

A 1 OO 

(Evf)(z)= f(z) = ,tQ:;; J f(x)Ev(x, z)dx 
v8n _ 00 

is isometric. The adjoint operator ES is given by 

A 1 A 

(ESf)(x)=f(x) = ,tQ:;; J f(z)ES(x, z)dz 
v8n IRW 

and, by (7.65) is also isometric, so that 

Now we will show that the operator 

(7.68) 

(7.69) 

(7.70) 

(7.71) 

conjugate to n and acting on L~2 x 2>(JRw) is a multiplication operator by 
the matrix-function 

(U])(z)= ](z)R(z). (7.72) 

For that purpose consider the kernel Q(z, z) of U as a generalized func­
tion 
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A 1 CO CO 

.Q(z z') = -- f J 
' (8n)2 -co 

co 
J E~(y,z')Ev(x+y,z") 

x R(z'')Ev(x, z)dxdydz", (7.73) 

where the representation (7.62) for Q(x) is used. The variables x andy in 
Ev(x+y, z'') separate, 

and the integral over y is evaluated by using (7.65) and (7.67). This gives a 
8-function which reduces out integration over z", so that 

A 1 CO [ ( 1 ( (1)2)) .Q(z, z') = 8n _Jco E x, "2 z' ----;; R(z') 

+ w a2E(x, _.!. (z'- w2))R(w2)] E (x,z)dx. (7.75) 
~ 2 ~ ~ {} 

Next we employ the involution (see (7.15)) 

(7.76) 

to carry the diagonal matrix E(x, ·) to the right across the off-diagonal ma­
trices R ( ·) and a 2• As a result we find 

fl(z,z') = 8~ _t R(z') [E(x,- i (z'- ~~)) 

+:, a2E(x, ~ (z'- ::)) ] Ev(x,z)dx 

1 co 
=- J R(z')E~(x, z')Ep(x, z)dx=8(z-z')R(z), (7.77) 

8n -co 

which proves (7.72). 
The positive definiteness of I + 0 and hence of I+ Ox follows from that 

of the matrix 

1 R(z) = ( _ 1 fv(z)) 
+ rp(z) 1 ' 

(7.78) 
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which is guaranteed by 

(7.79) 

for lzl >w (see property 3) and (7.50)). 
Let us now consider the general case when the discrete spectrum is also 

present. To prove that I + flx is positive definite we shall split it into terms 
corresponding to the continuous and discrete spectra, respectively: 

(7.80) 

Here n~> and !l~d> are integral operators on L~2 x 2>(- oo, x) with the ker­
nels .Q<c>(s+s') and .Q<d>(s+s'), respectively, where 

- 1 00 

.Q<c>(s)=- J Ep(s,z)R(z)dz, 
8n -co 

.Q<d>(s)= Iqe(-~,zj)• 
j=l 

and the Hermitian 2 X 2 matrices cj have the form 

C = iiij ( w -wizj) 
J 4 0-

lZj 

with 

- 0 m-=-
J Zj 

j=1, ... ,n. 

The decomposition (7.80) follows from (7.45)-(7.47) and 

which is obvious since lzjl =W. 

(7.81) 

(7.82) 

(7.83) 

(7.84) 

(7.85) 

We have already proved that I+ n~> is positive definite on L~2 X 2)(- oo,x). 
It is therefore sufficient to show that n~d) is non-negative. This in turn 
follows from the fact that the matrices q are non-negative. 

In fact, in this case, for any f(s) in LC£ x 2>(- oo, x) we have 

(U~d> /,/)=I 1 1 trf(s)CJ*(s1e(- ~· zj) e (- ~· zj) dsds'~O. (7.86) 
]=1 -00 -00 
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The simplest way to verify this estimate is to reduce each of the Cj to 
diagonal form. Clearly, each term in (7.86) will then be non-negative. 

Let us now show that all the c; are non-negative. Since lzjl =m, they are 
degenerate, hence it is sufficient to show that 

riij>O, j= 1, ... , n. 

These inequalities result from 

and the estimate 

- 1 
m · m · = - --=---=--

1 1 z? ti2 (z·) 
J " 1 

1 
2 • 2 ()<0, j=1, ... ,n, 

Zj a{) Zj 

(7.87) 

(7.88) 

(7.89) 

which is a consequence of the positivity condition, the condition (0), and 
formulae (7.15), (7.51). 

This completes the proof of the fact that I +Ox is positive definite, and 
hence (7 .44) has a unique solution. 

To conclude, we point out that by virtue of the uniqueness theorem and 
the involution property of D(x), 

(7.90) 

the solution r(x,y) has the same property, 

(7.91) 

Equation (7.37) is examined is a similar manner. 
II. Derivation of the differential equations for T ± (x, z). 
It is enough to show that r ± (x, z) satisfy partial differential equations 

where 

(7.93) 

(see (1.8.15)-(1.8.17)). 
Indeed, these equations were derived in § 1.8 when analyzing the auxil­

iary linear problem. It was indicated there that they are equivalent to the 
differential equations (7.53) for the matrices T ± (x, z) obtained from r ± (x, y) 
according to (7.24)-(7.26). 
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For definiteness, consider r _ (x, y). Differentiate (7.44) with respect to x 
and y and add up the results after multiplying the second one by a3 from 
both sides. Then 

0 0 
- T(x,y) +a3- T(x,y)a3 +.Q'(x+y)+a3.Q'(x+ y)a3 +T(x, x).Q(x+ y) ax oy 

X ( 0 ) + J ox r(x, s).Q(s+y)+a3r(x, s).Q'(s+y)a3 ds=O, 
-= 

(7.94) 

where the prime indicates the derivative with respect to the argument and 
for notational simplicity we have omitted the symbols - and - in the en­
tries. 

The equation involves the matrix a3.Q'(x)a3 +.Q'(x) proportional to the 
unit matrix. From (7.46) by using the involution (7.15) and the positivity 
condition we find 

df:(x) w _ --Tx- = 4 (1J(x)+7J(x)), (7.95) 

so that (7.45) yields 

(I) 
.Q'(x)+a3.Q'(x)a3 = 2 (a1.Q(x)-a3.Q(x)a3aJ) 

= U_.Q(x)-a3.Q(x)a3U_, (7.96) 

where account was taken of U _ = ~ a 1• By using this equation, the last 

term in the integrand in (7.94) can be transformed into 

X X 

J a 3T(x,s).Q'(s+y)a3ds=- J a3T(x,s)a3.Q'(s+y)ds 

X 

+ J a3r(x,s)a3(.Q'(s+y)+a3.Q'(s+y)a3)ds 

X [ ar =-a3r{x,x)a3.Q(x+y)+ _J= a3-a.;-(x,s)a3.Q(s+y) 

+a3T(x, s)a3(U _.Q(s+ y)-a3.Q(s+ y)a3 U _)] ds, (7.97) 

where we have integrated by parts. Using (7.93) and (7.96)-(7.97) we can 
write (7.94) as 
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x [( a a ) +_I= ox T(x,s)+a3 os T(x,s)a3 .Q(s+y) 

+a3T(x, s)a3(U _.Q(s+y)-a3.Q(s+y)a3 U _)] ds=O. (7.98) 

Let the terms Uh->(x).Q(x+y) and a3.Q(x+y)a3 U_ on the left hand 
side of this equation be modified by replacing .Q(x + y) by the right hand 
side of the Gelfand-Levitan-Marchenko equation written in the form 

X 

.Q(x+y)= -T(x,y)- I T(x,s).Q(s+y)ds. (7.99) 

With the definition 

a a TT( > f/J(x,y) = -r(x,y)+a3-T(x,y)a3- Uo- (x)T(x,y)+a3r(x,y)a3 u_' ax ay 
(7.100) 

we rewrite (7 .98) as 

X 

f/J(x,y)+ I f/J(x, s).Q(s+y)ds=O, (7.101) 

which means that f/J(x,y) as a function of y satisfies the homogeneous equa­
tion (7.59). By virtue of the uniqueness theorem, 

f/J(x,y)=O 

for all x,y, yEO;x; this shows the validity of (7.92). 
The equation for r + (x, y) can be proved in a similar way. 
III. The behaviour of Uh±>(x) as X-+± oo. 

(7.102) 

By (7.40) and (7.49), the matrices ifo±>(x) are off-diagonal, and the in­
volution (7.91) assures that they have the special form (7.54). 

The study of the asymptotic behaviour of the non-zero entries of ifo±>(.x) 
is based on the following argument. The norm of the operators Ox and Ox 
vanishes as X-++ oo or X-+- oo, respectively, so that the integral equations 
(7.37) and (7.44) may be solved by successive approximations. Each itera­
tion gives a function of Schwartz type for X-+± oo, and this property is also 
shared by the solutions r ± (x, y). In particular, r ± (x, x) are of Schwartz type 
for X-+± oo. This implies the required behaviour of If/± (x) as X-+± oo. 
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We also note that these properties of r ± (x, y) yield the following asymp­
totic behaviour ofT± (x, z) for real z: 

T _ (x, z)=Ev(x, z)+ o(1) (7.103) 

as x-.- oo and 

(7.104) 

asx-.+oo. 
IV. The consistency relation u~+>(x)= u~->(x). 
For the proof it is enough to show that the matrices T + (x, z) and 

T _ (x, z) are linearly dependent, i.e., differ by a right matrix factor indepen­
dent of x. Indeed in this case both T + (x, z), T _ (x, z) satisfy the same differ­
ential equation, and hence ifo+>(x) and m->(x) coincide as coefficients in 
(7.53). 

We will show that (7.1) holds for real z with Tv(z) of the form 

(7.105) 

where av(z) is given by (7.51) and 

(7.106) 

For the proof observe that the unique solvability of the integral equa­
tions (7.37) and (7.44) established earlier is equivalent to the existence and 
uniqueness theorem for two special conjugation problems 

(7.107) 

and 

(7.108) 

whose exact formulation was given above. The data {rv(z), zj, cjl and 
{rv(z), zb Cjl of the two problems are interrelated by conditions 1-3. Starting 
from these relations we will show that 

1 (I) F1(x,z) = -- T _ (x,z), 
av(z) 

(7.109) 

which is equivalent to the required formula (7.1). 
For the proof multiply (7.107) by ~(z) 

(7.110) 
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and, using the involution (7.14), write it down as 

(7.111) 

By substracting (7 .11 0) and (7 .111) and using (7 .18) we obtain 

(7.112) 

Now we exploit condition 2 given by (7.50) to transform the last equation 
into 

(7.113) 

Thus we have converted the conjugation problem (7.107) into a conjuga­
tion problem of the type (7.108). Next we are going to apply the uniqueness 
theorem. For that it is enough to show that the vector functions av(z) F1 (x, z) 

and - 1- n+>(x,z) fit into the setting of the conjugation problem (7.108). 
av(z) 

First consider the column a"(z)F1 (x, z). It has an analytic continuation 
into the upper half z-plane with the same asymptotic behaviour as for the 
column T~>(x,z), as z-+0 or lzl-+oo. In a generic situation we have 

(7.114) 

and a"(z)F1 (x, z) is regular at z= ±co. In fact, using rv(±co) = +i (see condi­
tion 3)) and the relation 

T<.!.>(x, ±co)= ±iT<J.>(x, ±co) (7.115) 

we find 

F1 (x, z) = O(lz +col) (7.116) 

in the neighbourhood of z= ±co. In turn, (7.115) is a consequence of a sim­
ilar property of the columns of Q- 1 (O)Ev(x, ±co) by virtue of the differen­
tial equation (7.53) and the asymptotic formula (7.104). 

Now, the column _.!._( ) T<;>(x, z), as well as F2 (x, z), has an analytic con­
a" z 

tinuation into the upper half-plane with the exception of z = zi> j = 1, ... , n, 
where it has simple poles. By condition 3 (see (7.52) and (7.8)) we have 
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_1_ <2> I __ 1_ (2) res ( ) T + (x, z) z-z, - . ( ) T + (x, zj) 
a{J z ap zj 

1 
. ( ) resF1(x,z)lz=z, 

Cjap Zj 
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=Cj(ap(z)FI(x,z))iz=z,• j=1, ... ,n. (7.117) 

So the columns - 1- rq.>(x,z) and ap(z)F1(x,z) are subject to the same 
ap(z) . 

conditions as imposed on the columns F2 (x, z) and T~>(x, z) in the conju­
gation problem (7.108). Therefore these columns coincide so that equations 
(7.109) hold. 

V. Transition coefficients and discrete spectrum. 
The results of Subsections I-IV imply that T ± (x, z) are the Jost solutions 

for the auxiliary linear problem with potential matrix Uo(X) = m + >(x) 
= U~->(x). The functions ap(lt) and bp(lt) play the role of transition coeffi­
cients for the continuous spectrum; the quantities ltj are the discrete spec­
trum eigenvalues with transition coefficients yj,j = 1, ... , n. 

This completes our general analysis of the inverse problem in the finite 
density case via the Gelfand-Levitan-Marchenko method. The results ob­
tained may serve as a proof of the assertions I-V of the Riemann problem 
method in the previous section. Namely, the data {bp(lt), bp(lt); ltj, yj} of the 
Riemann problem satisfying conditions 1)-5) of § 6 give rise to the data 
{rp(lt), fp(lt); zb cb Cj} of the Gelfand-Levitan-Marchenko method satisfying 
conditions 1-3 of this section. Therefore, the results obtained for the two 
special conjugation problems yield the assertions 1-V of§ 6. 

The next section will deal with an important special case of the inverse 
problem where the coefficient bp(z) (and hence rp(z), fp(z)) vanishes identi­
cally. The corresponding Gelfand-Levitan-Marchenko equations reduce to a 
system of linear algebraic equations and can be solved in closed form. This 
will give us soliton solutions for the NS model under the finite density 
boundary conditions. 

§ 8. Soliton Solutions in the Case of Finite Density 

As in the rapidly decreasing case, soliton solutions are associated with a 
re.flectionless linear problem, that is, with such lfi(X), ljt(x) that the corre­
sponding bp(lt) vanishes identically. 

In that case the restrictions on the initial data simplify considerably. 
Namely, the set {ltj, cb Cj; j= 1, ... , n} must satisfy the following conditions. 
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1. The numbers Ai lie in the gap -W<Aj<w and are pairwise distinct. 

2. The quantities mj = 2 with 
Zj 

are real and satisfy 

mj<O, j= 1, ... , n. 

3. The condition (8) holds, 

4. The relation 

j=1, ... ,n, 

holds, where 

i8 n 

( ) T II Z-Zj a" z =e z-i1·' 
j~l 

and a dot indicates differentiation with respect to z. 

In terms of mj = 5_, (8.2) becomes mj > 0, j = 1, ... , n. 
Zj 

(8.1) 

(8.2) 

(8.3) 

(8.4) 

(8.5) 

Notice that in the reflectionless situation the function av(z) is regular at 
z= ±w, so that these points are virtual levels. 

The set {Aj, cj, Cj} is related to the original data {Aj, yj} of the Riemann 
problem by 

(8.6) 

By virtue of (8.2)-(8.3) and (8.5) the quantities yj are pure imaginary and 

(8.7) 

Now we turn to the inverse problem; to begin with, let n = 1. By (8.3), the 
eigenvalue A1 is expressed explicitly through (} as 

(8.8) 
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Indeed, the condition (8) gives 

ifJ 

z1 =-we - 2 

so that (8.8) follows from (8.1 ). 

0.;;;8<2JC, 

The Gelfand-Levitan-Marchenko equation from the left is 

X 

167 

(8.9) 

r_(x,y)+fl(x+y)+ J T_(x,s)fl(s+y)ds=O (8.10) 

for y .;;;x with Q(x) given by (7.45)-(7.47). In our case it has the form 

(8.11) 

Here 

(8.12) 

and the columns M 1 and N1 have the form 

M=l)fn;(w) 
I 2 iz1 ' 

N=l)ffl;(l) 
I 2 ' Zt 

iw 

(8.13) 

where the numeric value of the square root is taken. For notational uni­
formity with the subsequent formulae for n > 1, we write z1 rather than 8. 

So the kernel, Q(x+y), of the integral equation (8.10) is one-dimen­
sional, and the equation may be solved in closed form. 

Representing r _ (x, y) as 

~ 

T_(x,y)=f1(x)N]e 2 , 

we find a linear algebraic equation for the columnj; (x) 

~ 

f1(x)+M1e 2 +A(x)j;(x)=O, 

where A (x) is given by 

A(x)=N!M1 

(8.14) 

(8.15) 

(8.16) 
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This yields an expression for ft (x) 

~ 
e z 

ft(x) =- 1 +A(x) Mt. (8.17) 

Evaluating 1/f(X) through the general formulae (7.49) and (7.54), we 
find 

(8.18) 

where we used (8.6) and the connection between z1 and () (8.9). Remind that 
iyt >0 by (8.7), so that the denominator in (8.18) does not vanish, and hence 
llf(x) is regular on the whole real line. The finite density boundary condi­
tions 

lim 1/f(X) = (}, lim 1/f(X) = (} e;8 (8.19) 
x--oo x-+oo 

are satisfied with the exponential order O(e-v,lxl). 
The solution 1/f(X, t) of the NS equation evolving from the initial data 

1/f(x) is given by the general formulae (6.51) upon replacing y1 by y1 (t) in 
(8.18), 

(8.20) 

It can be expressed as 

1 +e;8 exp{v1(x-vt-xo)} 
1/f(X, t)=llf8 (x-vt,x0)=(} 1 { ( )} , (8.21) +exp v1 x-vt-x0 

with 

() 
V=At = -WCOS-

2' 
1 . 

Xo = -logJYI· 
V1 

(8.22) 

From (8.21) it is clear that 1/f(X, t) describes a wave propagating with 
velocity v. Since 

(8.23) 

it follows that the wave is localized near x = x0 + v t. 
By construction, the solution has finite energy; moreover, all other integrals 

of the motion are finite. By the definition in § 5, 1/f(X, t) is a soliton in a wider 
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sense for the NS model in the finite density case. Later we shall see that the 
scattering of these solitons is factorizable, so that 'I'(X, t) is a soliton in the 
usual sense. 

As opposed to the rapidly decreasing solitons which are parametrized by 
four real parameters, our soliton 'l'(x, t) depends on two parameters: the 
velocity v and the coordinate Xo of its center of inertia at time t = 0. The 
velocity of the soliton cannot be arbitrary but satisfies I vi < w. The parameter 
V1 = yw2 -v2 characterizing the amplitude of the soliton vanishes as lvi-+W 
(8-+0). From the point of view of physics, ljf(x, t) describes a solitary wave 
propagating over a condensate of constant density; there is a natural bound 
for its velocity. 

Now consider the general case of arbitrary n. As before, the kernel 
Q(x+y) of the integral equation (8.10) is degenerate and can be written as 

with 

and 

n v1(x+y) 

Q(x+y) = L: ~NJ e 2 

j=l 

M· = ym; (w) 
J 2 . - ' lZj N='{m;( 1) 1 2 Z· 

_J_ 

iw 

where '{m;>O,j= 1, ... , n. 
We ask for a solution of (8.10) of the form 

n VJY 

r_(x,y)= L jj(x)NJe2 . 
j=l 

(8.24) 

(8.25)_ 

(8.26) 

(8.27) 

This leads to a system of linear algebraic equations for the columnsjj(x), 

v1x n 

jj(x)+~e 2 + L Ai1(x)fi(x)=O, (8.28) 
1=1 

where the functions Ai1(x) are given by 

(8.29) 
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The last expression simplifies by using vj = zj -.zj and I zjl = w. As a result 
we have 21 

A ( ) _ im vm;m; -}<v1+v1)x 
jl x - _ e . 

zj-z1 
(8.30) 

We emphasize that (8.28) splits into two systems for the first and the 
second components of the jj(x), respectively. The second components, pj(x), 
satisfy the following linear algebraic system: 

(8.31) 

The function lf!(X) is expressed in terms of the pj(x) as 

(8.32) 

which by Cramer's rule can be written as 

( )- det(/+A1(x)) 
If! x -(J det(/+A(x)) +p. (8.33) 

Here A (x) is a n x n matrix with elements Aj1(x), and A 1 (x) has the form 

(8.34) 

where 

v,x 

dj(x)= l}m; e 2 , (8.35) 

In (8.33)-(8.35) we have a final expression for reflectionless functions 
lf!(X), if/(x) under the finite density boundary conditions. 

Remark that the smoothness of lf!(X), i.e. the non-degeneracy of I+ A (x), 
as well as the validity of the finite density boundary conditions (8.19), are a 
consequence of the general assertions I-V established in the preceding sec­
tion. However, they may be verified directly starting from (8.34)-(8.35). The 
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limiting values (8.19) are now approached faster than in the Schwartz sense, 
namely, with the exponential order O(e-v1x 1), where v= min {vj}. This 
will easily follow from the discussion below. j~ I.····" 

The NS solution lfi(X, t) with the inital value lfl(x) of the form (8.33)­
(8.35) is given by the same formulae upon replacing mj by mj(t), 

(8.36) 

Let us verify that this solution describes the n-soliton scattering process. 
With no loss of generality we may assume the parameters Ah ... , A, of 

lfi(X, t) to be ordered, A1 > A2 > ... >A,. Then, as t-+ ± oo, lfi(X, t) is expressed 
as a sum of one-soliton solutions, 

lfi(X, t)= lfl~->(x, t)+e;8 '(lf/&->(x, t)-p) 

+ ... + ei<B, + ... +B.,_,)(lf/~ -l(x, t) -p) + O(e-vcltl) 

as t-+- oo, and 

lfi(X, t) = lfl~ + >(x, t) + e;o., (If/~~>~ (x, t)- p) 

+ ... + ei<B .. + ... +B2l(lf/~ +l(x, t) -p) + O(e-vcltl) 

as t-+ + oo, with c= min {lvj- v11}. 
j#l 

The '1'5±l(x, t) are here solitons with parameters Bj, vh x~fl: 

where 

and 

(±)( t)- ( t+ (±)) lf/j X, -lfloi X- Vj Xoj , 

(}. 
v·=k= -wcos_L 
1 J 2 

" 2 2 <-> 1 L 1 (v1-vj) +(v1+vj) 
X 0 · =X0·-- og 1 1 2v . (v~-v-)2 +(v1 -v-)2 

1 1~1+ I 1 1 

j-1 2 2 
1 L 1 (vl-vj) +(v1+vj) +- og 2 2 • 2 v (v1-v-) +(vi- v) 1 1~1 1 1 

(8.37) 

(8.38) 

(8.39) 

(8.40) 

(8.41) 
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(8.42) 

with 

(8.43) 

Here ej is the sign of the real parameter i rj uniquely determined by (8. 7). 
The proof of these statements will be based on the explicit formulae 

(8.33)-(8.35). Consider, for definiteness, the case t-+- oo. It is sufficien,t to 
show that along the trajectory Cj of a particular soliton 

x-vjt=const (8.44) 

the solution IJI(X, t) approaches the one-soliton solution ei(9, +. · · + 9,- ,>If!}->(x, t) 
as t .... - oo, whereas along a generic line x- v t = const it takes asymptotic 
values (J, pe;<9 ,+ ... + 9 ,> or pe;9 , 0=01 + ... +0n(mod2n), when v>vt. 
vj > v > vj + 1 or Vn > v, respectively. These limiting values are approached with 
the exponential order O(e-vcitl). 

Let us proceed to the proof of these statements. Write the matrix ele­
ffil'rtts of A(x, t) in the form 

(8.45) 

where 

r.(x t)= vj(x-v-t)+~logm-.· ,·-1 n 
!>] ' 2 1 2 1 ' - ' ••• ' ' 

(8.46) 

and modify in turn the numerator and the denominator of (8.33). 
We start with the denominator. There is an obvious relation 

det(l+A(x, t)) 

n 

= 1 + L (iw)1• L L1Ut. ... ,jJ)exp2(~,(x, t)+ ... +~,(x, t)), (8.47) 
1-1 l.,.j,< ... <j,.,.n 

where L1 U 1, ••• ,jt) is the principal minor of order I of the n x n matrix 
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1 

Z1-Z1 ZI-Zn 

D= (8.48) 

1 

Zn-ZI Zn-Zn 

composed of the rows and columns with indices j~. ... ,k To compute 
LlU~. ... ,jt) we use the well-known relation 

det 
1 

n 

IT (a;-aj)(b;-bj) IT (a;+bj)-1, (8.49) 
i,j-1 

which gives 

(8.50) 

For x- vj t =canst we have 

lim ~(x, t)=- oo; l>j, (8.51) 
t--oo 

lim St(x, t)= + oo; l<j, (8.52) 
t--oo 

so that by (8.47) we find the asymptotic behaviour along cj as t-+- 00: 

det(/ +A (x, t)) = (iw)j- 1 exp2(s1 (x, t) + ... +sj- 1 (x, t)) (8.53) 

X (iwL1(1, ... ,j)exp2~(x, t) +Ll(l, ... ,j- 1) + O(e-v" 1' 1)). 

Next consider the numerator of (8.33). Similarly to (8.47) we have 

n+1 

det(/ +A1(x, t)) = L: (iw)1- 1· L: Ll1U1. ... ,jt-1)exp2(~,(x, t) 
/-2 1<j 1 < ... <j,_ 1 <n 

(8.54) 

where Ll 1 U ~> ... ,j1_ 1) is the principal minor of order I of the matrix 
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1 

D1= 
D 

1 

Zn 

1 ...... 1 0 

composed of the rows and columns with indices jh ... ,j1_ 1 and n + 1. 
To compute L11Uh ... ,j1-1) we take a side way. Let 

D 

By the general formula (8.49) we have 

detD 
detD 1(z) = -­

z 

1 1 
Z-Zn z 

n 

IT 
j-1 

'!1_. Z-Zj 

Zj Z-Zj 

(8.55) 

(8.56) 

(8.57) 

On the other hand, expanding the determinant of D 1 (z) along the last row 
and letting Z-+ co gives 

lim zdetD1(z)=detD+detD 1. (8.58) 

By comparing these expressions we find 

detD1 =(IT ~- 1) detD. 
j-1 1 

(8.59) 

The principal minors of D 1 are treated in a similar way. As a result, we 
get the final expression 

AU ;· )-(e;<o,t+ ... +O;t-tl-1)AU ;· ) 
Lll h"'' /-1- Ll h ... , /-1' (8.60) 

where 
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(8.61) 

Similarly to (8.53), we find the asymptotic behaviour along Ch as t-+- oo, 

det(/ +A 1 (x, t)) = (iw)j-l exp2(,, (x, t) + ... +0-' (x, t)) 

X (iwL1 1 (1, ... ,j)exp20(x, t) +L1 1 (1, ... ,j- 1) + O(e-vc/tl)). (8.62) 

Now insert the asymptotic formulae (8.53) and (8.62) into the expression 
(8.33) for !f!(x, t). Using (8.46), (8.50) and (8.61) we deduce the asymptotic 
behaviour along ch 

where 

(-) . - ,1(1, ... ,j) WS JIT-1 1Zt-Zjl2 a =lWm =-- --
1 1 L1(1, ... ,j-1) 21-jz, 1_ 1 z1-i1 

Let us modify the last expression. Using (8.5)-(8.6) we obtain 

ws = ~ 
2 VjZj iyj 

with 

Observe that, by virtue of (8.7), ~ is real and 

Therefore 

so that (8.64) becomes 

sign~=ej. 

n 

Zj=BjiZjl=&j IT 
/-I 
l~j 

a\-) = ----.,.--....,.. 
' ie; r~-) , 

(8.64) 

(8.65) 

(8.66) 

(8.67) 

(8.68) 

(8.69) 
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where 

(8.70) 

Insert the expression for aJ- > into (8.63) and use the equation 
Zt=Vt+ivt. Finally, we find the following asymptotic behaviour along the 
trajectory ~. as t-+ - co, 

(8.71) 

The behaviour of 1/f(X, t) along generic paths is analyzed by similar 
means. Asymptotically as t-+ co, we have 

(8.72)' 

in the region vj>iJ>vj+l· This completes the proof of (8.37). 
The limit t-+ +co is examined in a similar way. 
Notice that this reasoning also proves the aforementioned fact that 

1/f(X, t) approaches its boundary values with the order O(e-v 1x 1) as 
X-+±oo. 

Thus we have shown that the solution 1/f(X, t) describes the n-soliton inter­
action. As t-+ ± co, the solitons become free and go far apart from one an­
other. So, as in the rapidly decreasing case, 1/f(X, t) will be called an n-soliton 
solution. 

The peculiarity of the present situation is that 1/f(X, t) "decays" into soli­
tons llf}±>(x, t) with distinct phase values (}j· These phases are tied up with 
the velocities vj of the asymptotic solitons and are therefore distinct. One 
can say that only those solitons interact which have different phases. For 
that reason soliton dynamics looks more natural in the extended phase 
space ~ = U ~.9 already mentioned in § 1.1. The relation 

0<9<2n 

n 

(} = L 8imod2n) 
j=l 

may then be regarded as a conservation law. 

(8.73) 

As in the rapidly decreasing case, the formulae (8.37)-(8.42) allow for a 
natural interpretation in terms of scattering theory. Namely, an n-soliton 
solution describes the scattering process of n solitons. For t-+ ±co, we are 
dealing with the free motion of n solitons separated in space with parame­
ters (vj, x~j>). Here for t-+- co the centers of inertia of the solitons, 
x~j > + vj t, are ordered from left to right in decreasing order of velocities; for 
t-+ + co, the spatial order of solitons is reversed. 
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Scattering only changes the parameters x~j> -the center of inertia coor­
dinates at t = 0. Their relationship follows from (8.41 )-(8.42), 

(+) (-)+A 
XOj =Xoj L1Xoj, (8.74) 

where 

(8.75) 

These formulae show that the scattering increments in the coordinates 
Xoj are expressed as a sum over two-particle shifts, 

(8.76) 

for v1 > v2 with the interchange 1 ++ 2 for v1 < v2• So, as in the rapidly de­
creasing case, scattering factorizes. 

Hamiltonian aspects of soliton scattering will be discussed in the follow­
ing chapter. 

§ 9. Notes and References 

1. The regular Riemann problem of analytic factorization has been 
extensively studied in the mathematical literature; see the books by 
N. I. Muskhelishvili [Mu 1968] and N. P. Vekua [V 1970]. The principal 
method here is to reduce it to singular integral equations. The latter are 
examined in various functional classes, mostly in Holder classes. For our 
purposes it is preferable tO deal With the normed rings m(n X n) and m~ X II) 

where the Riemann problem reduces naturally to a Wiener-Hopf integral 
equation. This approach was developed by I. C. Gohberg and M. G. Krein 
[GK 1958] who proved the existence theorem for the Riemann problem used 
in this chapter. A passage from the scattering matrix S(A-) to G(A-)=a(A-)S(A-) 
performed in § 1 is an essential step for applying the theorem. 

2. The Riemann problem method in soliton theory was introduced in 
[ZS 1979], which also contained a suitable formulation of the problem with 
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zeros. Since then the Riemann problem method has gained in popularity 
and in use (see, for instance, [M 1981]). In [ZM 1975], [S 1975], [S 1979] for 
the first time the Riemann problem was taken as a basis for solving the 
inverse problem for a first order matrix linear differential operator. 

3. The matrix B(A) generalizing the scalar Blaschke factor was intro­
duced in a general setting in [P 1955]. In order to reduce the Riemann prob­
lem with zeros to the regular one in § 2 we follow [ZS 1979] and multiply 
B (A) by G + (A) from the right. This operation leaves invariant G (A), the ma­
trix to be factorized. Other authors (see, for instance, [ZMNP 1980] and 
[M 1981]) usually multiply B(A) by G+(A) from the left. Then G(A) is modif­
ied by a similarity transformation. 

4. A simple derivation of the differential equation with respect to x in 
§ 2 and of the differential equation with respect to t in § 3 is the major con­
ceptual benefit of the Riemann problem method, based, in fact, on the Liou­
ville theorem only. The idea to derive the zero curvature condition from the 
Riemann problem with the matrix G(x, t, A) depending explicitly on x and t 
was suggested by V. E. Zakharov and A. B. Shabat; a detailed exposition 
can be found in [ZS 1979]. Similar ideas were also present in [K 1977] where 
actually a special Riemann problem on an algebraic curve was studied. It 
then became clear that the form of the matrices U(x, t, A) and V(x, t, A) in 
the zero curvature condition is governed only by the principal parts of the 
factorizing matrices F ± (x, t, A) at their essentially singular points (cf. §§ 2-
3). Again, extensive use is made of the Liouville theorem (see [JMU 1981], 
[JM 1981a], [JM 1981b], [I 1984]). 

5. If p(s) lies in L2(- oo, oo ), the operators Kx and Lx introduced in§ 2 
are well defined and bounded on £2(0, oo ). By (2.64), for f(s) in L 2(0, oo) we 
have 

(Kxf, /) = J J kx(s, s')f(s')f(s)dsds' 
0 0 

I I I p(u-s)f(s)dsl
2 du~O, (9.1) 

so that the operator Kx (and also Lx) is positive and monotone in x. More­
over, I +e K ± and I +e L ± have bounded inverses both forB= 1, which is 
obvious, and fore= -1 by the condition (A). So it is quite easy to prove that 
I +e Kx and I +e Lx have inverses on L2(0, oo) uniformly in x. 

However, under our general assumptions on p(s), these operators are 
only defined on L 1 (0, oo ). Therefore we have to appeal to the Gohberg­
Krein theory and give a more detailed analysis in Subsection 3 of § 2. 

6. In the derivation of the asymptotic behaviour of G ± (x, A) as lxl-+ oo, 
we exploited the explicit dependence of G(x, A) on x (see (2.13)) to obtain 
explicit expressions (2.64)-(2.65) for the kernels kx(s, s') and (~(s, s'). On the 
other hand, the matrix G(x, t, A) for the NS equation also depends explicitly 
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on t (see (3.9)). It is then natural to ask whether one can investigate in this 
way the behaviour of G ± (x, t, A) and derive the asymptotic behaviour of the 
NS solution I{I(X, t) as t-+ ± oo. Asymptotic expressions of this kind were 
first obtained in [ZM 1976] and proved rigorously in [N 1980]. 

This problem is more difficult than that in Subsection 3 of § 2; it was 
solved in [I 1981 ]. It was shown that along the lines x- v t = const, as 
t-+ ± oo, the Riemann problem simplifies and reduces to one where the ma­
trix to be factorized does not depend on A. The latter problem can be solved 
in closed form in terms of special functions. There emerge some interesting 
connections with the so-called isomonodromic solutions, self-similar solu­
tions and Painleve-type equations. This vast theme is not treated here and 
we can only refer the reader to the original papers [ARS 1980a], [ARS 1980b], 
[FN 1980], [U 1980a], [U 1980b], [A 1981], [JMU 1981], [JM 1981 a], 
[JM 1981 b). The role of isomonodromic solutions of the Riemann problem 
in soliton theory is discussed in [I 1985]. 

7. The formalism of the Gelfand-Levitan-Marchenko integral equations 
was developed by I. M. Gelfand and B. M. Levitan [GL 1951] and V. A. Mar­
chenko [M 1955] who gave a complete solution of the inverse problem for 
the radial Schrodinger equation (SchrOdinger operator on the half-line). An 
elementary exposition of these methods and connections with M. G. Krein's 
approach [K 1954], [K 1955] can be found in the review paper [F 1959]. The 
Schrodinger equation on the whole line (one-dimensional Schrodinger oper­
ator) was studied by I. Cay and G. Moses [CM 1956]. A complete mathemat­
ical treatment of the problem for potentials u(x) satisfying 

(1 + lxl) lu(x)l dx < oo (9.2) 

was given in [F 1958], [F 1964]. This work showed for the first time the ne­
cessity to consider both of the Gelfand-Levitan-Marchenko equations and 
established the relationship between their solutions. 

The inverse problem for the NS model in the rapidly decreasing case 
was solved via this method in [ZS 1971] for&= -1 and in [T 1973] for&= 1. 
We also note that the inverse problem for the radial Dirac operator with 
zero mass was solved in [GL 1966]. 

8. Soliton solutions for the NS model in the rapidly decreasing case 
were first found and analyzed in [ZS 1971]. 

9. In § 6 we have already mentioned some technical difficulties in the 
Riemann problem arising in the case of finite density due to boundary 
points of the continuous spectrum. 

Conceptually similar complications also occur in the analysis of the Rie­
mann problem for the one-dimensional Schrodinger operator. The role of 
the surface r is now played by the Riemann surface of the function 
k ={X; the branch point A= 0 may give rise to a virtual level. 
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In this connection it might be of interest to consider the general Rie­
mann problem on an arbitrary Riemann surface and develope an analogue 
of the Gohberg-Krein theory. 

10. The Gelfand-Levitan-Marchenko equations for the case of finite 
density derived in § 7 were obtained in [ZS 1973] (see also [Fr 1972], 
[GK 1978], [AK 1984]). Here we follow the approach first suggested in 
[F 1958], [F 1964] for the one-dimensional Schrodinger operator (see also the 
review paper [F 1974]). The proof of the existence and uniqueness theorem 
for the integral equations (7.37) and (7.44) relies on the fact that the asso­
ciated operators are positive and is similar to the approach mentioned in 
our note 5. 

The Gelfand-Levitan-Marchenko equations in the rapidly decreasing 
case can also be treated by the method of§ 7, with some technical simplifi­
cations. 

11. In § 7 we assumed, for simplicity, that the boundary values in the 
finite density case are approached in the sense of Schwartz. In § 1.2 it was 
explained to what extent this assumption may be relaxed. The restrictions 
on a"(ll) and hv(A.) at A.= ± w are then as follows 

(9.3) 

as k-+-0. The above method for solving the inverse problem applies here, 
too. 

For the one-dimensional Schrodinger operator a natural restriction on 
the potential u(x) in the direct and inverse problems is given by (9.2). This is 
precisely the condition stated in [F 1958], [F 1964]. However, the behaviour 
of the transition coefficients on the boundary of the continuous spectrum 
was treated inaccurately. This was the reason for the criticism in [DT 1979] 
after which the impression was formed that u(x) should be subject to a 
stronger restriction, 

J (l+x2)1u(x)ldx<oo. (9.4) 

Nevertheless, as is shown in [M 1977] and [L 1979], if the behaviour of the 
transition coefficients at k= 0 is made more precise, the method of [F 1958], 
[F 1964] remains valid under the single condition (9.2). 

12. Soliton solutions in the finite density case were analyzed in [ZS 
1973]. We note their method for studying the interaction of solitons. It is 
based on the assumption that a multisoliton solution 1/f(X, t) can be ex­
pressed, as t-+- ± oo, as a sum of spatially separated solitons. For such 
1/f(X, t), ijJ(x, t) the auxiliary linear problem can be solved in closed form, so 
that the transition coefficients for the discrete spectrum, and hence the 
x~j>, are evaluated explicitly. 
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In application to the rapidly decreasing case this method is presented in 
the book [ZMNP 1980]. 

The method outlined in § 8 is based on the direct analysis of the explicit 
formulae (8.33)-(8.36) for a multisoliton solution. The expression for the 
determinant of (8.49) which plays an important role in the computations can 
be found in the problem-book [FS 1977]. 

13. Throughout the text we made a pedantic use of the notation !fi(X), 
lj/(x) (also b(A_), b(A,)) despite the fact that the functions in these pairs are the 
complex conjugates of each other. We persist in this notation by analogy 
with complex coordinates z=x+iy and i=x-iy of the real plane IR.2, 

which is particularly convenient in the Hamiltonian formalism. Moreover, 
this notation allows an easy extension to the more general case where !fi(X) 
and lj/(x) are completely independent, so that the bar ceases to indicate 
complex conjugation. Instead of the NS equation we then obtain a system 

(9.5) 

All the results of Chapter I including the zero curvature representation 
and the analysis of the mapping ff remain essentially valid for this system. 
Of course, various involutions for the Jost solutions hold no longer so that, 
for instance, the reduced monodromy matrix in the rapidly decreasing case 
has the form 

T(A_) = (a(A_) 
b(A,) 

&b(A_)). 
ti(A_) 

(9.6) 

Here ti(A,) and b(A,) are not the complex conjugates of a(.li.) and b(.li.), respec­
tively. The same refers to the discrete spectrum Aj, ij and its transition coef­
ficients yj, Yj· In the case of finite density the boundary conditions become 

lim !fi(X)=~\±>, lim ljj(x)=~&±>, (9.7) 
x-±oo x-±oo 

where in generall~f'l ;f I~!' I; it is only assumed that~\->~&->=~\+>~~+>. 
As regards the Poisson structures introduced in § 1.1, we note that 

(1.1.18) and the related formulae should be interpreted in the formally-com­
plex sense. So, for example, the Hamiltonian (see (1.1.24)) becomes 

(9.8) 

and is a complex-valued functional. 
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All the results of Chapter II can also be generalized with the exception 
of one important fact. The matrix 

( 1 eb(A-)
1
e-iA.x) 

G(x,A-) = -b(A.)e;A.x (9.9) 

of the Riemann problem (2.1) does not satisfy the hypothesis of the theorem 
of Gohberg and Krein referred to above because b(A.) and b(A-) are now com­
pletely independent. Here in order for the Riemann problem to have a solu­
tion it is to be assumed that for every x all partial indices of G(x, A.) vanish. 
Thus there arise severe but rather implicit restrictions on the inverse prob­
lem data. Moreover, the class of these data need not be invariant under the 
evolution in t. 

In a similar manner, the Gelfand-Levitan-Marchenko formulation has to 
be supplemented by the requirement that the corresponding integral equa­
tions have a solution, which is a restriction on the initial data. 

The general case under the rapidly decreasing boundary conditions was 
studied in detail in [AKNS 1974]. For the general finite density case the 
reader is referred to [GK 1978], [AK 1981], [AK 1984]. 

Since physical applications involve primarily the ordinary NS equation, 
we concentrate here on the model admitting the involution of complex con­
jugation. 

14. Besides the Riemann problem and the Gelfand-Levitan-Marchenko 
equations there are other schemes for constructing solutions to a wide class 
of nonlinear equations. We can cite, for instance, the methods of [FA 1981], 
[QC 1983], [M 1985]. We think, however, that these methods are not so 
natural mathematically. The problem of identifying the solutions that be­
long to a given functional class has been studied within these schemes in 
lesser detail than in the Riemann problem method or the Gelfand-Levitan­
Marchenko formalism. 
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Chapter III 
The Hamiltonian Formulation 

In this chapter we return to the Hamiltonian formulation of the NS 
model in order to discuss the basic transformation of the inverse scattering 
method 

.?': (llf(x), rjf(x))-+ (b(ll), b(ll); lli, Yi) 

from the Hamiltonian standpoint. We shall describe the Poisson structure 
on the scattering data of the auxiliary linear problem induced through §' 

from the initial Poisson structure defined in Chapter I. Under the rapidly 
decreasing or finite density boundary conditions, the NS model proves to be 
a completely integrable system, with §' defining a transformation to ac­
tion-angle variables. In particular, we will show that the integrals of the mo­
tion introduced in Chapter I are in involution. In these terms scattering of 
solitons amounts to a simple canonical transformation. 

This chapter introduces an important element of the inverse scattering 
method, the classical r-matrix, whose universal role will be fully revealed 
only in Part II. Here we shall see that the r-matrix is a useful tool for com­
puting the Poisson brackets of transition coefficients. Moreover, it will be 
shown that the r-matrix representation of the Poisson brackets can replace 
the zero curvature representation. 

§ 1. Fundamental Poisson Brackets and the r-Matrix 

We will show how to compute the Poisson brackets of the entries of the 
transition matrix T(x, y, ll). The formulae of this section will be used in §§ 5 
and 6 to describe the Poisson structure on transition coefficients under the 
rapidly decreasing and finite density boundary conditions, respectively. 

Most of the computations in this section are purely local. We suppose 
1/f(X), rjf(x) are defined on the interval -L<x<L; we shall only deal with 
compactly supported functionals, i.e. functionals depending only on 1/f(X), 
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ljt(x) for x inside the interval. A precise definition of compactly supported 
functionals was given in § 1.1. 

Recall that the Poisson bracket of such functionals is given by 

L 

IF GJ=i I (~ __!_£_- __!_!____ _!_E_)dx (11) 
' _ L 0 1/f(X) 0 ljt(X) 0 ljt(x) 0 llf(X) ' . 

where, due to compact support, integration actually goes over a smaller in­
terval. Boundary conditions are irrelevant here. From now on, along with 
real-valued functionals we shall also consider complex-valued ones. The 
Poisson structure extends by linearity to these functionals, and their Poisson 
bracket has the same form (1.1). 

Our nearest goal is to compute all the 16 Poisson brackets between the 
matrix elements of T(x, y, A) for different values of A. The definition 
of T(x,y,A) and the superposition property (1.3.7) imply that, for 
-L<y<x<L, the matrix elements are functionals with compact support. 
To be able to treat all their Poisson brackets simultaneously, it is convenient 
to adopt the following notation. 

Let A and B be two matrix functionals with compact support, i.e., 2 x 2 
matrices whose elements are functionals with compact support. Let 

L 

{A ® B)= i I (~ ® ____§_!!____ -~ ® ____§_!!____) dx (1.2) 
' -L 01/f(X) oljt(x) oljt(x) Ollf(X) ' 

where ® on the right hand side indicates tensor product. So {A ®B) is a 
4 x 4 matrix composed of various Poisson brackets of the matrix ele~ents of 
A and B. We shall use the natural convention for tensor product, 

(1.3) 

or 

(A ® B);k.m" =A;, Bk,, (1.4) 

wherejk,mn=ll, 12, 21,22 so that 

{A ~ B) jk,lllll = {A;,, Bk II}. (1.5) 

This notation will really prove convenient as will be seen more than 
once. In particular, the basic properties of the Poisson bracket take the 
form 

{A ®B)= -P{B®AJP 
' ' 

(1.6) 
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for skew-symmetry, 

{A~ BC}={A ~B) (I® C)+(/® B){A ~ C} (1.7) 

for the derivation property and 

{A~ {B ~C)) +P13P23{C~ {A~ B))Pz3PI3 

+P13P1z{B ~ {C~A))PizP13=0 (1.8) 

for the Jacobi identity. 
Let us explain the notation employed. In (1.6) there appears a 4 x 4 ma­

trix P which is the permutation matrix in <C 2 ® <C 2 defined by 

(1.9) 

for any vectors .; and TJ in <C 2• From (1.9) it follows that 

P2 =I, P(A ® B)=(B ® A)P, (1.1 0) 

where A and B are any 2 x 2 matrices and I denotes the unit 4 x 4 matrix (we 
are not afraid of confusion because the context will always make clear on 
which space I acts). In terms of the Pauli matrices aa (see § 1.2), P is ex­

pressed as 

(1.11) 

and in the basis 11, 12, 21, 22 it has the form 

(1.12) 

The operation { ®} in (1.8) is defined, according to (1.2), for matrices of 
arbitrary dimensi~n, so that {A® {B ®C)) is a matrix in <C 2 ® <C 2 ® <C 2 and 
P12 (P13 and P23 , respectively) de~otes' a matrix which equals the unit matrix 

in the third (respectively the second and the first) space and coincides with 
P in the product of the remaining two spaces. 

Obviously, the representation of the basic properties of the Poisson 
bracket in terms of the operation { ®} allows for n x n, not necessarily 2 x 2, 
matrices A, B, C; the n2 x n2 matrix 'pis then defined by (1.9) as before, and 
satisfies (1.10). 
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Let us now compute the Poisson brackets. Consider U(z, A) as a com­
pactly supported matrix-functional of lf!(X), ljt(x), - L <x < L. Remind that 

where a 3, a+ and a_ are the Pauli matrices (see § 1.2). The basic Poisson 
brackets from § 1.1 

{ lf!(x), lf!(y)} = { ljt(x), ljt(y)} = 0, { lf/(X), ljt(y)} = i 8(x-y), (1.14) 

easily lead to the Poisson bracket matrix {U(x,A)~ U(y,J.I)}: 

{U(x,A)~ U(y,J.I)I=ix(a_ ®a+-a+ ®a_)o(x-y). (1.15) 

Now observe that the matrix on the right hand side can be expressed as 

To verify this, it is enough to use the expression (1.11) for P and the com­
mutation relations for the Pauli matrices 

Equation (1.16) makes it possible to rewrite the right hand side of (1.15) as 
an expression linear in U(x, A) and U(y, J.I). 

In fact, by virtue of (1.16) it can be expressed as a commutator 

-x [ A J.L ] -1 - P, ~ a3 ®I+~ I® a3 8(x-y). By (1.10), P commutes with 
/1_-jl 21 21 
U0 (x) ®I+ I® U0 (x). Hence we can write the Poisson bracket matrix as 

{U(x,A) ~ U(y,J.I)}=[r(A-J.I), U(x,A) ® I+I® U(x,J.I)]o(x-y), (1.18) 

with 

(1.19) 

At first sight this formula is nothing but a rather cumbersome reformula­
tion of the basic Poisson brackets (1.14). Yet, as we shall see below, it 
represents a universal property of the matrices U(x, A) involved in the zero 
curvature representation for all the models to be considered. Moreover, this 
property underlies the integrability itself and has a natural Lie-algebraic in­
terpretation. For that reason (1.18) will be called the fundamental Poisson 
brackets. 
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We will now show that (1.18) immediately yields the Poisson brackets be­
tween the entries of the transition matrix in the form 

{T(x, y, A)~ T(x, y, ,u)} = [r(A-,u), T(x, y, A)® T(x, y, ,u)], (1.20) 

for -L<y<x<L. 
We shall outline two derivations of this formula. One is based on the 

definition of T(x, y, A) as a multiplicative integral by a passage to the limit 
(see § 1.2), the other makes use of the differential equation (see § 1.3). 

We begin with the first one. Cut the interval (y, x) into N segments Ll,, 
n = 1, ... , N, so that their maximal length Ll vanishes as N-+ oo. Then, by 
(1.2.14)-(1.2.16) we have 

T(x,y,A)= lim TN(A), (1.21) 
N-oc 

where 

N' 
rN(A) = n L,(A) (1.22) ,_. 

and 

L,(A)=l+ I U(x,A)dx. (1.23) 
.11., 

Now, by virtue of (1.18) 

{L,(A) ~ L,(,u)}=O (1.24) 

for n=f.m. 
Indeed the computation of {L, ® L,.,} leads to a vanishing integral 

I I o(x-y)dxdy. ' 
..1.,. .dm 

It is essential in this reasoning that the fundamental Poisson brackets 
(1.18) contain only the generalized function o(x-y) but not its derivatives. 
This is an important property of the potential U(x, A) of the auxiliary linear 
problem; we shall call it ultralocality. 

From (1.22), (1.24) and (1.7) we obtain 

N 

= L (i;,(A) ® i;,(,u)){L,(A) ~ L,(,u)}(T,,_.(A) ® T,,_.(,u)), (1.25) 
n=l 

where 

fr' 
T,,(A)= ll Lk(A), 

k=l 

N' 
i;,(A)= TI Lk{A). (1.26) 

k=ll+l 
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Then the fundamental Poisson brackets yield 

{L,(A)~L,(.u)}=IJ U(x,A)dx~ J U(x,p)dx} 
.:1,. .a,. 

=[r(A-p), J U(x,A)dx®I+l® J U(x,p)dx], (1.27) 
Ll., Ll., 

whence we find 

{L,(A) ® L,(p)}=[r(A-p), L,(A) ® L,(p)]+O(L\ 2). (1.28) , 

Using that the commutator acts as derivation with respect to multiplica­
tion, we find from (1.28) 

Letting N--.cXJ in this equation and using NL\ = 0(1) we obtain (1.20). 
For the second method let us consider T(x, y, A) as a matrix functional of 

the entries of U(z,A) for -L<y~z~x<L. By the differentiation rule for 
composite functions, (1.1) gives 

{Tab(x,y,A), 1':-d(x,y,,u)} 

= Ix Ix 8Tab(x,y,A) {U. .(z A) 11 (z' )}81:-d(x,y,,u) dzdz' 
8U. .(z A) 1 ~ ' ' '"' ,p 811 (z' ) ' y y jk ' lm ,J..l 

(1.30) 

where repeated indices j, k, I, m imply summation from 1 to 2. Here the 

variation of T(x,y,A.) in the definition of 8[(x,y~A) is taken with respect 
U(z, ) 

to a general variation 8 U(z, A) which need not preserve the special form of 
U(z,A). 

Now by varying the differential equation 

aT 
- (x,y,A)= U(x,A) T(x,y,A) ax 

for the transition matrix (see § 1.3) with the initial condition 

T(x,y,A)Ix-y=l, 

we find the equation 

(1.31) 

(1.32) 

a 
ox 8T(x,y,A)= U(x, A)8T(x,y,A)+8 U(x,A) T(x,y, A) (1.33) 
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with the initial condition 

8 T(x,y, A.)l.~=y =0. (1.34) 

It is immediately verified that the solution of (1.33)-(1.34) is given by 

X 

8T(x,y,A.)= I T(x,z,A.)8U(z,A.)T(z,y,A.)dz, (1.35) 
y 

whence it follows that 

(1.36) 

Now insert this formula into (1.30). We then deduce a relation which we 
shall again write in invariant form 

{T(x,y,A.) ~ T(x,y,,u)} 

X X 

= I J (T(x, z, A.)® T(x, z', .U)) { U(z, A.)~ U(z', ,u)} 
_\' y 

x (T(z, y, A.)® T(z', y, ,u))dzdz'. (1.37) 

Using the fundamental Poisson brackets we find 

X 

{T(x,y,A.)~ T(x,y,,u)}= I (T(x,z,A.)® T(x,z,,u)) 
y 

x[r(A.-,u), U(z,A.)®/+1® U(z,,u)] 

x (T(z,y,A.) ® T(z,y,,u))dz. (1.38) 

The matrices U(z, A.) and U(z, .u) in the commutator on the right hand 
side of (1.38) stand on the left or on the right of T(z,y,A.), T(z,y,,u) or of 
T(x,z,A.), T(x,z,,u), respectively. By the differential equation (1.31) and 

aT 
- (x, y, A.)= - T(x, y, A.) U(y, A.) 
ay 

(1.39) 

we deduce that the integrand of (1.38) is a total derivative with respect to z 
of the product 

(T(x, z, A.)® T(x, z,,u))r(A. -.u)(T(z, y, A.)® T(z,y,,u)). 



§ 1. Poisson Brackets and the r- Matrix 193 

Integration with the initial condition (1.32) gives (1.20). 
To conclude this section we make a few comments on the formulae ob­

tained. 
1. By no means any given matrix r(A-) can play the role of the classical 

r-matrix. For the fundamental Poisson brackets (1.18) to be consistent with the 
skew-symmetry (1.6) and the Jacobi identity (1.8) it is sufficient that 

r( -A-)= -Pr(A.)P (1.40) 

and 

(1.41) 

respectively. Obviously, these relations hold for the matrix r(A-) in (1.19). 
Conversely, i/(1.40)-(1.41) hold, then (1.18) defines a Poisson structure on the 
space of functionals of matrix elements of U(x, A.). In Part II we will show 
how to construct some other solutions of (1.40)-(1.41) and prove that each 
of them gives rise to an integrable Hamiltonian system. 

2. The two methods for deriving (1.20) outlined above are quite general 
and do not depend on a particular form of U(x, A-) and r(A.). Precisely, we 
have shown that if U(x, A-) satisfies (1.18) with some r(A.), then the Poisson 
brackets between the matrix elements of the transition matrix T(x,y,A-) sa­
tisfy (1.20). Also, the local formula (1.18) is an infinitesimal version of 
(1.20). 

3. The right hand sides of (1.18) and (1.20) contain an apparent singular­
ity at A=J-l since the denominator in (1.19) vanishes at A=J-l. However, by 
virtue of (1.10), P commutes with both U(x, A-)® I+ I® U(x, A.) and 
T(x,y,IL) ® T(x,y,IL) so that the numerator in (1.18) and (1.20) also vanishes 
at A-= J-l, and the singularity cancels out ("L'Hopital's rule"). 

4. For -L<x<y<L it follows from (1.20) that 

{T(x,y,A.) ~ T(x,y,J-l)} = -[r(A.-J-l), T(x,y,A.) ® T(x,y,J-l)], (1.42) 

since (see § 1.3) 

T(y,x,A-)= r-•(x,y,A-). (1.43) 

5. Relation (1.20) extends to transition matrices for two arbitrary inter­
vals (y, x) and (y', x') contained in (- L, L). To show this observe that, by 
ultralocality, the Poisson brackets of the matrix elements of T(x, y, A.) and 
T(x', y', J-l) vanish for disjoint intervals (y, x) and (y', x') as well as for inter­
vals with only one point in common. Therefore the superposition property 
(1.3.7), the derivation property (1.7), and (1.20) imply 
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{T(x, y, A.)~ T(x', y', p)} = (T(x, x", A.)® T(x', x", p)) 

x [r(..l-p), T(x", y", A.)® T(x", y", p)] 

x (T(y", y, A.)® T(y", y', p)), (1.44) 

where (y", x'') is the intersection of the intervals (y, x) and (y', x'). 

§ 2. Poisson Commutativity of the Motion Integrals in the 
Quasi-Periodic Case 

As a first application of the formulae derived in the previous section, we 
will prove that the local integrals of the motion /,. constructed in § 1.4 are in 
involution, 

{/,., / 111 }=0. (2.1) 

Still, first of all we have to show that the /,. are admissible functionals on the 
phase space .Aii..o (see§ 1.1). We will show the admissibility of the generating 
functional FL(A.) defined in § 1.2 by 

FL(..l)=tr TL(A.)Q(O). (2.2) 

We shall deal with the quasi-periodic boundary conditions 

l/f(x+2L)=e; 9 1/f(X), rjl(x+2L)=e-; 9 rjl(x) (2.3) 

and fix the fundamental domain - L...;; x...;; L. Consider the transition matrix 
T(x,y,A.) for -L<y<x<L. As noted in§ 1, its matrix elements are func­
tionals with compact support. Their series expansion in 1/f(z), rjl(z) of the 
type (1.1.7) results from the Volterra integral equation (1.3.26) for the transi­
tion matrix, 

X 

T(x, y, A.)= E(x-y, A.)+ J T(x, z, A.) U0 (z) E(z-y, A.) dz, (2.4) 

with E(z,..l)=exp ,t~~3 • The iterations here converge absolutely and give 

the required series for the matrix elements of T(x,y,A.). 

h . . 1 d . . 8T(x,y,A.), 8T(x,y,A.). To Now compute t e vanat10na envatlves ---'-'---'-
this end we use (1.35) where we set 0 1/f(Z) 01/f(z) 
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8 U(z,A)= {;C(8ljf(z)a+ +81f!(Z)a_). (2.5) 

As a result we find, for y<z<x, 

8T(x,y,.A) .r:;; 
8 = vx T(x,z,.A)a_ T(z,y,.A) 

lf!(Z) 
(2.6) 

and 

8T(x,y,.A) .r:;; 
8 _ = vx T(x, z,.A)a+ T(z,y,.A). 

lfi(Z) 
(2.7) 

For z in the fundamental domain but outside of (y, x), these variational 
derivatives vanish. 

Thus the variational derivatives are discontinuous functions. Hence the 
matrix elements of T(x, y, .A) cannot be regarded as admissible functionals 
in the sense of § 1.1. 

To prove that FL(.A) is admissible let us take the limit of (2.6)-(2.7) as 

L d 'd h . . I d . . 8 TL(.A) 8 TL(.A) f x-+ , y-+- L, an const er t e vanatwna envattves , o 
81f!(z) 8ljf(z) 

the monodromy matrix TL(A-)= T(L, -L,.A). From (2.6)-(2.7) it follows that 
these variational derivatives are smooth functions of z in the interval 
-L<z<L. Taking the limit as z-+L-0 and z-+-L+O we find 

(2.8) 

(2.9) 

and 

(2.10) 

(2.11) 

This shows that the matrix elements of the monodromy matrix are not ad­
missible functionals either. 

To continue proving that FL{.A) is admissible, multiply the above equa­
tions by Q(O) from the right and evaluate the trace. Using the elementary 
formulae 



196 Chapter III. The Hamiltonian Formulation 

(2.12) 

(2.13) 

we obtain the required quasi-periodicity conditions 

oFL(A.) 1 illoFL(A.) 1 

Orjl(z) =-L =e Orjl(z) ==-L' 
(2.14) 

oFL(A.) 1 -ill oFL(A.) 1 
OlfJ(z) ==L =e OlfJ(z) =--L • 

(2.15) 

F h d . . d 8 FL(A.) d d 8 FL(A.) h . . '" or t e z- envattves -d s: an -d t ere are stmllar .or-
mulae Z u lfi(Z) Z Orjl(z) 

' 

d oFL(A.) 1 ill d oFL(A.) I 

dz Orjl(z) z=L =e dz Orjl(z) =- -L' 
(2.16) 

d oFL(A.) I -ill d oFL(A.) I 
dz OlfJ(z) =-L =e dz OlfJ(z) ==-L • 

(2.17) 

For the derivation one should use the equations 

8 oT(x,y,A.) 
- 0 ={i(T(x,z,A.)[<L, U(z,A.)]T(z,y,A.), (2.18) 
8z lfi(Z) 

8 oT(x,y,A.) 
- 0 _ = Vx T(x, z,A.)[a+, U(z,A.)] T(z,y,A.) (2.19) 
8z lfi(Z) 

for y<z<x which follow from (1.31), (1.39) and (2.6)-(2.7), and repeat the 
above reasoning taking into account the quasi-periodicity conditions 

U(L,A.)=Q- 1(0) U( -L,A.)Q(O). (2.20) 

oFL(A.) 
Conditions (2.14)-(2.17) together with the smoothness of 0 , 

oF (A) lfi(Z) 
L for -L<z<L make it possible to extend these functions to the 

orjl(z) 
whole real axis in a smooth quasi-periodic way, 

oFL(A.) ill oFL(A.) ---'---'--- = e 
orjl(z+2L) orjl(z) ' 

oFL(A.) -ill oFL(A.) 
---'---'--- = e . 
OlfJ(z+2L) Olfl(z) 

(2.21) 
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If 1/f(x), ljf(x) are infinitely differentiable, then the variational derivatives 
8FL(A.) 8FL(A.) l . fi . l d"f~ . bl . . d" f . s: , s: _ are a so m tmte y 1 .erentta e quast-peno tc unctions on 
u 1/f(Z) u 1/f(Z) 
the whole axis. 

Finally we point out that FL(A.) is a real-analytic functional. Its expan­
sion of the type (1.1. 7) results from the corresponding expansion for the 
functional tr T(x, y, A.) Q(O) in the limit as X-+ L, y-+- L. This finishes prov­
ing that FL(A.) is an admissible functional. 

Now we will show that the integrals of the motion generated by FL(A.) are in 
involution: 

{FL(A.), FL(,u)}=O. (2.22) 

For that purpose we recall (1.20) 

{T(x,y,A.) ~ T(x,y,,u)}=[r(A.-.u), T(x,y,A.) ® T(x,y,,u)], (2.23) 

for -L<y<x<L, and multiply it by Q(O) ® Q(O) from the right. The ele­
mentary property 

[r(A.), Q ® Q] = 0 (2.24) 

shows that (2.22) remains also valid when T(x, y, A.) and T(x, y, .u) are re­
placed by T(x, y, A.) Q(O) and T(x, y, .u) Q(O), respectively. Now take the ma­
trix trace in <C2 ® <C 2 of the resulting equation and use 

tr(A ® B)=trA ·tr B, (2.25) 

where tr on the right indicates the trace in <C 2• Since the trace of the commu­
tator is zero, we have 

{tr T(x, y, A.) Q(O), tr T(x, y, .u) Q(O)} = 0. (2.26) 

Here one can take the limit as X-+L, y-+ -L; then (2.22) results. 
So we have shown that the motion integrals for the model in question 

are in involution. Equation (2.1) follows from (2.22) by expanding 

(} 00 1 
pL(A.)=-A.L+2+x LA.:: +O(IA.i-00), 

n-=1 

(2.27) 

where 
PL(A.) = arccost FL(A.) (2.28) 

(see § 1.4). 
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To every local integral /,. on ~.9 there corresponds a Hamiltonian 
flow 

orfJ {I -1 - = '"If/ . at (2.29) 

For n = 1, 2 the flows have a simple physical interpretation (see § 1.1); for 
n = 3 we recover the NS equation. The corresponding equation of motion 
(especially for n > 3) are commonly called the higher nonlinear Schrodinger 
equations (higher NS equations). 

What is remarkable here is that in addition to the first two (trivial) flows 
there are infinitely many commuting flows. This may be viewed as a mani­
festation of the "hidden symmetry" of the NS model. 

To avoid misunderstanding, let us point out that the family tr T(x,y, .A.) Q 
with an arbitrary matrix Q also gives functionals in involution, but these are 
irrelevant to our model. First, their variational derivatives are not smooth, 
so that these functionals are inadmissible. Next, even if we agree to extend 
the class of admissible functionals, then the functionals tr T(x, y, .A.) Q will 
not Poisson commute with the /,. and so will be of no use for showing the 
complete integrability of the NS model. 

The existence of infinitely many integrals of the motion in involution 
suggests that our model may be completely integrable. In case the phase 
space has finite dimension 2 n, there is the Liouville-Arnold theorem saying 
that a Hamiltonian system is completely integrable if it has a set of n (half 
the dimension of the phase space) integrals of the motion in involution. If 
so, the phase space is foliated by n-dimensional. submanifolds on which the 
motion is linear. 

In our case the phase space is infinite-dimensional and integrability is 
not so elementary since there is no analogue of the Liouville-Arnold the­
orem. Naively, one can assert that the "number" of the motion integrals,/,., 
contained in pL(.A.) is "half the dimension" of the phase space and these 
integrals are functionally independent. 

However, to implement these ideas in the quasi-periodic case and, espe­
cially, to construct the angle variables which linearize the motion it is neces­
sary to employ the analysis on Riemann surfaces in the general case of in­
finite genus - the techniques beyond the scope of this book. Therefore, we 
shall not elaborate the quasi-periodic case any further, reserving it to outline 
some basic constructions connected with the r-matrix (see §§ 3-5). In con­
trast, in the rapidly decreasing case and for the finite density boundary con­
ditions, we shall give a full treatment of complete integrability and exhibit 
the corresponding action-angle variables. 
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§ 3. Derivation of the Zero Curvature Representation from 
the Fundamental Poisson Brackets 

Here we will show in what sense the existence of the fundamental Poisson 
brackets can replace the zero curvature condition. Namely, given the r-matrix 
and a matrix U(x,A) we shall construct a sequence of matrices Vn(x,A) ap­
pearing in the zero curvature representation for the higher NS equations, which 
are the equations of motion generated by the integrals ln. As in § 2, we shall 
concentrate on the case of quasi-periodic boundary conditions. 

Consider the generating equations of motion 

~~ = {pL(,u ), 1/1}' ~~ = {pL(,u ), If/} (3.1) 

for all the higher NS equations. Here 

pL(,u) =arccos t FL(,u), (3.2) 

and .u plays the role of a parameter. Let us show that (3.1) is equivalent to the 
zero curvature condition 

au av 
- (x,A)-- (x,A,,U)+[U(x,A), V(x,A,Jl)]=O, ot ox (3.3) 

satisfied for all A (for notational simplicity, the dependence on tis suppressed), 
and derive an explicit expression for V (x, A., .u ). 

To begin with, we compute the Poisson bracket matrix I T(x, y, .u) ® U (z, A)} 
for -L<y<z<x<L. In analogy with the second derivation of (1.20), we 
use (1.18), (1.36) and the obvious identity 

8 Uab(z,A) = 0 0 O( _ ') 
8 Ucd(z', A) ac bd Z Z ' 

(3.4) 

where Dab is the Kronecker 8-symbol, to obtain 

{T(x,y,,u) ~ U(z,A)}= (T(x, z,,u) ® /) 

x [r(,U-A), U(z,,u) ® 1+1® U(z,A.)] 

x (T(z,y,,u) ® /). (3.5) 

This relation involves a 4 x 4 matrix 
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M(z, x, y; A, f.l) = (T(x, z, f.l) ® I)r(f.l-A)(T(z, y, f.l) ®I), (3.6) 

which appears in (3.5) through the commutator with I® U(x, A). To modify 
the other terms on the right hand side of (3.5) containing U(z,f.l) ®I we 
make use of the differential equations (1.39) and (1.31) for T(x, z, f.l) and 

T(z, y, f.l), respectively. We find that these terms sum up to !___ M(z, x, y; A, f.l). 

So, finally, we have 
oz 

a 
{ T(x, y, f.l) ® U(z, A)}=- M(z, x, y; A, f.l) , oz 

+[M(z,x,y; A,f.l), I® U(z,A)]. (3.7) 

In what follows, along with the usual matrix trace we shall use the oper­
ation trh which is matrix trace in the first factor of the tensor product 
<C 2 ® <C 2 ; it carries a matrix in <C 2 ® <C 2 into a matrix in <C 2 and is defined by 
linearity by 

tr 1 (A ® B)= tr A · B, (3.8) 

where A and B are matrices in <C 2• The operation tr1 is characterized by 

where A is a matrix in <C 2 and X is a matrix in <C 2 ® <C 2• 

(3.9) 

(3.10) 

(3.11) 

Now multiply both sides of (3.7) by Q(O) ®I from the right, take the 
trace tr1 and let X-+L, y-+ -L. Using (3.9)-(3.10) we find 

f) - -
{FL(f.l), U(x,A)} =- V(x,A,f.l)+[V(x,A,f.l), U(x,A)], (3.12) ox 

with 

t\x, A,f.l)=tr1(M(x, L, -L; A,f.l)(Q(O) ®I)) (3.13) 

where the variable z is replaced by x, -L:t;;;.x:t;;;,.L. The left hand side of 
(3.12) is a 2 x 2 matrix composed of the Poisson brackets between FL(f.l) and 
the matrix elements of U(x,A). 

The expression for V(x, A, f.l) can be simplified by using the explicit form 

of the r-matrix (1.19). We have 



§ 3. Derivation of the Zero Curvature and the r-Matrix 201 

- ){ 
V(x, A, J.l) =-1 - tr1 ((T(L, x, J.l) ® /)P(T(x, - L,J.l) Q(O) ® /) 

/1,-J.l 

){ 
= -1 - trt (P(T(x, - L, J.l) Q(O) T(L, x, J.l) ® /)) 

/1,-J.l 

){ 

=-1 -trt((/® T(x, -L,J.l)Q(O)T(L,x,J.l))P) 
/1,-J.l 

){ 
= -1 - T(x, -L,J.l)Q(O) T(L,x,J.l)·tr1 P, 

/1,-J.l 
(3.14) 

where we have used (3.11), (1.10) and (3.9). Now the explicit form of P (1.11) 
shows that 

(3.15) 

which yields an expression for V(x, A, J.l), 

- ){ 
V(x,A,J.l) =-1 T(x, -L,J.l)Q(O) T(L,x,J.l). (3.16) 

/1,- J.l 

Let us show that V(x, A, J.l) satisfies the quasi-periodicity condition 

V(x+ 2L, A, f.l) = Q- 1(0) V(x, A, f.l) Q(O). (3.17) 

Following the discussion of the preceding section, we compare the matrices 
V(x,A,J.l) evaluated at x=L and x= -L. We have 

and 

so that 

- ){ 
V(L, A, J.l) =-1 TL(J.l) Q(O) 

/1,-J.l 

- ){ 
V(- L, A, J.l) = -1 - Q(O) TL(J.l), 

/1,-J.l 

V(L, A, f.l) = Q- 1 (0) V(- L, A, f.l) Q(O). 

(3.18) 

(3.19) 

(3.20) 

This equation together with the smoothness of the matrix elements of 
V(x,A,J.l) for -L<x<L assures that the latter extends to the whole line 
- oo <x < oo under the quasi-periodicity condition (3.17). 

Thus we have seen that both left and right hand sides of (3.12) are well 
defined under the boundary conditions in question. As a corollary, all the 
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commuting flows on the phase space ~.8 induced by the general equations 
of motion 

8lfl 
at= {FL(,u), lJI}, 

8 -
8~ = {FL(,u), If/}, (3.21) 

or equivalently 

8 U(x,A.) = {F ( ) U(x .A)} 
8t L.U, '' (3.22) 

are representable as the zero curvature condition (3.3) with the matrix 
V(x, A, ,u) given by (3.16). Notice that our derivation based on the funda­
mental Poisson brackets was quite general. 

However, equations (3.22) are non-local. Let us now show how the above 
formulae lead to the zero curvature representation for the flows generated by 
the local integrals In, the higher NS Hamiltonians. 

To this end we recall the representation (1.4.5) for the transition matrix 

T(x,y,,u)=(l + W(x,,u))eZ(x,y,f.t)(/ + W(y,,u))- 1 , (3.23) 

where W(x,,u) and Z(x,y,,u) are an off-diagonal and a diagonal matrix, 
respectively. As noted in § 1.4, this decomposition is of asymptotic nature 
for large real .u and holds with the order O(l.ul- =), so that the matrices 

W(x,,u) and Z(x,y,,u) + i,u2a 3 (x-y) are given by asymptotic Taylor series 

in powers of .u -I. Therefore all the operations below are taken asymptoti­
cally and all the formulae are valid with the order O(l,ul- =) which will not 
be specially mentioned any more. 

Now insert the decomposition (3.23) into (3.16). The quasi-periodicity 
condition 

W(x+ 2L,,u)= Q- 1(0) W(x,,u)Q(O) (3.24) 

and the fact that Z(x, y, .u) is diagonal yield an expression for V(x, A, ,u): 

V( A ) = x(l+ W(x,,u))e2 L<f.llQ(O)(l+ W(x,,u))- 1 

X, ,Jl 1 /1,-.u (3.25) 

Next, notice that (3.23)-(3.24) give the decomposition 

TL(,u) Q(O) = (/ + W(L, ,u))e2 L<f.llQ(O)(l + W(L, ,u))- 1 • (3.26) 
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The fact that TL{J.L) Q(O) is unimodular and the definition 

tr TL{J.L) Q(O) = 2 cospL{J.L) (3.27) 

then yield 

(3.28) 

Substituting this into (3.25) we find 

- x ix 
V(x,A,J.L) =-1 - cospL{J.L)l + -1 - sinpL{J.L) 

/1,-J.L /1,-J.L 

x (/ + W(x, J.L))a3(/ + W(x, J.L)) -I. (3.29) 

Now observe that the first term in (3.29) does not depend on x and is pro­
portional to the unit matrix. Hence it does not contribute to the right hand 
side of (3.12) and may be left out. Thus we obtain the required expression 
for V(x, A, J.L) 

V(x,A,J.L)= -2sinpL{J.L) V(x,A,J.L), (3.30) 

where 

V(x,A,J.L)= .Ax (l+W(x,J.L))a3(I+W(x,J.L))- 1 • (3.31) 
21( -J.L) 

After these transformations let us go back to the problem of the zero 
curvature representation for (3.1) or, equivalently, for the equation 

The elementary relation 

o U(x, A) = {pL{J.L), U(x, A)}. 
at 

!!___ arccosf(t) = - 1 df(t) 
dt y1-p(t) dt 

together with (3.12), (3.30) yields 

(3.32) 

(3.33) 

av 
{pL(J.L), U(x, A)}=- (x, A, J.L) + [V(x, A, J.L), U(x, A)]. (3.34) ox 

It follows that (3.32) admits a zero curvature representation understood 
asymptotically to the order O(IJ.LI- ~). 
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The matrix V (x, ll, J.L) is the generating function for the matrices Vn (x, ll) 
appearing in the zero curvature representation for the higher NS equations. In 
fact, it was shown in § 1.4 that W(x, J.L) has the asymptotic expansion 

(3.35) 

where the Wn (x) are polynomials in llf(x), ift(x) and their derivatives at x. 

Substituting this expansion into (3.31) and expanding ~ in inverse 
powers of J.L we find - J.L 

(3.36) 

where the coefficients Vn(x, ll) are computed explicitly. The first two are 

V1 = ~ a 3, V2(x, ll) = - U(x, ll), and V3 (x, ll) coincides with V(x, ll) from§ 1.2 

(see (1.2.6)-(1.2.8)). 
By comparing (3.35) with (2.27) we see that all the higher NS equations 

Ol/f- {I I ot - no"' ' oift -{l _1 ot - no"' ' (3.37) 

n = 1, 2, ... , admit a zero curvature representation with matrices U(x, ll) and 
Vn(x,ll). The matrix elements of Vn(x,ll) are polynomials in ll, 1/f(X), ift(x) 
and their derivatives at x, whose degree with respect to ll is n- 1. The corre­
sponding zero curvature equation involves a polynomial in ll of degree n; 
the coefficients of ll, ... , ll n vanish identically whereas the vanishing of the 
constant term is equivalent to the n-th NS equation. 

We have thus shown that the fundamental Poisson brackets provide an 
alternative to the zero curvature representation. To conclude this section, we 
shall make the following general comment. 

The zero curvature condition which is fundamental to the inverse scat­
tering method looks somewhat mystical and appears in § 1.2 as nothing 
more than a remarkable computational observation. The Hamiltonian ap­
proach based on the concepts of the r-matrix and fundamental Poisson 
brackets provides a natural explanation for this observation. However, it 
may also be said that the intrinsic meaning of the r-matrix remains obscure. 
We hope, nevertheless, that by the end of Part II it will be made quite trans­
parent in the light of general Lie-algebraic considerations. 
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§ 4. Integrals of the Motion in the Rapidly Decreasing 
Case and in the Case of Finite Density 
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In this section we return, from the Hamiltonian standpoint, to the inte­
grals of the motion under the rapidly decreasing or finite density boundary 
conditions. 

We shall begin with the rapidly decreasing case. As was shown in § 1.7, 
the local integrals of the motion, In, result from the corresponding func­
tionals for the quasi-periodic case with 0=0 by a passage to the limit as 
L-+ oo. By construction, the integrals In correspond to observables on the 
phase space 1o. Hence their Poisson brackets, too, are obtained by taking 
the limit as L-+ oo, so that, by the arguments of § 2, the integrals In are in 
involution 

(4.1) 

Thus the flows on the space 1o generated by the higher NS equations 
commute with each other, and the equations themselves admit a zero curva­
ture representation with U (x, A) and Vn (x, A) given by the same formulae as 
in§ 3. 

The role of the generating function for the motion integrals In is played 

by~ loga(A) where the transition coefficient a(A) is as defined in § 1.5. The 

asy~ptotic expansion of~ loga(A) in powers of A -I results from the corre-
1 

sponding expansion ofpL(A..)+A..L as L-+oo (see§ 1.7). One may then expect 

that the functionals ~ loga(A..) are in involution, as well as PL(A..). This will 
l 

be proved in §§ 6-7 by showing that the functionals a (A.) for ImA.. > 0 corre­
spond to observables on the phase space 1o and have vanishing Poisson 
brackets {a(A), a(JL)} and {a(A), a(JL)}. 

Let us now consider the finite density boundary conditions. As was 
noted in § 1.10, here the quasi-periodic functionals In have no limit as 
L-+ oo. To regularize them one uses the asymptotic expansions of PL (A)+ k L 
in powers of A -I or of k- 1 where k(A) =VA 2 -m2 (see § 1.8). It is then pos­
sible to take the limit as L-+ oo term wise and obtain functionals on the 
phase space ~.8• However, as was noted in§ 1.10, there may occur inad­
missible functionals, i.e. functionals which have no associated observable 
on ~.8• Also, it was noted that admissible functionals result from the expan­
sion of PL (A)+ k L in powers of k- 1• Here we shall prove this claim by using the 
expression for the Poisson brackets {pL{Jl), U(x, A)} derived in the previous sec­
tion. 
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Recall the expansion 

(} 00 J 
pL(A-)=-kL+2+x L;:. + O(lkl-oo), 

n-1 

(4.2) 

for A in IRw (i.e. IA-1 ~w and A is real), as lA-I-+ oo. The functionals J" have 
limits as L-+ oo, 

ln,v = lim J" , 
L-oo 

(4.3) 

in particular, J1.v = Nv, J2.v = Pv, hv = Hv. The generating function for the 
i8 

integrals of the motion ln.v is~ logav(A)e - 2 . Its asymptotic expansion for 
l 

IA-1-+oo, A in IRw, results from (4.2) by taking the limit as L-+oo (see§§ 1.9-
1.10) 

1 _!!!._ 00 J 
i logav(A-)e 2 =XL ;/ + O(lkl-oo). 

n-1 

(4.4) 

We will show that, if n > 1, the variational derivatives ~Jn,v and 01"·V 
u !f!(x) 8 rjl(x) 

vanish as lxl-+ oo, so that the ln.v• n > 1, in contrast to J1.v (see § 1.1 ), are 
admissible functionals on ~.8. 

For that purpose recall the basic formulae of the preceding section, 

av 
{pL(,u), U(x, A-))=- (x, A-, ,u) + [V(x, A, ,u), U(x, A-)] (4.5) ax 

and 

V(x,A-,,u)= 'A,x (l+W(x,,u))a3(l+W(x,,u))- 1 • (4.6) 
2t( -.u) 

These equations and the subsequent ones should be considered asymptoti­
cally to the order O(l,ul- 00

) which will be assumed for the rest of the sec­
tion. The off-diagonal matrix W(x,,u) appearing in (4.6) has an asymptotic 
expansion 

(4.7) 

and satisfies the Riccati equation of § 1.4 
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dW - + iJ.La3 W- U0 + WUo W=O, dx 

with Uo(x) = Vx (lii(x)a + + lfi(X)a _). 

207 

(4.8) 

Using an explicit expression for U(x, A-) given in § 1 we see that the left 
hand side of ( 4.5) has the form 

0 (8pL(J.l) 8pL(J.l) ) 
{pL(J.l), U(x,A-)}=lVJC Dlfi(X) a+- 81ii(x) a_ (4.9) 

and contains, in the limit as L-+ oo, the relevant variational derivatives 

Dln.v , 8~n.v . By comparing (4.5), (4.9) :nd (4.6) it follows that the behav­
Dif/(X) Dlfi(X) 
iour of these variational derivatives, as X-+±oo, is governed by V(x,A,J.l) 
and in the long run by W(x,J.l). Thus we come down to the problem of 
determining the limit of W(x,J.l) as X-+± oo, 

W±(J.l)= lim W(x,J.l) (4.10) 
x-±oo 

for J.l in IRro, under the finite density boundary conditions. In terms of U0 (x), 
these boundary conditions are 

lim U0 (x)= U±, U+ =Q- 1(0) U_ Q(O), (4.11) 
x-±oo 

(1) 
and U _ = 2 a 1 (see § 1.8). 

The existence of the limits ( 4.1 0) is an immediate consequence of the 
expression for the Wn(x), § I.4. To evaluate them we take the limit of (4.8), 
as x-+ - oo. Denoting W (J.l) = W _ (J.l) we have 

(4.12) 

Introducing a diagonal matrix X= W a 1 we can write the last equation as 

(4.13) 

or 

(4.14) 
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Equation (4.14) for a diagonal matrix X has four solutions. However, only 
one of them is consistent with the asymptotic expansion (4.7) for J.l in IRro 
since 

00 

k(J.L)=J.L- L P: + O(IJ.LI-"") 
n=l J.l 

(4.15) 

for all such J.l (see § 1.10). The solution is 

(4.16) 

so that 

(4.17) 

For W + (J.l) we have, from ( 4.11 ), 

(4.18) 

Inserting these expressions into ( 4.6) we see that the limits of V (x,lt, J.l ), 
as X-+± oo, for J.l in IRro. are 

lim V(x,lt, J.L) = V ±(It, J.L), (4.19) 
x-±oo 

where 

(4.20) 

and 

(4.21) 

with the definition 17 = J.L- k(J.L). It follows that the limits of the right hand 
(I) 

side of (4.5) as X-+± oo have the form 

where 

P + (J.L) = Q- 1 (O)P _ (J.L) Q(O), (4.23) 
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So we have shown in our case that the limits 

(4.24) 

exist. Now the asymptotic expansion (4.4), the expression for the variational 
derivatives 

ohv - -(x) 
0 1/f(X) - If! ' (4.25) 

(see§ 1.1), and (4.23) combined with (4.24) allow us to conclude that 

l. oln.v 1. oln.v O lm --= lm --= . 
x- ± = 0 lf!(X) x- ± = 0 rji(x) 

(4.26) 

We have thus shown that the functionals ln.v• n > 1, are admissible 
on ~.8. Relation (4.3) proves that they are in involution, 

(4.27) 

Hence, in the finite density case these are the functionals the higher NS 
equations are naturally associated with, 

olfl -IJ I ot - n.p• If! ' 
orji {r -} Bt = Jn.{.J• 1/f • (4.28) 

These equations admit a zero curvature representation with the matrices 
U (x, A) and Vn.v (x, A), n > 1, determined by the asymptotic expansion 

(4.29) 

for J.l in lRw. It is obtained by reexpanding the asymptotic series (3.36) 
in powers of k- 1 (J.l) ( cf. a similar operation in § 1.1 0). In particular, 
V2,v (x, A)= V2 (x, A) and V3,v (x, A)= Vv (x, A) with Vv (x, A) defined in § 1.2. 

So this section gives further evidence of the utility of the notion of an 
r-matrix. Using the general zero curvature representation (3.3) derived in§ 3 
from the fundamental Poisson brackets we were able to analyze the local 
integrals of the motion in the case of finite density and select the admissible 
functionals. Another application of the basic formulae of § 3 can be found 
in the next section. 
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§ 5. The A-Operator and a Hierarchy of Poisson Structures 

In § 3 we derived the generating function, V(x, A, ,u), for the zero curva­
ture representation of the higher NS equations. Here we shall introduce 
compact notation for these equations and their local integrals of the motion 
/,..The Hamiltonian interpretation of the corresponding formulae leads nat­
urally to a family (hierarchy) of Poisson structures. The NS model and the 
higher NS equations prove to be Hamilton's equations with respect to each 
of these structures. The associated Hamiltonians are just all of the local 
integrals /,.. A Lie-algebraic interpretation of these results will be given in 
Part II. 

As usual, we begin with the quasi-periodic case. Recall (see § 3) that 
V (x, A, .u ), the generating function for the V,. (x, A), 

(5.1) 

can be expressed as 

'X 
V(x,A,Jl) = 2 i(A-,U) M(x,,u), (5.2) 

where 

1 ~ M,.(x) 
M(x,,u)=(l+ W(x,,u))a3(/+ W(x,,u))- =a3 + LJ 

n-l ,U" 
(5.3) 

The matrices M,. (x) depend only on the functions l!f(x), ljf(x) and their deri­
vatives at x and have zero trace. 

These identities and those to follow should be understood asymptoti­
cally to the order O(l,ul- =), which will be assumed for the rest of the sec­
tionA -Operator and 

By comparing (5.1)-(5.3) we find 

(5.4) 

so that the n-th NS equation is given by the coefficients Mk (x), k :s;;;, n- 1. By 
using (5.3) these can be calculated from the asymptotic expansion of 
W(x, ,u) obtained in § 1.4 by means of the Riccati equation. Here we shall 
outline a more direct method for computing the M,. (x). 
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Observe that M(x, A.) satisfies the differential equation 

dM 
dx = [U(x,A.), M], (5.5) 

with 

(5.6) 

and the quasi-periodicity condition 

M(x + 2L, A.)= Q- 1 (O)M(x, A.) Q(O) (5.7) 

(see (3.24)). 
In fact, M(x,A.) may be written as 

M(x,A.)=ictgpL(A.)I + .. 1 A. T(x, -L,A.)Q(O)T(L,x,A.) (5.8) 
zsmpL( ) 

(see (3.16) and (3.29)), whence by using the differential equations (1.31) and 
(1.39) for the transition matrix with respect to the first and the second var­
iables we get (5.5). 

Now express M(x,A.) as 

(5.9) 

where u<d> and u<od> indicate respectively diagonal and off-diagonal parts 
of M, and insert this into (5.5). Splitting the resulting equation into diagonal 
and off-diagonal parts gives 

(5.10) 

(5.11) 

Using (5.10), we can formally write u<d>(x,A.) in terms of u<od>(x,A.) as 
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Substituting this into (5.11) we obtain an integro-differential equation for 
Af<od>(x,A) 

whose derivation made use of the fact that the diagonal matrix a 3 anticom­
mutes with the off-diagonal matrices Af<od>(x, A) and U0 (x). 

Let the operator A on the space of off-diagonal matrices F(x) be defined 
by 

AF(x)=ia3 (~: (x)-[U0 (x), d- 1([U0 ( • ), F( · )])(x)]). (5.14) 

Using A we can write (5.13) in the following compact form: 

(A -A)Af<od>(x,A)= -2i Uo(x). (5.15) 

We then have, formally, 

Af<od>(x,A)= -2i(A-A)- 1 Uo(x). (5.16) 

Expanding (A -A)- 1 in inverse powers of A we find an explicit expression 
for the coefficients ~od>(x), 

M~od>(x)=2iA"- 1 Uo(x), (5.17) 

so that 

(5.18) 

and 

(5.19) 

The matrices M~d>(x) are recovered from the M~od>(x) according to (5.12), 

(5.20) 

By virtue of (5.18), A is sometimes referred to as a recursion operator. We 
shall use the more expressive though colloquial name of A-operator. 

The above derivation contains an ambiguity in the integration operator 
d- 1• However, by virtue of (5.10) we know in advance that this operator is 
evaluated on matrices which are total derivatives with respect to x. The ma­
trices M~d>(x) whose derivative we have in mind are of the form 
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(5.21) 

where the periodic function J,(x) is a polynomial in IJI(X), lji(x) and their 
derivatives with respect to x, with no free term. By definition, d- 1 gives the 
latter matrix. 

In particular, d- 1 is consistent with the following boundary conditions 
for _M<d>(x, A.) and M<od>(x, A.) considered as functionals of IJI(X), lji(x): 

(5.22) 

The free term a 3 in (5.12) results from these conditions. 
At first sight our definition is a tautology. Still, the relevant fact is that if 

M~od>(x) is given by (5.18)-(5.19) then [U0 (x), M~od>(x)] proves to be always 
a total derivative. In a different way, one can say that An U0 (x) is well de­
fined for all n;;.. 0. 

Let us now use the expression for _M{od>(x, A.) in order to completely 
determine M(x,A.). Writing (5.12) as 

(5.23) 

we find an explicit expression for M(x, A.) in terms of the A-operator: 

M(x,A)=a3 -2i(A -A.)- 1 U0(x)-2id- 1([U0 , (A -A.)- 1 U0])(x). (5.24) 

As a first corollary of the above results we shall derive a compact form of 
the higher NS equations. The zero curvature representation 

a U(x, It) - a Vn (x, It)+ [ U(x, It), Vn(x, .A)]= 0 
at ax (5.25) 

together with (5.4), (5.6) imply that the n-th NS equation, which is the con­
stant term in (5.25) with respect to .A, is written as 

"U. · "M(od) · 
_u_o _ !_ u n-1 + !_ [U. M.d2_ J=O. at 2 ax 2 Oo n I 

(5.26) 

By (5.17) and (5.20) this equation can be written as 

(5.27) 

With the definition (5.14), this leads to the desired expression for the n-th NS 
equation, 
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oUo(X) . A"- ITT ( ) = l0'3 uo X • at (5.28) 

Let us compare (5.28) with the Hamiltonian form of the same equation 

o Uo(x) = {!,, Uo(x)}. 
at 

The matrix on the right hand side is given by 

Let the matrix grad/,(x) be defined by 

(5.29) 

(5.30) 

(5.31) 

We shall explain later why this notation is natural from the Hamiltonian 
point of view. The equation of motion (5.29) becomes 

oUo . dl -- = lit'a3gra n• at (5.32) 

By comparing (5.28) with (5.32) we find a compact expression for the gra­
dients of the local integrals of the motion, 

or the recursion relation 

1 
grad/,(x) = -A"- 1 U0 (x), 

it' 

gradl,(x)=Agrad/,_ 1(x), n> 1, 

where 

1 
grad/1(x) =- Uo(x). 

it' 

(5.33) 

(5.34) 

(5.35) 

Next we will show that the A-operator also provides expressions for the 
local integrals I,. For that purpose, instead of the generating function 
pL(A.) = arccos(!tr TL(A.) Q(O)) it will be convenient to deal with its derivative 
with respect to A.. We will show that 
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dpL(A) 1 L 
-d,, = -- I trM(x,A)a3dx. (5.36) 

/1. 4 -L 

We shall start from the basic representation for the monodromy matrix 

r'\L 
TL{A)=exp J U(x,A,)dx 

-L 

(see §§ 1.2-1.3). Differentiation with respect to A gives 

so that 

dTL(A,) IL au --;v:- = -L T(L,x,A) a). (x,A) T(x, -L,).)dx 

1 L 
=---: I T(L,x,A)a3 T(x, -L,A,)dx, 

2r -L 

d 1 L 

..~, tr TL(A,) Q(O) =---: I tr(T(x, - L, A) Q(O) T(L, x, A,)a3)dx 
U/1, 2r -L 

- sinpL(A,) IL M( ,) d - tr X,/1- 0"3 X. 

2 -L 

(5.37) 

(5.38) 

(5.39) 

In deriving the last identity we made use of (5.8). Now, (5.36) follows from 
(5.39) by the differentiation rule for composite functions. 

The right hand side of (5.36) has an explicit expression in terms of the 
A-operator via (5.23), 

L L 
I trM(x,A,)a3dx=4L+4i I d- 1 tr(U0 a 3(A-A,)- 1 U0 )(x)dx, (5.40) 

-L -L 

while the left hand side may be taken, along with PL (A), as a generating 
function for local integrals of the motion, 

(5.41) 

Comparing (5.41) with the expansion of (5.40) in inverse powers of). we 
finally obtain 
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(5.42) 

The coefficient of A, -J in the expansion for the right hand side of (5.40) 
vanishes because U0 (x)a3 U0 (x) is traceless. 

It might be of interest to observe that (5.42) can be extended over the 
negative indices n producing a sequence of non-local integrals In, n < 0. 

The starting point here is the Taylor series expansion of the entire func­
tionpL(A,) 

pL(A-)=x L I-nA,". (5.43) 
n=O 

The expressions (5.12) and (5.15) for the matrix M(x, A,) given by (5.8), as 

well as (5.36) relating ~;(A-) to M(x, A-), are independent of the asymptotic 

expansion in powers of A,- 1• By definition, the operator d- 1 transforms 
[U0 (x), Miodl(x,A-)] into M<d>(x,A-)-a3 , in accordance with the boundary 
conditions (5.22). It results that the Taylor series coefficients of 
M(od)(X,A), 

Modl(x,A-)=- L M~~l(x)A-" (5.44) 
n=O 

by virtue of (5.15) satisfy 

A M~'f{(x) = M~~l + 1 (x) (5.45) 

and 

(5.46) 

These equations are extensions of (5.18)-(5.19), so that 

(5.47) 

holds for all integers n. 
The same reasoning as for positive n leads to (5.42) for negative n. 

Formally, the integral Io = _!. PL(O) does not fit into the family (5.42). 
X 

Nevertheless one can show that L'Hopital's rule applies to (5.42) with the 
result 
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(5.48) 

We will not present here the involved and uninteresting details of the com­
putation. 

Expressions such as (5.33) for the gradients of the motion integrals are 
also valid for all integers n. For the proof one should expand the matrix 
V(x, A, J.L) of the zero curvature representation (3.34) into Taylor series in J.l 

V(x,A,J.L)=X L V_n(X,A)f.ln (5.49) 
n-0 

and find the coefficients by using (5.2) and (5.44). 
Of course, computationally the above formulae are of small efficiency 

because A cannot be inverted in closed form. However, we shall see that 
they are interesting enough withing the Hamiltonian ideology. Namely, 
these formulae will allow us to define the aforementioned hierarchy of Pois­
son structures. 

To begin with, we shall explain why it is natural, for a matrix such as 
(5.31), to use the notation grad which we now extend to any observable F 
by 

gradF(x) =- ---a++ --a_ . 1 ( oF oF ) 
Vx OIJI(X) oljt(x) 

(5.50) 

With this notation the Poisson bracket of two observables, F and G, on the 
phase space ~.o is 

X L 
{F, G)=--:- J tr(gradF(x)a3 gradG(x))dx 

l -L 

ix L 
=- f tr(a3 [gradF(x), gradG(x)])dx 

2 -L 
(5.51) 

and defines a skew form on gradients, as prescribed by the general formulae 
of Hamiltonian mechanics. The equations of motion for coordinates IJI(x), 
ljt(x) on the phase space ~.o parametrized by matrices U0 (x) are 

o U0 (x) . _ ___:___::_= {F, U0 (x)}=lXa3 gradF(x), ot (5.52) 

where Facts as a Hamiltonian. Thus the matrix ixa3 plays the role of the 
Jacobi matrix in this parametrization. 
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Let us now consider the n-th NS equation 

(5.53) 

By (5.34) it can be written as 

8U0 (x) . Am d/ () = liC0'3 gra n-m X , at (5.54) 

with m an arbitrary integer. This suggests that the operator ixa3 Am can also 
play the role of the Jacobi matrix. The associated hypothetical Poisson struc­
ture has the form 

X L 
{F, G}m =--;- I tr(gradF(x)a3Am grad G(x))dx, 

l -L 
(5.55) 

so that equation (5.54) with respect to this Poisson structure is defined by the 
Hamiltonian In-m: 

8Uo(x) 
---'--'-- = {Jn-m• Uo(X)}m. at 

Our basic Poisson structure corresponds to m = 0. 

(5.56) 

To make the argument precise, one must verify that the bracket (5.55) is 
well defined and skew-symmetric and satisfies the Jacobi identity. Here we 
will check the first two properties. The Jacobi identity will be established in 
Part II as a consequence of general Lie-algebraic considerations. 

We shall start with the bracket {F, G} 1• The observable G, which is an 
admissible functional on the phase space ~.8 has the gradient satisfying 
the quasi-periodicity condition 

grad G(x+ 2L) = Q- 1 (0) grad G(x) Q(O), (5.57) 

the same as the quasi-periodicity condition for U0 (x). The definition of 
the A-operator acting on grad G(x) involves the diagonal matrix 
[U0 (x), gradG(x)] periodic in x of period 2L, as shown by (5.57). If it has 
zero mean, 

L 

I [Uo(x), gradG(x)]dx=O, (5.58) 
-L 
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then d- 1([U0, grad G])(x) will also be periodic, whereas the off-diagonal ma­
trix A grad G(x) will be quasi-periodic. Therefore the integrand in (5.55) is 
periodic so that the integral does not depend on the choice of the funda­
mental domain. 

Still, the action of d- 1 on diagonal traceless matrices with zero mean is 
defined only up to an additive constant ca3• We will show that if F also 
satisfies (5.58) then {F, G}J is independent of c and hence well defined. 

The ambiguity in A grad G(x) amounts to ca3[U0 (x), a3]=-2c U0 (x); its 
contribution into (5.55) is 

ex L L 

-. I tr(gradF(x)[Uo(x), a3])dx=icx I tr([Uo(x), gradF(x))a3)dx=O, 
I -L -L 

(5.59) 

ifF satisfies (5.58). In fact, since [ U0 (x), grad G(x)] is diagonal and traceless, 
it is proportional to a3 so that (5.59) is equivalent to (5.58) upon replacing G 
by F. 

Thus the Poisson bracket {F, G}J is indeed well defined for F and G satis­
fying (5.58). Its skew-symmetry follows from the formal skew-symmetry of 
the operator ia3A. 

The admissibility condition (5.58) has a clear Hamiltonian interpretation. 
In fact, the relation 

L 

J tr([Uo(x), grad G(x)]a3)=0, (5.60) 
-L 

which is equivalent to (5.58), may be written as 

(5.61) 

if one uses the definition (5.51) of the Poisson bracket {,)0 and (5.35). By 
(5.55) and (5.34) the latter formula may be written in terms of the Poisson 
bracket {, )1 

{G,Ioh=O. (5.62) 

From the Jacobi identity claimed above we deduce that ifF and G satisfy 
(5.62) then {F, Gh satisfies (5.62), too. So (5.61) is a consistent restriction spe­
cifying the algebra of observables on which the new Poisson bracket is well 
defined. 

Let us now consider the Poisson bracket {F, G}n for any positive integer 
n. By reproducing the preceding arguments we see that this Poisson struc­
ture is defined for observables satisfying 
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(5.63) 

These conditions may be written in the form 

(5.64) 

which allows to identity the algebra of observables associated with {,}n (up 
to the yet unverified Jacobi identity). 

Similar arguments apply to define the Poisson brackets {,}n for negative 
n. We shall discuss in detail only the case of n = -1. 

The formal expression 

X L 
{F,G)_ 1 =-:- J tr(gradF(x)a3A- 1gradG(x))dx (5.65) 

l -L 

makes sense if grad G(x) lies in the range ImA of A, 

gradG(x)=AH(x), (5.66) 

where the off-diagonal matrix H(x) satisfies 

L 

J [Uo(x), H(x)]dx=O, (5.67) 
-L 

that is, lies in the domain of definition of A. Condition (5.67) can be written 
as 

L L 

0= J tr(H(x)a3 grad/1(x))dx= J tr(H(x)a3Agrad/0 (x))dx 
-L -L 

L 

= J tr(gradG(x)a3 grad/0 (x))dx. (5.68) 
-L 

We thus find a necessary condition for (5.65) to be well defined: 

{G, lo}o=O. (5.69) 

If the same holds for F, then (5.65) is independent of the ambiguity in 
(5.66) which amounts to an additive term c U0 (x). Indeed, 
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L 

c f tr(gradF(x)a3A -t Uo(x))dx 
-L 

L 

=cx f tr(gradF(x)a3A -t grad/1 (x))dx 
-L 

L 

=cx J tr(gradF(x)a3grad/0 (x))dx=O. 
-L 

(5.70) 

Finally, condition (5.69) is not only necessary but also sufficient for 
grad G(x) to lie in ImA. In fact, it can be stated as the condition of being 
orthogonal to KerA, the kernel of the skew-symmetric operator A, consid­
ered modulo the ambiguity c U0 (x) that occurs in the definition of A. 

The admissibility condition (5.69) can be written in terms of {,}_ 1 as 

(5.71) 

and serves to specify the algebra of observables in a consistent way. 
In a similar manner, associated with the Poisson bracket{,}_"' n> 1, are 

the admissibility conditions 

{G, lo}o= ... = {G, Ln+t}o=O, (5.72) 

or 

(5.73) 

These specify the algebra of observables associated with the ( -n)-th Poisson 
structure. 

We point out that the integrals In are admissible for the whole hierarchy 
of Poisson structures {,}m and are in involution with respect to each struc­
ture, 

(5.74) 

with k, n and m arbitrary integers. 
This completes our discussion of the Poisson structure hierarchy in the 

quasi-periodic case. To summarize, let us point out that the distinctive prop­
erty of these structures is the possibility to write down the higher NS equa­
tions in the form (5.56). 

Finally, let us discuss the limit L-+ oo. To avoid irrelevant technical details 
we shall concentrate on the rapidly decreasing case. 

The operator d- 1 involved in A can be defined on the whole space of 
rapidly decreasing functions f(x) in such a way that it is formally skew­
symmetric: 
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(5.75) 

Its range contains, apart from Schwartz functions, also functions with non­
vanishing limiting values as lxl-+ co. Nevertheless, A maps Schwartz ma­
trices (matrices with Schwartz matrix elements) into matrices of the same 
kind since d- 1 is followed by multiplication by the rapidly decreasing func­
tion Uo(x). 

With this definition of A the above formulae for the integrals In, their 
gradients, and the hierarchy of Poisson structures remain valid if the inter­
val of integration ( -L, L) in (5.42), (5.48), (5.51), and (5.55) is replaced by 
the whole real line. In contrast to the quasi-periodic case, the definition of 
the Poisson brackets {,In for n>O does not require any truncation of the 
algebra of observables. However, the Poisson structure proves to be degen­
erate: there is an annihilator - the centre of the Poisson bracket {,In· The 
annihilator consists of such observables F that gradF(x) lies in KerAn. 

For the Poisson structures {,In with n < 0 the admissibility condition sur­
vives, but is much weaker than in the quasi-periodic case. Namely, for F to 
be admissible the function gradF(x) must lie in ImA -n. 

These conditions take their simplest form in terms of the action-angle 
variables to be constructed in § 7. 

§ 6. Poisson Brackets of Transition Coefficients in the 
Rapidly Decreasing Case 

As was indicated at the end of § 2, the proof of complete integrability in 
the rapidly decreasing case proceeds by an explicit construction of canoni­
cal variables of action-angle type. In the following section these variables 
will be written down in terms of the transition coefficients for the contin­
uous and discrete spectra defined in §§ 1.5-1.6. Here we shall establish some 
auxiliary formulae by evaluating the Poisson brackets of the transition coeffi­
cients. 

Remind that transition coefficients for the continuous spectrum come 
from the reduced monodromy matrix 

( a(A.) eb(A.)) 
T(A.)= }~~ E(-x,A.)T(x,y,A.)E(y,A.)= b(A.) ti(A.) , (6.1) 

y--oo 

with e=signx, A. real and E(x,A.)=exp {~~ cr3}. Transition coefficients for 

the discrete spectrum occur only if e = - 1 and are defined by 



§ 6. Poisson Brackets of Transition Coefficients 223 

(6.2) 

where the A,j are the zeros of a(..t) in the upper half A--plane. Here T<2>(x, A,) 
and T~>(x, ..t) are the first and the second columns of the Jost solutions 
T ± (x, ..t), respectively, defined, for real ..t, by 

T ± (x, A-)= lim T(x, y, ..t)E(y, A-). (6.3) 
y-±oo 

It is these columns of T ± (x, ..t) that have analytic continuation into the up­
per half-plane (for the details see § 1.5-1.6). 

We shall start from the basic relation established in § 1, 

{T(x,y,..t) ~ T(x,y,.u)J=[r(A--.u), T(x,y,..t) ® T(x,y,.u)], y<x, (6.4) 

and take successively the limits indicated in (6.1), (6.3). Our discussion here 
will proceed on a formal level; an interpretation in terms of the algebra of 
observables on the phase space 1o will be given in the next section. 

We begin by computing the Poisson brackets of the Jost solutions T _ (x, A,) 
for real ..t. For that purpose multiply (6.4) by E(y, ..t) ® E(y,.u) from the right 
and let y-+ - oo. The left hand side is then the required Poisson bracket 
matrix { T _ (x, A,) ® T _ (x, .u)}. To evaluate the limit on the right hand side, 
we split the com~utator in (6.4) into two summands. Remark that each of 
them will be singular at A,= .u, so that we shall specify, for definiteness, the 

generalized function~ to be taken asp. v. ~· Since (6.4) is non-sin-
~-.u ~-.u 

gular at A,= J.l, the final result is independent of this specification. 
The matrices E(y,..t) and E(y,.u) in r(A--.u)(T(x,y,..t)® T(x,y,.u)) are 

multiplied from the left by the corresponding transition matrices and in the 
limit, as y-+-oo, give r(A--.u)(T_(x,..t)®T_(x,.u)). However, this is not 
the case for T(x,y,..t) ® T(x,y,.u)r(..t-.u), so we shall write this term as 
a product of T(x,y,..t)E(y,..t) ® T(x,y,.u)E(y,.u), which converges to 
T_(x,..t)® T_(x,.u) as y-+-oo, and (E(-y,..t)®E(-y,.u))r(..t-.u)(E(y,..t) 
® E(y,.u)). The explicit form (1.19) of r(..t) and the permutation property 
(1.10) allow us to write the latter as (E(y,.u-..t) ® E(y,..t-.u))r(..t-.u). This 
matrix has a limit, as y-+ - oo, in the sense of generalized functions. To find 
it we use the well-known relation 

e±iA.y 

Y~~oo p. v. -A,-= + .nio(..t) (6.5) 

and the explicit form of E(y, A-) and r(..t). As a result, for the limiting matrix 
r- (A, -.u), 
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r _ (ll-.u)= lim E(y, .u -ll) ® E(y, ll-,u)r(ll- ,u), (6.6) 
y--eo 

we obtain 

1 
0 0 0 p.v.I 

r _(ll)= -x 0 0 -ni8(1l) 0 
0 ni8(1l) 0 0 

(6.7) 

0 0 0 
1 

p.v.I 

So we have the final relation 

{T _ (x, ll) ~ T _ (x,,u)} = r(ll-,u) T _ (x, ll) ® T _ (x, ,u) 

- T _ (x, ll) ® T _ (x, ,u)r _ (ll-,u). (6.8) 

In a similar way we derive 

{T + (x, ll) ~ T + (x,,u)} = T + (x,ll) ® T +(x,,u)r + (ll-.u) 

-r(ll-.u) T + (x,ll) ® T +(x,,u), (6.9) 

where 

r + (ll-.u)= lim E(y,,u -ll) ® E(y,ll-,u)r(ll-,u) (6.10) 
y-+co 

and r + (ll) differs from r _ (ll) by replacing i with - i. Finally, the ultralocality 
property (see § 1) yields 

{T _ (x, ll) ~ T + (x,,u)} =0. (6.11) 

The Poisson brackets of the reduced monodromy matrix can be derived 
from the above formulae. Thus, multiplying (6.8) byE( -x,ll) ® E( -x,,u) 
from the left, letting X-++ oo and using (6.10) we find 

{T(Il) ~ T(,u)} =r +(ll-,u) T(ll) ® T(,u)·- T(ll) ® T(,u)r _(ll-,u). (6.12) 

This relation is of crucial importance, so we shall also write it down in terms 
of matrix elements. The explicit form of T(ll) shows that the 16 relations in 
(6.12) follow from the 6 basic ones, 

{a(ll), a(,u)} =0, (6.13) 
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{a(A), a(.u)}=O, 

X 
{a(A), b(,u)) =A . a(A)b(,u), 

-.u+zO 

- X -
{a(A), b(,u)) = -A -.u +iO a(A)b(,u), 

{b(A), b(.u)) =0, 

{b(A), b(,u)) = 2ni lxl·la(AWo(A-.U). 
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(6.14) 

(6.15) 

(6.16) 

(6.17) 

(6.18) 

The generalized function A~ i 0 appears because p. v. ± and n i 8 (A) are 

combined according to the Sochocki-Plemelj formula 

1 1 . 
A±iO =p.v.I+mo(A). (6.19) 

We emphasize that (6.13)-(6.18) are consistent with the analyticity of a(A) in 
the upper half-plane so that the first four relations can be analytically con­
tinued in A. 

Let us now go over to computing the Poisson brackets of the discrete spec­
trum data, Ah ij, Yh yj;j = 1, ... , n. From (6.13) and (6.14) it immediately fol­
lows that 

(6.20) 

and 

(6.21) 

To compute the Poisson brackets {Aj, b(,u)) we proceed as follows. Consider 
(6.15) 

X 
{a(A), b(.u)) =-, a(A)b(,u), 

/1,-.u 

where it is assumed that lmA > 0, and 

IIn A-k 
a(A)= A-1 a(A). 

j=l 1 

(6.22) 

(6.23) 
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The function a(A.) is analytic in the upper half-plane and has no zeros, hence 
the function loga(A.) is analytic for ImA. > 0. Now insert (6.23) into (6.22) 
and rewrite it as 

{loga(A.), b(.u)} = {loga(A.), b(p)} + ~ ({ii> b(~)} - {A.i, b(p)}) 
LJ A.-A-· A.-A-· 
j-1 1 1 

X 
= -1 - b(p). (6.24) 

/1,-jl 

Since the right hand side of this equation is analytic for ImA. > 0, it follows 
that the left hand side has no singularities at A. =Ai so that 

(6.25) 

In a similar manner, for the Poisson bracket {a(A.), b(p)} we find 

{b(p),ii} =0, j= 1, ... , n. (6.26) 

To compute the remaining Poisson brackets involving the coefficients 
Yi• Yi one has to exploit the more general relations (6.8), (6.9) and (6.11). Let 
us first consider the most interesting bracket {a(A.), yJ 

We adopt the following notation for the components of the columns, 
T~>(x,A.) and r<_t>(x,A.), of the Jost solutions: 

T~>(x,A.)= (f-(x,A.))' 
g_(x,A.) 

which extend analytically into the upper half-plane. From 

T(A.)= T:; 1(x,A.) T_(x,A.) 

we have 

a (A.)= f _ (x, A.) g + (x, A.)- f + (x, A.) g _ (x, A.) 

(see §§ 1.5-1.6). With this notation (6.2) becomes 

f_(x,p) I g_(x,p) I 
'Y_j = f+(X,Jl) p-:A1 = 9+(X,Jl) p=:A1 • 

(6.27) 

(6.28) 

(6.29) 

(6.30) 

Substitute these expressions into {a(A.), Yi} taking for Yi• say, the first 
equality in (6.30). The Poisson brackets which occur can be calculated by 
using (6.8), (6.9) and (6.11) and have the form 
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{f_(x,A.),f+(x,,u)}=O, (6.32) 

{g ± (x, .A), f ~ (x, .U)} = 0, (6.33) 

X 
{g± (x, A.), f± (x, .u)} = +-1 - (g± (x, A.)f± (x, .u)-g± (x,.u)f± (x, A.)). (6.34) 

/1,-.u 

Clearly, these can be analytically continued in ,u, so that one may set .u =Ai. 
Collecting the non-vanishing terms we find 

(6.35) 

The second term above vanishes by (6.30), hence finally we obtain 

X 
{a(A.), Y;} =A.-A,. a(A.)r;. 

J 

(6.36) 

In a similar way we deduce 

(6.37) 

and 

{b(A.), Y;} = {b(A.), Yi} =0, j= 1, ... , n. (6.38) 

Notice that (6.15), (6.16) and (6.36), (6.37) agree with the relations 

(6.39) 
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which make sense only for compactly supported lfl(x), lji(x). In that case b(lt) 
has an analytic continuation into the whole plane whereas b*(lt) is the ana­
lytic continuation of b(lt) off the real line according to b*(lt)=b(f) (see 
§ 1.6). 

Next, proceeding as when deriving (6.25) from (6.36)-(6.37) we get the 
Poisson brackets 

(6.40) 

(6.41) 

The non-vanishing right hand side of (6.40) results from comparing the resi­
dues at lt=lti in a relation of the type (6.24). 

Finally, using (6.30) together with (6.8), (6.9), and (6.11) we obtain 

(6.42) 

This completes the computation of the Poisson brackets of the transition 
coefficients for the continuous and discrete spectra. 

Now recall that the input data of the inverse problem which are suffi­
cient for parametrizing the functions lfi(X), lji(x) are the transition coeffi­
cients b(lt), b(lt); 'Y_i, Y.i and the discrete spectrum lti, ;[i,j = 1, ... , n, of the aux­
iliary linear problem (see §§ 11.1-11.2). The coefficient a(lt) is uniquely de­
termined by means of the dispersion relation 

a(lt)= IT It-~ exp{~ j log(1+elb(.uW) d.u}. (6.43) 
i-t It -lti 2m _co .u -It 

with Imlt>O; if e= 1, the product over the zeros does not appear (see 
§ 1.6). 

The non-vanishing Poisson brackets of b(lt), b(lt); Yi> Yi and lti, ;[i are 

{b(lt), b(.u)} = 2:ni lxl· (1 +elb(ltW)o(lt-.u) (6.44) 

and 

(6.45) 

It is not hard to see that the Poisson brackets containing a (It) are consistent 
with (6.44)-(6.45) and with the dispersion relation (6.43). 

The resultant formulae (6.44)-(6.45) have a remarkably simple form. In 
the next section we shall give their rigorous interpretation and derive expli­
cit expressions for canonical variables of action-angle type. 
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§ 7. Action-Angle Variables in the Rapidly Decreasing 
Case 

This section practically concludes our general discussion of the Hamil­
tonian approach to the NS model under the rapidly decreasing boundary 
conditions. We will show here that this model is completely integrable. For the 
proof we will construct explicit canonical variables of action-angle type. 

Already in § I. 7 it has been shown that the involutory integrals In are 
functionals of only "half" of the inverse problem data {b(A.), b(A.); 
A.i>ii> Y.;. ~;j= 1, ... , n}. Indeed, the generating function, loga(A.), for the in­
tegrals of the motion depends, by virtue of (6.43), only on lb(A.W and on the 
set A.i> ii. For the "second half" it is natural to take argb(A.) and the set Yi> ~; 
the Poisson brackets (6.44)-(6.45) confirm this point of view. 

Let us analyze this in detail proceeding formally in the spirit of § 6; 
the necessary comments will be given at the end of the section. Let 

qJ(A)= -argb(A.) (7.1) 

be defined for lh(A.)I#O; it is understood that 0<E>qJ(A.)<2n. We will show 
that 

{qJ(A.), qJ(.U)} = 0. (7.2) 

In fact, from (6.17) and (6.44) we have 

{e2iq>(A.J e2iq>(JJ-l} = {b(A.) b(.u)} 
' b(A.) ' b(.u) 

b(.u) -
= - b().)b2(.u) {b(A.), b(.u)} 

b(A.) -
- b2(A.)b(.u) {b(A.), b(p)} =0. (7.3) 

Let us now find a quantity canonically conjugate to qJ(A.), which is a 
function of lb(A.W. For any functionf(lb(A.W) we have 
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1/(lb(A-W), qJ(JL)} = f'O~~W) {lb(A-W, log !~~n 
= /'(lb(A-)12) ~(JL){Ib(A-W b(JL)} 

2i b(JL) 'b(JL) 

1 f'(lb(A-W)b(JL) 
= 2i b(JL) 

X (b(A_) {b(A_) b( )} - b(A_)b(JL) {b(A_) b(JL)}) 
b(JL) ' Jl b2 (JL) ' 

= 2.nlxlf'(lb(A-W)(1 +elb(A-W)o(A--JL), (7.4) 

the prime over/indicating differentiation. The coefficient of o(A.-JL) on the 
right hand side of (7.4) turns into 1 if 

1 
f(x) = -log(1 +ex). 

2.nx 

Hence it follows that the quantities 

(7.5) 

1 
p(A-) = -2 -log(l +elb(A-W), tp(A-)= -argb(A.), - oo <A-< oo (7.6) 

JlX 

are canonically conjugate variables, that is the only non-vanishing Poisson 
bracket is 

{p(A-), qJ(JL)} = o(A--JL). (7.7) 

Notice that p(A-) is non-negative for all A-. Indeed, this is obvious fore= 1, 
while fore= -1 this follows from 

lb(A-)1 < 1, (7.8) 

due to the condition (A) (see § 1.6). The ambiguity in the definition of tp(A.) 
can be avoided if instead of p(A-) and tp(A.) one considers complex-valued 
functions 

(7.9) 

which are well defined for all A, and vanish if b(A-)=0. Just as b(A.), the func­
tion <P(A-) is of Schwartz type; if x<O, its smoothness is assured by (7.8). 
From (7 .2) and (7. 7) we deduce the Poisson brackets 
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ltP(A.), tP(.u)} = ltP(A.), <P(.u)} =O, {tP(A.), <P(.u)} =io(A--.u), (7.10) 

which are analogous to the initial Poisson brackets (1.14) for lfi(X) and 
ljf(x). 

Next, as it follows from§ 6, the continuous spectrum data b(A.), b(A.) are 
in involution with the discrete spectrum data A.i> ~. Yi> 'fi. For the latter, it is 
also easy to construct canonical variables. Namely, write (6.45) as 

(7.11) 

and recall equation (6.41) 

(7.12) 

By separating real and imaginary parts in (7.11)-(7.12) we conclude that the 
variables 

(7.13) 

have the non-vanishing Poisson brackets of the form 

(7.14) 

j, k= 1, ... , n. The variables pj and f/j range over the whole real line, whereas 
~j>O (recall that x<O) and 0<.qJj<2n. 

To summarize, the complete system of inverse problem data consists of the 
real-valued functions ~(A.), qJ(A) (or complex-valued functions «P(A.), lP(A.)) and 
the set of real variables for the discrete spectrum, Pi> f/j, ~j• qJi> j = 1, ... , n, 
which come in canonically conjugate pairs. The generating function for the 
motion integrals depends only on the involutory variables ~(A.),pj and ~j· In 
analogy with Hamiltonian mechanics for finitely many degrees of freedom 
it is natural to call them action variables. In particular, the Hamiltonian of 
our model is a function of these variables only. The conjugate variables, 
qJ(A), qj and qJi> are angle variables. Of course, it should be remembered 
that qi> in contrast to qJ(A) and (/Jj, ranges over the whole real axis rather 
than from 0 to 2n. The transformation to the inverse scattering data, 
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ff: (lf!(X), ift(x))-+ (p(A), ({J(A); Ph qh {.Jj, (/Jj ;j = 1, ... , n), thouroughly analyzed 
in Chapters I-II is an invertible canonical transformation. 

These results constitute the principal statement for the NS model, estab­
lishing its complete integrability. 

To conclude the formal part of this section we shall write down some 
other useful formulae. First, the invertibility of ff implies that the symplec­
tic form .Q in the new variables has the canonical form 

n 

,Q = I dp (A) A dqJ (A) dA + l: ( dpj A dqj + dpj A dqJj). (7.15) 
j-1 

Next we shall express the local integrals In in terms of p(A), pj and {.Jj· 
For that we write the trace identities of§ 1.7 in new notation, 

(7.16) 

In particular, the charge N, momentum P and Hamiltonian H become 

n 

N = J {.J (A) dA + L {.Jj ' (7.17) 
j-1 

(7.18) 

(7.19) 

The passage to the new variables completely trivializes the dynamics of the 
NS model and reproduces the results of§ 1.7. In fact from (7.7), (7.14), and 
(7.19) we have 

op (A t) = dpj(t) = dpj(t) = 0 
ot ' dt dt 

(7.20) 

and 

O(/J 1 2 at (A, t) = {H, ({J} =11, , (7.21) 

(7.22) 

(7.23) 
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which is equivalent to the already familiar formulae (1.7.11): 

b(A., t)=e-iA. 21 b(A., 0), Y.;(t)=e-iA-~ 1 Y.;(0), 

A.j(t)=A.j(O); j= 1, ... , n. 
(7.24) 

Of course, all the higher NS equations are also completely integrable so 
that the evolution under the general equation 

where 

a"'-{/ } 
at - '"' ' 

ai[J- II -} 
at - '"' ' 

with ak real, is given by 

b(A., t) = e -ii<A->t b(A., 0), yj(t) = e-ii<A.}t Y.;(O), 

A.j(t)=A.j(O), j= 1, ... , n; 

and 

(7.25) 

(7.26) 

(7.27) 

(7.28) 

So far the discussion remained on the formal level, in particular it did 
not touch the problem of admissibility of the quantities a(A.), b(A.), Aj and rj 
as functionals on the phase space .At;;. Now we shall give the necessary re­
finements starting with the continuous spectrum data. 

Let us consider the behaviour of the variational derivatives of a(A.) and 
b(A.) with respect to lf!(x), ljf(x) as lxl-+ oo. The corresponding formulae 
(2.6)-(2. 7) were derived in § 2. Taking their limit as L-+ oo and recalling the 
definition (6.1) of the reduced monodromy matrix we find 

and 

oT(A.) _ 1 
-~- =J/iiT + (x,A.)a_ T_(x,A.) 
u lf!(X) 

oT(A.) _ 1 
oljl(x) =J/iiT + (x,A.)a+ T_(x,A.). 

(7.29) 

(7.30) 
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This implies, by using the notation of § 6 and the involution property 
(1.5.19), that 

8a(A) 
DIJI(X) =- Vx f+ (x, A)j_ (x, A), (7.31) 

8a(A) 
81ji(x) = Vx g + (x, A)g- (x, A) (7.32) 

and 

8b(A) -
DIJI(x) =J/X U+(x,A)j_(x,A), (7.33) 

8b(A) -
olji(x) = -efCf+(x,A)g_(x,A). (7.34) 

Here (7.31)-(7.32) can be analytically continued into the upper half of the 
A-plane. 

Thus the variational derivatives of the functionals a(A) and b(A) with 
respect to IJI(x), lji(x) are smooth functions of x. Let us consider their behav­
iour as lxl-+ co. We begin with a(A) for real A. There are the following 
asymptotic formulae (see § 1.5): 

iA.x 

e --z- f_(x,A) = 1 +o(l), (7.35) 

iA.x 

e--z-g_(x,A)=o(l), (7.36) 

iA.x 

e--z- f+(x,A)= -eb(A)+o(l), (7.37) 

iAx 

e ---y-g+(x,A)=a(A)+o(l) (7.38) 

as X-+- co and 
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iAx 

e -"""2 f+(x,A) =o(1), (7.39) 

iAx 

e -"""2 g + (x, A)= 1 +o(l), (7.40) 

iAx 

e~2 f_(x,A)=a(A)+o(1), (7.41) 

iAx 

e -~2 g_(x,A)=b(A)+o(1) (7.42) 

as X-++ co where the limiting values are taken in the Schwartz sense. It then 
follows that 

8a(A) .r;; ., -
-- = svxe-'"x(b(A)+o(1)), 
8lfi(X) 

as X-+- co, and 

8a(A) = o(1) 
81f!(X) ' 

8a(A) = o(1) 
8 rjt(x) 

(7.43) 

(7.44) 

as X-++ co. Hence,for A real, a(A) is an inadmissible functional. 
Nevertheless ,for lmA > 0, the functional a (A) is admissible. In fact, as was 

shown in § 11.2 (see (11.2.99)-(11.2.100)) for such A the asymptotic formulae 
(7.35)-(7.36) and (7.38)-(7.41) remain valid while (7.37) and (7.42) are re­
placed by 

iA.x 
e -"""2 f+(x,A)=o(1) as X-+- co (7.45) 

and 

iA.x 
e~2 g_(x,A)=o(1) as X-++ co. (7.46) 

Therefore, for lmA > 0, the right hand sides of (7 .31 )-(7 .32) are rapidly 

decreasing as lxl-+ co, so that the variational derivatives ~a (A) and 8 a (A) 
u lfi(X) 8 rjt(x) 

are Schwartz functions. The real analyticity of the functional a(A) (and that 
of b(A)), i.e. its series expansion with respect to lfi(X), rjt(x) of the form (1.1.7), 
results from a similar expansion for the corresponding matrix element of the 
monodromy matrix TL(A) (see§ 2) by taking the limit as L-+ co. 
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In a similar manner, for the functional b(A) we have 

8b(A) = {rxe-iAx(~(A)+o(t)), 
81/f(x) {l(e-•Jcx(a(A)+o(l)), 

8b(A) = o(l) 
8 rji(x) ' 

as x- + oo 
as x-- oo 

as lxl-oo 

where the limiting values are taken in the Schwartz sense. 

(7.47) 

We have thus shown that if ImA>O, then a(A) and a(A) are admissible 
functionals on the phase space J!(;. As for b(A) and b(A), by virtue of (7.47) 
these should be thought of as generalized functions of the variable A 
with values in the algebra of admissible functionals; in other words, 

J <p1(A)b(A)dA and f <p2 (A)h(A)dA are admissible functionals for any 

Schwartz functions <p1 (A) and <p2 (A). Moreover, functionals defined by abso­
lutely convergent series 

F=c+ L: I 
n.m=O 

are also admissible if the coefficients Cnm (JLt. ... , ftn I Vt. ... , Vm), which are 

generalized functions, are such that the variational derivatives 8~~) and 

~F are Schwartz functions (note the analogy with the definition in§ 1.1). 
8b(A) 
In fact, for such F 

8F I (~ 8b(A) ~ 8b(A))dA (7.49) --= 
_ 00 

8b(A) 81/f(X) + 8b(A) 81/f(X) 81/f(X) 

and 

8F I ( 8F 8b(A) 8F 8b(A)) dA (7.50) --= 
-= 8b(A) 8rji(x) + 8b(A) 8rji(x) ' 8 rji(x) 

b ) h . . l d . . 8F 8F S h so that, y (7.47, t e vanattona envattves -s:--, ~ are c wartz 
u 1/f(X) u 1/f(X) 

functions. The expansion of F with respect to 1/f(X), rji(x) of the form (1.1. 7) 
results from inserting the expansion for b(A) into (7.48). 
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There is a similar interpretation, via generalized functions, for IP(A), 
lb(A). Admissible functionals of the form (7.48) are then given by similar 
series in IP(A) and IP(A). 

If x > 0, the whole algebra of observables is practically exhausted by the 
functionals (7.48). Indeed, the inverse problem allows us to express lf/(X) and 
lji(x) for every x as functionals of b(A), b(A) such as (7.48) where the series 
converges absolutely for lb(A)I small enough, uniformly in x. This follows 
from the fact that in this case the iteration series for the Wiener-Hopf equa­
tion (11.2.53) is absolutely convergent. The convergence problem for the ex­
pansions of lf/(x), lji(x) for arbitrary b(A) is beyond the scope of this book. 

In the above sense, IP(A) and &(A) (and also b(A) and b(A)) are coordinates 
on the phase space just as lf/(x) and lji(x). 

If x> 0, this gives a complete picture of the phase space 1o. There are 
two sets of complex canonical coordinates on 1o, lf/(x), lji(x) and IP(A), 
IP(A), related by a nonlinear invertible canonical transformation, ff. We 
point out once again that the existence of an inverse to ff was shown in 
the course of solving the inverse problem in Chapter II. As for differen­
tiability, it is implied by the calculations of this section. 

In the coordinates IP(A), IP(A), the local integrals In, which are the prin­
cipal observables in our model, take the simple form 

(7.51) 

and so become the moments of IIP(A)I 2• 

These expressions have a natural wave interpretation. The function 
IIP(AW plays the role of the independent mode distribution function for the 
wave train lf/(X, t) representing the NS solution, so that its first moments are 
the charge (number of particles), momentum and energy of the train. The 
mapping ff is a transformation to independent modes of the NS model. 
The existence of such modes in our model is itself far from trivial and relies 
on its complete integrability. In the linear limit, as X-+0, ff goes into the 
Fourier transform, 

(7.52) 

which reduces the linear Schrodinger equation to independent modes (see 
also § 11.3). 

If x<O, there are, along with b(A) and b(A), the discrete spectrum data 
Aj,ij and yj, 'hj= 1, ... , n. The admissibility of a(A)for ImA>O implies that 
of the functionals Aj, ij on the phase space 1o. In fact, the differentiation 
rule for composite functionals applied to a(Aj) = 0 gives 
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(7.53) 

the dot indicating differentiation with respect toll. By using (6.30) and the 
analytic continuation of (7 .31 )-(7 .32) for I mil> 0 we have 

(7.54) 

j= 1, ... , n. From (6.30), (7.35)-(7.36) and (7.39)-(7.40) we conclude that the 

. . 1 d . . ollj ollj s h f . An 1 vanattona envatives --,--are c wartz uncttons. a ternate 
· DIJI(x) 81ji(x) 

derivation of (7.54) in the lines of § 6 would take into account (6.23) 

and deal with the residues 

8loga(ll) at ll=Jl.. 

of the variational derivatives ologa(/l) and 
01/f(X) 

81ji(x) 1 

Let us now consider the functionals yj, Yj· To evaluate their variational 
derivatives we shall use (6.30) taking, say, the first identity 

This gives 

~ = 1 8f_(z,llj) + j_(z,llj) _8_1l1_· 

OIJI(X) f + (z, llj) OIJI(X) f + (z, llj) DIJI(X) 

f_(z,llj) 8f+(z,llj) 

f~ (z, llj) OIJI(x) 

f_(z,llj)j+(z,llj) 8/lj 

f~ (z, llj) OIJI(x) 

(7.55) 

(7.56) 

with an analogous expression for 0 rj . The variational derivatives of 
81ji(x) 

f ± (z, llj) which occur are calculated by using (2.6)-(2. 7). More precisely, let­
ting there L-+ oo and recalling the definition (6.3) of the Jost solutions, we 
have for z>x 

8T_(z,ll) ,r:;; 1 ) T ( 1 ) 
O =vXT(z,X,/1- a _ _ Z,/1-

1/f(X) 
(7.57) 

and for z<x 

(7.58) 
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( ) h . . I d . . o T _ (z, A.) ( . I For z<x or z>x t e vanat10na envatlve s: respective y 
u 1/f(X) 

oT+(z,A.)) . . oT_(z,A.) d oT+(z,A.) h 
s: vamshes. To obtam s: _ ( an s: _ ( ) one as to re-
ullfW ullf~ ullfX 

place a_ by a+. 
We shall now exploit the fact that the left hand side of (7.56) does not 

depend on z. Hence we may let z-+x±O in the right hand side of (7.56), so 
that (7.57)-(7.58) will simplify considerably. Letting, for instance, z=x+O, 
we find 

of_(x+O,A.) = of+(x+O,A.) = 0 
0 1/f(X) 0 1/f(X) ' 

(7.59) 

and taking account of (7.54), 

In a similar manner we deduce 

Observe that (7.60)-(7.61) are consistent with (7.33)-(7.34) and with the 
identities 

(7.62) 

which are meaningful only for compactly supported 1/f(X), rjj(x). From 

(7.60)-(7.61) it follows that the variational derivatives orj and orj are 
Ollf(x) orjj(x) 

smooth functions, and (7.35)-(7.36), (7.38)-(7.41) and (7.45)-(7.46) imply 
or· or· 

that they decrease rapidly as lxl-+ co. So ~(' and ~ are Schwartz 
u 111 x) u 1/f(X) 

functions, hence rj. rj are admissible functionals on the phase space ..Af;;. This 
completes the justification of the formal computations in § 6 and at the be­
ginning of this section. 

We shall now describe the phase space 1o in the new coordinates for 
the case x < 0. Remind that the mapping ?' has been defined and analyzed 
only on an open subset, 1o, of .Af{;, consisting of pairs of functions llf(x), 
rjj(x) subject to the condition (A) which amounts to (7.8) together with the 
requirement that the zeros Aj are simple (see § 1.6). As was noted above, the 



240 Chapter III. The Hamiltonian Formulation 

fact that lP{II,) and tP(Il) are smooth is equivalent to (7.8). The properties of 
.2T established earlier show that Jo is a disjoint union, 

Jo= U ~n• (7.63) 
n-0 

where the component ~n is the product of the phase space ~0 equipped 
with complex canonical coordinates lP(Il), tP(Il), and a finite-dimensional 
phase space Fn which is lR4 " with certain submanifolds deleted. Canonical 
coordinates in lR4 " are pj, qj and Ph(/);, j = 1, ... , n, where - co <ph qj <co 

and O~(Jj< co, 0~qJj<2n, and the deleted submanifolds are given by (Jj=O 
and (pj-pk)2 +((Jj-(Jk)2 = O,j, k= 1, ... , n. In terms of the llj these submani­
folds are defined by Imllj = 0 and llj =Ilk. In fact, the product structure 
~" = ~0 x rn is compatible with the Poisson structure since the coordinates 
of the continuous spectrum are in involution with those of the discrete spec­
trum, and the Poisson bracket for lP(Il), tP(Il) (as well as for pj, (Jj; qh (/Jj) is 
obviously non-degenerate. In particular, the finite-dimensional space Fn 
may be thought of as a reduction of ~n with respect to the constraints 
lP(Il) = tP(Il) = 0. 

The components ~n. as well as the phase spaces rn separately, are in­
variant under the flows induced by the higher NS equations. Restricted to 
rn, these flows describe soliton dynamics, to be detailed in the next sec­
tion. 

The algebra of admissible functionals on ~n is generated by products of 
admissible functionals of the type (7.48) constructed from lP(Il) and tP(Il), 
and by smooth functions on the phase space rn. Specifically, admissible 
functionals F on~" are given by absolutely convergent series in lP(Il), tP(Il) 
of the form (7.48) where the coefficient functions Cnm depend in a smooth 
way on additional variables Ph fb, (Jj, (/Jj; j = 1, ... , n. Here apart from the de-

cay of o!~ll) and oi~), as llll-+ co, it is also required that the series ob­

tained from (7.48) by multiple differentiation with respect to additional 
variables be absolutely convergent. 

The extension of .2T to the whole phase space .At;; (without the condi­
tion (A)), the definition and analysis of the appropriate new variables con­
stitute a difficult problem of global analysis connected with "sewing togeth­
er" the components ~" when the zeros acquire multiplicity or reach the real 
axis. Its discussion is beyond the scope of our text. Fortunately enough, the 
problem is marginal for our main topic, soliton dynamics. So, for instance, 
if a zero comes to the real axis, its contribution to the integrals of the motion 
vanishes. 

This completes our analysis of the canonical transformation ff. 
To conclude this section we will show what the hierarchy of Poisson struc­

tures defined in § 5 looks like in the new coordinates. It turns out that the 
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action of the operator A reduces to multiplication by the variable ll. More 
precisely, the non-vanishing Poisson brackets for the /-th structure {,}J in 
complex coordinates on W?n are 

(7.64) 

(7.65) 

In particular, for 1~0 the Poisson structure {,}J is well defined on 
the whole algebra of functionals of the form (7 .48). The annihilator 

mentioned in § 5 is generated by the quantities of the form dkd~~ll) I -<-o, 

k = 0, ... , 1- 1. If I< 0 there are additional restrictions on the admissible 
functionals: their variational derivatives with respect to <P(Il) and <i>(ll) must 
vanish at ll = 0 together with all their derivatives with respect to ll up to 
order 1/1- 1. The Jacobi identity for the Poisson structures {,}J is a trivial 
consequence of (7.64)-(7.65). 

These formulae are most easy to verify for the equations of motion. In 
fact, the (/ + 1)-th NS equation whose Hamiltonian is 11 + 1 can be written 
as 

a<P(Il) = 11 <P(Il)} at ~> ~, (7.66) 

(7.67) 

which is characteristic of the /-th Poisson structure (see § 5). 
Of course, this reasoning lacks rigour. There is a rigourous derivation 

(not presented here) which determines how the initial Poisson structure 
transforms under the mapping .27: 

§ 8. Soliton Dynamics from the Hamiltonian Point of 
View 

Here soliton solutions of the NS model in the rapidly decreasing case 
will be discussed from the Hamiltonian point of view. As we saw in§ 7, the 
phase space for the n-soliton system is a finite-dimensional subspace, rn, in 
W?n defined by b(ll) = 0 for allll. It is parametrized by canonical coordinates 
-oo<pj,_qj<oo, O<pj<oo, 0~qJj<2n,j=1, ... ,n, or by complex coordi­
nates llj, llj; yj, yj, Imllj > 0, llj #Ilk and yj # 0, related to one another by 
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(cf. (7.13)). 
The flows of the higher NS equations restricted to Tn induce completely 

integrable systems describing soliton dynamics. A set of 2 n integrals in in­
volution is formed by the {}j and Pb variables of action type; in terms of their 
conjugate angle-type variables, (/Jj and fh, the motion is linear. 

The Hamiltonians given by the local motion integrals, h of the NS 
model are expressed through action-type variables as 

I= 1, 2, .... (8.2) 

In particular, the number of particles N, the momentum P, and the energy H 
are 

(8.3) 

n 

P= -~ LPiPi• 
j-l 

(8.4) 

(8.5) 

These expressions are sums over independent modes. Each mode is de­
scribed by coordinates p, q, p, qJ; associated to a separate mode in the phase 
space T 1 is a particle-like solution 1/f(X, t) of the NS equation, the soliton 

{ . ( xpx x2 2 2 n)} Aexp -r qJ+ 2 + 4 (p -p )t+ 2 
1/f(X, t) = (8.6) chr: (x+xpt-Xo)} 

with 

A= v'lif n 2 .,..., 
2q 

Xo=--
xp 

(8.7) 

(see § 11.5). The momentum P and the energy E of the soliton, 
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(8.8) 

are related by the dispersion law 

(8.9) 

The last relation is typical of non-relativistic classical mechanics and al­

lows the soliton to be interpreted as a particle of mass m = %. The quan­

tity x0 is canonically conjugate to the momentum P and plays the role of 
particle's center of inertia coordinate. This interpretation is in agreement 
with the location of the maximum of l!lf(X, tW at x=x0 +vt where the 

velocity v = - x p = __!_ P is given by the usual non-relativistic formula. 
m 

The coordinates (J and ({J describe internal degrees of freedom and deter­
mine the oscillating behaviour of llf(X, t). Their contribution to the energy is 

2 

given by - ; 2 (J3 which may be interpreted as the internal energy (rest 

energy) of the particle. 
The phase space r,, describes an n-soliton interacting system. In fact, the 

general n-soliton solution derived in § 11.5 is not a superposition of one­
soliton solutions. It splits into the sum of separate solitons only asymptoti­
cally as ltl-+ oo, when the interacting solitons move sufficiently far apart 
from one another. More precisely, the n-soliton solution parametrized by 
{pj, qj, (Jj, (/Jj; j = 1, ... , n} can be expressed, for t-+ ± oo, as a sum of one­
soliton solutions parametrized by p)±>, q)±>, (JJ±>, <pj±> where 

and 

j = 1, ... , n. Here it is assumed that P1 > Pz > ... > Pn· 
The transformations W ±, 

(8.10) 

(8.11) 

(8.12) 

(8.13) 
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defined by (8.10)-(8.13) are canonical, i.e. preserve the Poisson brackets. Since 
the shifts L1qi and L1qJi depend only on the variables of action type (general­
ized momenta), we have but to verify the relations 

(8.15) 

which look like integrability conditions 

a.t1qj a.t1qk 
--=--, 
apk apj 

(8.16) 

and the proof is straightforward. The latter formulae yield the existence of a 
function Kn (pt. ... , Pn; Pt. ... , Pn) such that 

j=1, ... ,n. (8.17) 

The functions ± Kn are generating functions for the canonical transformations 
W ± in the sense of Hamiltonian mechanics. 

Notice that W ± are a very special kind of canonical transformations: 
their generating functions ± Kn depend only on the generalized momenta so 
that the latter remain invariant. 

This picture allows to interprete the interaction of solitons in terms of 
the associated particles. Before and after scattering, as t-+ ±co, these par­
ticles are free. Their momenta are 

(8.18) 

"internal momenta" are p~+>=p~->=pi, and their center of inertia coordi­
nates x~±>(t) and phases qJ~±>(t) depend linearly on time, 

(8.19) 

with 

2 
x~*> =- -q<.±> j= 1, ... , n. 

~ X(>j J ' 
(8.20) 
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The parameters of the asymptotic motion are ~. {?j, xbf>, lfJ}±>. They differ 
frompb {?j, q}±>, lfJ}±> by a trivial canonical transformation M of scaling type 
given by (8.18), (8.20). 

The scattering transformation S, 

is canonical and can be expressed as a superposition of the transformations 
introduced above, 

(8.22) 

The generating function 

( 2PI 2P,. ) 
S,.(P~o ... , P,.; l?~> ... ,f?,.)=2K,. --, ... ,- --,f?~> ... ,f?,. 

Xt;J1 Xf?,. 
(8.23) 

determines S as follows: 

<+>_ <-> as,. 
(/Jj -l{Jj +-;---, j=1, ... ,n. 

uf?j 
(8.24) 

Let us compute the generating function explicitly. It will be more conve­
nient to deal with K,.(p~o ... ,p,.; f?~o ... ,f?,.) and (8.17). The explicit form of 
L1qj and L1qJj in (8.12)-(8.13) implies that K,. can be expressed as a sum of 
two-particle contributions: 

K,.(ph ... ,p,.; l?h ... ,t;J,.)= L K2(pj,Pk; {?j,f?k)· (8.25) 
l<j<k ..... 

The function K 2 is determined by the system of equations 

oK2 = _ oK2 =.!.tog (pi-P2)2+(pl +t;J2)2 

op1 opz 2 (pi-P2)2+(pl-l?2)2 ' 
(8.26) 

oKz nl-n2 nl-n2 
-- = arctg _Co' __ Co'_ - arctg _Co' __ Co'_ , 

O{?J PI-P2 PI-P2 
(8.27) 

oK2 l?1 +t;J2 l?1 -t?2 -- = - arctg ---- arctg ---. 
Of?z PI-Pz PI-Pz 

(8.28) 

This system is easily solved with the result 
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1 
Kz(PhPz; ~h ~z) = 2 Re{(pJ-Pz+i~l +i~z)log(pl-pz+i~l +i~z) 

-(pl-Pz +i~~-i~2)log(pJ-P2 +i~~-i~2)} (8.29) 

2 - -
= -- Re{(..:tJ-..:t2)log(..:tJ-..:t2)-(..:tJ-..:t2)log(..:tJ-..:t2)}. 

X 

To return to the scattering transformation S we see that its generating 
function, Sn (Ph ... , Pn; ~h ... , ~n), is a sum over all pairs of particles, 

Sn(Ph •• ., Pn; ~h • • ., ~n)= L S2(~, Pk; ~b ~k), (8.30) 
J.;.j<k<.n 

where S2 is related to K2 as in (8.23). Hence the soliton scattering process 
reduces to a sequence of canonical transformations. Each of them involves a 
single pair of solitons and changes only their coordinates and phases. This 
is typical of factorized scattering. The generating function S2 may be called 
"the classical S-matrix" for two-particle scattering. 

This concludes our discussion of soliton scattering from the Hamil­
tonian standpoint. 

At first glance the above picture of soliton dynamics displays a rather 
special type of motion in the NS model. However, we shall give evidence 
that solitons provide an approximation to the general solution of the model in 
question. In that case the number of solitons n must go to infinity, and the 
corresponding zeros, A.j, condense towards the real axis. 

To be precise, we suppose for definiteness that all the A.j have their con­
densation domain in the interval M 1 <.p <. M2 where they are uniformly dis­
tributed with some density ~(Jl). This means that 

(8.31) 

where ~(Jl) is a smooth non-negative function vanishing outside the interval 
(MhM2), and 

(8.32) 

for instance, Jlj = j- 1 {M2- M1) + M 1 ; j = 1, ... , n. Now insert these ..:tj into 
n 

the expression (8.2) for the local integrals. We have, as n--. oo, 
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(8.33) 

Since the interval (MJ. M2) and the function !l(J.l) are arbitrary, (8.33) im­
plies 

(8.34) 

the familiar expression for the local integrals on the component ID? 0 (see 
§ 7). 

We have thus shown that "condensation" of solitons allows us to recon­
struct the phase space of the continuous spectrum data (at least on the level of 
motion integrals). Of course, fixing m out of n zeros, lt1. ... , ltn, and condens­
ing the others we can also obtain the expressions for the local integrals 11 on 
the component ID?m. 

The above argument emphasizes the general nature of soliton dynamics 
for our model in the rapidly decreasing case. The motion of a large number 
of solitons with small amplitudes models the motion associated with the 
continuous spectrum. 

In conclusion, let us analyze the effect of condensation of zeros for the 
coefficient a(lt) which in our case is a product of the Blaschke factors, 

(8.35) 

Then 

IIn ( .f-Jt.) 
an(lt) = j-

1 
1 + l-5.; 

=IT (1 - ix(Mz-M1) !l.~j) + o(~)), 
j- 1 n J.l1 It n 

(8.36) 

whence for Imlt > 0 we have 
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lim an(A)=a+(A)=exp{ix j ~(u) dp}. 
n-oo -oo A,-Jl 

(8.37) 

In a similar manner, for lmA < 0, we have 

lim an(A")=a_(A)=exp{-ix j ~(J.l.) dp}. 
n-oo _ 00 /1,-J.l. 

(8.38) 

The functions a± (A) inherit on the real line the limiting values from their 
domains of analyticity so that a_(A)=a+(A). The Sochocki-Plemelj for­
mulae yield, for real A, 

(8.39) 

so that, in particular, Ia+ (A)I ~ 1 and 

(8.40) 

By comparing (8.40) with (7.6) and using the normalization condition we 
deduce that the density p(p) in the motion integrals (8.34) is indeed a vari­
able of action type. 

The above discussion shows how condensation of the zeros Ai converts 
the trivial scalar Riemann problem with zeros, 

a(A)a(A)= 1, (8.41) 

into the regular scalar Riemann problem (8.39). Because of x < 0, which as­
sures lmAi>O in (8.31), this method only gives the Riemann problem for 
contracting functions g(A), 

lg(A)I~ 1' (8.42) 

which is the case for the NS model withe= -1. 
This concludes our description of the NS model in the rapidly decreas­

ing case. 
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§ 9. Complete Integrability in the Case of Finite Density 

This section completes the Hamiltonian approach to the NS model. We 
shall discuss, from the Hamiltonian point of view, the characteristics of the 
auxiliary linear problem, bv(A.), A.j, yj, introduced in Chapter I and providing 
an explicit solution to the equations of motion (see §§ 1.10, II.6). In particu­
lar, we shall point out some interesting distinctions from the rapidly de­
creasing case in the programme of constructing the action-angle variables in 
terms of transition coefficients and discrete spectrum data. 

First, following §§ 1.8-1.9, recall the definition and properties of these 
data. The reduced monodromy matrix 

., . -• , , (a"(A.) b"(IL)) Tv(/1,)= hm E" (x,/l,)Q(O)T(x,y,/l,)Ev(x,A.)= b , 
x- +"" p(/1.) av(A.) 
J'- -oo 

(9.1) 

defines the transition coefficients av(A.) and bv(A.) for the continuous spec­
trum. Here A. is in IR;, (i.e. A. is real and lA. I> w ), 

i(k;;A.)) _i~xa3 
e ' 

1 
(9.2) 

and k(A.) = yA. 2 -w2 , signk(A.) =signA. for A. in IR;,. There is also the normal­
ization condition 

(9.3) 

The function a"(A.) has an analytic continuation to the sheet r+ of the 
Riemann surface r of the function k(A.) = y A. 2 - w2 specified by Im k(A.) ~ 0, 
with the possible exception of the branch points A.= ± w. Asymptotically as 
IA.I-+ co, we have 

(9.4) 

for ImA. > 0 and 

(9.5) 

for ImA. < 0 with the involution 
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(9.6) 

The zeros Aj of av(A) on r+ may only lie in the gap -m<Aj<m and are 
simple. Their number n is finite, and they constitute the discrete spectrum of 
the auxiliary linear problem. 

The coefficient bv(A) satisfies the involution 

(9.7) 

for A in IRw. In general, bv (A) has no extension off the cut .9f w = (IRw, ±) on 
r. At A= ±m, the coefficients av(A) and bv(A) are either regular or singular 
simultaneously. If in the neighbourhood of A= ± m 

(9.8) 

with b± ~0 (the generic case), then 

(9.9) 

with b ± real and 

(9.10) 

where the integers N ± are given by the condition for the determination of 
signs (1.9.58). 

Finally, there is the dispersion relation 

(9.11) 

where 

(9.12) 

and the condition (0) 
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consistent with the asymptotic behaviour (9.4)-(9.5). 
The Jost solutions T ± (x, A.) for A. in JR..., are defined by the limits 

T+(x,A.)= lim T(x,y,A.)Q- 1(0)Ev(Y,A), 
y~+oo 

(9.14) 
T _(x,A.)= lim T(x,y,A.)Ev(y,A.). 

y--eo 

The first column, T<!.>(x, A.), of T_(x,A.) and the second column, T<J>(x, A.), 
of T + (x, A.) have an analytic continuation to the sheet r +. The transition 
coefficients for the discrete spectrum, Yb defined by 

(9.15) 

are pure imaginary and satisfy 

. . . dav ('1 ) stgn zrj = stgn d). Aj = Bj, j=1, ... ,n. (9.16) 

To compute the Poisson brackets of the transition coefficients one can 
apply the method of § 6 almost word for word, starting from the basic for­
mula of§ 1, 

{T(x,y,A.) ~ T(x,y,Jl)} =[r(A.-Jl), T(x,y,A.) ® T(x,y,Jl)], y<x. (9.17) 

The involutions (9.6)-(9.7) allow us to concentrate on the case when A. and Jl 
are in IR~. We shall only state the final results. 

For the Jost solutions T ± (x, A.) we have 

{ T + (x, A.) ~ T + (x, .U)} = - r(A.-.U) T + (x, A.) ® T + (x, .U) 

+ T + (x,A.) ® T + (x, ,u)r +(A, ,u), (9.18) 

{T _ (x, A.)~ T _ (x,,u)} = r(A. -.u) T _ (x, A.)® T _ (x, Jl) 

-T_(x,A.)® T_(x,,u)r_(A.,,u), (9.19) 

and 

(9.20) 

Here the matrices r ±(A., ,u) are given by 
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y--00 

= lim (Ep- 1(y,.A)Ev(Y,JL)®Ep- 1(y,JL)Ev(y,.A))r(.A-JL) (9.21) 
y--00 

and 

r +(.A,JL)= lim (Ep- 1(y, .A)® Ep- 1(y,JL))(Q(O) ® Q(O)) 
y-+oo 

X r(.A -JL)(Q- 1(0) ® Q- 1(0))(Ev(Y, .A)® Ev(Y,JL)) 

= lim (Ep- 1(y, .A)Ev(Y,Jl) ® Ep- 1(y, JL)Ev(y, .A))r(.A-JL). (9.22) 
y-+oo 

The last formulae involve the limits of expressions such as 

exp{±i(~(.A)±k(JL))y} for y-+ ± oo taken in the sense of generalized func­
-JL 

tions. For .A in IR~ the function k(.A) is monotone increasing, so using (6.5) 

we have 

e ±iCk<A.>-k<~t»Y 

lim p. v. 1 
y-+oo 11.-Jl 

e±iCk<A.>-k<~t»Y k(.A)-k(JL) 
lim p v ----- ---'--'---..:.:..__:_ 

y-+oo • • k(A)-k(JL) A-JL 

= ±ni di.t') o(k(.A)-k(JL))= ±nio(.A-JL). (9.23) 

e ± ;ck<A.> + k<~t»Y 

The other limits lim p. v. , 
e±ik(!l)Y y-oo A-JL 

lim p. v. vanish. We emphasize that .A 
y-oo A-Jl 

±ik(A.)y 
I. e d 1m p. v. 1 , an 
y-oo 1\. -jl 

and Jl are in IR.;.,, i.e. 

I.AI, IJLI>w. 
As a result ,for r ± (.A, Jl) we finally obtain 

a(.A,JL) 
0 0 0 p.v. A 

-jl 

0 
p(.A,JL) 

±nio(.A-JL) 0 p.v.-.A--

r±(.A,JL)= -x 
-jl 

0 +nio(.A-JL) p v p(.A,JL) 0 .. .A-JL 

0 0 0 
a(.A,JL) 

p.v . .A 
-jl 

(9.24) 

where 

1 AJL-W2 

a(.A,JL) = 2 + 2k(.A)k(JL)' 
1 AJL-w2 

p(.A, JL) = 2- 2k(.A)k(JL)' (9.25) 
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so that 

a(A,Jl)+{J(A,Jl)= 1. (9.26) 

For the reduced monodromy matrix Tv(A) we find 

We shall now state the Poisson brackets of the transition coefficients and 
discrete spectrum resulting from (9.18)-(9.21) and (9.24)-(9.27). Starting 
with the continuous spectrum, we have 

and 

{bv(A), bv(Jl)} =0, 

{bv(A), bv(Jl)} =2nixlav(AW8(A-Jl), 

(9.31) 

(9.32) 

with A and Jl in IR;,. The expressions (9.28)-(9.30) may be analytically ex­
tended with respect to A to the sheet r + except the branch points. 

For the discrete spectrum data we have 

and 

{bv(A),Aj} = {bv(A),Aj} =0, 

lbv(A), yj} = {bv(A), yj} =0, 

x(AAj- w2) 

lav(A), yj} = k(A)kj(A-Aj) av(A)yj 

These expressions imply that for A in IR:O the variables 

(9.33) 

(9.34) 

(9.35) 

(9.36) 

(9.37) 
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1 
p(A) = -log(l + ib!>(AW), tp(A)= -argb!>(A), (9.38) 

2nx 

(9.39) 

form a canonical set, i.e. their non-vanishing Poisson brackets are 

{p(A),tp(,u)}=D(A-,U), {pj,qd=8jl; j,l=1, ... ,n. (9.40) 

The variables p(A), tp(A) and qj have the same range O..;;;p(A)< oo, 

O..;;;tp(A)<2n and - oo <qj< oo as in the rapidly decreasing case. However, 

the range of the variable pj becomes bounded: - m < pj < m. 
X X 

To derive (9.40) one can repeat the reasoning of § 7. An alternative 
method is based on (9.29) which we write as 

(9.41) 

Consider the imaginary part of this relation. The normalization condition 
(9.3) and (9.28) yield 

(9.42) 

so that the imaginary part on the left of (9.41) is given by the Poisson 
bracket {log la!>(A)I, argb!>(,u)}. The imaginary part on the right is trivially 
evaluated by (6.19). We then obtain 

{loglav(A)I, argb!>(,u)} = -nx8(A-,U), (9.43) 

which is equivalent to the first formula in (9.40). 
Let us point out that expressions (9.40) have been derived only for A and .u 

different from the boundary points ± m of the continuous spectrum. Therefore 
they need more precision. The following argument shows that this specification 
is non-trivial. 

The condition (0) in the new variables becomes 

2x J pk(~) dA+2 i: arccos xpj = O(mod2n) (9.44) 
IROO (/1.,) j-1 (1) 
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and the Poisson bracket of the right hand side of this identity with all other 
observables must vanish. Indeed, the phase (}is not a dynamical variable but 
rather a label for the phase space ~.0• On the other hand, from (9.40) 
taken literally, we derive the Poisson brackets 

2x 
{B, IP(A)} = k(A) (9.45) 

which do not vanish. A correct amendment to (9.40) should eliminate the 
"paradox". 

For this purpose note that (9.40) is interpreted in the sense of general­
ized functions. So, for instance, the first formula in (9.40) leads to 

(9.46) 

which is, of course, valid whenever j(A) is a smooth function on IRw includ­
ing A= ± w. However, (9.44) and the expressions for the local integrals J21,v 
given below show that we also have to deal with functions /(A) with singu-

larities of the type k(~) at A= ± w. Thus we must scrutinize the derivation 

of (9.40) in the viscinity of A= ±w. 
Consider once again the right hand side of (9.41) for A in r + outside of 

the cut IRw. For such A we have Im k(A) > 0 so that for A in IRw 

1 1 
k(IL + iO) k(IL) + iO 

(9.47) 

and the expression on the right has the imaginary part -ni8(k(A)) which 
was not taken into account in (9.43). Hence (9.43) should be modified for 
IL = ±w by the formal expression 

(9.48) 

Of course, the second term on the right hand side above vanishes when 
paired with smooth functions /(A), for by the change of variable formula 

8(k(A)) = k(A) (8(A-w)-8(A+w)) 
(1) 

(9.49) 

we have 
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I /(A)8(k(A))dA = - 1 (k(ro)f(ro)-k( -ro)f( -ro))=O, (9.50) 
IRw 2 (J) 

since k(±ro)=O. 
However, as we have just observed, we also need functions /(A) with 

singularities of the type k~) at A= ±ro. These are representable as 

ft(A) 
/(A)= k(A) + ./i(A), (9.51) 

where/1(A) and/2 (A) are smooth functions. For such functions we have 

I j(A)8(k(A))dA = - 1 (ft(ro)-ft( -ro)). (9.52) 
IRw 2 (J) 

In fact, only the first term in (9.51) contributes to the integral. The 
change of variable k=k(A) gives 

J ~~j o(k(A))dA= j ft(k)o(k)dk, 
IRcu - oo 

(9.53) 

withft(k) = /Ji~i~)) and A(k)= Vk2 +ro2 • This function is discontinuous at 

k=O because A(±O)= ±ro and so 

.. I_ 1- - 1 
ft(k)o(k)dk = 2 (ft( +0)+ ft( -0)) = 2ro (ft(ro)-ft( -ro)). (9.54) 

Hence (9.52) provides an accurate definition for the generalized function 
8(k(A)) on the extended space of test functions of the form (9.51). 

The Poisson bracket {loglav(A)I, loglyjl} vanishing for A# ±ro needs a 
similar modification. We start from (9.35) written as 

(9.55) 

and evaluate its real part to obtain 
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j=1, ... ,n. 
The remaining Poisson brackets (9.38)-(9.39) need no modification. 
Thus the non-vanishing Poisson brackets of p(ll), qJ(Il),pj, fJj valid for allll, 

Ill I ~w, are given by 

1 
{p(ll), lfJ(.U)} =o(ll-.u)- k(.u) o*(k(ll)), 

i 
{p(ll), f/i} = k o*(k(ll)) 

1 

and 

Here the generalized function o*(k(ll)) is defined by 

o*(k(ll)) = w2 -ll.u o(k(ll)) 
ll-.u 

(9.57) 

(9.58) 

(9.59) 

(9.60) 

and does not actually depend on .U· In fact, as it follows from (9.52), 
o*(k(ll)) paired with functions f(ll) of the form (9.51) gives 

f f(ll)o*(k(ll))dll = ft(w)+ft( -w). 
m~ 2 

(9.61) 

Observe another distinction from the rapidly decreasing case, connected 
with the presence of a gap in the continuous spectrum of the auxiliary linear 
problem. In a generic situation, p(ll) has a singularity of the type log lk(ll)l as 
A-+ ±w; in this case qJ(±w) are fixed and equal to 0 or 1C in agreement with 
(9.10) and (9.38). If ll=w, or ll= -w, or both are virtual levels, then p(ll) is 
finite at these points, and qJ(Il) by virtue of the involution (9.7) takes the 
values ±f. Besides, the condition (0) is satisfied. These conditions give a 
complete characterization of the image of the phase space .Af'u.9 under the 
mapping ff of Chapter II. 

So the variables p(ll), qJ{Il), Pi> and qj under the restrictions referred to 
above may be thought of as new coordinates on the phase space ..At',;,.9 • 

Let us now verify that the correct Poisson brackets (9.57)-(9.59) eliminate 
the paradox connected with the condition (0). Indeed from relations (9.44), 
(9.57)-(9.59) and the definition (9.61) we find 
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{0, qJ(A)} = I {j;~J.L) {p(J.L), qJ(A)}dJ.L = k~~)- k~~) = 0 
IRW 

(9.62) 

and 

(9.63) 

One can cite quite a few other imaginary paradoxes resulting from the 
naive Poisson brackets (9.40). All of them are resolved by the correct modi­
fication of the Poisson brackets performed above. One example of this kind 
will be discussed below in connection with the higher NS equations. Let us 
give another example. If one computes the bracket {av(A), bv(J.L)} by using 
the dispersion relation (9 .11) and the naive Poisson brackets (9 .40), then the 
result will not agree with (9.29). However, the agreement will be reached by 
using the correct Poisson brackets (9.57)-(9.59). 

To summarize, the final Poisson brackets of the variables p (A), qJ (A), Ph % 
are given by (9.57)-(9.59). The Poisson brackets omitted there vanish identi­
cally. 

The explicit form of the final Poisson brackets does not permit to call 
p(A), qJ(A), Ph qj action-angle variables in the strict sense. So, for instance, 
the discrete spectrum variable qj (generalized angle) does not Poisson com­
mute with the continuous spectrum variable p(A) (generalized action). Be­
sides, the Poisson bracket (9.57) of p(A) and qJ(J.L) has not the canonical 
form. These effects mark the difference from the rapidly decreasing case. 

Nevertheless, the Poisson structure defined by (9.57)-(9.59) is in good 
agreement with the dynamics induced by the local integrals for the NS mod­
el, and in practice is no less convenient than the action-angle variables in 
the rapidly decreasing case. So we shall presently see that all the higher NS 
equations can be explicitly integrated in the new variables p(A), qJ(A), Ph qj. 

However, the complete identification of the algebra of observables on 
the phase space ~.o is much more involved than in the rapidly decreasing 
case in § 7. We will not treat here this sophisticated and cumbersome prob­
lem, but only point out that conditions imposed on the admissible function­
als F must ensure that Hamilton's equations of motion induced with respect 
to the Poisson bracket (9.57)-(9.59) in the variables p(A), qJ(A),pj, qj preserve 
the functional class described above. 

Let us now tum to the Hamiltonian flows generated by the local inte­
grals J1,v· These functionals were defined in § 1.1 0. The trace identities cited 
there allow us to express J1,v in terms of p(A) and Pj· We have 

/+I 
-2- n I 

JI,v= J Aki-z(A)p(A)dA+ (-~~ L(wz-xzpj)z 
lRw j= I 

(9.64) 
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for odd/~ 1 and 

(9.65) 

for even/. 
In § 4 it was shown that the integrals J1.v for I> 1 are admissible func­

tionals in involution on the phase space J?. 9 • They give rise to the higher 
NS equations for the case of finite density, 

olfl -{1 ) ot - /,p, lfl ' 
ol{l = {J -l 
ot /,p, lfl · (9.66) 

Let us verify that in the new variables p(A.), qJ(A.),pj, qj these equations can 
be solved explicitly. 

First let I be odd. The variational derivative 

(9.67) 

is regular at A.= ± w so that the Poisson brackets (9.57)-(9.59) reduce to the 
naive ones (9.40). In the new variables (9.66) becomes 

(9.68) 

(9.69) 

dqj {J l "1k/-2 dt = /,p, qj = -l/1-j j ' j=l, ... ,n, (9.70) 

and is solved in closed form. The solution is conveniently written in terms of 
transition coefficients, 

(9.71) 
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In particular, if 1=3 we recover the familiar expressions (1.10.7) for the NS 
equation. 

If I= 1, the integrand in (9.64) has a singularity of the type k(~) as 

A,_. ±m so that at first glance we are to use the Poisson brackets (9.57)­

(9.59). However, the coefficient of k~A.) equals / 1 (A.) =A. and is an odd func­

tion giving no contribution into (9.61). Hence we have 

(9.72) 

and the equation of motion 

offJ(A.) = {J m(A.)} 
at 1'"'.., 

(9.73) 

has a formal solution, 

- A. 
qJ(A., t) = qJ(A., 0) + k(A.) t. (9.74) 

This solution, however, is singular for A, .... ±m for any t>O and thus leaves 
the class of admissible qJ(A.). In fact, in the case of virtual level qJ(A.) is regu­
lar at A.= ± m and in a generic situation takes the values 0, n. 

We have seen once again that the functional 11,,., = N, the analogue of 
charge in the rapidly decreasing case (see § 1.1), is an inadmissible func­
tional on ~.9· 

Now let I be even. From (9.65) we have 

()) (01 2 
81t.v f 

O(l(A.) = k(A.) + Ut(A.), (9.75) 

where 

i_J 

Ut(A)= l: (!)(!)2m k/-2m-l(A.). 
m-o 

(9.76) 

Hence to write down the equations of motion we must use the Poisson 
brackets (9.57)-(9.59). Then 
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and in a similar manner, 

So for I even, the dynamics of the higher NS equations is given by 

a" (A., t) =a" (A., 0), 
yj(t)=e-;g,<A.)'yi(O); 

b (A. t) = e -ig,<A.>t b (A. 0) " ' " ' ' 
j=l, ... ,n. 
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(9.77) 

(9.78) 

(9.79) 

In particular, for I= 2 the functional J2," coincides with the momentum P 
(see § 1.10). The function g2 (A.) is 

(9.80) 

This expression is in agreement with the interpretation of momentum as a 
generator of translations in the spatial variable x. 

Remark that if for even I the naive Poisson brackets (9.40) were used to 
derive the equations of motion for tp(A.), then the result would be singular 
for A-+ ±w. This would imply that the J1," are inadmissible. However, this is 
not the case, and it is the correct Poisson brackets (9.57)-(9.59) that elimi­
nate the possible contradiction. 

As in the rapidly decreasing case, the expressions (9.64)-(9.65) for the 
motion integrals are interpreted in terms of independent modes labelled by 
the continuous variable A. in IRe ... and by the discrete variable j. However, it 
should be remembered that the variables Q(A.) and Pi describing the additive 
contribution from these modes into the motion integrals are subject to a 
constraint, the condition (0). The constraint can be removed by taking the 
union of the phase spaces ~,9, 

~= u ~.8· (9.81) 
0<9<2n 

But the Poisson structure (9.57)-(9.59) on the space ~ is then degener­
ate. 

It is instructive to consider the energy and momentum of separate 
modes. For that purpose rewrite the expressions for the momentum, P, and 
the energy, Hv=hv• with the replacement 

(9.82) 
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which does not alter the equations of motion and whose meaning will be­
come clear a bit later. We have 

and 

(9.84) 

Here the principle branch of arccosx is taken: for -l<E>x<E>l we have 
0..;;; arccosx <EOn. 

The energy and momentum of a single mode of the continuous spectrum 
with index A, where A is in IRw, are 

E(A)=Ak(A) (9.85) 

and 

P(A)=k(A) (9.86) 

(cf. (9.80)). The momentum P(A) ranges on the whole axis, whereas the 
energy E(A) is positive and vanishes for A= ±w, i.e. when P(A)=O. This is 
the reason why the momentum P was shifted by the constant -{/8. The 
dispersi9n law for continuous spectrum modes is 

(9.87) 

The second terms in (9.83)-(9.84) constitute the contribution from the 
discrete spectrum modes associated with solitons. The energy and momen­
tum of the soliton with indexj are 

(9.88) 

(9.89) 

When Pi varies from - w to w , the momentum of the soliton is monotone 
X X 

increasing and covers the Brillouin zone [- 2n{/, 0]. Thus we have the esti­
mate 
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(9.90) 

The dispersion law for solitons cannot be expressed through elementary 
functions. Still, for Pr-+0 and ~--+-2n{/ we have, respectively, 

(9.91) 

and 

(9.92) 

The first of these formulae coincides asymptotically with (9.87). 
Thus in the finite density case there are two related branches of semi­

classical excitation spectrum. The dispersion law for the first branch is lin­
ear for small momenta. For the second one the linearity holds for momenta 
in the viscinity of the boundary of the Brillouin zone. Such dispersion is 
typical of the so-called gapless, or Bogolyubov, excitations. 

As opposed to the rapidly decreasing case, the dispersion law for the 
continuous spectrum modes is essentially different from that for solitons. It 
should not therefore be expected that the continuous spectrum modes could 
be obtained from solitons by condensation or in some other limit. 

To conclude this section we shall consider soliton dynamics from the Ham­
iltonian viewpoint. The condition (0) leads to a substantial difference from 
the rapidly decreasing case. Namely, although the submanifold FnJJ in the 
phase space ~.o corresponding to n-soliton solutions is invariant under 
the dynamics, it does not inherit the Poisson structure from ~.6• 

In fact, the natural coordinates Pi> fb, j = 1, ... , n, on rn,o given by (9.39) 
are related by 

n 

2 L arccos xpj = O(mod2n) 
j-1 (J) 

(9.93) 

so that the dimension of rn,O is odd. Hence the symplectic structure induced 
by the imbedding of rn,o into ~.o is degenerate and cannot be converted 
into a Poisson structure. 

An alternative way is to ignore the condition (0) and consider the phase 
space ~- However, the Poisson structure on ~ is degenerate and there is 
no associated symplectic form necessary for restricting to soliton submani­
folds. 

As a manifestation of these facts, the naive requirement p(.A) = 0 for all .A 
in lRw is inconsistent with the correct Poisson brackets (9.57)-(9.59). We see 
once again that in this case the discrete and continuous spectrum variables 
cannot be separated from one another in a way consistent with the Poisson 
structure. 



264 Chapter III. The Hamiltonian Formulation 

This discrepancy, however, can be circumvented for all the higher NS 
equations. It will be instructive to consider first the one-soliton solution 

where 

1 +ei8 ev(x-vt-xo> 

IJI(X, t)=(J 1 +ev(x-vt-x0 ) ' 

(} 1 . . (} 
v=Ao= -wcos-

2 ' 
x0 = -logzro, 

v 
V=WSln-

2 

(9.94) 

(9.95) 

(see § 11.8). For fixed 8, associated to this solution is a one-dimensional 
space rl,8 with a free coordinate Xo. Nevertheless, the dynamics generated 
by the NS equation 

xo(t)=xo+vt, v=const, 

may be obtained in a Hamiltonian way from the Hamiltonian 

and the Poisson brackets 

with 

H(l) = _1_ (w2 _ x2p2)3/2 
sol 3X 

(p, q} = 1' 

v 
p =--, q= VXo. 

X 

(9.96) 

(9.97) 

(9.98) 

(9.99) 

Of course, we have to renounce the condition (8) and (} itself is not, formal­
ly, an annihilator. 

Similar arguments apply to n-soliton solutions and the associated sub­
manifold rn,o· In the coordinates Pi• qi introduced in (9.39), the dynamics of 
the NS equation is defined by the Hamiltonian 

(9.100) 

with the canonical Poisson brackets 

(9.101) 
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Moreover, the higher NS dynamics (see (9.71) and (9.79)) is given by the 
Hamiltonians 

I+ I 
( -1)_2_ n I 

T '\' (m 2 _ x2p12) 2 
Jl,sol = , 1 L.. 

,.., j-1 
(9.102) 

for odd I and 

I 

J,,. ~ + ,t, ~. (- l)J:-m-' c:n m'm. p,(m' -•' p]),,' -m 

OJI (I) n xp - - I L arccos _j 

X 2 j-1 OJ 
(9.103) 

for even I. 
For odd I these Hamiltonians result from the local integrals J1,p by set-

ting p(ll) = 0 in (9.64). For even I, one must first substract !!!___ ( 1
112) (}from 

2x 12 
J1,(J in order to make the integrand in (9 .65) smooth at ll = ±OJ, and then set 
p(ll)=O. 

The Poisson brackets (9.101) result from the naive Poisson brackets 
(9.40) by reduction p(ll) = 0. As was noted before, the naive Poisson brackets 
are justified for functionals of the form 

F= J f(/l)p(/l)d/l+l/J(ph ... ,pn), (9.104) 
IRW 

where f(ll) is a smooth function on IR"' including ll = ± m. In that sense the 
choice of the Poisson brackets (9.101) is consistent with the regularization of 
the motion integrals just described. Clearly, the quantity(} formally vanishes 
in the regularization and so is trivially in involution with pj and qj. 

Let us now discuss soliton scattering from the Hamiltonian point of view. 
In § 11.8 it was shown that soliton scattering only shifts the coordinates qj, 

q) +) = q) -) +L1qj, (9.105) 

where 
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1 f)j + o, 1 f)j + o, 
j-1 -cos-- -cos--

LJqj = 2 "\' log OJ ----2- - 2 "\' log OJ ----2-f.t X p,-pj ,!;:;_ 1 X pj-Pt 
(9.106) 

and 

Xp· 
f)j = 2 arccos - 1 , j = 1, ... , n . 

OJ 
(9.107) 

It is assumed that p 1 > p2 > ... > Pn ( cf. the analogous formulae (8.1 0)-(8.13) 
for the rapidly decreasing case). 

However, in contrast to the rapidly decreasing case the soliton scattering 
transformation is no longer canonical with respect to the Poisson bracket 
(9.101). It is best verified for the case of two solitons. We have 

(9.108) 

and the right hand side is not a function of the difference p 1 -p2 only, hence 
there can be no expression of the form 

(9.109) 

The fact that soliton scattering is not canonical with respect to the Pois­
son bracket (9.101) has a natural explanation. The point is that the asymp­
totic variables pj±> =pj and qj±> need not have the Poisson brackets of the 
form (9.101); a correct computation of their Poisson brackets should use 
explicit asymptotic expressions, as It I-+ oo, for solutions of the NS equation 
in the finite density case. The Poisson brackets thus obtained differ from 
(9.101), and relative to these brackets soliton scattering is canonical. We do 
not present the corresponding computations because the description of the 
asymptotic dynamics of all modes in the NS model is a hard computational 
problem which goes out of the scope of this book. 

This completes Part I devoted to the NS model under various boundary 
conditions: quasi-periodic, and, chiefly, rapidly decreasing and finite densi­
ty. We have seen associated with this model the following interesting mathe­
matical entities. 

1. The zero curvature condition generating the equations of motion. 
2. The auxiliary linear problem, with its characteristics and their inter­

pretation in terms of spectral theory and scattering theory. 
3. The inverse problem formulated as the matrix Riemann problem. 
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4. The existence of the r-matrix and fundamental Poisson brackets, and 
their role in constructing the zero curvature representation. 

5. The interpretation of the transition coefficients and discrete spectrum 
of the auxiliary linear problem as canonical variables of action-angle type. 

The description of these entities for both types of boundary conditions 
was sometimes almost identical, but sometimes differed substantially, espe­
cially in this section. Our presentation was intended to make it clear for the 
reader that the structures described above are of fairly general nature and 
will give rise to other interesting nonlinear equations. Part II will demon­
strate it. 

§ 10. Notes and References 

1. An interpretation of the mapping ff as a canonical transformation 
to action-angle variables was suggested for the first time in [ZF 1971] for the 
case of the Korteweg-de Vries equation. Namely, the pull-back of the sym­
plectic form Q under the mapping ff- I given by the inverse SCattering 
problem for the one-dimensional Schrodinger operator was computed, and 
canonical action-angle variables were constructed. An analogous derivation 
for the NS model in the rapidly decreasing case fort:= 1 was performed in 
[T 1973]. 

An alternative programme for computing the Poisson brackets of the 
scattering data for the KdV and NS models was first presented in [ZM 1974] 
(see also the book [ZMNP 1980]). However, the peculiarities of the correct 
Poisson brackets for the NS equation under finite density boundary condi­
tions discussed in § 9 escaped the authors. 

To express symplectic, or Poisson, structure in new variables, the above 
papers made extensive use of the identities for solutions of the auxiliary 
linear problem permitting to explicitly evaluate the occurring integrals. 
These identities say that certain special quartic homogeneous forms of the 
solutions are total derivatives. The very existence of such expressions for 
various models seemed to be a kind of computational miracle. The classical 
r-matrix provides a rational explanation (see note 3). 

2. The notion of the r-matrix first appeared within the quantum version 
of the inverse scattering method in [STF 1979], [S 1979 a], [TF 1979], [F 1980]. 
This work was greatly influenced by the results of R. Baxter on exactly 
solved models in statistical mechani.cs [B 1972] (see also the treatise 
[B 1982]). The notion of the r-matrix in the sense adopted in this text was 
introduced by E. K. Sklyanin [S 1979b] in a paper on the Landau-Lifshitz 
equation (see Part II) as a natural semiclassical limiting case of the quantum 
problem. The fundamental role of the r-matrix in the classical inverse scat­
tering method has become generally acknowledged since (see the reviews 
[KS 1980], [IK 1982], [KS 1982]). 
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The discussion of the NS model in the rapidly decreasing case based on 
the r-matrix approach was given in [S 1980]. 

3. A simple derivation of the global relation (1.20) from the infinitesimal 
one (1.18) in § 1 is a major formal achievement of the r-matrix method. The 
first variant of proving (1.20) reproduces the corresponding quantum deri­
vation (see, for instance, [TF 1979]). The second variant was reported in 
[IK 1981]. The fact that the integrand in (1.38) is a total derivative represents 
in abstract form the identities mentioned in note I. 

4. The role of equations (1.40)-(1.41) in defining the Poisson structure 
was observed in [Be 1980], [KS 1980] and [BD 1982). In analogy to the quan­
tum case, (1.40) is called "the classical unitarily equation", and (1.41) "the 
classical Yang-Baxter equation" or "the classical triangle equation". In the 
quantum case the term "Yang-Baxter equation" was introduced in 
[TF 1979]. Details on the history of these names can be found in the review 
paper [KS 1980]. The fundamental role played by the solutions of (1.40)­
(1.41) in the construction of integrable systems will be clarified in Part II. 

5. The Liouville-Arnold theorem and, generally, Hamiltonian mechanics 
of systems with finitely many degrees of freedom can be found in the text­
books by V. I. Arnold [A 1974], B. A. Dubrovin, S. P. Novikov, A. T. Fomen­
ko [DNF 1979] and L. D. Landau, E. M. Lifshitz [LL 1965]. The first book 
makes use of symplectic structure whereas the other two prefer the Poisson 
structure. 

6. The quasi-periodic case of the NS model requires a special treatment 
based on studying the behaviour of solutions of the auxiliary linear problem 
on the Riemann surface r of the function 

(10.1) 

Here En are the boundary points of the gaps in the spectrum of the corre­
sponding operator .2" which are determined by 

(10.2) 

If there are finitely many gaps, then (1 0.1) defines a hyperelliptic curve; the 
functions lfi(X), lji(x) appearing in the associated auxiliary linear problem 
are called finite-gap solutions. They have explicit expressions in terms of the 
Riemann theta-functions of the curve r. As an alternative, finite-gap func­
tions can be defined as stationary (i.e. t-independent) solutions of the 
higher NS equations 

(10.3) 
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These are commonly called Novikov's equations. 
The class of finite-gap initial data is invariant with respect to the NS 

dynamics which becomes linear on the Jacobi torus (Jacobian) of the curve 
r. Finite-gap functions lf!(x), lji(x) are dense in the space of all quasi-peri­
odic functions. As L-+ oo, finite-gap solutions of the NS equation turn into 
soliton solutions. 

The theory of finite-gap solutions of nonlinear evolution equations (in 
one spatial variable) originates from the work of S. P. Novikov [N 1974]. As 
a theory of finite-gap integration it was formulated by B. A. Oubrovin and 
S. P. Novikov [ON 1974], A. R. Its and V. B. Matveev [IM 1975], P. Lax 
[L 1975], H. McKean and P. van Moerbeke [MKM 1975], and V. A. Mar­
chenko [M 1974]; all these papers dealt with the KdV equation. An al­
gebraic-geometrical approach to the integration of nonlinear evolution 
equations in two spatial variables based on the so-called Baker-Akhiezer 
function was developed by I. M. Krichever in [K 1977]. This approach 
proved to be quite fruitful also for equations in one spatial variable. The 
present state of the finite-gap integration theory is reviewed in [OMN 1976], 
[K 1977], [0 1981], and in the books [M 1977], [ZMNP 1980], [L 1984]. 

Explicit formulae for the finite-gap solutions of the NS equation were 
first obtained in [I 1976], [IK 1976], [Ko 1976]. 

The canonical action-angle variables for the KdV equation in the peri­
odic case were constructed in [FM 1976], [VN 1982]. The variables of action 
type are given by the A-periods of the 1-form PL(A)dA. on r, and the conju­
gate angle variables are the linear coordinates on the Jacobian. The latter 
fact accounts for the small efficiency of this construction in the general case 
of infinitely many gaps discussed in [MKT 1976] and [L 1981]. The NS 
model is treated in [ON 1982] (as compared to the KdV equation, the ques­
tion of reality is non-trivial here, see also [N 1984]). 

The manifold of finite-gap functions lf!(x), lji(x) has another natural 
Poisson structure provided by the calculus of variations. For the case of the 
KdV equation it was first introduced by S. P. Novikov [N 1974]. The con­
struction of the action-angle variables for these Poisson brackets and the 
relationship with the original Poisson brackets for KdV and NS are dis­
cussed in [GO 1975], [BN 1976], [Bo 1976], [GO 1979], [A 1981], [VN 1982], 
[ON 1982]. The analysis of Poisson structures on the manifold of finite-gap 
solutions has led to a general concept of algebraic-geometrical (or analytic) 
Poisson brackets in the theory of finite-dimensional integrable systems 
[VN 1984]. 

We have deliberately given here a large number of references to original 
and review papers on integrable models with periodic boundary conditions 
so that the reader could have guidelines in this domain, which otherwise 
remains practically untouched in the main text. 

7. The derivation of the zero curvature representation from the r-matrix 
formulation of the Poisson brackets in the rapidly decreasing case of the NS 
model is given in [S 1980]. Our exposition follows [TF 1982]. 
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I ..... 
8. The notion of the A-operator for the one-dimensional Schrodinger 

equation 

(10.4) 

has a long history. Thus, the third order differential operator 

1 d3 d 1 du(x) 
A=-- -+u(x)-+- --

4dx3 dx 2 dx 
(10.5) 

satisfying 

(10.6) 

for any two solutions of (10.4) was already known to Hermite [H 1912]. 
Within the inverse scattering formalism for the KdV equation, the oper­

ator A was first used in [GGKM 1974], [IM 1975] and [MKM 1975] where a 
compact formulation of the higher KdV equations 

(10.7) 

with u0 (x)= 1, was established (compare (10.7) with (5.28)). 
For the NS model in the rapidly decreasing case the operator A was first 

defined in [AKNS 1974] by the requirement that the squared Jost solutions 
of the auxiliary linear problem be its eigenfunctions. More precisely, we 
have 

AF(x, A)=AF(x, A), (10.8) 

where 

F(x A)= ( 0 ft(x,A)) 
' fHx,A) 0 ' 

(10.9) 

and j1,2(x, A) are the components of the columns of the Jost solutions 
T ± (x, A). The expansion theorem with respect to the functions F(x, A) was 
proved in [K 1976], [GK 1980a] and [GK 1980b]. 

For the general first order linear differential operator with matrix coeffi­
cients, the A-operator was defined in [Ne 1978]. The operator A also ap­
peared in [CD 1976], [CD 1977] as a means for compact formulation of non­
linear evolution equations. The latter papers contain a generalization of the 
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A-operator for the product of solutions of two different auxiliary prob­
lems. 

9. In [M 1978] it was shown that for the KdV and NS equations there 
exists a second Hamiltonian structure. The A -operator was used there to 
construct in the rapidly decreasing case an infinite sequence of Hamiltonian 
vector fields in involution with respect to both structures. 

In [KR 1978] the result was analyzed from the inverse scattering point of 
view. For the KdV and NS equations, the paper presented a hierarchy of 
symplectic structures generated by the A-operator by showing that in terms 
of the canonical action-angle variables the action of the A-operator reduces 
to multiplication by the spectral parameter A,. 

In the review paper [K 1980] the operator A with its Hamiltonian inter­
pretation was reported for other integrable nonlinear equations. 

We should also mention the investigation of the abstract Hamiltonian 
formulation for a pair of compatible Poisson brackets in [GD 1980], 
[GD 1981]. It was shown that two Poisson brackets are compatible if and 
only if their Jacobi operators have zero Nijenhuis bracket, well known in 
differential geometry. In this case the associated A-operator, which is the 
ratio of the Jacobi operators, gives rise to a whole hierarchy of Poisson 
structures (see Chapter IV of Part II). 

10. The method for computing the Poisson brackets of transition coeffi­
cients outlined in §§ 6, 9 is one of the methodological achievements of the 
r-matrix approach. It is based on the expression (1.20) for the Poisson 
brackets of the transition matrix T(x,y,A.), which does not depend on the 
boundary conditions. The latter are only important in the limit as 
x,y ...... ± oo, and manifest themselves in the matrix factors E(y, A.) of 
T(x,y,A.) which are to be reduced out. 

This kind of computation was done for the first time in [F 1980] for the 
quantum NS model and applied to the classical model in [S 1980]. 

Observe the fundamental role of the Poisson bracket (6.22) for the tran­
sition coefficients. Namely, write it as 

X 
{loga(A.), b(p)} =-1 b(p) 

/1,-jl 
(10.10) 

and expand both sides in inverse powers of A.. Since~ loga(A.) is the gen-
erating function for the local integrals /,., we have 1 

(10.11) 

These formulae determine the time dynamics of b(p) with respect to the 
higher NS equations: for the n-th NS equation 
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ob at (f.l) ={In, b(f.l)} (10.12) 

from (10.11) we find 

(10.13) 

This observation underlies the extension of the inverse scattering 
method to the quantum situation in [SF 1978]. 

11. Relations (7 .45)-(7 .46) used in § 7 were proved in § 11.2 only when 
1/f(X), rjf(x) lie in L1 (-co, co). Nevertheless, it is not hard to see that if lf/(X), 
rjf(x) are Schwartz functions, the limiting values in these formulae are taken 
in the sense of Schwartz. 

12. Canonical variables of action-angle type for the NS model in the 
rapidly decreasing case were defined in [T 1973] for 6= 1 and in [ZM 1974] 
fore= ±1. 

13. As was noticed in § 7, the description of the image of the algebra of 
observables on the phase space 1o under the mapping .2T is a difficult 
problem even in the simplest case e = 1. Perhaps, it is too restrictive to con­
sider only real-analytic functionals (with variational derivatives in Schwartz 
space). Alternative conditions on admissible functionals could be provided 
by a suitable extension to functionals F( 1/f, rjf) of the definition of a Schwartz 
function. A rigorous study of this question is an interesting problem of glo­
bal analysis. 

14. Obviously, the phase space .Ati) is connected. On the other hand, if 
e= -1, a domain in .At(; defined by the condition (A)- the submanifold 1o 
breakes up into components 

1o= U ~n (10.14) 
n-0 

and hence is disconnected. The point is that the condition (A) forbids the 
zeros A,i to reach the real axis or to acquire multiplicity. The intersection in 
.At(; of the reasonably completed ~n would correspond precisely to real or 
multiple zeros. To construct a suitable global topology on .At(; and, in parti­
cular, to define correctly the "sheets" ~n is an unsolved and, as we believe, 
fairly interesting problem. 

Nevertheless, we point out again that 1o is open and dense in 1o and 
quite suffices for describing the dynamics of the NS model. In particular, 
multiple and real zeros for soliton solutions can be obtained by taking an 
appropriate limit of the explicit formulae. 

15. At the end of§ 7 we discussed how the hierarchy of Poisson struc­
tures on the algebra of observables can be expressed in the coordinates 
p(A.), tp(A.); Pi• tpi>Pi> qi. This can also be done directly, using property (10.8) 
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of the operator A. For the KdV and NS models the corresponding computa­
tion (in terms of symplectic, rather than Poisson, structure) was performed 
in [KR 1978]. 

16. The Hamiltonian interpretation of soliton scattering in the rapidly 
decreasing case presented in § 8 was first proposed in [KMF 1976] and 
applied to semiclassical quantization. In particular, the expression 
exp i K (ph ... , Pn; Ph ... , Pn) is the semiclassical approximation for the n­
soliton quantum scattering matrix. 

17. It is highly desirable to develope a matrix analogue of the method of 
condensation of zeros outlined in § 8 for the scalar Riemann problem. More 
precisely, we would like to obtain the solution of the regular Riemann prob­
lem (see§§ 11.1-11.2) with matrix G(A-) of the form 

G(A-)= (-~(A-) -b(A-)) 
1 ' 

(10.15) 

as a limit, as n-+ oo, of the solutions of the trivial Riemann problem with n 

zeros. The difficult problem is to define condensation of the projection 
operators ~ involved in the corresponding Blaschke-Potapov factors. 

A solution of this problem would enable us to determine the asymptotic 
behaviour of the general solution 1/f(X, t) of the NS equation as t-+ ± oo by 
condensing the explicit formulae for the n-soliton case of § 11.5. 

18. The naive Poisson brackets for the NS model in the case of finite 
density were derived in [ZM 1974] and [KMF 1976]. The construction of 
correct Poisson brackets is also important for the KdV equation (see 
[FT 1985]) and for the Toda model (see Part II). In general, such a modifi­
cation of the Poisson brackets arises whenever the continuous spectrum of 
the auxiliary linear problem does not cover the whole axis (i.e., there is a 
gap). 

19. The correct Poisson brackets (9.57)-(9.59) may be interpreted as the 
Poisson-Dirac brackets induced by the naive Poisson brackets (9.40) under 
the constraints 

O=c~> cp(w)+cp( -w)=c2 , (1 0.16) 

with ch c2 arbitrary constants. 
Recall the definition of these brackets for systems with finitely many 

degrees of freedom described by .canonical coordinates pj, qh 

(10.17) 

with the constraints 

(/)k(p,q)=ck; k=1, ... ,m, m<n. (10.18) 
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If the matrix M of the Poisson brackets is non-degenerate, 

(10.19) 

the Poisson-Dirac brackets are given by 

m 

{f,g}*={f,g}+ L {f,lP;}Mii(g,lPj}, (10.20) 
i,j=l 

where the Mii are the matrix elements of the matrix inverse to M (see 
[D 1964]). 

The Poisson brackets (9.57)-(9.59) result from a formal extension of 
(10.20) to the infinite-dimensional situation. 

20. The problem of identifying the algebra of observables and the topo­
logy of the phase space ~.9 in the coordinates Q(A), qJ(A),pi, (/j is still more 
complicated than in the rapidly decreasing case and has not been discussed 
in the literature. 

21. The interpretation of the excitation spectrum branches for the case 
of finite density was first suggested in [KMF 1976]. The momentum shift 
P-+Pv=P-Q2 0 used in the text was also introduced in that paper. 
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Part Two 
General Theory of Integrable Evolution 

Equations 

The inverse scattering method outlined in Part I for the NS model would 
not be worth much attention if it had no other applications. It is well 
known, however, that the NS model is by no means an exception: applica­
tions of the inverse scattering method are numerous and far from ex­
hausted. 

The present Part II treats several other typical examples, which will al­
low us in the end to form a general view of the applicability of the method. 
Naturally, these models are discussed in lesser detail since the basic notions 
and techniques of the inverse scattering method have already been intro­
duced and worked out for the case of the NS model. 



Chapter I 
Basic Examples and Their General Properties 

In this chapter we shall give a list of typical examples and establish their 
general properties: the zero curvature representation and the Hamiltonian 
formulation. Then, motivated by these examples, we shall outline a general 
scheme for constructing integrable equations and their solutions based on 
the matrix Riemann problem. A detailed study of the most important mod­
els and the Hamiltonian interpretation of the general scheme will be pre­
sented in the following chapters. The examples to be considered fall into 
two classes: dynamical systems generated by partial differential evolution 
equations (continuous models), and evolution systems of difference type 
(lattice models). 

§ 1. Formulation of the Basic Continuous Models 

We shall now proceed directly to the examples and exhibit the corre­
sponding phase spaces (sets of dynamical variables), the equations of mo­
tion, and their interpretation as the zero curvature conditions. 

1. The continuous isotropic Heisenberg ferromagnet model (HM model) 

The phase space of the model consists of vector-valued functions 
S(x)=(SJ(x),S2(x),S3{x)) with values in the unit sphere S 2 in IR3, 

3 

S2(x)= L S~(x)= 1, (1.1) 
a-1 

satisfying certain boundary conditions (see below). The equations of motion 
are 

(1.2) 
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where A indicates the wedge (vector) product in IR3• Clearly, the constraint 
(1.1) is preserved by these equations. The model is 0(3)-invariant: if S(x, t) 
is a solution of the equations of motion, and R is an arbitrary orthogonal 
matrix in IR3 which does not depend on x and t, then RS(x, t) is also a 
solution. 

Typical boundary conditions are 
a) the periodic boundary conditions 

(1.3) 

b) the rapidly decreasing boundary conditions 

lim S(x)=So, (1.4) 
lxl-oo 

where in view of the 0(3)-invariance there is no loss of generality in fixing 
the constant vector S0 to be 

S0 =(0, 0, 1). (1.5) 

It is also assumed that the limiting values are approached sufficiently fast, 
for instance, in the sense of Schwartz. 

More general boundary conditions are the quasi-periodicity conditions 

S(x+2L)=RS(x), (1.6) 

where the matrix R is fixed and lies in the group 0(3), and their limiting 
case, as L-+ oo (the analogue of the finite density conditions). However, 
these will not be discussed here. 

The above model occurs in solid state physics and describes the classical 
spin S distributed along the line, i.e. the one-dimensional continuous mag­
net. 

The Poisson structure on phase space is given by the Poisson brackets 

(1.7) 

where Sa, a= 1, 2, 3, are the components of the vectorS, and Babe is a totally 
skew-symmetric rank 3 tensor, e123 = 1. From the Lie-group point of view, 
the Poisson bracket (1.7) is a restriction of the general Lie-Poisson bracket 
associated with the so-called current group, the group of matrix-valued 
functions g(x) with values in 0(3), to the symplectic orbit defined by (1.1). 
Of course, the non-degeneracy of this Poisson structure can be verified di­
rectly by using (1.1), without recourse to the general theory. 

The HM equation can be written in Hamiltonian form 
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as= {H S} at ' ' (1.8) 

where 

1 (as)z 
H = 2 J ox dx, (1.9) 

the integral being taken over the fundamental domain for the boundary con­
ditions of type a) or over the whole real line for the case b). 

Other physically interesting integrals of the motion are the momentum -
the generator of the x-translations 

(1.10) 

and the total spin in the case of the periodic boundary conditions, 

L 

M= J S(x)dx. (1.11) 
-L 

The components, Ma, of the total spin induce a Hamiltonian action of the 
Lie algebra of the group 0(3), their Poisson brackets being 

(1.12) 

(cf. (1.7)). 
In the rapidly decreasing case only the regularized third spin component 

survives as an observable, 

(1.13) 

The quantities M1 and M2, though formally defined, are inadmissible func­
tionals since the corresponding Hamiltonian flows do not respect the 
boundary conditions (1.4)-(1.5). 

The expression for the momentum (1.10) has a geometrical meaning 
which will be discussed at the end of the section. It will then become clear 
that in the periodic case the momentum is 0(3)-invariant, which is not ob­
vious from (1.10). 

Equation (1.2) is representable as the zero curvature condition for the 
connection ( U(x, t, A.), V(x, t, A.)) of the form 
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Here 

A 
U(A) = -S 

2i ' 
iA 2 A oS 

V(A)=-S+- -S. 
2 2 ox 

3 

S=S·a= L Saaa 
a=l 

is a traceless Hermitian matrix satisfying 

(1.14) 

(1.15) 

(1.16) 

(see (1.1)), and the aa's are the Pauli matrices. In fact, the zero curvature 
condition 

(1.17) 

together with (1.16) is equivalent to 

-~s_t = ;; [ s, ~:~], (1.18) 

which in tum is equivalent to the original HM equation. 
Notice that the equivalence of (1.14), (1.17) and (1.18) relies solely on 

(1.16) and so remains true for matrices S(x, t) of any dimension. 

2. The sine-Gordon model (SG model) 

The equation of motion is 

(1.19) 

with <p(x, t) a real-valued function and p, m some positive parameters. The 

functions <p(x, t) and <p(x, t) + 2; are regarded as equivalent. 

Typical boundary conditions for the initial data 

<p(x) = <p(x, t) lt=O, 0(/J I n(x) = - (x, t) 
0 ( I =0 

(1.20) 

are as follows: 
a) the periodic boundary conditions 
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qJ(x+2L)= q1(x) (mod 2;), n(x+2L)=n(x); (1.21) 

b) the rapidly decreasing boundary conditions 

lim q1(x) = 0 (mod 2pn), lim n(x) = 0. 
lxi-CX) lxl-oo 

(1.22) 

Here the boundary values must be approached sufficiently fast, e. g. in the 
sense of Schwartz. 

From the physical point of view, (1.19) provides a model of relativistic 
field theory in two space-time dimensions. The parameters m and p play the 
role of mass and coupling constant, respectively. The massive real scalar 
field q1(x, t) carries an important characteristic, the topological charge 

p J olp Q=- -dx, 
2n ox 

(1.23) 

where integration goes over the fundamental domain in the case a) and over 
the whole line in the case b). This quantity is conserved due to the boundary 
conditions, and is an integer. Mathematically, Q is the winding number (de­
gree) of the function x(x) = exp liPIP(x)J. 

The phase space of the model consists of initial data given by pairs of 

functions (n(x), q1(x)) with q1(x) regarded mod 2;, satisfying the boundary 

conditions a) or b). The Poisson structure is defined by the Poisson brackets 

{lp(x), lp(y)J = {n(x), n(y)J =0, {n(x), lp(y)J =O(x-y) (1.24) 

and is obviously non-degenerate. Equation (1.19) can be written in Hamil­
tonian form 

olp - {H } ot - '1P ' 
on 
- = {H n} ot ' (1.25) 

with the Hamiltonian 

( 1 1 (oq1)2 m2 
) H= J -n2 +- - +-(1-cosPIP) dx 

2 2 ox P2 ' 
(1.26) 

where the domain of integration depends on the boundary conditions. The 
Hamiltonian H, the momentum P, 
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and the boost generator K, 

P=- J n o<p dx ox (1.27) 

(1.28) 

induce a Hamiltonian action of the Lie algebra of the Poincare group of 
two-dimensional space-time. Their Poisson brackets are 

{H,P}=O, {H,K}=P, {K,P}= -H. (1.29) 

Equations (1.19) are representable as the zero curvature condition for 
the connection ( U(x, t, A.), V(x, t, A.)) of the form 

/3 o<p kl . f3<p ko f3<p 
V(A.) = - - a3 + - sm - a1 + - cos - a2 

4i ox i 2 i 2 ' 

with O'a being, as usual, the Pauli matrices and 

The covariant derivatives XJ.L, J.l = 0, 1, where 

a 
Xo=-- V, 

8x0 
Xo=t, X 1=X, 

(1.30) 

(1.31) 

(1.32) 

(1.33) 

are manifestly Lorentz-invariant. To show this observe that n = o<p and 
oXo 

2 

combine k0, k1 into a Lorentz vector of length ; : e = kJ.L kJ.L = k~- kf = : , 

and also consider the dual vector kJ.L =BJ.Lvkv with components k~. k0 • 

3. The Landau-Lifshitz model of continuous anisotropic magnet (LL model) 

The phase space is the same as in our first example, the isotropic mag­
net. Consider the Hamiltonian 
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(1.34) 

where J(S) is the quadratic form of a constant matrix J which without loss 
of generality can be assumed to be diagonal, so that 

(1.35) 

(In the rapidly decreasing case, the integrand in (1.34) must be modified by 
substracting -J(S0).) 

Then Hamilton's equations of motion are 

(1.36) 

and describe the anisotropic magnet. In solid state physics equation (1.36) is 
called the Landau-Lifshitz equation. 

In the generic situation 11 < 12 < J 3, the zero curvature representation for 
the LL model is given by the matrices 

1 3 

U(x, t, A-) = f L Ua(A-)Saaa, 

where 

and 

with 

1 
u1(A-)=.Q sn(A-, k)' 

a-1 

(A-)_ dn(A-, k) 
Uz -.9 sn(A-, k) ' 

(1.37) 

(1.38) 

(A)_ cn(A-, k) 
u3 - .9 -sn-(-A-,-k-) (1.39) 

(1.40) 

(1.41) 
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Here sn(.A, k), cn(.A, k), and dn(.A, k) are the Jacobi elliptic functions of 
modulus k. 

The functions ua(A) are subject to quadratic relations 

(1.42) 

defining an elliptic curve; the spectral parameter .A plays the role of a uni­
formization variable. Observe that (1.39)-(1.40) is just one of the many pos­
sible parametrizations of (1.42). To derive (1.36) from the zero curvature 
condition it is enough to use only (1.41)-(1.42). 

Later we shall see that the LL model is in a certain sense universal, so 
that all the above models can be obtained as its various limiting cases. 

All the models discussed so far admit a zero curvature representation 
with 2 x 2 matrices U(x, t, .A) and V(x, t, .A). In a different way, the corre­
sponding vector bundle (see § 1.2 of Part I) has the space <C2 as its fibre. The 
latter is commonly referred to as an auxiliary space since it determines the 
matrix form of the auxiliary linear problem. 

The inverse scattering method is not in fact restricted to two-dimensional 
auxiliary spaces. There are several physically interesting models that exploit 
auxiliary spaces of higher dimensions. Let us give an illustrative example. 

4. The vector nonlinear Schrodinger model (vector NS model) 

The dynamical variables are complex vector-valued functions 'l'a(x), 
ifia(x), a= 1, ... , n, describing a charged field with n colours. The equations 
of motion are an immediate extension of the ordinary NS equation, 

. a'l'a a2'1'a 2 ~ I 12 
l - = - --2 + X LJ 1/fb 1/fa • 

at ax b-1 
(1.43) 

The Poisson structure on phase space in given by the Poisson brackets 

{1/fa(X), 1/fb(y)} = {ifia(X), ljib(y)} =0, 

{'l'a(X), ljib(y)} =i8ab8(x-y); a, b= 1, ... , n. 
(1.44) 

The Hamiltonian of the model is 

(1.45) 

where integration takes account of the boundary conditions which extend 
those for the ordinary NS model. 
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The system of equations (1.43) has a natural U(n)-invariance, so that the 
quasi-periodic boundary conditions have the form 

lf/(X+ 2L)= lf/(X) U, (1.46) 

where lfi(X) is a row-vector with components lf!a(x), a= 1, ... , n, and U is a 
constant unitary matrix in <C". 

The matrices U(x, t, A.) and V(x, t, A.) in the zero curvature representation 
for the vector NS model are 

(1.47) 

(compare with the ordinary NS model in § 1.2, Part I) where, in the block 
notation, 

and 

Vo = i{i ({i If/+ If/ 

alfl 
ax 

U1=~diag(1, ... , 1, -1) 
21 ______. 

(1.48) 

n 

alfl+ ) ---
ax 

-Vi If/If/+ ' 

(1.49) 

Here the column-vector If/+ (x) is Hermitian conjugate to the row-vector 
lfi(X), and <D indicates a zero block of dimension n x n. 

These formulae can be extended to other cases, for instance, when lfl(x) 
is a n 1 x n2 matrix. The most general situation is formulated in terms of ho­
mogeneous spaces for compact Lie groups. 

The above example only serves to illustrate the significance of multi­
dimensional auxiliary spaces. The analysis of the auxiliary linear problem 
for systems of general type of dimension greater than 2 is much more com­
plicated that for two-dimensional systems, and will not be our concern 
here. 

This concludes our list of basic continuous models. 
We close this section with a general comment on observables such as the 

momentum P which is the generator of translations in the spatial variable x, 
i.e. 

{P, q>(x)} = : (x) (1.50) 
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for any local observable qJ(x). We will show that P can be expressed in terms 
of the 2-form Q that defines the symplectic structure. 

Let M be a manifold of dimension n with symplectic form ro. Consider 
the phase space 1 consisting of functions u(x) with values in M satisfying 
the periodic or rapidly decreasing boundary conditions. There is a natural 
Poisson structure on 1 which in local coordinates ua(x), a= 1, ... , n, is 
given by the Poisson brackets 

{ua(x), ub(y)} =1Jab(u(x))o(x-y); a, b= 1, ... , n, (1.51) 

where the 1Jab are the coefficients of the Jacobi matrix, 1], of the Poisson 
structure on M. The associated symplectic form Q is 

Q(u)= I ro(u(x))dx, (1.52) 

where 

ro(u(x))=- L 1]ab(u(x))dua(x) A dub(x). (1.53) 
l<;a<b<;n 

Here integration takes account of the boundary conditions, 17ab are the en­
tries of the matrix inverse to 1], 

n 

L ifc 1Jcb =Dab • (1.54) 
c-1 

Since ro is closed, we have (at least locally in a fixed coordinate patch 
onM) 

ro=dO, (1.55) 

so that the 1-form () is (locally) a primitive form for the 2-form ro, () = d- 1 ro. 
Hence, in the same coordinates on 1, there is a primitive form, e, for Q, 

n 

<9(u)= I O(u(x))dx, O(u(x))= L oa(u(x))dua(x) (1.56) 
a=l 

and 

(1.57) 
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The form e is invariant under the x-translations. According to the gen­
eral recipes of Hamiltonian mechanics, the momentum P as a generator of 

the x-translations results from applying e to the tangent vector du ; in lo-
cal coordinates dx 

n 

P(u)=- L I oa(u(x)) du~;x) dx. 
a~l 

(1.58) 

It is easy to verify (1.50) for the functional P thus defined, when 
<p(x)=ua(x), directly by using (1.51), (1.54), and (1.57). 

In view of the boundary conditions, the functions ua(x), a= 1, ... , n, give 
rise to a closed path on M, the one-dimensional cycle y, so that (1.58) can be 
written as 

P=- J 0. (1.59) 
y 

This relation may be reexpressed in terms of symplectic form w alone by 
means of the Stokes formula. More precisely, let Br be a film with boundary 
y contained in the same patch on M. Then 

(1.60) 

Let us show that the above construction provides the desired expressions 
for the momentum in the previous examples. This is elementary for the NS 
and SG models since w is exact, w =dO, with 

(1.61) 

It then remains to compare the general formula (1.58) with (1.1.26) of Part I 
and (1.27). 

For the HM and LL models the verification is more instructive. Namely, 
in this case w coincides with the standard area form on S 2 normalized by 

J w=4n. (1.62) 
sz 

As opposed to the previous cases, w is not exact and hence the primitive 
form, 0=d- 1w, exists only locally. It is not hard to see that (1.59) gives the 
same as (1.10) if the coordinate patch on S 2 is chosen to be S 2\{(0, 0, -1)}, 
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and the variables S1 and S2 are taken for local coordinates. In fact, with 
these coordinates, 

O= S2dS1-S1dS2 
1+S3 ' 

(1.63) 

where S3 = v'1-Si-S~. 
In local coordinates on a different patch we would get a different expres­

sion for the momentum. However, in simply connected patches these ex­
pressions differ by an integral multiple of 4n, the total area of S 2• Indeed, 
(1.60) implies that the ambiguity in the momentum functional stems from 
the ambiguity in the choice of the film Br. For different films, however, the 
values of P differ by an integral multiple of the period I w of w, which is 
equal to 4n. So in our case (1.60) finally becomes s> 

P=- I w(mod4n). (1.64) 
By 

This expression makes it obvious that, under the periodic boundary condi­
tions, the momentum is 0(3)-invariant (mod4n), as was claimed earlier. 

Another important example of a multivalued functional will be encoun­
tered in § 5 in connection with other models. 

§ 2. Examples of Lattice Models 

In the preceding section we were dealing with partial differential evolu­
tion equations where the one-dimensional spatial variable x varies contin­
uously on the circle (a finite interval with the ends identified), or on the 
whole real axis. In applications, however, an important part is also played 
by lattice models where the spatial variable takes on discrete (for instance, 
integral) values. These may arise as an artificial finite difference approxima­
tion for differential equations, or else may serve as a natural model for, say, 
crystal lattice oscillations in solid state physics. For a finite lattice, which is 
the analogue of the circle for continuous models, the evolution system has 
finitely many degrees of freedom and actually belongs to classical mechan­
ics. 

We shall therefore assume that the "discretized" spatial variable n takes 
integral values and ranges over either the set of all integers, 'lL, (the analogue 
of the real axis) or its finite subset. For the most part we shall deal with an 
analogue of the circle, n = 1, ... , N; N + 1 = 1, i.e. with the periodic lattice 
'lLN ='ILl N'lL. As before, the time variable tis continuous and ranges over the 
real line. 
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The zero curvature condition has a natural extension to the case of lat­
tice models. The base of the fibre bundle is the discretized space-time 
7L x IR 1 or 7L N x IR 1, and the fibre is the auxiliary space <CM. The covariant 

derivative X1 = !___ - U(x, t, ll) (or rather the infinitely small parallel trans-ax 
port in spatial direction, .Qn = exp J U (x, t, ll) dx; see (1.2.14), Part I) is re-

L1., 

placed by the matrix Ln(t, ll) defining the transport from site n to site n + 1. 
Parallel transport in temporal direction is given, as before, by the covariant 

derivative i_- V(x, t, ll). The equations for the vector Fn(t, ll) to be covar-ot 
iantly constant given by formulae (1.2.1)-(1.2.2) of Part I become 

(2.1) 

(2.2) 

The compatibility condition for the system, 

(2.3) 

is a zero curvature condition relative to the elementary closed path in the base 
space with vertices in (n, t), (n+ 1, t), (n+ 1, t+dt), and (n, t+dt). Of course, 
(2.3) implies that parallel transport around any closed path is the identity. 
Thus (2.3) and (2.1 )-(2.2) will be called respectively the zero curvature condi­
tion and the zero curvature representation for lattice models. Equation (2.1) 
will play the role of the auxiliary linear problem. 

After this general introduction we shall consider a list of basic exam­
ples. 

The most popular model with numerous applications is 

1. The Toda model 

The equations of motion have the form 

(2.4) 

where the real variables qn have the meaning of coordinates of classical par­
ticles with one degree of freedom. Typical boundary conditions are as fol­
lows. 

a) Free end conditions: 1.e;; n <e;; N, 
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qo= -qN+I = + 00, 

b) Quasi-periodic boundary conditions 

where c is an arbitrary real constant which does not depend on t. 
c) Rapidly decreasing boundary conditions 

lim qn = 0, lim qn = c, 
n--co n-+oo 

where the limiting values are approached sufficiently fast. 

(2.5) 

(2.6) 

(2.7) 

Actually, conditions c) are rather the analogues of the finite density 
boundary conditions for the NS model (see Part I,§ 1.1). Yet, we call them 
rapidly decreasing because the differences qn- qn _ 1 occurring in the equa­
tions of motion decrease rapidly as In I-+ oo. 

We shall be mostly interested in the boundary conditions b) and c). 
The equations of motion of the Toda model are Newton's equations 

(2.8) 

for a system of N one-dimensional particles with the potential 

(2.9) 
n 

where summation takes account of the boundary conditions, so that the case 
of N = oo is also included. These are therefore Hamilton's equations with 
the Hamiltonian 

(2.10) 
n 

on the usual phase space with coordinates Pn, qn and the Poisson structure 

(2.11) 

The Toda equations allow a zero curvature representation (2.1)-(2.2) 
with matrices Ln(t,A.) and Vn(t,A.) given by 

(2.12) 
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A detailed study of this important model will be carried out in Chap­
ter III. 

2. The Volterra model 

The phase space of the model is composed of positive variables un. The 
equations of motion are 

(2.13) 

They were first derived to describe the population evolution in a hierarchi­
cal system of competing individuals, but also have other applications. Typi­
cally one considers the periodic, 

Un+N=Un, (2.14) 

or the rapidly decreasing boundary conditions 

(2.15) 

The equations of motion (2.13) can be written in Hamiltonian form 

dun 
dt = {H, Un} (2.16) 

with the Hamiltonian 

H= L;logun, (2.17) 
n 

where summation takes account of the boundary conditions. The Poisson 
structure is defined by the following Poisson brackets 

(2.18) 

Notice that (2.18) has a far less familiar appearance than, say, (2.11). 
Nevertheless, it really defines a Poisson bracket; the verification of the Ja­
cobi identity, though tiresome, is elementary. 
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The equations of motion (2.13) allow a zero curvature representation 
with matrices Ln(t,A) and Vn(t,A) given by 

Un) 
0 ' 

(2.19) 

We shall not elaborate this model any further leaving it as an instructive 
illustration with an interesting Poisson structure. 

3. The lattice isotropic Heisenberg magnet model (LHM model) 

Here the spin variables Sn = (S!, s~. S~). s~ = s2' are defined on a one­
dimensional lattice (chain). This kind of model is physically more natural 
than the continuous model of § 1. The variables Sn under the periodic, 

(2.20) 

or the rapidly decreasing, 

lim Sn=sSo, (2.21) 
lnl-co 

boundary conditions make up the phase space of the model with the Pois­
son structure defined by the following Poisson brackets 

(2.22) 

a, b, c= 1, 2, 3 (cf. (1.7)). An integrable model is associated with the Hamil­
tonian 

(2.23) 

which leads to the equations of motion 

(2.24) 

The latter admit a zero curvature representation with matrices Ln (t, A) 
and Vn (t, A) given by 
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(2.25) 

ltv~+> ltv~-> 

Vn(lt) = 2i+slt + 2i-slt' (2.26) 

where 

(±)= (t + Sn) (t + Sn-1) Vn an - - ' s s 
(2.27) 

and 
3 

Sn=Sn·U= L S~aa. (2.28) 
a-1 

In fact, the right hand side of the zero curvature condition 

(2.29) 

after dividing out the common factor ~ is a rational function with simple 

poles at It= ± 2 i. The residues at the;: poles vanish owing to the special 
s 

choice of the matrices v~±>. By using the explicit expression for an and the 
elementary relation 

(2.30) 

the constant term (the value at It= co) is shown to coincide with the right 
hand side of (2.24). 

Observe that the auxiliary linear problem 

(2.31) 

is a naive difference approximation to the auxiliary linear problem for the 
continuous HM model. This is, however, no longer so for the Hamiltonian 
and the equation in t in the zero curvature representation. Nevertheless, 
such a sophistication is justified. Indeed, in the first instance the naive 
Hamiltonian 

il=- L:Sn·Sn+l (2.32) 
n 
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gives the equations of motion 

(2.33) 

which have no zero curvature representation. Secondly, our lattice model 
also provides a finite-difference analogue of the HM model reproducing the 
latter in the continuum limit. 

This limit is taken, as usual, by condensing the lattice. Let L1 denote the 
lattice spacing and let x=nL1. Assuming that the length of the vector Sn 
equals ..1, 

we set, for ..1 ...... 0, 

where S(x) is a smooth vector-valued function of length 1. Then 

- - 2 ds ..1 3 d2 s 
Sn+l =L1S(x)+L1 -d (x) +- -d 2 (x)+ ... , 

X 2 X 

so that 

where we used that S2 (x)= 1 which implies 

- ds S·-=0 
dx ' 

From (2.37) it follows that 

(2.34) 

(2.35) 

(2.36) 

(2.37) 

(2.38) 

(2.39) 

and upon time rescaling t ~--+L1· t we come down to the Hamiltonian and 
equations of motion for the HM model. 
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The limit of the zero curvature representation is analyzed in a similar 
way. The continuum limit of the Poisson brackets results from (2.22) accord­
ing to 

Dnm 
~ ~ 8(x-y), x=nL1, y=mL1. (2.40) 

The anisotropic magnet - the LL model - is also a continuum limit of the 
corresponding lattice model to be defined in Chapter III. The latter will 
turn out to be a fairly universal model. 

4. The LNS1 model 

We will show that upon a slight modification, the lattice magnet model 
just described can be interpreted as a difference approximation to the NS 
model. 

We begin with phase space. The natural variables for the NS model on 
the lattice, lfln, if/n, have the Poisson brackets 

(2.41) 

Let 

S + s~ ·s2 2·( -1t v1 g I 12 
n = n +I n = W lfln + 4 lfln ' 

S - s~ ·s2 2·( -1t - v1 g I 12 
n = n -I n = W lfln + 4 lfln ' (2.42) 

S = - 1 + - lur I . 3 2 ( g 2) 
n lgl 2 't'n 

For g<O, the variables lfln, if/n are supposed to vary in the disk 11f!n1 2 .;;; _i. 
Then the variables Sn range over the sphere of radius s in IR3 , g 

2 4 
s =-z. g 

(2.43) 

For g > 0 these variables range over the upper sheet of the two-sheeted 
hyperboloid 

(2.44) 
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The Poisson brackets (2.41) imply 

(2.45) 

where/abc are the structure constants of the Lie algebra of the groupS U(2) 
(!abc =lf'bc) or S U(1, 1), if g < 0 or g> 0, respectively. In what follows we 
shall concentrate on the compact case, g < 0. 

Expressions (2.42) have a simple geometrical origin. Consider the map­
ping of <C 1 u { oo } onto the sphere S 2 given by 

(2.46) 

(the inverse stereographic projection). This mapping converts the standard 
symplectic form (area form) (t) on S 2 (see § 1) into 

The latter can be reduced to canonical form 

by the scaling transformation 

where 

(t) * = ~ dlfl " drjJ 
l 

1 
f(x)=--. 

1}2-x 

(2.47) 

(2.48) 

(2.49) 

(2.50) 

Expressions (2.42) are the result of these transformations (with a sphere 

of radius s = - ~ in place of S 2) combined with the alternation of sign, 
g 

(2.51) 
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which obviously preserves the Poisson brackets (2.41). The significance of 
the last operation will become clear a bit later. 

Let us now insert the expressions (2.42) for Sn into the LHM equa­
tions of motion. It will be convenient to use, instead of (2.24), the equations 
of motion generated by the Hamiltonian 

Hreg= -sH-4 l:(S~-s), (2.52) 
n 

with H given by (2.23). The right hand side of the associated Hamilton equa­
tions differs from (2.24) by the factor -sand the summand 4S" A S0 • In the 
variables lf/n, rjl" these equations are equivalent to 

where 

. dlf/n 4 Pn,n+l Pn,n-1 
l-= If/,+--+--

dt n Qn,n+l Qn,n-1' 
(2.53) 

P,_., ~- ( \If• + \11-..V I+~ I \If. I'· I+~ hfl-. ,I'+~ \11. hfl•+•l' 

V 1 + ~ llf/n+ tl 2
) 

+ f (hf/. I' \If.+, + \If; !ii. + ,) v (2.54) 
1 + f!_ lm 12 

4 '"~'" 

and 

Qn,n +I= 1 + ~ (llf/n1 2 + llf/n+ tl 2 + (lf/n rjfn + 1 + rjfn lf/n+ J) 

XV 1 + ~ llf/n1 2V 1 + ~ llf/n+tl2 + ~ llf/nl 2 11f/n+ll2). (2.55) 

The resulting equation for lf/n is fairly combersome. However, in the con­
tinuum limit, 

X=nL1, g=xL1, lf/n=Vfi lf/(X), (2.56) 

where lf/(X) is a smooth function, it turns into the NS equation. In fact, using 
the elementary relations 

(2.57) 
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we can easily write (2.53) as 

which upon rescaling t ~-+L1 2 t goes over into the NS equation in the limit as 
L1--+0. 

Thus the LHM model expressed in the new variables can indeed be con­
sidered as a difference approximation to the NS model; as such, it will be 
called the LNS1 model. 

We emphasize that the passage from the LHM model to the HM limiting 
case is essentially different from the passage to the NS model. Also, it is 
important that the sign in (2.42) is alternated, for otherwise the continuum 
limit would not give the nonlinear term 2Xh/fl 2 '1f. 

Clearly, the LNS1 model has a zero curvature representation with ma­
trices Ln(t,A.) and Vn(t,A.) given by 

(2.59) 

where Sn is replaced by "'"' rjln according to (2.42). It will be instructive to 
relate these matrices to those for the NS model. 

Consider the auxiliary linear problem for the LHM model 

Fn+1 =Ln(A)Fn• (2.60) 

Insert into Ln(A-) the expression (2.42) for S"' replace A. by 2J and set 

(2.61) 

For the vector Gn(A-) in (2.60) we get the equation 

(2.62) 
with 

(2.63) 
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The last formula shows that Ln(A) is obtained from Ln(A) by changing 
the spectral parameter and performing a lattice analogue of gauge trans­
formation. This transformation, in particular, compensates for the alterna­
tion of sign in (2.51). The auxiliary linear problem (2.62) modified by the 
replacements (2.56) and ). ~-+Li·A turns into the NS auxiliary linear prob­
lem 

dG (A,a3 ( 0 
dx = 2i +Vii lfl(x) 

(2.64) 

in the continuum limit as L1-0. 
Similar arguments apply to the continuum limit of both the equation in t 

with the matrix Vn(t, A) and the Poisson brackets. In the Hamiltonian Hreg 

only the first two terms of the Taylor series of log(l +x) at x=O must be 
retained. Finally we find 

(2.65) 

The LNS1 model for g > 0 is analyzed in a similar manner. It is asso­
ciated with the S U(l, 1) magnet model, so that the sphere S 2 is replaced by 
a sheet (e.g. the upper sheet) of the two-sheeted hyperboloid, a model for 
the Lobachevski plane. 

There is also another difference approximation to the NS model which 
we will now define. 

5. The LNS2 model 

The equations of motion are 

(2.66) 

In the continuum limit 

X=nL1, lfln~L11f/(X) (2.67) 

upon rescaling t-L1 2 t, (2.66) clearly goes into the NS equations of motion. 
The phase space of the model consists of functions lfln, ijln subject to certain 
boundary conditions (for instance, periodic or rapidly decreasing). The 
Poisson structure is given by the following Poisson brackets 

(2.68) 
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and the Hamiltonian for the model is 

(2.69) 

where summation takes account of the boundary conditions. If x > 0, it is 

supposed that lf/n, if/n vary in the disk 11Jfn1 2 .;;;; _!._. The Poisson brackets 

~ {,} and the Hamiltonian 13 H turn into thei/counterparts for the NS 

model, as Ll.-0. 
The symplectic form on <C 1 associated with the Poisson brackets (2.68) is 

given by 

1 dz A di 
(!)=- ----=-

; 1-xlzl2 
(2.70) 

and is different from both the canonical form (2.48) and the form (2.47) 
induced by the area form on S 2• In the representation theory for the groups 
S U(2) and S U(1, 1) one encounters the forms 

(2.71) 

I= 0, t, 1, ... , defined on the sphere S 2 for x < 0, or on the Lobachevski plane 
for x > 0. The form m fits into the family m1 by setting formally I= - t. 

The LNS2 model admits a zero curvature representation with matrices 
Ln(t,A) and Vn(t,A) of the form 

L (A)= ( A Vx if/n) 
n Vx lf/n A- I ' 

(2.72) 

rx (± q;" __ , -A w" ),) . 
-1-XIf/n lf/n-l +A 

(2.73) 

iA.Li 

Replacing t by L1 2 t and A by e --z- and taking the continuum limit, we re­
cover the zero curvature representation for the NS model. 

Compared with (2.53)-(2.55), the equations of motion (2.66) have the 
advantage of apparent simplicity. Yet, the disguised symmetry of the LNS1 

model relative to the action of the group 0(3) on its phase space induced by 
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the natural action of 0(3) on the phase space of the LHM model shows that 
the LNS1 model is also a natural and interesting one. We shall see in 
Chapter III that from the Hamiltonian standpoint it is even closer to the 
NS model. 

§ 3. Zero Curvature Representation as a Method for 
Constructing Integrable Equations 

The preceding sections contained an extensive list of integrable equations. 
Now the natural question is: given a nonlinear evolution equation, how can 
one determine whether there exists a corresponding zero curvature repre­
sentation? Unfortunately, no answer has been given so far, and there is little 
hope for such an answer in general form. A more realistic approach is to 
develope principles for classifying integrable equations. The zero curvature 
representation inherent in all of the above models may be taken as a foun­
dation of the classification scheme. In this section we outline the scheme for 
continuous models. In Chapter IV we shall present a more elegant Hamil­
tonian formulation based on Lie-algebraic methods. 

A distinctive property of the continuous models discussed in § 1 (with 
the exception of the LL model) is the rational dependence of the matrices 
U(x, t, A) and V(x, t, A) on the spectral parameter A. Matrices of this kind 
can be resolved into partial fractions, 

(3.1) 

and 

m, TF ( ) m_ 
1 "'\1 "'\1 "l,s X, t "'\1 1 s 

V(x, t,A)= LJ LJ (A- )s + LJ Vs(X, t)A , 
I s-1 J.ll s=O 

(3.2) 

where the coefficients Uk,s(x, t), Us(x, t) and Vi,s(x, t), Vs(x, t) are matrices in 
the auxiliary space ccn. 

Consider now the zero curvature condition 

au av 
---+[U V]=O at ax ' ' (3.3) 

resolve it into partial fractions and require that the coefficients of all the 
poles vanish. Then for the matrices Uk,s• Us and Vi.n Vs we get a system of 
nonlinear differential equations (in general supplemented by algebraic 
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equations). The very construction implies the zero curvature representa­
tion 

oF 
- = U(x, t,A-)F, ox 

oF 
- = V(x, t,A-)F, 
Ot 

(3.4) 

(3.5) 

where (3.4) is the auxiliary linear problem. This completes the abstract de­
scription of the general nonlinear equations associated with the zero curva­
ture condition. 

Let us count the number of unknown functions in (3.3). Let the number 
of poles of the matrix functions U(x, t, A-) and V(x, t, A-) counting their mul­
tiplicities be N 1 and N2 respectively. Then we have N 1 + N 2 + 2 matrix 
parameters Uk,s. Us and ~., V,. There are altogether N 1 + N2 + 1 equations 
in (3.3) since the constant terms U0 and V0 of the expansions (3.1)-(3.2) are 
subject to the single equation 

(3.6) 

Thus the number of unknown matrices exceeds by 1 the number of equa­
tions. The fact that (3.3) is under-determined is tied to the gauge freedom in 
choosing the matrices U(x, t, A-) and V(x, t, A-), 

(3.7) 

(3.8) 

where .Q(x, t) does not depend on A-. This transformation leaves (3.3) invar­
iant and preserves the pole structure (divisor) of U(x, t,A-) and V(x, t,A-) re­
lative to A. By using a gauge transformation, one of the matrix parameters, 
say, U0 (x, t) can be fixed; the number of unknowns in (3.3) will then be 
equal to the number of equations. 

A particular choice of the gauge transformation to fix the form of the 
matrices U(x, t, A-) and V(x, t, A-), and the subsequent parametrization of 
their entries may lead to equations that differ in form but are essentially 
equivalent. Such equations are called gauge equivalent. In the next section 
we will show, as a noteworthy illustration, that the NS equation (for X= -1) 
and the HM equation are gauge equivalent. 
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The equations induced by (3.3) are often called integrable; following the 
tradition, we have included the term in the title of this section. It should be 
emphasized, however, that the proof of complete integrability of a particular 
equation in the sense of Hamiltonian mechanics is in each case a nontrivial 
dynamical problem. Part I devoted to the NS equation gives an example of 
this kind of investigation. Nevertheless, the zero curvature representation 
proves to be indispensable as a first step in treating each specific equation. 
Equations admitting this type of representation will therefore be called inte­
grable in the kinematical sense. 

The above scheme gives rise to kinematically integrable equations of 
fairly general structure. Realistic applications involve, as a rule, a smaller 
number of unknown functions. Thus the equations stated in § 1 are obtained 
from the general system (3.3) by reduction, i.e. by constraining the matrix 
elements of U(x, t, IL) and V(x, t, IL) in a way compatible with the system. In 
other words, the reduction problem amounts to the determination of invar­
iant submanifolds for (3.3). 

Since (3.3) is expressed in terms of commutators, the obvious reduction 
is to require that the matrices U(x, t, IL) and V(x, t, IL) belong to some repre­
sentation of a given Lie algebra. Less trivial reductions also exist, and their 
full description is an important part of the classification of integrable sys­
tems. The Hamiltonian interpretation of the zero curvature representation 
will lead in Chapter IV to a series of interesting reductions. 

To illustrate the possible reduced types of the matrices U(x, t, IL) and 
V(x, t, IL) we shall exhibit several further evolution equations admitting a 
zero curvature representation and having interesting application. In addi­
tion, we shall also give their Hamiltonian formulation. 

Historically, the first model treated by the inverse scattering method 
was 

1. The Korteweg-de Vries equation (KdV model) 

(3.9) 

where u(x, t) is a real-valued function. The matrices U(x, t, IL) and V(x, t, IL) 
of the corresponding zero curvature representation are 

~) (3.10) 

and 



308 Chapter I. Basic Examples and Their General Properties 

(3.11) 

It is more usual to write the auxiliary linear problem for the KdV equa­
tion, 

dF 
-= U(x A-)F 
dx ' ' 

(3.12) 

as the one-dimensional Schrodinger equation 

(3.13) 

The relationship between (3.12) and (3.13) is given by 

F= (dy y iA- ) · 
-+-y 
dx 2 

(3.14) 

It is now appropriate to compare the auxiliary linear problems for the 
KdV model (3.12) and the NS model (1.2.22), Part I. 

It becomes clear that the NS model is generic in its class, with auxiliary 
space <C 2 and the Lie algebra of the group S U(2) or S U(l, 1), whereas the 
KdV model is obtained by a further reduction. That is why we have chosen 
the NS equation to be the basic model of our book. 

For various types of boundary condition, the KdV model is a Hamil­
tonian system. So, in the rapidly decreasing case the phase space consists of 
real-valued Schwartz functions u(x); the Poisson structure is defined by the 
Poisson brackets 

{u(x), u(y)) =- --- 8(x-y). 1 (8 8) 
2 ay ax 

(3.15) 

The KdV equation can be written in Hamiltonian form, 

(3.16) 
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with 

= (1 (au)2 
) H(u)= _I= l ox +u3 dx. (3.17) 

Observe that the Poisson structure (3.15) is degenerate and has a one­
dimensional annihilator spanned by the observable 

Q= f u(x)dx. (3.18) 

Hence, symplectic structure is only defined on the level surfaces Q =canst. 
The corresponding 2-form Q is 

1 = 
il=- J du(x)A(o- 1du)(x)dx, 

2 -= 
(3.19) 

where a- 1 denotes the integration operator. The momentum functional 

1 = 
P=-- J u2 (x)dx 

2 -= 

is deduced from Q by applying the construction of § 1. 

2. TheN-wave model 

(3.20) 

The model arises as the zero curvature condition for the connection 
( U(x, t, ll), V(x, t, ll)) whose coefficients have one pole in common, say, at 
ll=oo: 

U(x, t,ll)= U0 +1l U1 , V(x, t,ll)= V0 +1l V1 • (3.21) 

In a generic situation, the gauge ambiguity can be eliminated by requiring 
that U1 and V1 be diagonal matrices with distinct eigenvalues, while U0 and 
V0 have zero diagonal parts. The diagonal and off-diagonal parts in (3.3) 
can be decoupled, so that we are in a position to impose the following re­
duction: U1 and V1 do not depend on X, t. Then (3.3) becomes 

(3.22) 

(3.23) 
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The algebraic equation (3.22) is trivially solved, 

(3.24) 

where W is a matrix with zero diagonal, so (3.23) defines an evolution sys­
tem with a quadratic nonlinearity, 

(3.25) 

The resulting system has interesting applications if a further reduction is 
made, namely 

W*=-JWJ, (3.26) 

where J is a diagonal matrix, J2 =I. This reduces by half the number of 
unknown functions in (3.25). The first nontrivial case corresponds to the 
auxiliary space <C3 and describes the simplest nonlinear interaction of three 
wave packets. In the general case the number of elementary waves is 

N = n(n2-
1), n being the dimension of the auxiliary space <Cn. 

Let us state (3.25) more explicitly for the case of skew-Hermitian reduc­
tion, J =I. Let 

(3.27) 

(3.28) 

where j<k and it is assumed that a 1 >a2 > ... >an- For the functions 
l{ljk(x, t) we find a system of hyperbolic type 

01{/jk Olf/jk 1 Ln -
-- = V·k -- + -;- V·kllf/·llf/kl at 1 ax , 1 1 

1-k+1 

1 k-1 1 j-1 -

+-:- L Vjlk 1{/jllf/lk + -:- L Vljk 1{/lj lf/lk' 

l 1-j+1 l 1-1 

(3.29) 

wherej<k, j,k= 1, ... , n, and 

(3.30) 
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This is a Hamiltonian system. For the rapidly decreasing boundary con­
ditions, the phase space is parametrized by a set of n(n -1) Schwartz func­
tions (1/fjk(x), ljjjk(x); 1>S;j<ko;;;n). The Poisson structure is given by the fol­
lowing Poisson brackets: 

{1/fjk(x), ll'tm(Y)} = {ifijk(x), ifitm(Y)} =0, 

1>S;j<k>S;n, 
1 >S;/<m>S;n, 

and (3.29) can be written in Hamiltonian form 

81/fjk _ {H } 
ot - '1/fjk ' 

oifijk = {H -. } 
ot 'li'Jk 

with the Hamiltonian 

H= 

3. The chiral field equations 

(3.31) 

(3.32) 

(3.33) 

The term chiral field in modem literature is used to denote a function on 
space-time with values in a nonlinear manifold M. Actually, such fields are 
studied when M is a homogeneous space of a Lie group G which will be 
assumed compact. If M = G, one commonly speaks of a principal chiral 
field. 

The equations of motion for the principal chiral field g(x, t) are 

(3.34) 

They are conveniently written in terms of the new independent matrices 

l og I 
o(X t) = -g-

' ot ' 
I og I 
1(x, t) = -g- . 

ox 
(3.35) 

These matrices lie in the Lie algebra ® of the group G and are called the left 
currents for g(x, t). The equations of motion then become 
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(3.36) 

The first one is a zero curvature condition implied by (3.35), the second one 
follows from (3.34). 

The zero curvature representation is given by the matrices U(x, 1, It) and 
V (x, I, It) with two simple poles. There is no loss of generality in fixing the 
poles at It= ± 1. The gauge ambiguity is eliminated by the condition that the 
constant terms of these matrices vanish. Then U(x, I, It) and V(x, I, It) have 
the form 

U(lt) = 1~+/t- 1~-lt' 

V(lt)= v+ -~ 
l-It l+lt' 

and a relativistically-invariant reduction gives 

(3.37) 

(3.38) 

(3.39) 

After that the zero curvature condition reduces to (3.36) with the identifica­
tion 

U = lo-11 
- 2 . (3.40) 

Equations (3.36) are the Euler-Lagrange equations for the action func­
tional 

s (g) = f J tr (/y - n) dx dt' (3.41) 

where the integral with respect to x is specified by the boundary conditions 
and the integral with respect to I is taken over the interval 11 .so; 1.s;; 12• The 
action S(g) has a simple geometric origin. The pull-back of the Maurer­
Cartan form () = dg · g - 1 under the mapping g(x, t) is a matrix-valued 1-form 
B=l0 dt+l1 dx. The local inner product of such forms is given by the Killing 
form tr, and the integral represents the inner product of 1-forms relative to 
the Minkowski metric on IR?. 

The equations of motion for chiral fields with values in a homogeneous 
space M of the group G are more involved. However, as a rule, these can be 
obtained by reducing the principal chiral field equations. 

For instance, the constraint 
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g=l-2P, (3.42) 

where Pis a projection operator, P 2 = P, or equivalently 

(3.43) 

is compatible with (3.34). These projection operators are parametrized by 
various homogeneous spaces. The simplest case occurs when G=SO(N) 
and P is a one-dimensional projection operator whose range is spanned by a 
unit vector ii(x, t) in IRN. For this vector we have the equation 

(~-~)n+((oii)2 
-(oii)

2
)ii=O. ot2 ox2 ot ox (3.44) 

This is the so-called ii-field equation (or the nonlinear a-model) on the unit 
sphere sN-I in IRN, the simplest homogeneous space for the group G, 
sN- 1=SO(N)/SO(N-1). (More precisely, the above reduction gives us 
the ii-field on the real projective space IRIPN-I = sN- 1/:Z2)· 

The Hamiltonian formulation of the chiral field equations and its geo­
metric interpretation will be discussed in § 5. 

4. The two-dimensional Toda model 

The equations of motion are 

a=1, ... ,n, lfJn+1=(/)1, 

(3.45) 

where lfJa (x, t) are real-valued functions. If the (/)a do not depend on x, (3.45) 
turns into the equations of motion for the periodic Toda lattice (see § 2); 
this accounts for the name of the model. 

In the rapidly decreasing case the phase space of the model consists of 
real-valued Schwartz functions {<pa(x), na(x); a= 1, ... , n} with the usual 
Poisson structure given by the Poisson brackets 

{<pa(X), (/)b(y)} = {na(x), nb(y)} =0, 

{na(x), lfJb(y)} = Dabo(x-y); a, b = 1, ... , n. 
(3.46) 

Equations (3.45) can be written in Hamiltonian form with the Hamiltonian 

(3.47) 
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The model admits a zero curvature representation with matrices 
U(x, t, A) and V(x, t, A) given by 

U(1)=_!_ ~ ( h _ t<<Pa+l-<Pu)(1 _!_ )) /\, 2 L.J na a e /\,ea +A e -a , 
a-1 

(3.48) 

(3.49) 

where thee ±a are the root vectors that correspond to admissible roots of the 
Lie algebra An _ 1 (i.e., to the simple roots and the minimal root), and the ha 
are the basis diagonal matrices in the vector representation, 

Da+n,j=Da,j, D;,a+n =D;,a, a= 1, ... , n. 
(3.50) 

The matrices U(x, t,A) and V(x, t,A) given by (3.48)-(3.49) can be de­
rived from general matrices with simple poles at A= 0 and A= oo by using 
the reduction 

U(sA)=Z- 1 U(A)Z, V(sA)=Z- 1 V(A)Z, (3.51) 

Zni 

where (; = e " is a primitive n-th root of unity, and Z is a diagonal matrix, 

(3.52) 

This is the so-called Z"-reduction accompanied by fixing a relativistic 
gauge. 

The two-dimensional Toda model in turn admits some interesting 
Hamiltonian reductions. So in the case of n = 2, reducing n1 = - n2 = n, 
qJ 1 = - qJ2 = qJ gives the equation 

(3.53) 

which results from the sine-Gordon equation (see § 1) by setting m = 2, 
f3=2i. If n = 3, letting (/)1 = -([JJ =qJ, ([Jz =0, n1 = -n3=n, nz=O gives an 
equation for one real-valued field qJ(x, t), 

(3.54) 

This completes our list of examples of integrable equations. 
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§ 4. Gauge Equivalence of the NS Model (x= -1) and 
the HM Model 

Here we shall illustrate the notion of gauge equivalence by relating the 
NS model for x= -1 to the HM model. The matrices U(x, t,A) and 
V(x, t, A) of the corresponding zero curvature representations are 

(4.1) 

(4.2) 

where 

3 

S= L Saaa, S*=S, 8 2 =1 (4.3) 
a-1 

and 

(4.4) 

(4.5) 

iA2 A as 
vHM=-S+- -s 

2 2 ox (4.6) 

(see§ 1.2 of Part I, and§ 1). The labels NS and HM in this notation serve to 
distinguish between the models. 

These expressions show that the matrices UNs(A), VNs(A) have the same 
poles as UHM(A), VHM(A); yet, in contrast to the NS model, the HM matrices 
contain no constant terms. We shall find a gauge transformation with matrix 
.Q(x, t) from the NS model to the HM model which kills these constant 
terms. 

Let lfi(X, t) be a solution to the NS equation. Then the skew-Hermitian 
matrices U0 (x, t) and V0 (x, t) given by (4.1) and (4.5) satisfy the zero curva­
ture condition. Let .Q(x, t) be a unitary matrix satisfying the following con­
sistent system: 

(}.Q 
- = Uo(X, t).Q, ox (4.7) 
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an 
- = V0 (x, t)tl. at 

Consider the gauge transformation induced by Q- 1 (x, t), 

n-• -1 otl -1 
UNs (-1)=-tl -+tl UNs(A-)Q, ox 

n-• , -1 otl -1 , 
V NS (A-)= -tl - +tl VNs(A-)Q. at 

From (4.1) and (4.7) we find 

where S (x, t) is given by 

and obviously satisfies (4.3). 
In a similar manner we obtain 

This expression is to be modified. From ( 4.12) we have 

as= [s n-l an] 
ox ' ox ' 

and the differential equation (4.7) implies 

(4.8) 

(4.9) 

(4.10) 

(4.11) 

(4.12) 

(4.13) 

(4.14) 

(4.15) 

Since a3 anticommutes with U0(x, t), it follows that S anticommutes with 
an 

Q- 1 -.Hence we finally deduce ox 

(4.16) 
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and 

.a-' i!V A- as 
VNs (A)=-S+- -S=VHM(A-). 

2 2 ox 
(4.17) 

Thus the matrix S(x, t) constructed from the NS solution lf!(X, t) satisfies the 
HM equation. 

The above formulae allow us to express the densities of the local inte­
grals for the NS model in terms of S(x, t) thus obtaining the densities of 
integrals of the motion for the HM model. So, for instance, writing (4.14) 
as 

(4.18) 

we have 

1 (aS)2 1 (8S)2 
-- =-tr- =-trU6=211f!l 2 , 
2 ox 4 ox 

(4.19) 

so that the density of the Hamiltonian for the HM model equals twice the 
charge (number of particles) density for the NS model. 

In a similar way one easily gets the momentum density for the NS 
model: 

1 ( _ olfl orjl) i o U0 i oS o2 S - If!-- If!- =- tra3 U0 -- = - tr- S --
2 i ox ox 2 ox 8 ox ox2 

1 as - 82 s 
=---·SA-. 

4 ox ox2 
(4.20) 

By comparing (4.19) with (4.20) we find 

(4.21) 

Later we shall give a simple differential-geometric argument showing that 
the right hand side of (4.21) is, up to a total derivative, the momentum den­
sity for the HM model. 

The above transformation from the NS model to the HM model is in fact 
reversible. To construct a gauge transformation from the HM model to the 
NS model, i.e. to recover .Q(x, t) from a given matrix S(x, t), we proceed as 
follows. 
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Consider a matrix S(x) satisfying (4.3) and reduce it to diagonal form 

(4.22) 

by a unitary matrix .Q(x). This determines .Q(x) up to a left diagonal unitary 
factor. The latter can be chosen in such a way that 

(4.23) 

which implies that the skew-Hermitian matrix o.Q .Q- 1 has zero diagonal 
part. So we can set ox 

Uo(x) = -.Q- =l 
o.Q I . ( 0 
OX lf/(X) 

rjt(x)) 
0 ' 

(4.24) 

thus defining the functions 1Jf(x), rjt(x) for the given S(x). We then have 

Up to this point we did not assume that S is a solution of the equations of 
motion, so that the mapping F: S(x)-+ (lf.'(X), tjf(x)) was defined for fixed t. 

Suppose now that S(x, t) satisfies the HM equation. Then the connection 
(U~M(x, t,A.), V~M(x, t,A.)) has zero curvature, 

(4.26) 

In view of the properties of .Q(x, t) established earlier, the matrix 

(4.27) 

can be written in the form 

(4.28) 

Let us express o.Q .Q -I in terms of lf/(X, t), rjt(x, t) by using the zero curva­ot 
ture condition ( 4.26). The latter is a polynomial in A. of degree three. The 
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coefficients of A 3 and A 2 vanish identically; the vanishing of the coefficient 
of A leads to 

ail I 1 oUo . 
-Q- =--:- a3 -- + zc(x, t)a3, 
ot I oX 

(4.29) 

with c(x, t) a real-valued function. The diagonal part of the constant term in 
( 4.26) gives 

a 2 -(c-hpl )=0. ox 

As a result, oil Q- 1 can be written as at 

an 1 
-Q- = V0 (x, t)+ia(t)a3, at 

with V0 (x, t) given by (4.5) and a(t) a real-valued function. 

(4.30) 

(4.31) 

Notice now that (4.23) still allows an arbitrariness in Q(x, t) of the form 
il-+exp{iP(t)a3 }Q where p(t) is a real-valued function. If we require p(t) to 
satisfy 

dp 
dt (t)=a(t), (4.32) 

then Q can be modified so that for the new Q the second term on the right 
hand side of ( 4.31) vanishes. It then results that 

(4.33) 

and hence lfi(X, t) satisfies the NS equation. 
This completes the formulation of the gauge equivalence between the 

NS and HM models. In Chapter II this gauge transformation will be studied 
from the Hamiltonian point of view. 

To conclude the section, let us discuss the mapping F: 
S(x)-+ (!f!(x), rif(x)) defined above from the geometric standpoint. We shall 
concentrate, for definiteness, on the case of the periodic boundary condi­
tions 

S(x+2L)=S(x), (4.34) 
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so that the vector function S(x) determines a closed path on the sphere S 2, 

i.e. a 1-cycle y. The mapping F takes r into a path on the complex plane <C 1 

which in general need not be closed. More precisely, we will show that 

!.I!_ !.I!_ 
2""' -20"3 U0 (L)=e U0 ( -L)e , (4.35) 

where p is the momentum value for the HM model evaluated at S(x) (see 
§ 1), or 

This allows us to write 

lf/(L) = e-ip If/(-L). 

L d 
p=- J -d arglfJ(x)dx, 

-L X 

(4.36) 

(4.37) 

which yields, by (4.21), a new expression for the momentum density in the 
HM model. 

We shall give a geometric proof of (4.35). Consider the Hopf fibre bun­
dle S 3 ~s U(2)-+S 2 defined by the mapping 

(4.38) 

where Q is a matrix in S U(2) and Sis a vector in S 2• A right-invariant 
1-form A on S U(2), 

1 .1n 1 A= -tr(lQ6·Q- 0"3), 
4.n 

(4.39) 

gives rise to a U(1) connection in this fibre bundle. Its curvature is a hori­
zontal 2-form whose projection to the base space, the sphere S 2, coincides 

with the area form - 1- w. The equation (4.23) for the determination of Q(x) 
4.n 

which also defines the mapping F can be interpreted as the requirement that 
the path r is lifted horizontally to the total space of the bundle. The end­
points of the lifted path are related by the holonomy transformation 

(4.40) 

A theorem on holonomy of U(1) connections then implies 
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1 
a=-Jm, 

4n By 
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(4.41) 

where Br is a film in S 2 spanned by the 1-cycle y. Hence (see § 1) 4na is 
equal to the momentum of the field S(x). Now, taking x as the initial point 
on y we can write ( 4.40) as 

ip 

.Q(x+2L)=e 2 " 3 .Q(x). 

Then (4.35) is an immediate consequence of this relation. 

§ 5. Hamiltonian Formulation of the Chiral Field 
Equations and Related Models 

(4.42) 

The chiral field equations and the corresponding zero curvature repre­
sentation were defined in § 3. Here the associated models will be discussed 
from the Hamiltonian viewpoint. We begin with the principal chiral field 
model. 

The equations of motion are 

iPg _ iPg _ og _ 1 og _ og _ 1 og 
ot2 ox2 - ot g ot ox g ox ' 

(5.1) 

where the function g(x, t) takes values in a compact Lie group G. It will be 
convenient to use the left currents of the field g, 

z_og -1 
o- ot g ' 

1 _og -1 
1 - ox g ' 

as dynamical variables, so that the equations of motion become 

~- olo + [/ l ] = 0 
0 t ox h 0 ' 

(5.2) 

(5.3) 

(5.4) 

In the Lie algebra g of G we fix a basis f1, a= 1, ... , n; n =dim g, normalized 
with respect to the Killing form - the matrix trace in the adjoint representa­
tion, 
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(5.5) 

Then the structure constants !abc which enter into the basic commutation 
relations 

(5.6) 

will make up a totally antisymmetric tensor. Here and in what follows we 
adopt the usual convention on summation over repeated indices. 

Let I~ denote the coefficients of IP with respect to the basis f', 

(5.7) 

With this notation the action functional S(g) is 

(5.8) 

We regard qa(x)=IHx) as a set of generalized coordinates for the chiral 
field. Using (5.3) we can write down their time derivatives 

·a _ aif _ (V l )a _ alg !abc blc 
q - at - I O - ax - q 0 ' (5.9) 

where V1 is the covariant derivative determined by the connection 11 = qa fl. 
The canonically conjugate momentum is 

os 
:n"(x) = Otl(x) = -(V] 110t(x), (5.10) 

where the inverse operator V] 1 is chosen to be skew-symmetric. The varia­
bles :n"(x) and if(x) have canonical Poisson brackets, 

{if(x), qb(y)} = {:n"(x), n"(y)} =0, 

{:n"(x), qb(y)} =Oab ·O(x-y); a, b= 1, ... , n, 
(5.11) 

and the Hamiltonian H results form the Lagrangian ..:? for the action 

12 

S= J .:?dt (5.12) ,, 

by means of the usual Legendre transformation 
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H= I Jt'ifdx-.7= ~ I i ((/g)2 +(fn2)dx. (5.13) 
a=l 

The Poisson brackets (5.11) can easily be written in terms of currents. In 
fact, by using 

(5.14) 

and the Jacobi identity for the structure constants fa be, (5.11) yields 

{/g(x), 18(y)} =-rbc l(i(x)o(x-y), (5.15) 

{/g(x), /~(y)} =-rbc IHx)o(x-y)-oab o'(x-y), (5.16) 

{/1(x), /~(y)} =0, (5.17) 

where 8'(x-y) is the derivative of 8(x-y). 
The Poisson brackets (5.15)-(5.17) are in fact the Lie-Poisson brackets 

associated with an infinite-dimensional Lie algebra which is a semidirect 
product of an abelian algebra ..o"(g) with generators 11(x) and a current al­
gebra C(g) over g with generators /g(x). The action of C(g) on ..o"(g) is an 
extension of the natural action (by local rotations) by means of the Maurer­
Cartan 2-cocycle oab 8'(x-y). 

The Poisson brackets (5.16)-(5.17) can be derived from the Poisson 
brackets for o(x) and /g(x), 

{g(x), /g(y)} = -f'g(x)o(x-y), 

{g(x), g(y)} =0 

(5.18) 

(5.19) 

by differentiating with respect to x and expressing through /1 (x) according 
to (5.2). The left hand side of (5.18) is a matrix composed of the Poisson 
brackets of the matrix elements of g(x) and /g(y). Formula (5.19) means 
that all the Poisson brackets of the entries of g(x) vanish. 

On an equal footing with the left currents IJL we could consider the right 
currents of the field g, 

Obviously, 

-lao 
ro= -o at' 

and from (5.18) we have 

-lao 
r~=-o -ax (5.20) 

(5.21) 
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{g(x), r0(y)J = g(x)ta 8(x-y), (5.22) 

where we used the decomposition 

rJ.l=r~~. J.l=O,l. (5.23) 

Hence the Poisson brackets of the right currents are 

{ro(x), rS(y)J =-rbc r(i(x)o(x- y), (5.24) 

{r0(x), d(y)} =-fabcrl(x)8(x-y)-8ab8'(x-y), (5.25) 

{rHx), r~(y)J =0. (5.26) 

Finally, from (5.15)-(5.19) and (5.21) we find the Poisson brackets of the left 
and right currents 

{ro(x), IS(y)} = {rHx), l~(y)J =0, 

{/ij(x), r1 (y)J = ra (y)o'(x-y), 

{/Hx), ro(Y)} =W(x), r1(x)]8(x-y)+la(y)8'(x-y) 

= ia(x)o'(x-y), 

where we have set ra (x) = g - 1 (x) ~ g(x) 0 

(5.27) 

(5.28) 

(5.29) 

So far, there was no question of boundary conditions so that the above 
discussion was of formal nature. There are several ways to impose boundary 
conditions: they may be stated in terms of either the variables g(x), /0 (x) or 
their currents /0 (x), 11 (x) or else r0 (x), r 1 (x). For definiteness, we shall para­
metrize our phase space by the left currents with the periodic boundary con­
ditions 

(5.30) 

In the expressions for the action (5.8) and the Hamiltonian (5.13), the inte­
gral is taken over the fundamental domain - L ~ x ~ L. 

The Poisson structure (5.15)-(5.17) is degenerate. In fact, the mono­
dromy matrix U of the connection 11 (x), 

L 

U=g(L, -L)=ix(, J 11(x)dx, (5.31) 
-L 
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is in involution with all the generators l~(x). To show this, let us formally 
compute the Poisson bracket of the functional /g(y) and the matrix 
g(x, -L), where g(x,y) is defined by 

r". X 

g(x,y)=exp f II(x1dx' (5.32) 
y 

( cf. the definition of the transition matrix in Part 1). This matrix satisfies the 
differential equation 

ag -~ ( ) -= -g I y • ay (5.33) 

Then, assuming -L<y<L and using (5_.16) and (5.33) we have 

X 

{g(x, - L), /g(y)) = J g(x, z){/1 (z), tg(y)) g(z, - L)dz 
-L 

X 

= J g(x, z)([/1(z), t']8(y-z)+t'8'(y-z))g(z, -L)dz 
-L 

= -t'g(x, -L)o(x-y), (5.34) 

where the last identity results from integration by parts. We point out that 
this expression coincides with the Poisson bracket (5.18) if g(x) is replaced 
by g(x, -L). 

Setting x = L in (5.34) we find that /g(y) is in involution with the mono­
dromy matrix U. For n(y), the same is obvious from (5.17). 

We shall now use g(x, - L) to define the analogues of the right cur­
rents, 

(5.35) 

Their Poisson brackets with the left currents, 111 , have the same form as in 
(5.27)-(5.29), with '~' replaced by rw Hence the quantities 

L 

fia = J Fg(x)dx, (5.36) 
-L 

as well as the matrix elements of U, are in involution with all the /~ (x). 
The above computations remained, however, on a formal level. In order 

to determine the functionals that span the annihilator of the Poisson struc­
ture, it is necessary to indicate admissible functionals compatible with the 
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boundary conditions (5.30). If such a functional depends only on the mono­
dromy matrix U, then it must be invariant under the adjoint action of G, 
i.e. under the transformations U -+a U a-t for all a in G ( cf. the determina­
tion of admissible functionals in § 111.2 of Part 1). The admissibility condi­
tions for functionals depending on r0 (x) are more complicated, namely, their 
densities should be periodic functions of x and, moreover, these functionals 
must be invariant under the substitution g(x, - L)-+ g(x, - L) C for any ma­
trix C. In a generic situation, when U has distinct eigenvalues, it can be 
shown that the number of generating functionals for the annihilator of our 
Poisson structure is twice the dimension of the Cartan subalgebra of g. This 
completes our discussion of phase space in terms of the left currents I~' (x). 

Consider now the parametrization by g(x) and /0 {x). Under the periodic 
boundary conditions 

g(x+2L)=g(x) (5.37) 

the Poisson structure defined by (5.15) and (5.18)-(5.19) is nondegenerate. 
In terms of /1 (x), equation (5.37) becomes 

U=l, (5.38) 

so that, in particular, all the quantities ft.a are admissible functionals on the 
phase space described by the variables g(x) and /0 (x). This is no surprise 
since in this phase space the principal chiral field model is G x G-invariant. 
The group G x G acts on the phase space in a Hamiltonian way, with the 
generators 

L L 

U= J Ig(x)dx, Ra= J rg(x)dx (5.39) 
-L -L 

whose Poisson brackets are 

(5.40) 

(5.41) 

(5.42) 

There is an involution, g-+g -t, which takes left currents into right ones. 
Assuming (5.38) we can go from the first parametrization of the phase 

space to the second one by integrating (5.33), 

g(x)= g(x, - L) g(- L). (5.43) 
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This operation gives rise to a new dynamical variable ("constant of integra­
tion") g(- L) which is in involution with all the lJ-L (x) but not with the former 
annihilator fi..a. A similarity transformation 

(5.44) 

takes fi..a into the right currents. 
Our aim in presenting all these details was to draw the reader's attention 

to some non-obvious properties of the standard Poisson structure of the 
principal chiral field model. 

The above model admits an interesting reduction which leads to a 
Hamiltonian system whose Poisson structure is different from the one given 
by (5.15)-(5.17). Restricting, for simplicity, our attention to the case of 
G = S U(2) and the periodic boundary conditions for the currents lJ-L (x), we 
set 

S = lo+l1 
2 , 

T _lo-ll 
- 2 . 

In these variables equations (5.3)-(5.4) become 

oS = oS _ [S T] 
ot ax ' ' 

(With the notation of§ 3 we haveS= U+, T= U_.) 
The reduction 

(5.45) 

(5.46) 

(5.47) 

(5.48) 

defines an invariant submanifold for the system (5.46)-(5.47). We consider it 
as a new phase space with the Poisson structure defined by the following 
Poisson brackets: 

{Sa(x), Sb(y)J = -eabc Sc(x)o(x-y), 

{Ta(x), Tb(y)J = -eabc Tc(x)o(x-y), 

{Sa(x), Tb(y)J = 0. 

(5.49) 

(5.50) 

(5.51) 

The phase space thus defined is a direct product, & x &, where & is a sym­
plectic orbit for the current algebra of the group S U(2), specified by S 2 =I, 
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so that the Poisson structure (5.49)-(5.51) is nondegenerate. Equations 
(5.46)-(5.47) can be written in Hamiltonian form 

as= {H S} 
at ' ' 

with the Hamiltonian 

aT 
-={H T} at ' 

L 

H(S, T)=P(T)-P(S)-2 J trS Tdx, 
-L 

(5.52) 

(5.53) 

where P, the momentum functional on the phase space @, was defined in 
§ 1. Notice that H provides an example of a multi-valued functional defined 
up to an integral multiple of 8.n (see § 1). However, its variational deriva­
tives are obviously single-valued periodic functions. 

We now turn to the Hamiltonian formulation of the ii-field model; for 
simplicity we will concentrate on the case of the sphere S 2• The phase space 
of the model consists of vector-valued functions ff(x), ii(x) with values in IR3 

satisfying the periodic boundary conditions 

ff(x+ 2L) =ff(x), ii(x+ 2L) =ii(x) (5.54) 

with the constraints 

(5.55) 

The equations of motion 

an _ 
-=n at ' (5.56) 

-=-+ - -n n an a2 n ((an )2 _ 2) _ 

ot ox2 ax (5.57) 

are generated by the Hamiltonian 

(5.58) 

and the Poisson brackets 
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{na(x), nb(y)} =0, (5.59) 

{:n"(x), K'(y)} =(na(x)K'(x)-nb(x):n"(x))8(x-y), (5.60) 

{:n"(x), nb(y)} =(Dab -na(x)nb(x))8(x-y), a, b= 1, 2, 3. (5.61) 

The Poisson structure induced by these Poisson brackets is consistent with 
the constraints (5.55). 

The Poisson brackets (5.59)-(5.61) can be simplified by using, instead of 
Jf(x), the variable l(x), 

As a result we find the following Poisson brackets: 

{l"(x), fh(y)} = -e"bcf(x)8(x-y), 

{l"(x), nb(y)} = -eabcnc(x)8(x-y), 

{na(x), nb(y)} = 0, 

(5.62) 

(5.63) 

(5.64) 

(5.65) 

which are characteristic of the current algebra of the group £(3). The phase 
space of the model is a symplectic orbit for the algebra C(e(3)) defined by 

(5.66) 

so that the Poisson structure in question is nondegenerate. 
The n-field model is in this case 0(3)-invariant. The generators of the 

action of 0(3) on phase space are given by the quantities 

(5.67) 

with the Poisson brackets 

(5.68) 

To conclude this section, we shall discuss yet another chiral field model 
having an interesting topological origin. Its construction is made possible by 
the fact that besides the ordinary action S(g), on compact Lie groups there 
is another hi-invariant functional W(g) which does not depend on the 
metric in lR?. 

In order to define it consider a right-invariant 3-form n on a compact 
Lie group G given at g =I by 
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.Q(x, y, z) = tr([x, y]z), (5.69) 

so that 

lJ=tr£J A(} A(}, (5.70) 

where (} is the Maurer-Cartan form on G, 

(5.71) 

The form .Q is hi-invariant and closed, 

(5.72) 

but not exact (the existence of such a form means that for G compact the 
cohomology group H3(G, IR) is nontrivial). 

Let g(x, t) be a principal chiral field, i.e. a mapping g: IR2 -+ G. We shall 
assume that it can be compactified by extending it to a mapping from S 2 to 
G; this gives a 2-cycle y in G. We can cover this cycle by a simply-connected 
coordinate patch on G and find a local primitive form OJ for .Q within this 
patch, 

(5.73) 

Let 

W(g)= J OJ. (5.74) 
y 

By definition, W(g) is a multi-valued functional, as OJ does not extend to a 
2-form on the whole of G. Let us analyze the nature of its multi-valued­
ness. 

Let By be a film spanned by y (as is well known, the homotopy group 
n2(G) is trivial). By the Stokes formula, 

W(g)= I .Q. (5.75) 
By 

A different film B~ would give an extra summand I .Q, where B = B~- By 
B 

is a 3-dimensional cycle in G. Suppose that the homology group H3 (G) has a 
single generator B0 , i.e. H 3 (G)=7l. Then the ambiguity in the definition of 
W(g) amounts to adding an integral multiple of J .Q, the period of .Q (cf. 

Bo 

the definition of the momentum functional for the HM model in§ 1). In this 
case W(g) exists on an equal footing with the elementary multi-valued func­
tion logz. 



§ 5. Hamiltonian Formulation of the Chiral Field 331 

The above assumption H3 (G)=7L holds for any simple Lie group. In the 
simplest case of G=S U(2), n coincides with the volume element on the 
group. 

The key property of W(g) is that its variation is well defined and single­
valued. For the proof we shall make use of a formula for the variation of an 
integral under a variation of the closed surface of integration y(s), 

!!__ I wl =I i~dw, 
ds y(s) s-O y 

(5.76) 

where r= y(O),; is the vector field of a variation on y and i~dw the contrac­
tion of; with dw. In our case ;=og, so that (5.74) gives 

8W(g)= I i~dw= f tr([lhlo]Og·g- 1)dxdt, 
g(S2) s2 

(5.77) 

with Ill denoting as usual the left currents of the field. 
Next we define a modified action functional for the chiral field g by 

Sa(g)=S(g)+a W(g), (5.78) 

where S(g) is given by (5.8) and a is a real constant. The Euler-Lagrange 
equations for Sa(g) written in terms of the left currents are 

(5.79) 

alo all ---+ a[/1 /0]=0. at ax ' (5.80) 

They are called the modified principal chiral field equations. 
Between local solutions of the ordinary and modified principal chiral 

field equations there is a simple one-to-one correspondence. Namely, let /0 

and 11 be some solutions of (5.79)-(5.80). Then the matrices 

satisfy (5.3)-(5.4). The inverse transformation is given by 

1 - -
lo = -1--2 (lo+alJ), 

-a 

(5.81) 

(5.82) 

(5.83) 
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1 - -
It= --2 (It +al0 ). 

1-a 
(5.84) 

Now, let U(x, t, A-) and V(x, t, A-) be the coefficients of the zero curvature 
representation for the principal chiral field model (see§ 3). Consider a com­
patible system of equations, 

oF 
- = U(x, t,A-)F, ox 

oF 
- = V(x, t,A-)F, ot 

(5.85) 

(5.86) 

where F(x, t, A-) is a matrix-valued function with values in the group G, and 
set 

g(x, t)=F(x, t,A-)1-<--o, 

g(x, t)=F(x, t,A-)1-<--a· 

(5.87) 

(5.88) 

Then the matrices g and g satisfy the ordinary and the modified principal 
chiral field equations, respectively. Thus the zero curvature representation 
(3.37)-(3.40) serves for the modified equations as well. 

There are, however, certain points in which the ordinary model differs 
from the modified one. Firstly, since 

(5.89) 

the invariance of the ordinary model under the change g--+ g- 1 breaks down 
in the modified one. Secondly, these models have different Poisson struc­
tures. 

In fact, (5.79)-(5.80) are Hamilton's equations with the Hamiltonian H 
which coincides with the principal chiral field Hamiltonian (5.13), relative 
to the following Poisson brackets: 

{/g(x), IS(y)j = -rbc(lg(x)+a1Hx))8(x-y), 

{/g(x), It(y)j =-rbc 11(x)8(x-y)-8ab 8'(x-y), 

{IHx), It(y)j = o. 

(5.90) 

(5.91) 

(5.92) 

These only differ from the Poisson brackets (5.15)-(5.17) by an extra term 
-arbc I~ (x)8(x-y) on the right hand side of (5.90). A similar modification 
of the Poisson brackets for the right currents has the form 
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{rg(x), rS(y)} = -rbc(rij(x)-arl(x))8(x-y), (5.93) 

{rg(x), rT(y)} = -rbcrl(x)8(x-y)-8ab8'(x-y), (5.94) 

{r1(x), rT(y)} = 0. (5.95) 

Notice that the Poisson brackets of g(x) and l0 (x), as well as those of g(x) 
and r0 (x), are given by (5.18) and (5.22) as before. 

By repeating the reasoning which has led to (5.27)-(5.29) we see that the 
quantities 

Ra(x)= rg(x) +ar1(x) 

have the following Poisson brackets: 

{La(x), Lb(y)} = -rbc Lc(x)8(x-y)+2a8ab8'(x-y), 

{Ra(x), Rb(y)} = -rbc Rc(x)8(x-y)-2a8ab8'(x-y), 

{La(x), Rb(y)} = 0. 

(5.96) 

(5.97) 

(5.98) 

(5.99) 

(5.100) 

The arguments from perturbation theory show that if a =I= 0, the variables 
La (x) and Ra (x) can be used to parametrize the phase space. In this way the 
phase space of the model is associated with the direct sum of two centrally 
extended current algebras C ±(g) built up from the algebra g by means of the 
2-cocycles ±2a8ab8'(x-y). It is for the sake of this elegant and unex­
pected interpretation that we have discussed the modified principal chiral 
field model. It has also brought yet another illustration of the utility of mul­
ti-valued functionals. 

§ 6. The Riemann Problem as a Method for Constructing 
Solutions of Integrable Equations 

Here we resume the discussion started in § 3 of the general properties of 
equations representable as a zero curvature condition, 

0 ~~A)- 0 :;A)+ [U(A), V(A)]=O, (6.1) 
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U(x, t, A-) and V(x, t, A-) being rational matrix-valued functions of the spec­
tral parameter A-, 

U(x~ t,A-)= ~ ~ U;,,(x, t) + ~ A_k U ( t) 
LJ LJ (A--X)' LJ k X, ' 
i-1 r=l 1 k=O 

(6.2) 

V( 1) ; ~ Vj,s(x, t) ~ 11 u( ) 
X, I, /1. = LJ L (A_ ·)s + LJ /1. J' 1 X, I . 

j= I s= I J.l1 1=0 

(6.3) 

In§ 3 we saw that (6.1) is a system of nonlinear equations for the matrix 
coefficients U;,r(x, t), Uk(x, t) and Vj,s(x, t), Vt(x, t). In a generic situation the 
structure of this system depends only on the pole divisors, U= {(A;, n;), 
i = 1, 0 0 0' m; (co, n~)} and m = {(J.Lj> iij),j = 1, 0 0 0' m; (co, ii~)}, of the matrices 
U(x, t, A-) and V(x, t, A-). More specialized systems result from reductions 
which amount to a priori hypotheses on the structure of the matrix coeffi­
cients of U(x, t, A-) and V(x, t, A-) that are consistent with (6.1). In this section 
we shall approach the problem of constructing as large a class as possible of 
solutions of the general equation (6.1) with the given divisors U and m. We 
shall see that the kinematic integrability of a nonlinear equation allows one 
to produce a rich variety of its solutions. 

Suppose we are given a solution of (6.1), i.e. matrices U0 (x, t, A-) and 
V0 (x, t, A-) with pole divisors U and m respectively. For example, we could 
take a "trivial" solution given by 

U0 (x, t,A-)= U0 (x,A-), V0 (x, t,A-)= V0 (t,A-), (6.4) 

where 

[Uo(x,A-), V0 (t,A-)]=0. (6.5) 

Let F0 (x, t, A,) denote a nondegenerate matrix solution of the compatible sys­
tem of equations 

oFo 
- = U0 (x, t,A-)Fo, 
ox 

oFo 
- = V0 (x, t,A-)Fo. 
ot 

(6.6) 

(6.7) 

We will show that, given U0 (x, t, A-) and V0 (x, t, A-), one can produce a 
whole family of local solutions to ( 6.1) defined in some domain 9 of the var­
iables x and ton the plane IR2• This family is parametrized by a closed oriented 
contour ron the extended complex plane <C = <C u {co} and a smooth bounded 
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nondegenerate matrix-valued function G(A-) defined on r. In the case when U 
or m intersects r, it is required that 

(6.8) 

for A, in the vicinity of the intersection point (A-0 , n0 ) in U or m. Given these 
data, in order to construct a solution of (6.1) we consider the regular Rie­
mann problem on r, 

G(x, t, A-)= G + (x, t, A-) G _(x, t,A-), (6.9) 

with 

G(x, t,A-)=F0 (x, t,A-)G(A-)F0 1(x, t,A-), (6.10) 

where the matrix-functions G +(A-) and G _(A-) have an analytic continuation 
into the interior or the exterior of r and are nondegenerate in these do­
mains. The variables x and t play the role of parameters in this problem. We 
assume this Riemann problem has a solution when the parameters range 
over some domain !». 

Differentiating (6.9) with respect to x and using (6.6) and (6.10) we find 
that, for A- in r, 

(6.11) 

or 

1 (oG+ ) (oG_ G )o 1 U(x,t,A-)=-G+ ~-U0G+ = ~+ _Uo =. (6.12) 

Here and below, for notational simplicity, we shall occasionally leave out 
the dependence on x and t. From (6.12) it follows that the matrix U(x, t, A,) 
thus defined has an analytic continuation into cC\U. Let us show that for x, t 
in !», U(x, t, A,) is actually a rational function of A, with pole divisor U. 

In fact, if a point (A-0 , n0) in U does not lie on r, then clearly U(x, t, A-) has 
a pole at A, =Ao of the same order n0 as that of U0 (x, t, A,). If A-0 belongs to r, 
the function F0 (x, t, A-) has an essential singularity on r. Condition (6.8), 
however, ensures that the functions G(x, t, A-), G ± (x, t, A-), as well as 
0 G ± (x, t, A,), are regular at A,= A-0 • Thus in this case U (x, t, A,) also has a pole ox 
of order n0 at A, =A-0 • To complete the proof it suffices to appeal to the Liou­
ville theorem. 

In a similar manner, by differentiating (6.9) with respect to t we derive 
that the matrix 
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1 G 1(8G+ G) (oG_ ) 1 V(x,t,,)=- :;: ar- V0 + = ar+G_ V0 G= 

for X, t in !» is a rational function of A with pole divisor m. 
From (6.12)-(6.13) if follows that the matrix functions 

for x and t as above satisfy a system of equations 

aF± 
- = U(x, t,A.)F±, 
ax 

aF± 
- = V(x, t,A.)F± 
at 

(6.13) 

(6.14) 

(6.15) 

(6.16) 

which is therefore a compatible system. We conclude that U(x, t, A.) and 
V(x, t, A.) given by (6.12)-(6.13) provide a solution of (6.1) with the given pole 
divisors u and m for x, t in the domain !». 

The above construction of solutions of zero curvature equations is collo­
quially called "the dressing of the trial solution Uo(x, t, A.), Vo(x, t, ..1.)". It is 
based on the relationship between the zero curvature representation and the 
matrix Riemann problem established for the NS model in Part I. There re­
mains a highly nontrivial problem of determining whether the solution of 
the zero curvature equation obtained by the dressing procedure belongs to a 
given functional class: the choice of the trial matrices U0 (x, t, ..t), V0 (x, t, ..t), 
the contour rand the matrix G(..t) needs special analysis in each particular 
case. The results of Chapter II, Part I, can be summarized as solving this 
problem for the NS model in the case of rapidly decreasing or finite density 
boundary conditions. 

The Riemann problem (6.9) has more than one solution: along with 
G + (x, t, ..t ), G _ (x, t, ..t) the matrices G + (x, t, ..t ).Q- 1 (x, t), .Q(x, t) G _ (x, t, ..t) 
also satisfy (6.9), where .Q(x, t) is any nondegenerate matrix that does not 
depend on ..t. The solution of the zero curvature equation is then modified 
by a gauge transformation with matrix .Q(x, t) so that the solutions U(x, t, A.) 
and V(x, t,..t) are replaced by uu(x, t,..t) and vu(x, t,..t). This ambiguity 
is eliminated by normalizing the Riemann problem, i.e. by fixing the 
value of one of the matrices G ± (x, t, ..t) at some point, say, at ..t = oo . The 
Riemann problem then has a unique solution. In particular, setting 
G ± ( oo) = G( oo) =I leads to the so-called normalization to unity, which al­
ready occurred in the study of the NS model. In the general case it is con­
venient to take one of the points of the divisor U or m as the normalization 
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point. Some specific examples of normalization will be met in the next two 
chapters. 

Alongside the regular Riemann problem, the dressing procedure can 
also make use of the Riemann problem with zeros so that the matrices 
G ± (x, t, A) may have in their domains of analyticity a finite set of zeros (de­
generacy points) A =A }±>,j = 1, ... , N ±• which do not depend on x and t and 
do not belong to U or m. In the case of simple zeros on which we shall 
concentrate here, i.e. when G± 1(x, t,A) have simple poles at A=A}±>, the 
Riemann problem data should be supplemented by a list of subspaces, 

j = 1, ... , N ±• which together with the normalization ensure the uniqueness 
of the solution to the Riemann problem with zeros. On the condition that 
the dependence of the subspaces N}±>(x, t) on x and t is consistent with 
equations (6.6)-(6.7), 

N(±>(x t)=F. (x t A(±>)N<±> 
1 ' 0 ' ' 1 1 ' 

j=1, ... ,N±, (6.18) 

where N}±> do not depend on x and t, the matrices U(x, t, A) and V(x, t, A) 
in (6.12)-(6.13) will not acquire unwanted poles at A=A}±>, so that U and 
m will remain their pole divisors. In the case when G(A)=l, the Riemann 
problem with zeros reduces to a system of linear algebraic equations and 
can be solved in closed form. This leads to a rich set of solutions of (6.1) 
including soliton solitons. 

A particular case of this construction was already present in the investi­
gation of the NS model. The proofs given there make essentially no use of 
the specific form of the model and can be extended to the general zero cur­
vature equation discussed here. 

The dressing procedure just described is suited for the general zero cur­
vature equation (6.1). If we are dealing with a reduced system (for instance, 
we may assume that U(A) and V(A) belong to some complex Lie algebra), 
then the contour r, the matrix G(A), and other data should be taken consist­
ent with the reduction. For the NS model these reduction constraints were 
imposed in the form of involution conditions. Other examples will be given 
in the chapters that follow. 

To conclude the discussion of the dressing procedure we point out that 
the whole scheme extends word for word to the case of the lattice zero cur­
vature equation 

(6.19) 
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as derived in § 2. Namely, the scheme is based, as before, on the Riemann 
problem 

G(n, t,A)=G+(n, t,A)G_(n, t,A) (6.20) 

with parameters n and t where 

G(n, t,A)=Fo(n, t,A)G(A)F0 \n, t,A), (6.21) 

and the matrix F0 (n, t, A) is determined by the trial solution L~(t, A), V~(t. A) 
of(6.19), 

F0 (n+ 1, t,A)=L~(t,A)F0 (n, t,A), 

dFo 0 - (n, t,A)= Vn(t,A)F0 (n, t,A). 
dt 

With these definitions the matrices F ± (n, t, A), 

satisfy the equations 

and 

dF+ 
d - (n, I, A)= Vn(t,A)F+(n, t,A), t -

where 

and 

(6.22) 

(6.23) 

(6.24) 

(6.25) 

(6.26) 

( dG+(n) 0 ) (dG_(n) o) 1 
Vn(t,A)=-G+(n) dt - VnG+(n) = dt +G_(n)Vn G= (n) 

(6.28) 
(cf. (6.12)-(6.13)). 

The derivation of the differential equation with respect to t is identical to 
the derivation of the corresponding equation (6.16) in the continuous case. 
To derive the difference equation one should compare the Riemann prob­
lems (6.20) for the values n and n + 1 and reduce G(A) out of them (the ana­
logue of differentiation with respect to x in the continuous case). 

Thus the matrices Ln (t, A) and Vn (t, A) constructed in this way satisfy 
(6.19) and have the same pole divisors as L~(t, A) and V~(t, A). 
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§ 7. A Scheme for Constructing the General Solution of 
the Zero Curvature Equation. Concluding Remarks on 

Integrable Equations 

We describe here a general local solution of the zero curvature equa­
tion 

a ~~..1.) _a :;..1.) + [U(A.), V(A.)]=O (7.1) 

with the given pole divisors U and ID. It is convenient to assume that neither 
U nor ID contains the point A= oo and that the matrices U(A.), V(A.) vanish at 
A.= oo (this can be achieved by a linear-fractional transformation of the vari­
able A. and a gauge transformation). 

Let U(x, t,A.) and V(x, t,A.) satisfy (7.1) and let their pole divisors coin­
cide with U and ID, respectively. We define a matrix F(x, t, A.) to be a solution 
of the compatible system of equations 

with the initial condition 

aF 
- = U(x, t,A.)F, ax 

aF 
-= V(x t A.)F at ' ' 

F(x, t,A.)Ix-t-o=l. 

(7.2) 

(7.3) 

(7.4) 

The matrix F(x, t, A.) is an analytic function in the region d:\(U u ID) and has 
essential singularities at the points of U and ID. We shall describe a simple 
method for identifying the principal parts of this matrix at singular points. 

Consider a family of regular Riemann problems indexed by points v in 
d:, the corresponding contour Tv being a small circle of radius &v around v. 
The Riemann problem of index v amounts to decomposing the matrix 
F(x, t, A.) into a product, 

F(x, t,A.)=Pv(x, t,A.)Qv(x, t,A.), (7.5) 

where the factors Pv and Qv have an analytic continuation respectively in­
side and outside the contour Tv given by 1..1.- vi = &v, with the normalization 
condition 

Qv(X, t,A-)1;.-oo =I. (7.6) 



340 Chapter I. Basic Examples and Their General Properties 

For x and t sufficiently small, this Riemann problem has a unique solution 
because, in view of (7 .4), F(x, t, A.) is close to /. The function Qv(x, t, A.) is the 
principal (singular) part of F(x, t, A.) at A.= v. 

If v does not belong to the divisors U and m, then F(x, t, A.) is regular at 
A.= v and so for such v we have the identity 

Qv(X, t,A.)=f. (7.7) 

Thus, out of the infinite set of Riemann problems (7 .5)-(7 .6) there are only a 
finite number of nontrivial ones indexed by the points v that belong to 
U+m. 

We shall now define a mapping 

(U(x,t,A.), V(x,t,A.))-+(Uv(x,t,A.), Vv(x,t,A.)) (7.8) 

which sends U(A.) and V(A.) into a set of matrices, Uv(A.) and Vv(A.), indexed by 
points v in U + ~R The matrices Uv(A.) and Vv(A.) are rational functions of A. 
with poles only at A.= v of the same multiplicity as for U(A.) and V(A.), re­
spectively, and without constant terms. In addition, if v belongs to U but not 
tom (or vice versa), then Vv(A.) (or respectively Uv(A.)) vanishes by the Liou­
ville theorem. This set of matrices reflects the decomposition of U and m 
into a sum of elementary divisors, 

U=l:U;, m=L:mj, (7.9) 
i j 

u = oQv Q-1 
v ox v ' 

(7.10) 

v. - oQv Q-1 
v - at v • (7.11) 

Equations (7.5) imply the following relations on the contour Tv: 

(7.12) 

(7.13) 

which ensure the previously stated properties of Uv(x, t, A.) and Vv(x, t, A.). 
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It follows from (7 .1 0)-(7 .11) that Uv(A) and Vv(A) satisfy the zero curva­
ture equation for every v. Besides, if U and m do not intersect, there is a 
separation of variables, namely, Uv(A) depends only on x and Vv(A) only on 
t. In fact, let v belong, say, to U but not to ID; then Vv(A) vanishes and the 
zero curvature equation reduces to 

oUv = O. 
at (7.14) 

The opposite case of Vv(A) is proved in a similar manner. The case of inter­
secting u and m will be analyzed later. 

Thus the mapping (7.8) leads to separation of variables in the zero curva­
ture equation. The method used for that purpose may be called the "undress­
ing procedure" in contrast to the dressing procedure of the previous sec­
tion. 

We will now show that the mapping (7.8) has an inverse. Suppose we are 
given matrices Uv(x,A) and Vv(x,A) without constant terms and elementary 
pole divisors Uv and IDv such that if V=A;, then Uv= {A;, n;}, IDv=O, whereas 
if V= J.lj, then Uv=O, IDv= IJ.lj, njl· Let the matrices Fv(x, t, A) be defined as 
solutions of the compatible system 

(7.15) 

(7.16) 

normalized by the condition 

(7.17) 

Associated with these data is the following Riemann problem. The contour 
r of the problem consists of a set of circles rv of small radii &v centered at 
the points v of U+ID where the divisors U and m are given by (7.9); the 
matrix to be factorized equals Fv(x, t, A) on the circle rv. In other words, we 
look for a matrix F(x, t, A) analytic outside of rand satisfying 

Fv(x, t, A)= Gv(x, t, A)F(x, t, A) (7.18) 

on Tv, where Gv(x, t, A) can be analytically continued inside Tv. In addi­
tion, 

F(x, t,A)i.<.-~ =I. (7 .19) 
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This problem has a unique solution for small x and t. 
We set 

1 oF -I U(x, t,/1,) = -F , 
ox 

oF -I V(x,t,A-)=-F . 
ot 

(7.20) 

These matrices obviously satisfy (7.1). We will show that their pole divisors 
coincide with U and m, respectively. This is clear from the following rela­
tions on rv: 

U(A-)=G-I U G -G-I oGv v v v v ox , (7.21) 

V(A-)= G-I V: G - G-I oGv v v v v ot , (7.22) 

which result from (7.15)-(7.18) and (7.18) by using the familiar trick of dif­
ferentiating the equation of the Riemann problem with respect to the 
parameters x and t. 

Clearly, this construction provides the general solution of the zero curvature 
equation locally in x and t. 

If the divisors U and m intersect, complete simplification cannot be 
achieved at their common points. In this case a similar construction gives a 
partial separation of variables and reduces the order of equation (7 .1 ). 

As an illustration we shall consider the zero curvature representation for 
the principal chiral field model (see § 3). At first sight (see (3.37)-(3.40)), the 
associated divisors U and m are not separated but rather coincide with each 
other. Separation, however, is achieved in the light-cone coordinates 

;:=t+x 
., 2 , 

t-x 
TJ=-2-, 

in which the equations of motion take the form 

(7.23) 

(7.24) 

In fact, the covariant differentiation operators in these coordinates are 

!..._- A(g, TJ) and!_- B(g, TJ) where 
og 1-A- oTJ 1+A- ' 
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I I au I 
A= o+ I= agg-' 

The matrices U(g, TJ, A) and V(g, TJ, A) with 

A 
U(A) = 1-A' 

satisfy the zero curvature equation 

B 
V(A)=-

1+A' 

a ~~A)_ a :~A)+ [U(A), V(A)]=O, 
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(7.25) 

(7.26) 

(7.27) 

which is already fit for the undressing procedure that consists in con­
structing the matrices U1 (g, A) and V _ 1 (TJ, A). 

It turns out that 

U (1= A)= A(g, 0) 
I ':>• 1-A ' 

V (TJ A) = B(O, TJ) 
-1 ' 1+A ' (7.28) 

that is U1 and V _ 1 are determined by the initial data on the characteristics 
TJ=O and g=O, respectively. 

For the proof let us consider, for instance, equation (7.5) for v= 1, 

(7.29) 

and show that 

(7.30) 

The first equation in (7 .28) is an immediate consequence of (7 .30) and the 
equation 

aF 
ag = U(g, TJ,A)F. (7.31) 

To prove (7.30) it is enough to show that F(g, O,A) has no singularity at 
A= -1. This, however, clearly follows from the differential equation (7.31) 
at TJ = 0 with the initial condition 

F(g, O,A)I~-o=l. (7.32) 

The second formula in (7.28) is proved in a similar way. 
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So, in order to produce the general local solution of the principal chiral 
field model we must perform the following operations. 

1. Construct the matrices 

(7.33) 

and 

(7.34) 

i.e., solve two systems of first order ordinary linear differential equations. 
2. Determine the matrix F(;, TJ, A.) from its principal parts F1 (;,A.) at 

A.= 1 and F _ 1 (TJ, A.) at A.= - 1. This is done by means of the Riemann prob­
lem 

(7.35) 

for IA.-1l=t: and 

(7.36) 

for lA. + 11 =t:, where F(;, TJ, A.) is analytic in the exterior of the circles indi­
cated above and normalized to I for A.= oo. Then a solution of (7.24) with 
the initial data A(;) and B(TJ) on the characteristics is given by 

(7.37) 

We have thus obtained an analogue of the D'Alembert representation for 
the general solution of the principal chiral field equation, as a nonlinear super­
position of waves propagating along the characteristics. The Riemann problem 
(7.35)-(7.36) plays the role of a nonlinear analogue of the superposition princi­
ple. 

We have seen that the requirement of kinematic integrability of a non­
linear system, i.e. the possibility to write it down in the form of a zero cur­
vature equation, allows us to present a vast class of its solutions: explicit 
solutions of soliton type provided by the dressing procedure, local solutions 
of the general form provided by the undressing procedure, etc. The zero 
curvature equation may be exploited for a further study of the associated 
nonlinear system. For example, it can be used to define a sequence of inte­
grals of the motion in the usual (not necessarily Hamiltonian) sense as func­
tionals preserved by the equations of motion. 

In fact, in view of the periodic boundary conditions 
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U(x+2L,A)= U(x,A), (7.38) 

V(x+2L,A)= V(x,A) (7.39) 

the monodromy matrix 

.r'\L 
TL(t,A)=exp J U(x, t,A)dx (7.40) 

-L 

satisfies 

(7 .41) 

(cf. §1.2 of Part 1). Hence its invariants, trT1.{A) for k=l, ... ,n, are the 
generating functions for the integrals (n is the dimension of the auxiliary 
space). The local integrals result from the asymptotic expansions of these 
functionals in A about the poles of U(x, t,A). One example of such an ex­
pansion was already discussed in Part I; other examples will be treated in 
the next chapter. A detailed analysis of the construction of local integrals of 
the motion in the general case is fairly tedious and will not be given here. 

In the case of models on the lattice, a counterpart of the matrix TL(t, A) 

is the matrix 
N' 

TN(t,A)= IT Ln(t,A), 
n-1 

which will receive closer attention in Chapter III. 

(7.42) 

In Part I we saw for the case of the NS model that from the Hamiltonian 
point of view the zero curvature condition is a secondary matter: it is a 
consequence of the fundamental Poisson brackets which incorporate the 
matrix U(x, A) of the auxiliary linear problem and the r-matrix. The models 
to be considered are also Hamiltonian, so we shall again use the r-matrix 
formalism. This approach culminates in the Lie-algebraic classification of 
the fundamental Poisson brackets in Chapter IV. We decided, however, to 
include a general discussion of the zero curvature equation in order to 
demonstrate the immediate benefit of this representation for nonlinear inte­
grable equations. 

§ 8. Notes and References 

There is an extensive literature devoted to the models defined in this 
chapter. Here we shall only refer to papers in which these models are 
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treated via the inverse scattering method, i. e. via the zero curvature repre­
sentation; as a rule, the boundary conditions imposed are those of rapid 
decrease. For further references the reader should consult the correspond­
ing sections of Chapters II, III; papers that discuss these models from the 
Hamiltonian standpoint are also cited there. 

1. The HM model was incorporated into the inverse scattering method 
in [T 1977]. 

2. The SG model was actively studied during the years 1973-1975. The 
zero curvature representation for the SG equation in light-cone coordi­
nates 

(8.1) 

was obtained in [AKNS 1973], [T 1974], and in the form (1.19) in [ZTF 1974], 
[TF 1974]. Of course, these two zero curvature representations are formally 
equivalent: the difference between the above papers is that they are dealing 
with different auxiliary linear problems. For more references see Chap­
ter II. 

3. The inverse scattering method was applied to the LL model in 
[Sk 1979], [BR 1981]. 

4. The vector NS model with two colours was immersed into the inverse 
scattering method in [M 1973]; the results of this paper immediately extend 
to an arbitrary number of colours. The model was generalized to the case of 
homogeneous spaces of Lie groups in [FK 1983]. 

5. The general observation at the end of § 1 concerning the connection 
between the momentum functional and the symplectic form on phase space 
resulted from a discussion with A. G. Reyman. 

6. The first integrable model on the lattice was the Toda model that de­
scribes anharmonic oscillations of a one-dimensional crystal lattice (see 
[T 1970]). The inverse scattering method for obtaining its exact solution was 
applied by S. V. Manakov [M 1974] and H. Flaschka [F 1974a], [F 1974b]. 
For further references see Chapter Ill. 

7. A reformulation of the zero curvature condition for lattice models 
was given by M. Ablowitz and G. Ladic [AL 1976]. 

8. The second model of§ 2 was introduced by V. Volterra in [V 1931], 
whence its name. Besides applications in ecology, it is encountered in 
plasma physics in the studies of the fine spectral structure of the Langmuir 
oscillations. The inverse scattering method for the model was developed in 
[M 1974]. For the Poisson structure of the Volterra model see Chapter III. 

9. The LHM model and the related auxiliary linear problem were intro­
duced in [Sk 1982]. 

10. The LNS1 model and the related auxiliary linear problem (2.62)­
(2.63) first appeared in [IK 1981]. 
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11. The LNS2 model was defined in [AL 1976], in which the inverse scat­
tering method was applied. The Hamiltonian formulation of the model was 
given in [KM 1979], [GIK 1984]. 

12. The relationship between the LNS 1 and LHM models, in particular 
the operation of alternation of sign in (2.51), was discussed in [TIF 1983]. 

13. For information on representation theory of the groups S U(2) and 
S U(1, 1) see, for instance, [GGP 1966]. 

14. The idea to exploit the general zero curvature representation for 
studying nonlinear equations is due to V. E. Zakharov and A. B. Shabat 
[ZS 1979] and is currently referred to as the Zakharov-Shabat scheme. For 
the case of two-dimensional auxiliary space, the general zero curvature rep­
resentation was previously studied in (AKNS 1974]. The role of gauge trans­
formation in this approach was discussed in [ZT 1979] for the case of the 
HM and NS models. 

15. A systematic study of various reductions in the zero curvature repre­
sentation was carried out by A. V. Mikhailov [Mi 1981]. 

16. As was noted in the Introduction, the celebrated KdV equation ap­
pears in the main text only in Chapter I of Part II. Traditionally, this equa­
tion is treated by a Lax representation [L 1968]. The zero curvature repre­
sentation for KdV was given in [N 1974]. Other references concerning this 
equation were already given in Chapter III of Part I. 

17. The passage from equation (3.13) to (3.12) is a special case of the 
Frobenius transformation that carries an ordinary linear differential equa­
tion of order n into a system of n first order linear equations. Clearly, such 
systems play a unifying role in the zero curvature representation. Higher 
order differential equations considered in [GD 1975], [GD 1977] may thus 
be regarded as reductions of the Zakharov-Shabat scheme [DS 1981], 
[DS 1984]. 

18. The Poisson structure (3.15) was introduced in [ZF 1971] and 
[G 1971]. In [FT 1985], [BFT 1986] some important peculiarities were 
pointed out connected with the Hamiltonian interpretation of the KdV 
equation. 

19. The N-wave model studied by V. E. Zakharov and S. V. Manakov 
[ZM 1975] was the first one to display all the advantages of the zero curva­
ture representation. It was also basic for developing the matrix Riemann 
problem method [S 1975], [S 1979] which gives an alternative to the Gel­
fand-Levitan-Marchenko integral equations formalism. 

20. In the stationary case (i.e. when there is no dependence on t), the 
N-wave equations reduce to Euler's equations that generalize the equations 
of motion of a three-dimensional rigid body. This remarkable fact was ob­
served by S. V. Manakov [M 1976]. Many other examples of this kind have 
been discovered since, see [MF 1978], [P 1981], [V 1983], [B 1984]. These sys­
tems are naturally incorporated into a general scheme based on affine Lie 
algebras [RSF 1979], [RS 1979], [R 1980], [AM 1980]. 
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21. The chiral field is a popular field-theoretic model of geometric ori­
gin (see, for instance, [DNF 1979]). The zero curvature representation for 
the n-field was obtained in [P 1976], and for the principal chiral field in 
[ZM 1978]. We refer to the matrices 111 as the left currents because the 
Hamiltonians J 10(x)Aa(x)dx with respect to the Poisson structure (5.15), 
(5.18)-(5.19) give rise to the action of the group G on itself by left transla-

tions. For similar reasons the matrices 
called the right currents. 

-1 og -1 og 
r0 = -g at' r 1 = -g ox are 

22. The two-dimensional extension of the Toda model was defined in 
[Mi 1979] where the associated zero curvature representation was obtained. 
In a different form it was considered in [LS 1979]; a generalization to other 
root systems was given in [MOP 1981]. Independently of the two-dimen­
sional Toda model, equation (3.54) occurred in [ZS 1971], [DB 1977]. A zero 
curvature representation for the model was found in [Mi 1979]. 

23. The exposition in § 4 follows [ZT 1979]. Formulae such as (4.19)­
(4.21) were also derived in [L 1977] where a relationship between the HM 
and NS models was established without recourse to the inverse scattering 
method. Notice that although the LHM and LNS 1 models essentially coin­
cide in the lattice case, their relationship in the continuous case is given by a 
gauge transformation. This is so because the HM and NS models are differ­
ent continuum limits of the same lattice model. 

24. For the Hopf fibre bundle and the theorem on holonomy see, for 
instance, the textbook [DNF 1979]. The idea to use this theorem for the 
proof of (4.21) was suggested by A. G. Reyman. 

25. The Lie-Poisson brackets that define a Poisson structure on the dual 
space of a Lie algebra will be discussed in detail in Chapter IV. 

26. The extended current algebra that appeared in § 5 is very popular at 
present in mathematical physics (see [RS 1980], [FK 1980], [DKM 1981], 
[DJKM 1981], [Se 1981]). Some of the applications to integrable equations 
will be discussed in Chapter IV. The term Maurer-Cartan cocycle was intro­
duced in [VGG 1973] in connection with the representation theory of cur­
rent groups. 

27. The Poisson brackets (5.15) and (5.18)-(5.19) define the usual Pois­
son structure on the cotangent bundle T* C(G) of the current group C(G). 
The relationship between these Poisson brackets and the brackets (5.15)­
(5.17) is an illustration of Hamiltonian reduction of T*C(G) under the ac­
tion of G. For the notion of Hamiltonian reduction see, for example, 
[A 1974]. 

28. The second Hamiltonian formulation of the chiral field model in § 5 
was proposed and elaborated in [FR 1986]. 

29. The Poisson brackets (5.59)-(5.61) for the n-field model may be ob­
tained, as the Poisson-Dirac brackets, from the canonical brackets 
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{n"(x), ff'(y)} = {na(x), nb(y)} =0, 

{n"(x), nb(y)} =Oabo(x-y) 
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(8.2) 

(8.3) 

30. The role of multi-valued functionals such as (5.74), regarded as the 
action functionals in mechanics and field theory, was revealed in the general 
form by S. P. Novikov [N 1982a,b]. The functional W(g) is a typical illus­
tration of the general construction of [N 1982 a, b] which raised the problem 
of studying a model with the action functional S(g)+a W(g). The momen­
tum functional for the HM model in § 1 provides another interesting exam­
ple, but is an observable rather than action. 

31. The simple topological properties of Lie groups used in § 5 can be 
found, for instance, in [A 1969]. Formula (5.76) is derived from the Stokes 
formula by differentiating with respect to s. 

32. Multi-valued action functionals were implicit in the physics litera­
ture in the work of G. Wess and B. Zumino [WZ 1971] in the specific case of 
the principal chiral field model in four-dimensional space-time; the geo­
metric origin of the ambiguity of action was discovered by E. Witten in 
[W 1983]. We also point out that in the model studied in [BT 1977], 
[Bu 1978], the multi-valued action (5.78) was actually used as a kinetic term. 
The model in question is a matrix generalization of the SG model and is 
integrable via the inverse scattering method. It describes a field g(x, t) with 
values in the group S O(n); the equations of motion are 

where A and B are real diagonal matrices that do not depend on x and t. The 
matrix SG model is gauge equivalent to the principal chiral field model on 
the group SO(n) (see [Bu 1978]). 

33. The relationship between the modified and ordinary principal chiral 
field equations was established in [VT 1984]. 

34. A geometric interpretation of the symplectic structure connected 
with the modified Poisson brackets (5.90)-(5.92) was given in [R 1984]. 

35. The appearance of two independent extended current algebras in the 
modified chiral field model with a= ± 1 was first observed in [W 1984]. 

36. The Riemann problem method for constructing solutions of the gen­
eral zero curvature equation in § 6 and the term "dressing procedure" are 
due to V. E. Zakharov and A. B. Shabat [ZS 1979]. A discussion of reduc­
tions in the Riemann problem can be found in [Mi 1981]. For the use of the 
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dressing procedure for constructing soliton solutions of various equations 
see [ZM 1978], [ZMNP 1980]. 

37. The scheme for constructing the general local solution of the zero 
curvature equation presented in § 7 is due to I. M. Krichever (see [K 1983]) 
and was originally applied in [K 1980] for solving the principal chiral field 
model and the SG model in light-cone coordinates. 

38. The undressing scheme actually made use of the group G L(n) over 
the adele ring of the field of rational functions over <C. The utility of this 
language in presenting the generalities of the inverse scattering method is 
illustrated in [C 1983]. 

39. The Riemann problem (7.5) is a matrix extension of the Weierstrass 
method of separating the principal parts of the function F(x, t, A.), whereas 
the Riemann problem (7.18) is a matrix analogue of the multiplicative Cou­
sin problem of determining a function from its principal parts. 

40. There is an extensive literature dealing with the construction of inte­
grals of the motion for integrable equations: [GD 1975], [ZM 1975], 
[GD 1977], [C 1979a, b], [Ne 1979], [W 1979], [DS 1981], [C 1981], [W 1981], 
[TF 1982], [KR 1983], [R 1983], [DS 1984], [VV 1985]. 

41. In this book we only consider integrable equations in one spatial 
variable. The inverse scattering method also applies to equations in two spa­
tial dimensions, the best known being the Kadomtsev-Petviashvili equa­
tion 

which has numerous physical applications. The auxiliary linear problem for 
(8.5) has the form 

aF o2 F 
vs----u(x,y)F=A.F oy ox2 

(8.6) 

(see [D 1974], [ZS 1974]). There exists a vast literature for the Kadomtsev­
Petviashvili equation; we only mention the textbook [ZMNP 1980] and the 
papers [KN 1978], [DJKM 1981], [M 1981], [FA 1983], [AYF 1983]. 

[A 1969] 
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Chapter II 
Fundamental Continuous Models 

We shall give a complete list of results pertaining to two fundamental 
continuous models, the HM and SG models. For the rapidly decreasing 
boundary conditions we shall analyze the mapping ff from the initial data 
of the auxiliary linear problem to the transition coefficients and the discrete 
spectrum, and show how to solve the inverse problem, i.e. how to construct 
the mapping ,g--- 1 • We shall see that these models allow an r-matrix ap­
proach, which will enable us to show that ff is a canonical transformation 
to variables of action-angle type. It will thus be proved that the HM and SG 
models are completely integrable Hamiltonian systems. We shall also pres­
ent a Hamiltonian interpretation of the change to light-cone coordinates in 
the SG model. To conclude this chapter, we shall explain that in some sense 
the LL model is the most universal integrable system with two-dimensional 
auxiliary space. 

§ 1. The Auxiliary Linear Problem for the HM Model 

The problem mentioned in the title reads (see § 1.1) 

dF A. 
-=-S(x)F 
dx 2i ' 

where S(x) is a Hermitian traceless 2 x 2 matrix satisfying 

We shall only consider the rapidly decreasing case 

lim S(x)=0"3, 
lxl-oo 

where the boundary values are attained in the sense of Schwartz. 

(1.1) 

(1.2) 

(1.3) 
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It was shown in § 1.4 that HM and SG are gauge equivalent models. 
Specifically, by means of the gauge transformation 

F(x,A)=Q(x)F(x,A), (1.4) 

the auxiliary linear problem (1.1) is reduced to a form typical for the NS 
model, 

(1.5) 

where 

d.Q 1 
U0 (x) = dx (x)Q- (x). (1.6) 

The unitary matrix Q(x) is determined from 

(1.7) 

with the condition that the diagonal of U0 (x) in (1.6) be zero, 

U0(x) = i ( lfi~X) ljl(x)) 
0 ' 

(1.8) 

which corresponds to the NS model in the rapidly decreasing case for 
x= -1 (see § 1.4). 

Thus, information concerning the auxiliary linear problem (1.1) can be 
derived from the analysis of problem (1.5) carried out in Chapter I of Part I. 
Nevertheless, as the SG model is of importance in its own right, we shall 
give an independent treatment of (1.1). In doing so we shall, of course, com­
pare the corresponding results. In that case the quantities in question will be 
labelled by the symbols NS or SG respectively. 

1. The transition matrix and Jost solutions 

The transition matrix T(x, y, A) is defined to be a solution of the differ­
ential equation (1.1) with the initial condition 

It can be expressed as 

T(x,y,A)Ix-y=l. 

.r'\ A X 

T(x,y, A)= exp---:- J S(z)dz, 
2z Y 

(1.9) 

(1.10) 
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so that 

T(x, y, A-) lA--o= I. (1.11) 

The matrix T(x, y, A-) is unimodular and is an entire matrix-valued function 

of A-. The relation 

S(x)= -<TzS(x)<Tz (1.12) 

implies the involution property 

T(x, y, A-) =0"2 T(x, y, A)az. (1.13) 

We have the relationship 

(1.14) 

As lxl-..cx>, the auxiliary linear problem (1.1) turns into the differential 

equation 

(1.15) 

which can be solved explicitly, 

AX 
E(x,A-)=e2T,.,. (1.16) 

The Jost solutions T ± (x, A-) for real A, are defined to be the limits 

T±(x,A-)= lim T(x,y,A-)E(y,A-). (1.17) 
y-±oo 

The matrices T ± (x, A,) are unimodular and satisfy the differential equation 

(1.1), the involution relation 

(1.18) 

and 

(1.19) 

They have the asymptotic behaviour 

T ±(x,A-)=E(x, A-)+o(l), (1.20) 
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as X-+± oo, respectively. 
An alternative definition of the Jost solutions can be given through the 

integral equations 

A X 

T _ (x, It) =E(x, It)+---: J E(x-y, lt)(S(y) -a3) T _ (y, lt)dy (1.21) 
2Loo 

and 

It 00 

T +(x,lt)=E(x,lt)- -2 . J E(x-y,lt)(S(y)-a3) T +(y,lt)dy. (1.22) 
l X 

For It real, these are Volterra integral equations, and so their iterations are 
absolutely convergent. The analysis of the iterations shows that T ± (x, It) can 
be represented as 

and 

It X 

T_(x,lt)=E(x,lt) + 2 ; _f .. r_(x,y)E(y,lt)dy 

It 00 

T + (x,lt)=E(x, It)+---: I r + (x,y)E(y, lt)dy. 
2z x 

(1.23) 

(1.24) 

Inserting these integral representations into (1.1) we find that the ma­
trices r ± (x, y) satisfy the Goursat problem - the partial differential equa­
tion 

ar± ar± 
-- (x,y)+S(x)- 0"3=0 

ax ay 
(1.25) 

for ±(y-x)>O with the boundary conditions 

lim r ±(x,y)=O, (1.26) 
y-±oo 

+(F ±(x,x)-S(x)r ±(x, x)a3)=S(x)-a3. (1.27) 

We have the relations 

(1.28) 

(1.29) 

and 
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NS oTf!_M r- (x,y)= -.Q(x) -- (x,y)a3, 
ay 

NS or~M I r + (x,y)= -.Q(x)--(x,y)flo a3. 
ay 

It is assumed that .Q(x) is normalized as follows: 

lim .Q(x) =I. 
x--oo 

(1.30) 

(1.31) 

(1.32) 

The latter requirement combined with (1.7) and the condition that U0 (x) has 
zero diagonal determine .Q(x) uniquely. We also have 

lim .Q(x)=flo, (1.33) 
x-+oo 

where .Q0 is a unitary diagonal matrix. Relations (1.30)-(1.31) result from 
comparing the integral representations (1.23)-(1.24) with (1.5.10), (1.5.16) of 
Part I and using the formulae 

r _ (x, x)=(.Q- 1(x)-I)a3 , (1.34) 

(1.35) 

which are derived by comparing the limits of both sides of (1.28)-(1.29) as 
IAI-oo. 

We point out that relations (1.34)-(1.35) agree with the boundary condi­
tions (1.26)-(1.27); also, relations (1.30)-(1.31) and the differential equation 
(1.25) agree with the differential equation (1.8.15) of Part I for the kernels 
T~5 (x,y), where one must set U±=O. 

By comparing (1.19) and (1.28) we find an expression for .Q(x) 

(1.36) 

The integral representations (1.23)-(1.24) and formulae (1.34)-(1.35) 
imply the analyticity properties of the columns, T<2 (x, A), I= 1, 2, of the 
Jost solutions. The columns Tf2>(x, A) and r<;>(x, A) can be analytically 
continued into the upper half-plane of the variable A whereas T~>(x, A) and 
r<!:.>(x, A) can be analytically continued into the lower half-plane. They have 
the following asymptotic behaviour, as I AI-+ oo, 

(1.37) 
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iA-x (0) ( 1 ) e --2 rc_;>(x,A)=.Q- 1(x).Qo 1 +0 ill (1.38) 

for ImA-~0 and 

(1.39) 

(1.40) 

for ImA-~0. 

2. The reduced monodromy matrix and transition coefficients 

The reduced monodromy matrix T(A,) is defined for real A, as the ratio of 
two Jost solutions, 

T(A-)= T:;: 1(x, A-) T _ (x, A,) 

and can be expressed as a limit, 

T(A-)= lim E( -x,A-)T(x,y,A-)E(y,A-). 
x-+oo 
y--00 

The matrix T(A-) is unimodular, obeys the involution 

and satisfies 

It can be written in the form 

T(A-)= (a(A,) 
b(A,) 

-b(A,)) 
a(A-) , 

(1.41) 

(1.42) 

(1.43) 

(1.44) 

(1.45) 

where the coefficients a(A-) and b(A-) (transition coefficients for the contin­
uous spectrum) satisfy the normalization relation 

la(A-W+ ib(A-W= 1 (1.46) 

and the constraints 
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a(O)= 1, b(O)=O. (1.47) 

From (1.28)-(1.29) we deduce the relation 

(1.48) 

which gives 

.Q0 1 = lim THM(A). (1.49) 
IA.I-~ 

From this and (1.44), by virtue of (1.36), we find 

(1.50) 

so that 

(1.51) 

and the matrix .Q0 has the form 

(1.52) 

and is unimodular. Writing (1.48) explicitly, we have 

(1.53) 

Thus, under the rapidly decreasing boundary conditions the gauge transfor­
mation converts the HM model into the NS model with transition coefficients 
satisfying an additional constraint (1.51). 

The analytic properties of the transition coefficients a(A) and b(A) are 
similar to those for the NS model. The function a(A) has an analytic con­
tinuation into the upper half-plane of the variable A with the asymptotic be­
haviour 

a(A)=w0 +0 ( 1~ 1 ), (1.54) 

as IAI-HlO, where w0 is the upper diagonal element of .Q0 1, lw01=1. As in 
the NS case, we shall adopt the condition (A) for the zeros of a(A), which 
reads that all the zeros Aj are simple and lmAj > 0. It follows that their total 
number n is finite, and for real A we have a strict inequality 

lb(A)I < 1. (1.55) 
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The numbers Ah ij,j = 1, ... , n, identify the discrete spectrum of the aux­
iliary linear problem (1.1). The associated transition coefficients yj, yj are 
defined by 

(1.56) 

We have the relations 

j=1, ... ,n. (1.57) 

The coefficient b(A) is a Schwartz function; in general, it need not have 
an analytic continuation off the real line. In the case when, for some q > 0, 
the matrix S(x) equals its asymptotic value a 3 for lxl ~q, b(A) (as well as 
a(A)) extends analytically to the whole complex plane. In that case 

(1.58) 

The function a(A) is uniquely determined by the coefficient b(A) and the 
zeros Ah ... , An· The corresponding dispersion relation is 

(,) rr" A-Aj { 1 OOJ log(1-lb(.uW) d} a A- =Wo --- exp -- J.l 
A-k 2ni ,u-A-iO ' 

j~l 1 -00 

(1.59) 

where 

Wo = IT i.,j exp {-~ j log (l-Ib (.U W) dp} . 
j-J Aj 2nz -oo .u 

(1.60) 

The integral on the right hand side of the last formula is absolutely conver­
gent in view of (1.47). 

The above discussion can be interpreted as a description of the map­
ping 

(1.61) 

In the next section we shall see that ff has an inverse, and in § 3 this map­
ping will be shown to define a canonical transformation to variables of ac­
tion-angle type. 

3. Time evolution of the transition coefficients 

We consider the evolution of the transition coefficients assuming that 
S(.x, t) satisfies the HM equation. Using the zero curvature condition from 
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§ 1.1 and reproducing the arguments of § I. 7, Part I, we can derive the evo­
lution equations 

(1.62) 

and 

aT iA2 
- (A, t) = - [a3, T(A, t)], at 2 

(1.63) 

which lead to the following dependence of the transition coefficients on 
time t: 

a(A, t)=a(A, 0), b(A, t)=e-iA21 b(A, 0) (1.64) 

and 

(1.65) 

These formulae coincide with the expressions for the dynamics of the 
NS model. Obviously, they are consistent with (1.53) and (1.57). 

As in the NS model, the coefficient a(A) is a generating function for 
integrals of the motion. We conclude this section with a method for select­
ing a family of local integrals. As before, the latter are understood to be 
functionals of the form 

F= J f(x)dx, (1.66) 

where the density f(x) is a polynomial in the matrix elements of S(x) and 
their derivatives with respect to x. 

4. Local integrals of the motion 

We start with the asymptotic expansion of the transition matrix T(x, y, A) 
as IAI-+oo. We write it as 

T(x,y,A)=(l+ W(x,A))expZ(x,y,A)(l+ W(y,A))- 1 , (1.67) 

where W(x,A) is an off-diagonal matrix and Z(x,y,A) is a diagonal matrix 
satisfying 

Z(x,y,A)ix-y=O. (1.68) 
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From here on in asymptotic expansions we shall often leave out terms of the 
order 0(1/LI- ~) as defined in § 1.3, Part I. Inserting (1.67) into (1.1) and 
splitting the diagonal and off-diagonal parts we come down to a differential 
equation of Riccati type for W(x, It) 

The matrix Z(x,y,IL) is given by 

The difference between our case and the NS model is that the asymp­
totic expansion in powers of It -l for W(x, It) contains a constant term. In 
fact, (1.14) shows that this term comes from the off-diagonal part of .Q(x). 

The expansion for Z(x,y,IL) begins with the term ;i (x-y)a3 and also 

contains a constant term associated with the diagonal parts of .Q(x) and 
.Q(y). 

Thus the asymptotic expansion of W(x, It) has the form 

W(x,IL)= i: ~~x). 
n=O 

(1.71) 

Substituting (1.71) into (1.69) we get a recursion relation for the coefficients 
Wn(x), n;;.-1: 

(1.72) 

with the initial term W0 (x) determined from the equation 

We introduce the diagonal matrix 

(1.74) 

and write the above equation as 
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(1.75) 

or 

(1.76) 

Equation (1.76) has four solutions. The solution we need is uniquely de­
termined from the relation 

(1.77) 

which accounts for the appearance of the term ~ (x-y)u3 in the asymp-
totic expansion for Z(x,y,A.). 21 

The matrix W0 (x) has the form 

so that the recursion relation (1. 72) can be written as 

The coefficients Wn(x) are skew-Hermitian matrices, 

-Wn(X)) 
0 . 

(1.78) 

(1.80) 

In terms of the wn(x), the recursion relation (1.79) and the initial condition 
(1.78) take the form 

(1.81) 

and 

(1.82) 

From (1.70)-(1.72) and (1.80) we obtain the asymptotic expansion for 
Z(x,y,A.), 
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(1.83) 

where the matrices Zn(x,y) have the form 

Zn(x,y)= (Zn(XO,y) 0 ) 
-in(x,y) ' 

(1.84) 

with 

Zn(x,y) =- !._ J (S1(x')-iS2 (x'))wn+ 1(x')dx'. (1.85) 
2 y 

The asymptotic expansion, as IA.I-+ co, of the reduced monodromy ma­
trix follows by taking the limit according to (1.42). Recalling that W(x, A.) 
vanishes as lxl-. co, we get 

where the diagonal matrix P(A.) has the form 

and 

with 

P(A-)=i (p(OA.) 0 ) 
-p(A.) , 

co I 
p(A.)= L A: 

n=O 

(1.86) 

(1.87) 

(1.88) 

1 1 co 
In= lim -;-Zn(x,y) =-- J (S1(x)-iS2 (x))wn+ 1(x)dx. (1.89) 

x-+co l 2 -co 
y--eo 

We emphasize that the property of the matrix P(A.) in the asymptotic 
expansion (1.86) to be diagonal is in accord with the fact that the coefficient 
b(A.) is a Schwartz function whose contribution is of the order O(IAI- co). 
Since T(A.) is a unimodular matrix, we have 

tr P(A.)=O, (1.90) 

so that the coefficients In are real. 
We have thus established the expansion 
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1 "" I 
i loga(A)= L A:, 

n=O 

(1.91) 

as IAI--+oo, where the real-valued functionals In are given by (1.89), (1.81)­
(1.82) and are integrals of the motion for the HM model. The momentum P 
and the Hamiltonian H defined in § 1.1 coincide with the first two of 
them, 

P= -2I0 , H= -2I1 • (1.92) 

The functionals In have the form (1.66); their densities are rational functions 
of the Sa(x), a= 1, 2, 3, and their derivatives at x. It can be shown that the 
density of In for n;;;;. 1 is actually a polynomial, up to a total derivative of a 

Schwartz function. Hence ~ loga(A) is indeed a generating function for the 
local integrals. 1 

The functionals In can be expressed through the transition coefficients 
and discrete spectrum of the auxiliary linear problem (1.1). For that purpose 
expansion (1.91) should be compared with the dispersion relation (1.59)-

(1.60). Expanding the denominator~ in (1.59) into a geometric progres-
sion we find J.l-

Io=arga>o = _1_ j log(1-lb(AW) dA-2 i: argAj 
2n A j=l 

(1.93) 

and 

It= 2~ J A1- 1 log(1-lb(A)I 2)dA + i: ij ~Aj 
j=l 

I= 1, 2, ... , (1.94) 

which are the trace identities for the HM model. 
These identities are in agreement with the equivalence between the HM 

and NS models, 

(1.95) 

We observed in § 1.1 that for the periodic boundary conditions the HM 
model has additional integrals of the motion, Ma, a= 1, 2, 3, which play the 
role of components of the total spin that generate the action of the rotation 
group. These integrals are not contained in the family {In} :=o· Moreover, 
the functionals 
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Sa(x)dx, a=1,2, (1.96) 

are not even admissible since the associated Hamiltonian flows violate the 
boundary conditions of rapid decrease (1.3) ( cf. the regularized charge func­
tional in § 1.1, Part 1). The admissible (regularized) functional is given by 

(1.97) 

We shall express it in terms of the transition coefficients and the discrete 
spectrum. 

For this differentiate (1.1) with respect to A to obtain 

at A . 1 
-=-ST+-ST ox 2i 2i , 

the dot indicating the derivative. For the matrix 

we have 

so that 

t(x,y)= t(x,y, A)14-o 

at 1 
ox (x,y) = 2 ; S(x), t(x,y)lx-y=O, 

• 1 X 

T(x,y)=-----; J S(x')dx', 
21 y 

and taking the limit according to (1.42) we find 

We then derive the required expressions, 

and 

(1.98) 

(1.99) 

(1.100) 

(1.101) 

(1.102) 

(1.103) 
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(1.104) 

The convergence of the integral in (1.103) in the neighbourhood of A.=O is 
ensured by (1.47). 

In § 3, starting from (1.104), we shall see once again that the functionals 
M ± are inadmissible. 

This completes our analysis of the auxiliary linear problem and the map­
ping ff for the HM model. 

§ 2. The Inverse Problem for the HM Model 

Here we shall describe the mapping ff- 1, i.e. solve the inverse prob­
lem of reconstructing S(x) from the transition coefficients and the discrete 
spectrum. Two methods will be developed, one based on the matrix Rie­
mann problem, the other on the Gelfand-Levitan-Marchenko formulation. 
At the end of the section we shall discuss soliton dynamics for the HM 
model. 

1. The Riemann problem 

It is based on the formula relating the Jost solutions, 

T _ (x,A.)= T + (x,A.) T(A.), (2.1) 

which can be written as 

F _ (x, A)= F + (x, A.) G(A.), (2.2) 

where the matrices F ± (x, A.) are composed of the columns of the solutions 
T ±(x,A.), 

(2.3) 

(2.4) 

and G(A.) has the form 

-b(A.)) 
1 . (2.5) 
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We define the matrices 

G _ (x, A)=F _ (x, A)E- 1(x, A) (2.6) 

and 

G + (x, A) =E(x, A)F+ 1 (x, A), (2.7) 

which can be analytically continued into the lower and upper halfs of the 
A-plane, respectively. Then (2.2) implies the relation underlying the Rie­
mann problem, 

G + (x, A) G _ (x, A)= G(x, A), (2.8) 

with 

G(x, A)= E(x, A) G(A)E- 1 (x, A). (2.9) 

We list the properties of the matrices G(x, A) and G ± (x, A) which follow 
from the discussion in § 1. 

I. The matrix G(x, A) is Hermitian, 

G*(x,A)=G(x,A), (2.10) 

and satisfies 

G(x,A)I.<-o=l, (2.11) 

lim G(x,A)=I, (2.12) 
1.1.1-co 

where the limiting values are attained in the sense of Schwartz. 
II. For every X, the matrices G±(X,A) belong to the rings m<ix 2>, are 

Hermitian conjugates of each other, 

(2.13) 

and have limits as I AI-+ co, 

lim G±(x,A)=.Q±(x), 
1.1.1-co 

(2.14) 

where .Q±(x) are unitary matrices related by 

(2.15) 

so that 
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(2.16) 

III. The matrices G ± (x, A) satisfy the relation 

(2.17) 

IV. The matrices G + (x, A) and G _ (x, A) are nondegenerate in their do­
mains of analyticity with the exception of the points A =Aj and A =A"j, respec­
tively, where 

(2.18) 

and 

KerG_(x,A"j)=N)->(x), j= 1, ... , n. (2.19) 

Here N) + > (x) and N)- > (x) are one-dimensional subs paces of <C 2 spanned re­
spectively by the vectors 

Observe that the properties of G±(x,A) for the HM and NS models dif­
fer only by the normalization conditions: these matrices are normalized to I 
for A= 0 or A= oo, respectively. 

We now proceed to solve the inverse problem. Suppose we are given func­
tions b(A), b(A) and a set of numbers Aj,A"j, yj, yj,j= 1, ... , n, with the following 
properties. 

I'. The function b(A) lies in Schwartz space and satisfies the conditions 

b(O)=O, lb(A)I < 1. (2.20) 

II'. The numbers Aj, lmAj > 0, are pairwise distinct and yj =I= 0, 
j=1, ... , n. 

Starting from these data we construct the matrix G (x, A) and the set of 
subspaces N)±>(x) and consider the Riemann problem 

G(x, A)= G + (x, A) G _ (x, A), (2.21) 

where the matrices G±(x,A) belong to the rings m~x 2>, are normalized to I 
for A= 0, and satisfy conditions (2.18)-(2.19). 

Then we can make the following assertions. 
1". The Riemann problem in question has a unique solution. 
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II". The matrices F±(x,A.) constructed from G±(x,A.) according to (2.6)­
(2. 7) satisfy the auxiliary linear problem 

dF±(x,A.) = ~ S( )F ( A.) 
dx 2i X ± X, ' (2.22) 

where S(x) is given by (2.14), (2.16). 
III". S(x) is a Hermitian traceless matrix satisfying S 2 (x) =I and 

lim S(x)=0"3, (2.23) 
lxl-oo 

where the limiting values are approached in the sense of Schwartz. 
IV". The functions a(A.) and b(A.) with a(A.) given by (1.59)-(1.60) play the 

role of transition coefficients for the auxiliary linear problem (2.22); its discrete 
spectrum consists of the eigenvalues A.h ... , An; ih ... , in with the transition 
coefficients Yh ... , Yn; Yh ... , Yn· The solutions G ± (x, A.) are composed of the 
Jost solutions T ± (x, A.) of the auxiliary linear problem according to (2.3)-(2.4) 
and (2.6)-(2. 7). 

Let us comment on the proof of these assertions. 
The uniqueness theorem for the Riemann problem follows in the usual 

way from the Liouville theorem and the normalization condition (2.17) (see 
the corresponding argument in § 11.2, Part 1). Since G(x, A.) is a Hermitian 
matrix, this implies (2.13). 

To prove the existence theorem, it suffices to use the transformation 

G + (x, A.)= G + (x, A.).Q:;: 1(x), (2.24) 

G _(x,A.)=il: 1(x) G_(x,A.), (2.25) 

where n ± (x) are the limiting values of the matrices G ± (x, A.), as 1.1.1-+ oo. By 
(2.13), n ± (x) satisfy 

(2.26) 

and are unitary matrices. Hence, G±(x,A.) satisfy equation (2.21) and condi­
tions (2.18)-(2.19), as before. This transformation, therefore, reduces the 
Riemann problem with the normalization to unity at A.= 0 to that with the 
normalization to unity at A.= oo. The existence theorem for the latter prob­
lem was proved in § 11.2, Part I. The inverse transformation is given by 

G+(x,A.)=G+(x,A.)G:;: 1(x, 0), (2.27) 

(2.28) 
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To derive the differential equation of item II", we write the Riemann 
problem (2.21) in the form 

F _ (x, A) =F + (x, A) G(A) (2.29) 

and differentiate this with respect to x writing it down as 

U(x,A) = aF+(x,A) F:;: 1(x,A) = aF_(x,A) F= 1(x,A). (2.30) 
ax ax 

As in § 11.2, Part I, we see that U(x, A) is an entire function of A. Using that 
E(x,A)F+ 1(x,A) and F_(x,A)E- 1(x,A) belong to the rings m~xz>, we ex­
ploit the asymptotic formulae (2.14) and the Liouville theorem to conclude 
that 

A 
U(x,A) = 2i S(x)+C(x), (2.31) 

where the matrix S(x) is given by (2.16). From (2.17) it follows that 

C(x)=O (2.32) 

so that we recover (2.22). The Hermiticity of S(x) follows from the unitarity 
of .Q±(x). 

For the proof of the remaining statements of items 111"-IV", it is enough 
to make use of the relationship between the Riemann problems for the HM 
and NS models, 

(2.33) 

and 

with 

(2.36) 

To conclude the discussion of the general properties of the Riemann 
problem, we note that, as in the case of the NS model, time evolution of the 
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transition coefficients leads to the zero curvature representation for the HM 
model. This fact proves that if the transition coefficients depend on time 
according to (1.64)-(1.65), the matrix S(x, t) constructed from them satisfies 
the HM equation. 

2. The Gelfand-Levitan-Marchenko formulation 

This formulation is also based on (2.1) which is now restated as 

and 

where 

- 1- yo>(x A)=_!_ T0 >(x A)+ r(A) T(2)(x A) 
A a (A) - ' A + ' A + ' 

_ 1_ y<2>(x A)= r(A) T(l)(x A)+_!_ T(2)(x A) 
A a (A) + ' A - ' A - ' ' 

r(A) = b(A) 
a(A)' 

r(A) = b(A). 
a(A) 

(2.37) 

(2.38) 

(2.39) 

Performing the Fourier transform in these relations and using the inte­
gral representations (1.23)-(1.24), the analyticity properties of the Jost solu­
tions, and the involutions for the kernels r ± (x, y), 

(2.40) 

we derive the Gelfand-Levitan-Marchenko integral equations from the 
right 

(2.41) 
X 

and from the left 

X 

r_(x,y)+a3K(x+y)+ I r_(x,z)K'(z+y)dz=O. (2.42) 

The prime here indicates the derivative with respect to the argument, K(x) 
and K(x) are off-diagonal matrices of the form 

-k(x)) 
0 ' 

K(x)= "' - ( 0 
-k(x) 

k(x)) 
0 ' 

(2.43) 

where 
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k( ) 1 ""J r(lt) i~x ,~, ~ mi ¥-
X=- -e UA-LJ-e 

21Ci -oo It j=l Aj ' 
(2.44) 

- 1 00 r(lt) _iA.x n ;n. -~ 
k(x) =--. J - e 2 dlt+ L -1 e 2 , 

2m It i= 1 lti 
(2.45) 

with 

- 1 1 
mi = Yiti(lti)' j= ' ... , n, (2.46) 

the dot indicating the derivative with respect to lt. The convergence of the 
integrals in the viscinity of It= 0 in these formulae is ensured by (2.20). 

Notice that as the functions Q± (x) were already utilized in Subsection I, 
we use the notation K(x), K(x) for the kernels of the Gelfand-Levitan-Mar­
chenko equations. 

We have the relations 

(2.47) 

and 

(2.48) 

where, of course, the matrices KN5 (x) and KN5 (x) coincide with !J(x) and 
Q(x) given by (11.4.18) and (11.4.22), Part I. 

The matrix S(x) can be expressed in terms of the kernels r ± (x,y) as 

(2.49) 

with 

(2.50) 

We shall now outline a method for solving the inverse problem. 
The data prescribed are the functions r(lt), r(lt) and the set of quantities 

{lti; mi> mi,j = 1, ... , n} subject to the following conditions. 
I. r(lt), r(lt) are Schwartz functions satisfying 

r(O) = r(O) = o (2.51) 

with the relation 
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lr(A)I = lr(A)I. 

II. The relation 

r(A) = a(A) 
f(A) a(A) 

holds, where a(A) is given by 

a(A)=a>o IT A-~ exp{-1- j log(1+1r(.uW) d.u} 
j _ 1 A - Aj 2n i _ ~ A - .u + i 0 

and 

a>o = IT ;[j exp {-1-. j log (1 + lr(A W) dA}. 
j _ 1 Aj 2m _ ~ A 
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(2.52) 

(2.53) 

(2.54) 

(2.55) 

III. The numbers Aj are pairwise distinct and satisfy ImAj > 0; the quanti­
ties mj and iiij satisfy the relations 

j=1, ... ,n. (2.56) 

Starting from these data we construct the kernels K(x) and K(x) and 
consider the integral equations (2.41)-(2.42). We claim that 

I'. Equations (2.41) and (2.42) are uniquely solvable in the spaces 
L\2 x 2l(x, oo) and L\2 x 2)(-oo,x), respectively. Their matrix-valued solutions 
r ± (x, y) satisfy the involution (2.40) and are functions of Schwartz type as 
x,y ...... ± oo. 

II'. The matrices T±(x,A) constructed from T±(x,y) as prescribed by 
(1.23)-(1.24) satisfy the differential equations 

(2.57) 

where the matrices S ± (x) are given by (2.49)-(2.50). 
III'. S ± (x) are Hermitian matrices satisfying 

(2.58) 

and 

lim S±(x)=a3, (2.59) 
x-±oo 
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where the limiting values are approached in the sense of Schwartz. 
IV'. There is the consistency relation 

S +(x)=S _(x)=S(x). (2.60) 

V'. The functions a(A-) and b(A-)=a(A-)r(A-) are the transition coefficients 
for the auxiliary linear problem (2.57). The discrete spectrum of the problem 
consists of the eigenvalues Aj, ij with transition coefficients yj, yj where 
yj=mJL(A-j),j= 1, ... , n. 

The proof of these assertions follows the pattern of § 11.7, Part I. We 
shall therefore content ourselves with proving the statement of item II' and 
the unitarity property of B ± (x), which are specific features of the HM 
model. 

Consider, for definiteness, equation (2.42) and differentiate it with re­
spect to x. Using (2.47) and (2.50) we find 

By comparing (2.61) with the equation for the kernel T~5(x,y), 

X 

T~5(x,y)+KN5(x+y)+ J T~5(x,z)KN5(z+y)dz=0 (2.62) 

(see § 11.4, Part I) we conclude that 

ar'!.M(x,y) = B ( ) rNs( ) _ x a 3 _ x,y . 
ox 

(2.63) 

Differentiating (2.42) with respect toy and integrating by parts in the result­
ing equation we find 

XI ar'!.M(x, z) K-NS( )d 0 __ ___:_:____:_a3 z+y z= . oz 
(2.64) 

Comparing this with (2.62) we get 

oT'!_M(x,y) = -B ( )TNS( ) __ _;_...:....;_a3 _ x _ x,y . 
oy 

(2.65) 
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Thus the matrix r~M(x,y) satisfies an overdetermined system of differ­
ential equation, (2.63) and (2.65). The compatibility condition for this sys­
tem is 

B ( ) oT~8 (x,y) _ dB_(x) rNs( ) B ( ) oT~8 (x,y) (2.66) 
_ x a3 - - d _ x, y a3- _ x a3. 

oy x ox 

Let us compare it with the equation for T~8 (x, y) 

oT~8 (x,y) oT~8(x,y) _ U. ( )TNS( )-__ ....:....c..:....:..+ a3 a3 ox _ x,y -0, 
ox oy 

(2.67) 

where 

(2.68) 

has the form (1.8) (see § 1.8 of Part I, where one must set U _ = 0). Since the 
matrix T~8 (x,y) cannot be degenerate for all y~x (otherwise it would van­
ish identically by virtue of the involution f=a2 Ta2), a comparison of (2.66) 
and (2.67) yields a differential equation for B _ (x), 

dB_(x) 
dx = -B_(x)U0 (x). (2.69) 

The unitarity of B _ (x) now follows from the fact that U0 (x) is skew­
Hermitian, together with the normalization 

lim B_(x)=l, (2.70) 
x--oo 

which is a consequence of (2.50). 
For the derivation of (2.57) it is enough to observe that (2.63) and (2.65) 

imply the differential equation (1.25) for r~M(x, y) which ensures the 
validity of (2.57). 

The case of T'!M(x,y) is treated in a similar manner. 
This completes the discussion of the two methods for constructing the 

mapping ff - 1• 

3. Soliton solutions 

Soliton solutions for the HM model occur when 

b(A-)=0. (2.71) 

For such scattering data both the Riemann problem and the Gelfand-Levi­
tan-Marchenko equation reduce to linear algebraic equations and can be 
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solved in closed form. We shall report the relevant results using the Rie­
mann problem (2.21) where we now have 

G(x,A-)=1. (2.72) 

Let us first consider the case of n = 1, when there is a single pair of zeros 
Ao, ;[o, ImA.o > 0, and numbers Yo, Yo, Yo =F 0. A solution to the Riemann prob­
lem is given by 

G + (x,A.)=B(x,A.)B- 1(x, 0), 

G _(x,A.)=B(x, O)B- 1(x,A.), 

(2.73) 

(2.74) 

where B(x,A.) is the Blaschke-Potapov matrix factor introduced in § 11.2, 
Part I, 

;[o-Ao 
B(x,A-)=1 + A.-;[o P(x), 

and P(x) is the projection operator 

p x _ 1 (IYo(xW Yo1(x)) 
( ) - 1 + IYo(xW Yo(x) 

with y0 (x)=ei"-oxy0 • The corresponding matrix S(x) is given by 

(2.75) 

(2.76) 

(2.77) 

Thus the components of the vector S(x)=(S1(x), S2(x), S3(x)) can be ex­
pressed as follows: 

S+(x) = S1(x)+iS2(x) 
2 

Yo(x) (IA.ol 2 1 Yo(xW -IA-ol2 +A.~-;[~ I Yo(x)l 2) 

= IA-ol 2 (1 + lyo(xW)2 

S ( ) _ S1(x)-iS2(x) _ S( ) 
_X- 2 -+X. 

(2.78) 

(2.79) 
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We consider the evolution of the matrix S(x) according to the HM equa­
tion. For that purpose y0 (x) should be replaced by y0 (x, t), as prescribed by 
(1.65), 

(2.80) 

With the definition 

u=21mA-0 , v=2ReA-o, 
1 

Xo = I mA-o log I y0 l, (/)o=argyo, (2.81) 

we can write (2.78)-(2.79) as 

2u2 

=1- ' 
2 2 2 {u } (u +v )ch "2 (x-vt-x0) 

(2.82) 

·( +vx +(u 2 -v 2)) ue' 'Po 2 4 I 

S + (x, t) = -----:---------=-

(u2 + v2)ch2 { ~ (x- vt -xo)} 

x ( -ush {~ (x-vt-x0)} +ivch {~ (x-vt-x0)}), 

S _ (x, t) = S + (x, t). (2.83) 

These formulae show that the solution S(x, t) represents a solitary wave 
localized along the direction 

x(t)=x0 +vt (2.84) 

whose center moves with constant velocity v. By the definition given in 
§ 11.5, Part I, such a solution should be called a soliton for the HM model. 
The soliton S(x, t) is specified by 4 real parameters: the velocity v, the initial 
center of inertia coordinate x0, the initial phase cp0 , and the amplitude A of 
the coefficient S3(x, t), 

(2.85) 
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In addition to the translational motion, S(x, t) oscillates in x and t with fre-
v u2 -v2 

quencies land - 4-, respectively. 

We now proceed to the general case of n pairs of zeros, A,b ib ImA-i > 0, 
and coefficients Yi• 'fi, Yii=O,j= 1, ... , n. The solution of the Riemann prob­
lem has the form 

G + (x, A-)=ll(x, A.)ll- 1(x, 0), 

G _ (x,A-)=ll(x, O)II- 1(x, A-), 

where II (x, A,) is an ordered product of the Blaschke-Potapov factors, 

'ii' 
ll(x,A-) = IT Bi(x,A-), 

j-1 

X-A-· 
Bi(x,A-) =I+ l-l P.i(x), 

7 

(2.86) 

(2.87) 

(2.88) 

(2.89) 

and the projection operators P.i(x) are uniquely determined by the set of 
numbers Yt(X)=e;;.,xYt, I= 1, ... , n. A method for computing them was pre­
sented in §§ 11.2, 11.5 of Part I. 

The matrix S(x) is given by 

where ll(x, 0) is a unitary matrix satisfying 

detll(x, 0)=m0 = IT J:; 
i=l Aj 

(see § 11.5, Part 1). Using the notation 

( A(x) B(x)) 
ll(x, 0)= C(x) D(x) ' 

for the components of the vector S(x) we have 

S3 =m0 (AD+BC), 

(2.90) 

(2.91) 

(2.92) 

(2.93) 
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In contrast to our treatment of the NS model, no explicit formulae for 
the matrix S(x) will be given here. Instead, we will proceed directly to its 
time evolution. To do so we replace yj(x) by yj(x, t) as prescribed by (1.65), 

(2.94) 

The resulting S(x, t) is called the n-soliton solution. In a generic situation it 
decays, as t-+ ±co, into a sum of space/ike-separated solitons 

n 

S(x, t)= L: sj±>(x, t)-(n-1)So+O(e-c 1' 1). 
j-1 

(2.95) 

Here Sj±>(x, t) are solitons with parameters uh vh Xbj>, <pbj> determined by 
(2.81) from the data A}, yj±> with 

(2.96) 

and 

(2.97) 

with c=tminurmin lvj-vkl and So=(O, 0, 1). By a generic situation we j,t.k 
mean that all velocities vj are distinct. To verify these formulae if suffices to 
use the results of§ 11.5, Part I. In fact, it was shown that along the trajectory 
cj given by 

x-vjt=const (2.98) 

the matrix II(x, t, A,) has the asymptotic behaviour 

as t-+ ±co, where the Blaschke-Potapov factor B)±>(x, t,A-) is determined 
by the parameters A,h y)±>, 

(2.100) 
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while along the straight lines other than Ci, j = 1, ... , n, the matrix Il(x, t, It) is 
diagonal with the order O(e-c 111). Settinglt=O in (2.99) we get (2.95)-(2.97), 
as was to be shown. 

The formulae obtained describe the theory of soliton scattering in the 
HM model. 

In the course of scattering only the center coordinates and phases of the 
solitons are altered, 

(2.101) 

where 

(2.102) 

and 

(2.103) 

These formulae differ from the corresponding expressions for the NS 
model in § 11.2, Part I, by the additional terms ± 2 argltk. Their interpreta­
tion is quite similar to that for the NS model in the rapidly decreasing 
case. 

§ 3. Hamiltonian Formulation of the HM Model 

We will show that the model in question is a completely integrable 
Hamiltonian system. The proof will consist of an explicit construction of 
canonical variables of action-angle type. For that purpose it will be shown 
that the Poisson brackets for the HM model admit an r-matrix formulation. 
Using this we will compute all the Poisson brackets of the transition coeffi­
cients and the discrete spectrum. An explicit expression for the local inte­
grals of the motion in terms of action-angle variables and an interpretation 
of the independent modes that occur will be given. We will also clarify the 
Hamiltonian meaning of the gauge transformation from the HM model to 
the NS model. To conclude this section, we will discuss the process of soli­
ton scattering from the Hamiltonian point of view. 
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1. The fundamental Poisson brackets and the r-matrix 

Consider the basic Poisson brackets for the HM model, 

3 

(see§ 1.1) and write them in terms of the matrix S(x)= L Sa(x)aa: 
a-1 

3 
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(3.1) 

{S(x)~S(y)}=- L SabcSc(x)(aa®ab)o(x-y). (3.2) 
a,b,c=l 

Using the multiplication formula for the Pauli matrices 

(3.3) 

and the definition of the permutation matrix P from § 111.1, Part I, 

(3.4) 

we can express the matrices CTa ® ab- ab ® a a occurring on the right-hand 
side of (3.2) as 

Hence the Poisson bracket {S(x) ® S(y)} can be written in the form 
' 

{S(x) ~ S(y)} =iP(S(x) ®I -I® S(x)) o(x-y) 

=i[P, S(x) ® I]o(x-y). 

(3.5) 

(3.6) 

Let us now express the Poisson brackets of the coefficients of the auxil­

iary linear problem U(x, .A)= A,. S(x). To do so we multiply both sides of 
.A 2z 

(3.6) by - : and transform the right hand side as follows: 

d: [P, S(x) ®I]= 2 (:~J1,) [P, U(x,.A) ®I- U(x,,u) ®I] 

.A.u 
2(.A-,u) [P, U(x,.A)®I+I® U(x,,u)]. (3.7) 
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This eventually gives the fundamental Poisson brackets for the HM model, 

where 

{U(x,A) ~ U(x,,u)} =[r(A,JL), U(x,A) ® 1+1® U(x,,u)]8(x-y), (3.8) 

AJL 
r(A,JL) = 2(A-.U) P. (3.9) 

We have the relation 

(3.10) 

or 

(3.11) 

so that, with ± and it as independent variables, the r-matrix for the HM 

model depends on the difference of its arguments. 
Following the general reasoning of§ 111.1, Part I, we can use the funda­

mental Poisson brackets (3.8) to derive the Poisson brackets of the transition 
matrix, 

{T(x,y,A) ~ T(x,y,,u)} =[r(A,JL), T(x,y,A) ® T(x,y,,u)], (3.12) 

for y<x. 

2. The Poisson brackets of the transition coefficients and the discrete spec­
trum 

By an argument such as in § 111.6, Part I, we find from (3.12) the Poisson 
brackets of the Jost solutions T ± (x, A) and of the reduced monodromy ma­
trix T(A), 

{T ± (x,A) ~ T ±(x,,u)} = +r(A,JL) T ±(x,A) ® T ±(x,,u) 

± T ± (x,A) ® T ± (x,,u)r ± (A,JL), (3.13) 

{T + (x, A)~ T _ (x, ,u)} =0, (3.14) 

{T(A) ~ T(,u)} =r +(A, .U) T(A) ® T(,u)- T(A) ® T(,u)r _ (A,JL). (3.15) 

Here 
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1 
0 0 0 p.v.A,--

-J.L 

Af.l 0 0 ±nio(?o-f.l) 0 
(3.16) r±(?o,f.l) = T 

0 +nio(?o- J.L) 0 0 

0 0 0 
1 

p.v. ,1,--
-J.L 

so that we have the relations 

(3.17) 

This gives the following expressions for the Poisson brackets of the transi­
tion coefficients and the discrete spectrum 

{a(?o), a(J.L)} = {a(?o), a(J.L)} =0, (3.18) 

{b(A-), b(J.L)} = 0, (3.19) 

{b(?o), b(J.L)} =niA-2 1a(A-)1 2 8(?o-J.L), (3.20) 

Af.l 
{a(?o),b(J.L)} =- 2(A--J.L+iO) a(?o)b(J.L), (3.21) 

{a(?o),b(J.L)} = 2(?o::+iO) a(?o)b(J.L) (3.22) 

and 

lb(J.L), rjJ = lh(A-), rjJ =o, (3.23) 

{b(?o),?oj} ={b(?o),ij}=O, (3.24) 

A, A,. 
{a(?o), yjJ =- 2(A-_'Aj) a(A-) yj, (3.25) 

{a(?o), rjJ = 2(;~ij) a(A-) yj, (3.26) 

and also 
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{J.j, rd = 0, j, k= 1, ... , n. 

(3.27) 

(3.28) 

(3.29) 

(3.30) 

Thus the data of the continuous and discrete spectra are in involution, and 
the non-vanishing Poisson brackets of the inverse problem data (b(J.), b(J.); 
J.hih yj, yj,j= 1, ... , n) are given by (3.20) and (3.29). 

The Poisson brackets (3.18) show that log a (A-) is a generating function 

for integrals of the motion in involution. In particular, 

(3.31) 

where 11, I= 0, 1, ... , are the local integrals of the motion for the HM model 

derived in § 1. In addition, from (1.103) if follows that 

(3.32) 

where M 3 is the third component of the total spin. 

3. Canonical action-angle variables 

Just as in§ 111.7, Part I, it follows from the above formulae that the var­
iables 

1 
p(A-)=- nA- 2 log(1-lb(J.W), <p(A-)=-argb(J.) (3.33) 

and 

(3.34) 

(3.35) 

are canonical variables, i.e. their nonvanishing Poisson brackets have the 

form 

{p(J.), <p(p)} = 8(J.-.u) (3.36) 

and 
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(3.37) 

The variable .!J(A) is nonnegative and nonsingular in view of the condition 
(A) and the relation b(O) = 0. 

Thus the mapping 

(3.38) 

defines a canonical transformation that trivializes the dynamics of the HM 
model. The local integrals 11 depend only on the action variables, 

(3.39) 

where I= 0, 1, ... and, if I= 0, the sum over the discrete spectrum is taken 
according to L'Hopital's rule. 

From (3.36)-(3.37) and (3.49) it is clear that all the higher HM equa­
tions, 

as -
-= {-211 S} 
j} t ' ' 

(3.40) 

are completely integrable Hamiltonian systems, and their time evolution is 
given by the following simple expressions 

b(-1, t)=e-i-'-'+''b(-1, 0), Aj(t)=Aj(O), 

yj(t)=e-i"-}+'r yj(O), j= 1, ... , n. 
(3.41) 

In particular, when I= 1 we recover the formulae (1.64)-(1.65) for the HM 
equation. 

The formal Hamiltonians M 1 and M 2 (see (1.96)) do not depend solely 
on the action variables. As is easily seen from (3.36) and (1.104), the induced 
equations of motion have the form 

(3.42) 
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where M ± =M1 ±iM2• Clearly, this equation does not preserve the class of 
functions p(.lt) smooth up to It= 0, so that the functionals M ± are not admis­
sible. 

We shall now have a closer look at the principal integrals of the motion, 
namely, the momentum P, the Hamiltonian H, and the projection M3 of the 
total spin. These can be written down using (1.103) and (3.33)-(3.35), (3.39). 
We have 

n 

-M3= I p(lt)dlt+ L pj, (3.43) 
j=l 

co n 

P= J ./tp(./t)d./t-4 L arctg p~ 
-co j=l P1 

(3.44) 

and 

(3.45) 

These expressions are sums over independent modes. Their first terms cor­
respond to a wave packet of continuous spectrum modes with density p(.lt). 
The mode labelled by It describes a particle with momentum and energy 
given by 

(3.46) 

and related by the nonrelativistic dispersion law 

(3.47) 

It has mass t and the projection of spin on the third axis is equal to 1. 
The discrete spectrum modes in the HM model are associated with soli­

tons. The momentum of a single mode has the form 

p 
P= -4arctg­

p 

and varies in the Brillouin zone 

IPI EO; 2n. 

Its energy is given by 

(3.48) 

(3.49) 
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(3.50) 

and is related to the momentum P and the spin component - M3 =(!by the 
dispersion law 

16 . 2 p 
h(P)= --sm-. 

M3 4 
(3.51) 

Observe that the momentum of a discrete mode is defined mod4n in agree­
ment with the discussion of § 1.1. 

As in the case of the NS model, the discrete modes for the HM model 
tum into the continuous modes when the Aj accumulate towards the real 
line. Also, the dispersion law (3.51) turns into (3.47) upon natural lineariza­
tion. 

To close this subsection, we consider the gauge transformation from the 
HM model to the NS model from the Hamiltonian viewpoint. Using the 
relationship given by (1.53), (1.57), we have 

(3.52) 

ql;IM=q~s 
J J ' 

(3.53) 

where 

argw0 = -argaN5(0)= -tPHM. (3.55) 

The comparison shows that the gauge transformation S(x)-+ (lf!(x), rjj(x)) 
sends the standard Poisson structure for the HM model into the second Poisson 
structure for the NS model, which belongs to the hierarchy defined in § 111.5, 
Part I, 

{ }HM=l_{ }NS 
' 2 ' 2 • (3.56) 

Of course, the Hamiltonian is also shifted along the hierarchy, so that 

(3.57) 
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where NNs is the charge (number of particles) for the NS model. The last 
formula agrees with the local computation which gives 

(3.58) 

as was shown in § 1.4. 
Thus the HM model can be regarded as the NS model equipped with a 

different Poisson structure and a different Hamiltonian. 

4. Soliton scattering from the Hamiltonian viewpoint 

The general n-soliton solution of the HM model is labelled by a set of 
parameters {pj, fh, (Jb (/Jj,j= 1, ... , n}. In a generic situation (see Subsection 3 
of§ 2), as t-+ ±co, it decays into a sum of spacelike-separated solitons with 
Parameters p(±> q<±> n<±> m(±> where 

} ' } ·~J ''1'1 

and 

j~ ( A.--ik ) 
.1.(/Jj= LJ arg l.-A. + 2argA.k 

k=l 1 k 

~ ( A.--ik ) - LJ arg l.-A. + 2argA.k . 
k=j+l 1 k 

It is assumed here that ReA- 1 > ReA-2 > ... > ReA.n. 
The transformations 

W . { . "-1 } { (±) (±) (±) (±) "-1 } ±· pj,qj>(Jj,(/Jj,]- , ... ,n-+ pj ,qj ,(Jj ,(/Jj ,J- , ... ,n 

(3.59) 

(3.60) 

(3.61) 

(3.62) 

(3.63) 

given by (3.59)-(3.62) are canonical with generating functions ±Kn(Pt. ... ,pn; 
(Jt, ... , (Jn), so that 

m(±>= m. + aKn 1· 1 n 
., } 'I'} - ' = ' ... ' ' 

8(Jj 

Kn(Pt. ... ,pn; (Jt, ... ,(Jn)= L K2(pj,Pk; {}j>(Jk), 
(3.64) 

l"'j<k"'n 



where 
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Kz(pJ,pz, t/h Pz) = Re {(pJ -pz + ip1 + ipz) 

X log(pJ-Pz+ipl +ipz)-(pJ-pz+ipl-ipz) 

x~g(pJ-pz+ipl-ip0} 

= 4 Re { (_!_ - _!_) log (_!_ - _!_) 
A1 Az Az A1 
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(3.65) 

The expression for the generating function K2 agrees with the formula 
for the NS model (111.8.29), Part I, and the relationship of the Poisson struc­
tures mentioned in Subsection 3. 

As in the NS model, soliton scattering in the HM model is described by 
a canonical transformation. In the coordinates pj, q)±>, Ph(/)?>, j = 1, ... , n, 
that determine the asymptotic motion as t-+ ± oo, the scattering transforma­
tion 

S . { (-) (-). ·-1 } { (+) (+). ·-1 } 
. pj, tJj, q j ' qJ j '1- ' ... ' n -+ pj, t/j, q j ' qJ j '1- ' ... ' n (3.66) 

can be written as 

(3.67) 

and is obviously canonical. Its generating function Sn, the classical S-matrix 
for n-particle scattering, has the form 

(3.68) 

So, soliton scattering in the HM model is yet another example of a fac­
torized scattering theory. This completes our exposition of the HM model in 
the rapidly decreasing case. 

§ 4. The Auxiliary Linear Problem for the SG Model 

We shall define the basic ingredients of the auxiliary linear problem for 
the SG model (see § 1.1) 
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(4.1) 

where qJ(x) and n(x) are real-valued functions, m and f3 are positive con­
stants. We shall only consider the rapidly decreasing case, when 

lim qJ(x) = 0, lim qJ(x) = 2
13n Q, 

x-+oo 
lim n(x)=O, 

lxl-oo 
(4.2) 

x--oo 

where Q is an integer (the topological charge, see § 1.1), and the boundary 
values are attained in the sense of Schwartz. 

The distinctive feature of this auxiliary linear problem is that the pole 
divisor U of the matrix U (x, A) contains two points, A= 0, oo, instead of one, 
A= oo, as was the case for the NS and HM models. This fact will receive 
special attention in what follows. 

1. The transition matrix and the Jost solutions 

The transition matrix T(x, y, A) is defined to be a solution of the differ­
ential equation ( 4.1) with the initial condition 

T(x,y,A)ix=y=l. (4.3) 

It can be expressed as 
r"\ X 

T(x,y,A)=exp J U(z,A)dz. (4.4) 
y 

The matrix T(x,y,A) is unimodular and analytic in the region <C\{0}, and 
has essential singularities at A= oo and A= 0. The relations 

U(x,i)=0"2 U(x,A)0"2 (4.5) 

and 

U(x, -A)=a3 U(x,A)O"J (4.6) 

infer the involution properties of the transition matrix, 

T(x, y, i) = a2 T(x, y, A)a2 (4.7) 

and 

(4.8) 
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In addition, U(x, A-) is invariant under the replacement n(x)-+n(x), 
1 

qJ(X)-+ -qJ(x), A-+-;:-· Hence we have 

t(x,y,- ±) = T(x,y,A-), (4.9) 

where T(x, y, A) denotes the transition matrix for the data n(x) =n(x) and 
(j?(x)= -qJ(x). 

For X-+± oo, the auxiliary linear problem (4.1) goes into the differential 
equations 

(4.10) 

where 

and k1 (A-) = : (A- - ±). These equations can be solved in closed form, 

for Q even and 

1 ( 1 E_(x,A-)=E(x,A-) = f2 i 

Q-1 

E+(x,A-)=( -1)-2-E(x,A-) 

(4.12) 

(4.13) 

(4.14) 

for Q odd; the significance of this choice of E + (x, A,) depending on the 
value of Q(mod4) will become clear a bit later (cf. (4.2), (4.21) and (4.23)­
(4.24), (4.28)). 

The matrices E±(x,A-) are unimodular and obey the involutions 

(4.15) 

(4.16) 

(4.17) 
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For real A =I= 0, the Jost solutions T ± (x, A) are defined to be the limits 

T±(x,A)= lim T(x,y,A)E±(y,A). (4.18) 
y-±oo 

The matrices T ± (x, A) are unimodular and satisfy the differential equation 
(4.1) and the involution relations 

(4.19) 

(4.20) 

As X-+± oo, they have respectively the asymptotic behaviour 

(4.21) 

To describe the analytic properties of the Jost solutions in the vicinity of 
A= oo, it will be convenient to make a gauge transformation so as to make 
the coefficient of A in the auxiliary linear problem independent of x. For 
that purpose we write (4.1) as 

where 

and let 

ifJ<p(x) 
.Q(x)=e-4-a, 

T ± (x, A) =il(x) t ± (x, A). 

For T ± (x, A) we have the differential equations 

dt± - -
dx = U(x,A)T±> 

with 

and 

B(x)=n(x) + ':;: (x). 

(4.22) 

(4.23) 

(4.24) 

(4.25) 

(4.27) 
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The solutions f ± (x, ..t) have integral representations analogous to those for 
the NS and HM models, 

f + (x, ..t)= E(x, ..t)+ J r<_:_l(x,y)E(y, ..t)dy 
X 

+ ± J r<J_>(x,y)E(y,..t)dy (4.28) 
X 

and 

X 

f _ (x, ..t)= E(x, ..t)+ J r<!_l(x,y)E(y,..t)dy 

1 X 

+I J r~>(x,y)E(y,..t)dy. (4.29) 

The kernels T<2(x,y), I= 1, 2, obey the involutions 

(4.30) 

and 

(4.31) 

so that the matrices r<J,> are diagonal whereas r<;;> are off-diagonal. They 
satisfy the following systems of partial differential equations: 

ar<J.> ar<J.> fJO(x) o> 
--- (x,y)+az --- (x,y)a2 - --.-a3T ± (x,y) 

ax ay 41 

(4.32) 

ar<f/(x,y) + ,..._ 2 ( ) ,....2 ( ) ar<J;>(x,y) fJO(x) r<z>( ) 
J.& x O"z.:.& x az- --.- a3 ± x,y 

ax ay 41 

(4.33) 

for ±(y-x)>O with the boundary conditions 

lim T<2(x,y)=0, I= 1, 2, (4.34) 
y-±oo 
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(4.35) 

(4.36) 

Formulae (4.32)-(4.36) result from inserting the integral representations 
(4.28)-(4.29) into the differential equation (4.25). 

The correspondence between the integral representations (4.28)-(4.29) 
and the differential equations (4.32)-(4.36) is reversible. These differential 
equations can easily be related to Volterra integral equations thus proving 
the existence of the Jost solutions and their integral representations. 

The properties of the columns T<2(x, .A), 1= 1, 2, of T ± (x, .A) are as fol­
lows. The columns r<:_>(x, .A) and T<i>(x, .A) can be analytically continued 
into the upper half of the .A-plane and T<./.>(x, .A) and T~>(x, .A) into the 
lower half-plane, with the asymptotic behaviour, as I.AI-HlO, 

e _;t~x T~>(x,.A) = ~Q(x)C) +0(1~1)' (4.37) 

(4.38) 

for Im.A;;;.. 0 and 

e _;t~x r<n(x .A)= __!___Q(x)( 1) +0(-1 ) 
+ ' J/2 i I.AI ' 

(4.39) 

e ;t~x T~l(x, .A)=~ Q(x) ( :) + 0 ( 1~ 1 ) (4.40) 

for Im.A~O. 
The behaviour near .A= 0 is analyzed in a similar way. As is clear from 

(4.22), for that purpose one should make a gauge transformation with ma­
trix Q(x). It is possible, however, to use relation (4.9) instead. We then find 
the following asymptotic expressions: 

e~~ T~>(x,.A) = ~ Q- 1(x) C)+ O(I.AI), (4.41) 

e--~~ T<i>(x, .A)= ( -;Q Q-- 1 (x) (:) + O(I.AI) (4.42) 
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for ImA.. ~ 0 and 

e:i~ r<:\x,A..) = <-;Q .a- 1(x)(!) +O(IA-1), (4.43) 

for ImA..~O. 
Formulae (4.37)-(4.44) are consistent with the asymptotic expressions 

(4.21) and the boundary conditions (4.2). For A, complex, the involutions 
( 4.19)-( 4.20) become 

(4.45) 

(4.46) 

(4.47) 

where A, is in the respective domain of analyticity. 

2. The reduced monodromy matrix and transition coefficients 

The reduced monodromy matrix is defined for real A, =f. 0 to be the ratio 
of the Jost solutions, 

T(A..)= T::;: 1(x, A.) T _ (x,A..) 

and can be expressed as a limit 

T(A..)= lim E ::;: 1(x,A..)T(x,y,A..)E_(y,A..). 
x-+oo 
y--00 

The matrix T(A..) is unimodular and obeys the involutions 

and 

It has the familiar form 

T( -A.)= T(A..). 

T(A..)= (a(A..) 
b(A..) 

-b(A..)) 
a(A..) , 

(4.48) 

(4.49) 

(4.50) 

(4.51) 

(4.52) 
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where the transition coefficients for the continuous spectrum, a(A.) and b(A.), 

satisfy the normalization relation 

la(A.W+ lb(A.W= 1 (4.53) 

and the symmetry relations 

a( -A.)=a(A.), b( -A.)=b(A.). (4.54) 

We point out the additional property (4.54) of the transition coefficients 
which is due to the involution (4.8). 

For a(A.) we have 

a(A.) = det(T<2>(x, A.), T~>(x, A.)), (4.55) 

which implies that it has an analytic continuation into the upper half-plane 
with the asymptotic behaviour 

a(A.)= 1 + 0 ( 1~ 1 ) (4.56) 

as lA. I-+ co and 

a(A.)=( -l)Q + O(IA.I) (4.57) 

as A.-+0. The involution (4.54) for A. complex takes the form 

a( -A)=a(A.). (4.58) 

An analogous expression for b(A.), 

b(A.) = det(T<2>(x, A.), T<_!>(x, A.)), (4.59) 

shows that b(A.) is of Schwartz type and vanishes with all derivatives at A.= 0. 

In general, b(A.) has no analytic extension off the real line. Such an exten­

sion exists if tp(x) and n(x) coincide with their asymptotic expressions for 

lxl>q for some q>O. In that case the transition coefficients a(A.) and b(A.) 

are regular in the domain <C\{0} and have essential singularities at A.= 0 and 

A.= oo. 

As in the case of the HM model and the NS model for x<O, we shall 
assume the condition (A) to the effect that 

lb(A.)I < 1 (4.60) 
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and the zeros A,h j = 1, ... , n, of a(A-) (their number is finite) are simple. In 
view of (4.58), these are symmetric with respect to the imaginary axis, so that 
there are pure imaginary zeros A-j=ixh xj>O,j=1, ... ,nh and symmetric 
pairs A,k. A,k+n 2 =-1Ck, ImA,k. ReA-k>O, k=n1+1, ... ,n1+nz, where 
n =n1 +2nz. 

The quantities A,h ;[j constitute the discrete spectrum of the auxiliary lin­
ear problem ( 4.1 ). The associated transition coefficients are defined by the 
relations 

(4.61) 

We have 

In the case when b(A-) admits an analytic continuation to <C\{0} we have 

(4.63) 

The function a(A-) is uniquely determined by the coefficient b(A-) and the 
zeros A,h ... , A-n. The corresponding dispersion relation has the familiar 
form 

{ 1 =J log(l-lb<.uW) d } xexp - J.L • 
2ni -= .u-A--iO 

(4.64) 

In particular, this implies 

a(0)=(-1t', (4.65) 

or 

Q=nl (mod2). (4.66) 

Thus we have described the mapping 

(4.67) 

from the functions n(x) and <p(x) to the transition coefficients and the dis­
crete spectrum of the auxiliary linear problem ( 4.1 ). In the next section we 
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shall see that ff has an inverse, and in § 6 this mapping will be used to 
define a canonical transformation to action-angle variables for the SG 
model. 

3. Time evolution of the transition coefficients 

We shall determine the evolution of the transition coefficients when the 

functions qJ(x, t) and .n(x, t) = aqJ (x, t) that enter into the auxiliary linear at 
problem satisfy the SG equation. To do so, we make use of the evolution 
equation for the transition matrix, which follows from the zero curvature 
representation: 

ar 
- (x,y,A.)= V(x,A.) T(x,y,A.)- T(x,y,A.) V(y,A.), (4.68) at 

where 

V(x t A.) = - P- CT3 + - A. - - sm - CTt 
1 aqJ m ( 1) . PlfJ 

' ' 4i ax 4i A. 2 

+ - .ll + - cos - CTz m ( 1) PlfJ 
4i A. 2 

(4.69) 

(see§ 1.1). We have 

lim E± 1(x,A.) V(x, t,A.)E±(x,A.) 
x-±oo 

= ( - 1)~m (.ll + ~) lim E± 1(x,.ll)u2 E±(x,A.) 
4z "" x-±oo 

=: (.1 + ±)u3, (4.70) 

so that letting y-+ ± oo, X-++ oo in ( 4.68) we find the evolution equations for 
the Jost solutions, 

(4.71) 

and for the reduced monodromy matrix 

(4.72) 
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Thus, the time dependence of the transition coefficients is given by 

a(ll, t)=a(ll, 0), b(ll, t)=e ";; (~.+:{} b(ll, 0), 

llj(t) =llj(O), yj(t) = e ";; ('\ +i;} yj(O), j = 1, ... , n. 

(4.73) 

Observe that the vanishing of b(ll) with all its derivatives at ll=O is consist­
ent with the SG dynamics. 

As has already become familiar, the role of the generating function for 
integrals of the motion in the rapidly decreasing case is played by the coef­
ficient a(ll). To conclude this section, we outline a method for constructing 
local integrals of the motion. 

4. Local integrals of the motion 

A distinctive feature of the SG model is that it has two families of local 
integrals of the motion resulting from the asymptotic expansion of the re­
duced monodromy matrix T(ll) at the poles ll= oo and ll=O. 

We start with the asymptotic expansion of the transition matrix T(x, y, ll) 
as I Ill-+ oo. Make a gauge transformation with matrix Q- 1 (x), 

T(x,y, ll)=Q(x) T(x,y, ll), (4.74) 

and express T(x,y,ll) as 

T(x,y, ll)=(/ + W(x, ll))expZ(x,y, ll)(I + W(y, /l))- 1 (4.75) 

(mod 0(1/li- "")), where W(x, ll) is an off-diagonal matrix and Z(x, y, ll) is a 
diagonal matrix satisfying 

Z(x,y,ll)ix-y=O. (4.76) 

From (4.25) it follows that 

Z(x,y,ll)= ;i} 00(x')a3 +m(lla2 -±a2 eiflq>(x')a,) W(x',ll))dx', (4.77) 
y 

and W(x,ll) satisfies a differential equation of Riccati type, 

dW fJ m 
- =--:- Oo-3 W + --:-ll(o-2 - W O"z W) 
dx 21 4l 

(4.78) 
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The matrix W(x, A.) has an asymptotic expansion of the form 

where 

and 

W(x,A-)= f ~~x)' 
n-0 

w: ( ) _ 2i0'3 dWn(X) _ PO(x) W: ( ) 
n+1 X - d n X m x m 

• n 

+ ~ L Wk(x)u1 Wn+1-k(x) 
k=l 

• n-1 

-~ L Wk(x)u1eiPq><x>a,Wn-1-k(x) 
k-0 

- .!_ 0' eiPq>(x)a, ~ n 0 1 
2 1 Un, 1 ' = ' ' • • • • 

The corresponding expansion for Z(x,y,A.) has the form 

Z(x y A.)= mA.(x-y) 0' +i ~ Zn(x,y) 
' ' 4i 3 ~ A-" 

n-1 

where 

(4.79) 

(4.80) 

(4.81) 

(4.82) 

We observe that the choice of W0 (x) (4.80) is consistent with the term 
mA.(x-y) · (482) 

4i 0'3 m . . 

In view of the involution (4.7), Wn(x) and Zn(x,y) have the form 

Wn(X)= ( ~ ) 
Wn X 

-w;(x)) (4.84) 

and 

Z ( )- (Zn(x,y) n x,y- 0 -in~x,y))' (4.85) 
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and relations (4.80)-(4.83) can be written as follows: 

Wo(X)=i, (4.86) 

(x) _ 2 dwn(x) {JO(x) i ~ 
Wn+1 --.- ------wn(x)+- LJ wk(x)wn+1-k(x) 

zm dx m 2 k~t 

. n-1 . 
- !._ e-ifJ<p<x> ~ w (x)w (x)- !._ eifJ<p<x>o 

2 LJ k n-k-1 2 n,l> 
k~O 

(4.87) 

• X 

( ) zm J ( ( 1\ -ifJ<p(x'l ( "~)d ' Zn X,y =- Wn+1 X ,-e Wn-1 X J X. 
4 y 

(4.88) 

To derive the asymptotic expansion of the reduced monodromy matrix 
T(..t) we take the limits as y--+- oo, X--++ oo, as prescribed by the definition 
(4.49). Noting that the matrices Wn(x), n;;;.1, vanish as lxl--+oo, we find 

T(..t)=eP<A.>+ O(l..tl-""), (4.89) 

where 

P(..t)=i (p(O..t) 0 ) 
-p(..t) 

(4.90) 

and 

. ( ~ Zn(x,y) m ) 
p(A.)= hm LJ ..t" - 1 (x-y) . 

x-+= 4~~, 
Y- -oo """"' 1 

(4.91) 

We emphasize that the property of P(..t) to be a diagonal matrix is in 
agreement with the fact that b(..t) is a function of Schwartz type. 

From (4.86)-(4.88) we deduce that p(..t) has an asymptotic expansion 

with 

and for arbitrary n > 1 

~ In 
p(..t)= LJ ..t"' 

n~l 

(4.92) 
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By virtue oftrP(It)=O, which is a consequence of the fact that T(lt) is 
unimodular, the quantities In are real. 

By comparing (4.52) and (4.89)-(4.90), (4.92) we obtain the required ex­
pansion 

co In 
loga(lt)= i L It" , 

n-1 

(4.95) 

as lltl-+oo, which gives the first sequence oflocal integrals ofthe motion for 
the SG model. 

To derive the asymptotic expansion for lt-+0 it suffices to use (4.9) (cf. 
Subsection 1 ). As a result we have 

00 

loga(-1)=i 2: I_nlt", (4.96) 
n-0 

where 

Io=nQ(mod2n) (4.97) 

and 

Ln(n, lp)=( -1)" In(n, -qJ), (4.98) 

n = 1, 2, .... In particular, for the momentum P and the Hamiltonian H of 
the SG model we have 

2m 
P = p2 (L 1 +I1) (4.99) 

and 

(4.100) 

Finally, comparing the asymptotic expansions (4.95)-(4.96) with the dis­
persion relation (4.64) we obtain the trace identities for the SG model 

1 oo n ;[I A I 
signl·I1 =- J log(1-lb(ltW)It1- 1dlt+ L 1 ~ 1 , 

2n . 1 z 
-oo J-

1=-oo, ... ,oo. 
(4.101) 
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From (4.54) it follows that 11 vanishes for I even, so that the corresponding 
density in ( 4.94) is a total derivative of a Schwartz function. Hence the final 
form of the trace identities is 

sign(2m+1)/zm+l=_!_ J log(1-lb(AW)A2"'dA 
n o 

- (- 1 )"' 2 ~ X 2m+ I 

2m+1 j~ 1 

2 
+--

2m+1 

m=-oo, ... ,oo. (4.102) 

This completes our analysis of the auxiliary linear problem and the map­
ping ff for the SG model. 

§ 5. The Inverse Problem for the SG Model 

In this section we shall describe the mapping ff- 1, i.e. we present the 
solution of the inverse problem which amounts to reconstructing the func­
tions n(x) and ffJ(x) from the transition coefficients and the discrete spec­
trum. We shall outline two methods, one based on the Riemann problem, 
the other on the Gelfand-Levitan-Marchenko formulation. We shall close 
the section with a discussion of soliton dynamics. 

1. The Riemann problem 

It is based on the relationship between the Jost solutions for real A =I= 0, 

(5.1) 

which can be written as 

F _ (x, A)=F + (x, A) G(A), (5.2) 

where the matrices F ± (x, A) are composed of the columns of the solutions 
T ± (x, A) according to 

(5.3) 
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(5.4) 

and 

-b(A)) 
1 . (5.5) 

The matrices F::; 1 (x, A) and F _ (x, A) have an analytic continuation into the 
half-planes lmA > 0 and lmA < 0, respectively, but A= 0 and A= oo are their 
essentially singular points (see Subsection 1 of § 4). With the definition 

and 
k,(A.)x 

G_(x,A)=F_(x,A)e- ; a,, 

(5.6) 

(5.7) 

so that G ± (x, A) have finite limits as A-+ 0 and I AI-+ oo in the respective half­
planes, we can write (5.2) as 

G + (x, A) G _ (x, A)= G(x, A), (5.8) 

with 

( 
1 

im 1 
- e 2+- x)x b(A) 

(5.9) 

Relation (5.8) is fundamental to the Riemann problem for the SG model. 
Before stating it explicitly, we shall give a list of the properties of G(x, A) 
and G ± (x, A) which follow from the results of§ 4. 

I. The matrix G(x, A) is Hermitian, 

G*(x,A)=G(x,A), (5.10) 

satisfies the involution 

G(x, -A)=G(x,A) (5.11) 

and the constraints 
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G(x,A-)IA.-o=l, okG(x,A-)1 =0 
_ ____:..,...:k ----'- ' k = 1' 2, ... ' 

oJ. A.-o 
(5.12) 

lim G(x,A-)=1, (5.13) 
IA.i-oo 

where the limiting values are approached in the sense of Schwartz. 
II. The matrices G + (x, A,) and G _ (x, A,) admit an analytic continuation 

into the upper and lower half-planes, respectively, and satisfy the involutions 

Gt(x, J.) = G _ (x, ;[), 

G + (x, -.:t) =iG + (x, J.)at. 

G_(x, -.:t)= -ia1 G_(x,J.). 

(5.14) 

(5.15) 

(5.16) 

III. In their domains of analyticity, G ± (x, A.) have the asymptotic behav­
iour 

as lA-I-+ oo and 

as A-+0 with 

G_(x,A-)=.Q(x)FJ'(I+ 0 ( 1~ 1 )) 

G + (x, A.)= (- a3)Q g- 1.Q(x)(l + O(IA-1)), 

G _ (x,J.)=.Q- 1(x)FJ'( -a3)Q(l + O(IA-1)) 

(5.17) 

(5.18) 

(5.19) 

(5.20) 

(5.21) 

IV. The matrices G + (x, J.) and G _ (x, J.) are nondegenerate in their do­
mains of analyticity except for the points A, =Ai and A, =;[i> respectively, where 

lmG+(x,J.i) =N5+>(x), 

KerG_(x,;[i) =N5->(x), j= 1, ... , n. 

(5.22) 

(5.23) 

Here N5+>(x) and N5->(x) are one-dimensional subspaces in <C2 spanned re­
spectively by the vectors 
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The subspaces N)±l(x) obey the involutions 

(5.24) 

for j= 1, ... , n1 and 

(5.25) 

fork= n1 + 1, ... , n1 + n2• The bar indicates complex conjugation in <J:::Z. 
The distinction of the properties I-IV listed above from those for the 

HM and NS models is that there exist two normalization points, A= 0 and 
A= oo, (see (5.17)-(5.20)) and an additional involution A-+ -A (see (5.11), 
(5.15)-(5.16), (5.24)-(5.26)). 

We now proceed to solve the inverse problem. Suppose we are given po­
sitive parameters m, p,junctions b(A), b(A) and a set of quantities Aj, ij, Yb Yb 
j = 1, ... , n, with the following properties. 

1'. The function b(A) lies in Schwartz space, vanishes with all derivatives at 
A = 0 and satisfies the inequality 

lb(A)I < 1 (5.26) 

and the involution 

b( -A)=b(A). (5.27) 

II'. The quantities Aj are distinct and Aj=ixj, Xj>Ofor j=1, ... ,n1 and 
Ak+n 2 = -ik, ImAk. ReAk>O, k=n 1 + 1, ... , n1 +n2 where n=n1 +2n2• Also, 
rj=yj#O,j= 1, ... , n1 and Yk+nz=Yki=-0, k=nt + 1, ... , n1 +nz. 

Given these data, construct the matrix G(x, A) satisfying conditions I, 
and a set of subspaces N)±l(x) satisfying (5.24)-(5.25). The Riemann prob­
lem is parametrized by the variable x and has the form 

G(x, A)= G± (x, A) G _ (x, A). (5.28) 

Here the matrix-valued functions G ± (x, A) have an analytic continuation 
into the domains ± lmA ~ 0 and satisfy (5.22)-(5.23) there. Also, at A= 0 and 
A= oo they are normalized as prescribed by (5.17)-(5.20), where Q is re­
placed by n1 and .Q(x) is a continuous diagonal matrix function to be deter­
mined, so that 
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lim Q(x)=/. (5.29) 
x--oo 

Thus, the Riemann problem for the SG model involves nontrivial nor­
malization conditions: the values of G ± (x, A) at singular points are not 
fixed, but rather their matrix structure is stipulated. 

We claim the following. 
1". The Riemann problem stated above has a unique solution. 
II". The matrices F ± (x, A) constructed from the solutions G ± (x, A) accord­

ing to (5.6)-(5. 7) satisfy the auxiliary linear equation 

dF±(x,A) 1 (p ( ) (1 1) . pqJ(x) 
d = -----:- n x a3 + m /l + 1 sm -- a1 
x 4z /l 2 

( 1) pqJ(x) ) +m A- i cos - 2-a2 F±(x,A), 

with n(x) and qJ(x) real-valued functions and 

iP'f'(X) 
Q(x)=e-4-a3 

(5.30) 

(5.31) 

III". The functions n(x), qJ(x) satisfy the rapidly decreasing boundary con­
ditions 

lim n(x)=O, lim qJ(x)=O, lim qJ(x) = 2n Q, 
lxl-oo x--oo x-+oo P 

(5.32) 

where Q is an integer, Q=n 1 (mod2). 
IV". The functions a(A) and b(A), where a(A) is given by (4.64), are the 

transition coefficients for the auxiliary linear problem (5.30); the discrete spec­
trum consists of the quantities A1. ... , Am i~. ... , in with transition coefficients 
r~. ... ' Yn. r~. ... ' Yn· The matrices F ± (x, A) are composed of the lost solutions 
T ± (x, A) of the auxiliary linear problem as in (5.3)-(5.4). 

We shall comment on the proof of these assertions. 
The uniqueness theorem for the Riemann problem is proved by recourse 

to the Liouville theorem. More precisely, let G±(x,A) and G±(x,A) be two 
solutions of (5.28). For real A we have 

cP(x,A)= G +1(x,A) G + (x,A)= G _(x, A) G = 1(x, A). (5.33) 

A standard argument shows that cP(x, A) has no singularities at A=Ah ij and 
hence is an entire function. From (5.17)-(5.20) it follows that 

(5.34) 
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and 

(5.35) 

hence (the Liouville theorem) 

C/J(x, IL) =il- 1 (x)Q(x) =il(x)Q- 1 (x), (5.36) 

that is 

(5.37) 

Using (5.29) and the fact that Q(x), Q(x) are diagonal continuous nonsingu­
lar matrices we deduce that 

Q(x)=D(x), (5.38) 

whence 

(5.39) 

Notice that the proof made use of (5.29), i.e. we were dealing with the 
whole family of the Riemann problems (5.28) parametrized by x. For x 
fixed, the Riemann problem (5.28) clearly has, besides G ± (x, IL), the solution 
- G±(x,IL). 

To prove the existence theorem, we will show how our Riemann prob­
lem can be reduced to the Riemann problem with normalization to unity at 
IL = oo studied in § 11.2 of Part I. 

Let G ± (x, IL) be a solution of the following Riemann problem 

G(x, IL) = G + (x, IL) G _ (x, IL), (5.40) 

where G(x, IL) is the matrix of the Riemann problem (5.28) and a) the ma­
trices G ± (x, IL) extend analytically to the half-planes ± Im/L ~ 0 and are nor­
malized to I at IL = oo , 

G±(x,IL)=l+0( 1~ 1 ); (5.41) 

b) the matrices G±(x,IL) are nondegenerate everywhere except IL=Ilj and 
IL =ij, respectively, and 

A - - (-) KerG_(x,ILj)-Nj (x), j=1, ... ,n, 

(5.42) 

(5.43) 
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where ..thij and the subspaces N)±l(x) belong to the Riemann problem 
(5.28). In § II.2, Part I, it was shown that the Riemann problem stated there 
is uniquely solvable. 

Define the matrix [.Jl(x) by 

and let us verify that it is a diagonal matrix. Indeed, the involutions 

Gt(x,i)=G_(x,..t) (5.45) 

and 

(5.46) 

with the requirement 

(5.47) 

imply that the matrix G + (x, 0) is unitary and real, hence orthogonal. Its de­
terminant is given by 

detG + (x, O)=a(O)=( -1t', 

so that the matrix (- a 3t' G + (x, 0) is unimodular, i.e. 

and the specific form of iff leads to 

-sina(x)) 
cosa(x) 

(5.48) 

(5.49) 

(5.50) 

Let us now consider the asymptotic behaviour of .Q2(x) as X-+- oo. 

Arguing as in § 11.2, Part I, we can show that 

whence, in particular, we get 

- b(A,) e _i;'(-<-f)x) 
a(..t) 

1 
' 

(5.51) 
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(5.52) 
x--co 

so that 

(5.53) 
x--oo 

Hence .Q(x) is uniquely determined as a continuous diagonal square root of 
.Q2(x) that satisfies (5.29). 

It is now obvious that the matrices 

G + (x, ll)= G + (x, ll)tff- 1.Q- 1(x), (5.54) 

G _ (x, ll)=il(x)fff G _ (x, ll) (5.55) 

provide a solution to the Riemann problem for the SG model in terms of the 
Riemann problem with the standard normalization. 

To derive the differential equation of the auxiliary linear problem of 
item II", we write the Riemann problem (5.28) in the form (5.2) and differ­
entiate it with respect to x. We get 

U(x,ll) = oF+(x,ll) F:; 1(x,ll) = oF_(x,ll) F= 1(x,ll). (5.56) 
ox ox 

In the usual way we conclude that U(x, ll) is an entire matrix-function. It 
follows from (5.17)-(5.20) that 

(5.57) 

as 111.1-+ co, and 

m -
U(x,ll) =- 4ill .Q- 1(x)a2.Q(x)+C0(x)+O(IIll), (5.58) 

as .il-+0. By the Liouville theorem we then find 

with 

C(x) = C0(x) = C0 (x). (5.60) 
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Let us now determine the matrix structure of C(x). Relations (5.10)-(5.11) 
and the uniqueness theorem imply that the solutions G ± (x, It) obey the in­
volutions (5.14)-(5.15), hence 

U*(x,lt)=- U(x,A), (5.61) 

U(x, -A)=cr1 U(x,lt)cr1o (5.62) 

so that 

C*(x)= -C(x) (5.63) 

and 

C(x)=CT1 C(x)cr1. (5.64) 

This allows us to introduce a real-valued function n(x) by 

p 
C(x)= 4 in(X)CT3. (5.65) 

Setting <p(x) = ~ a(x) we see that U(x, It) takes the form (5.30). 

The proof of assertions 111"-IV" follows the same lines as in § 11.2, 
Part I. 

As in the case of the NS and HM models, the time evolution (4.73) of the 
transition coefficients leads to the zero curvature representation for the SG 

model. This ensures that the functions <p(x, t) and n(x, t) = o<p (x, t) recov­ot 
ered from such transition coefficients satisfy the SG equation. 

2. The Gelfand-Levitan-Marchenko formulation 

The second approach to solving the inverse problem is also based on 
(5.1) which must now be written as 

and 

where 

- 1- T<O(x /t) = T<O(x Jt) + r(Jt) T<2>(x Jt) 
a(lt) - ' + ' + ' 

- 1- T(2)(x It)= r(lt) r<0 (x It)+ T<2>(x It) 
a(lt) + ' - ' - ' ' 

r(lt) = b(lt) 
a(lt) ' 

r(lt) = b(Jt) . 
a(lt) 

(5.66) 

(5.67) 

(5.68) 
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Instead of the Fourier transform used for the NS and HM models in the 
rapidly decreasing case, we shall utilize the integral transformations defined 

by the kernel exp {: i (.~ - ±) x} , already encountered when studying the 

finite density case of the NS model (see § 11.7, Part I). The associated com­
pleteness relations are 

(5.69) 

j e ~;(;t-i)x ~~ = ~ 8(x). (5.70) 
-oo 

To derive a system of the Gelfand-Levitan-Marchenko integral equa­
tions from the right, consider (5.66) expressed in terms ofT± (x, A.) and per­
form the following operations. Insert (4.28)-(4.29) into (5.66), multiply suc-

cessively .both sides of the resulting equation by exp {: i (A. - ±) y} , 

±exp{:' (.1.-±)y} and integrate over A. from -oo to oo. Using (5.69)­

(5.70), the analyticity properties of the Jost solutions, and the involutions 
( 4.30)-( 4.31 ), we finally obtain 

00 

r<.J.>(x,y)+K~>(x+y)+ I r<.J_>(x,z)K~>(z+y)dz 
X 

00 

+I r<J.>(x,z)K<.J_>(z+y)dz=O, (5.71) 
X 

00 

r~>(x,y)+K<.J.>(x+y)+ I r<.J_>(x,z)K<_!>(z+y)dz 
X 

00 

+ I r~>(x, z)K~>(z+y)dz=O, y;>x, (5.72) 
X 

where 

(5.73) 

and 



§ 5. The Inverse Problem for the SG Model 417 

with 

j=l, ... ,n. (5.75) 

The dot in (5.75) indicates the derivative with respect to lt. 
In a similar manner, from (5.67) we derive a system of the Gelfand­

Levitan-Marchenko integral equations from the left 

X 

r<2>(x,y)+K~>(x+y)+ J r<2>(x, z)K~>(z+y)dz 

X 

+ I r~>(x, z)K<2>(z+y)dz=0, (5.76) 

X 

r~>(x,y)+K<2>(x+y)+ I r<2>(x, z)K<2>(z+y)dz 

X 

+ I r~>(x, z)K~>(z+y)dz=O, y~x. (5.77) 

where 

and 

k<!!(x) = 8: 00 mi ( 1) ..11 n - mi ( I) I -(·1) -4 A.-x x _(Ul, m '\'1 mi -4 A.rX7 x 
r /1. e ;tl + 4i LJ ;t! e ' 

-oo j-1 1 

1=0, 1, 2, 

(5.79) 
with 

(5.80) 

Notice that in view of the involutions (4.54), (4.62) the functions k~· 2>(x) 
1 

and --;- kCJ:>(x) are real-valued. 
I 

We shall now outline a method for solving the inverse problem. 
The input data consist of functions r(lt), r(lt) and of a set of quantities 

{ltj, mj, mj, j = 1, ... ' n} with the following properties. 
I. The functions r(lt), r(lt) are of Schwartz type, vanish at lt=O with all 

derivatives, and satisfy the involution 

r( -A.)=i(A.), r( -A.)=r(A.) (5.81) 
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and the relation 

lr(A.)I = li(A.)I. (5.82) 

II. The relation 

r(A.) a(A.) 
f(A.) = a(A.) ' 

(5.83) 

where 

a(A.)=rr" A-~exp{-1-. ~J log(1+1r(~W)df.l}, 
. A.-A- 2m A.-11 +10 
;~I J -~ ,.-

(5.84) 

holds, and the pairwise distinct Aj lie in the upper half-plane symmetrically re­
lative to the imaginary axis: A.j = ixh Xj > 0, j= 1, ... , n1; A.k+, 2 = -ik, ImA.b 

ReA.k >0, k=n1 + 1, ... , n1 +n2; n =n1 + 2n2. 
III. The quantities mj, mj satisfy 

j=1, ... ,n, (5.85) 

and mj=-mh mj=-mj, j=1, ... ,nl; mk+n2=-mk, mk+n2=-mk, 
k=n 1 + 1, ... , n1 +n2. 

Given these data, we construct the kernels K<2(x), 1=0, 1, 2, and con­
sider the systems of integral equations (5.71)-(5.72) and (5.76)-(5.77). Then 
we claim that 

1'. The systems (5.71)-(5.72) and (5.76)-(5.77) are uniquely solvable in the 
spaces L\2 x 2>(x, oo) and L\2 x 2>(- oo, x), respectively. Their solutions, the ker­
nels r~·2>(x,y), obey the involutions (4.30)-(4.31) and are of Schwartz type for 
x,y-+ ± oo. 

II'. The matrices f ± (x, A.) constructed from r~· 2>(x, y) according to 
(4.28)-(4.29) satisfy the differential equations 

with 

(5.87) 

and 
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(cf (4.35)-(4.36)). 
III'. The functions {} ± (x) are real-valued, the matrices .Q~ (x) are diagon­

al, unitary and unimodular, and 

lim B±(x)=O, lim .Q~(x)=l, 
x-±(X) x-±oo 

where the limiting values are attained in the sense of Schwartz. 
IV'. We have the relationship 

Normalizing .Q(x) by requiring that 

lim .Q(x)=l 

and setting 

x--oo 

i{Jcp(x) 
.Q(x)=e-4-a3 

we find that the matrix-functions 

n(x)=B(x)- d~;x), 

T ±(x,.A)=il(x) f ±(x,.A) 

satisfy the differential equation 

(5.89) 

(5.90) 

(5.91) 

(5.92) 

(5.93) 

(5.94) 

with a matrix U(x,A) of the form (4.1). The functions n(x) and q>(x) satisfy the 
boundary conditions (4.2) with Q=n1 (mod2). 

V'. The functions a(A) and b(A)=a(A) r(A) are the transition coefficients of 
the auxiliary linear problem (5.94). The discrete spectrum of the problem con­
sists of the eigenvalues A-b ij with transition coefficients yj, yj where 
rj=mja(Aj),j= 1, ... , n. 

Let us comment on the proof of these statements. 
Assertion 1', properties (5.89) and relationship (5.90) are proved along 

the lines of§ Il.7, Part I. We shall therefore concentrate on the proof of 
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assertion II' and those properties of .Q ± (x) which are specific for the SG 
model. 

Consider, for definiteness, the system (5.76)-(5.77); for shortness we 
shall drop the symbol - in TC2· 2)(x,y), K<!!(x,y), fJ_(x) and .Q_(x). 
We will show that the matrices T 0 •2)(x,y) satisfy (4.32)-(4.33), where 
fJ(x) and .Q(x) are given respectively by (5.87) and (5.88), and the matrix 

r< 2)(x, x)a2 - ~I occurring in (5.88) is nondegenerate. This will imply the 

differential equation (5.86). 
For the proof we differentiate (5.76)-(5.77) with respect to x andy. Inte­

grating by parts and using two formulae inferred from (5.78)-(5.79), 

and 

where 

and k(-t)(x) is given by (5.79) with I= -1, we find 

where 

X ar<I)(X z) 
+B(x)a2 K 0 )(x+y)+ J ax' K<0 )(z+y)dz 

-~ 

X r<z)< I a X, z) K(l)( )d 0 + z+y z= , 
-~ 

X 

+ I 

ox 

or<z)(x, z) K<z)( )d 0 z+y z= , 
ox 

(5.95) 

(5.96) 

(5.97) 

(5.98) 

(5.99) 
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(5.100) 

and 

X (2) I ar (x, z) Ko>( )d O - z+y z= oz ' (5.101) 
-oo 

X r<2>( I a x,z) K<2>( )d 0 - z+y z= . oz (5.102) 
-oo 

Multiply (5.101) by e72 both from the left and from the right and add (5.98). 
Using the fact that K<'>(x) anticommutes with e72 and the definition (5.87), 
we have 

ar<l)(x,y) aro>(x,y) P n( ) ro>( ) _ ____.:'--'....::...:... + C72 (72 - ---: u X (73 X, y 
ax ay 4z 

+ (B(x)e72- e72B(x)) K 0 >(x + y) 

+ 1 (ar<l>(x,z) +e72 ar<l)(x,z) (72- P_O(x)e73r<l)(x,z))K<O>(z+y)dz 
_ 00 OX OZ 4l 

where the matrix :i O(x)e73K<0>(x+y) was reduced out by using (5.76). In 

order to eliminate also (B(x)e72-e72B(x))K0 >(x+y) we exploit (5.77) and 
write it using (5.95) in the form 



422 Chapter II. Fundamental Continuous Models 

X 

r<2>(x,y)+K0 >(x+y)+ J T 0 >(x,z)K0 >(z+y)dz 

(5.104) 

Integrating here by parts we come down to 

4" X 

~ B(x)K(1>(x+y)=T<2>(x,y)+ I r(l)(x, z)K 0 >(z+y)dz 
-oo 

X 

+ I r<2>(x, z)K<0>(z+y)dz 

4 . x r(2)( ) , J a x, z Ko>( )d +- Uz z+y z. 
m az 

(5.105) 
-oo 

Multiply (5.105) by~ (u2 -B(x)u2B- 1(x)) from the left (it will be shown 

below that B(x) is nondegenerate) and add (5.103). Taking into account 

(5.88) and (5.100), we obtain 

X 

tJ)O>(x, y)+ I tJ)O>(x, z)K<0>(z+ y)dz 

X 

+ I tP<2>(x, z)K<1>(z+y)dz=0, (5.106) 

where 

,..0 >( ) ar0 >(x,y) + ar<2>(x,y) p fJ( ) ro>( ) 
w x,y = Uz Uz----: XU3 x,y 

ax ay 4z 

(5.107) 

.m(2)( ) or<Z>(x,y) ra-2( ) ra2( ) or<Z>(x,y) 
w X,y = + ;:.~ X U2;:.~ X Uz 

ax ay 

-:i fJ(x)u3r<2>(x,y) 

(5.108) 
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Let us now consider equations (5.99) and (5.102). Multiply the latter by 
B(x)a2B- 1(x) from the left and by a 2 from the right and add to the former. 

Reducing~ (a2-B(x)a2B- 1(x))K<0>(x+y) out of the resulting equation by 

means of (5.76), we find 

ar(2)(x,y) B( ) B_ 1( ) ar(2)(x,y) _ ____;:.....:....:....::... + X 0'2 X 0'2 
ax ay 

m 
- 4 i (a2-B(x)a2B- 1(x))r<l)(x,y) 

+ (r0 >(x, x)- B(x)a2B- 1 (x)r0 >(x, x)a2)K0 >(x+ y) 

+ I (ar<l)(x, z) + B(x)a2B-I(x) aro>(x, z) 0'2 
-co ax oz 

- ~ (a2 -B(x)a2B- 1(x))r<2>(x, z)) K<l)(z+y)dz 

+ I (ar<2>(x,z) + B(x)a2B-I(x) ar<2>(x,z) a2)K(2)(z+y)dz 
-co ax az 

X 

- ~ (a2-B(x)a2B- 1(x)) I r<l)(x, z)K<0>(z+y)dz=0. 

Next, we again exploit (5.95) which gives 

X 

m J 4 i r<l)(x,z)K<0>(z+y)dz 

X 

= ~ I r 0 >(x,z)K<2>(z+y)dz+r0 >(x,x)a2K0 >(x+y) 
-co 

X r(l)( I o x, z) Ko>( )d - a2 z+y z. 
-co az 

Substituting this into (5.109), we obtain 

(5.109) 

(5.110) 
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m 
- 4 i (a2 -B(x)azB- 1(x))r<l)(x,y) 

XI (or<l)(x z) or<l)(x z) m 
+ ' + az ' CTz-----:- (az-B(x)a2 B- 1(x)) 

ox oz 41 
-= 

X r<2>(x, z)) K 0 l(z + y) dz 

+ 1 (or<2l(x,z) + B(x)azB-I(x) or<Z>(x,z) C1z 
-= ox oz 

-: (a2 -B(x)azB- 1(x))r<l)(x, z)) K<2>(z+y)dz=0. (5.111) 

Finally, eliminating the matrix :i O(x)a3K 0 \x+y) with the help of (5.77) 

we come down to the equation 

X 

<[J< 2>(x,y)+ J <P0 >(x, z)K0 >(z+y)dz 

X 

+ J (JJ< 2>(x,z)K<2>(z+y)dz=O. (5.112) 

We have thus shown that <P0 >(x, y) and <IJ<2>(x, y) satisfy (5.106) and 
(5.112), the homogeneous system of Gelfand-Levitan-Marchenko equations. 
But this system has only a trivial solution (the main point in the proof of the 
uniqueness and existence theorem for system (5.76)-(5.77)), hence 

(5.113) 

for all y~x. Therefore equations (4.32)-(4.33) hold. 
To complete the proof of item II', it suffices to show that B(x) is non­

degenerate. We will show that 

and 

mz 
detB(x)=--

16 
(5.114) 

(5.115) 
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To prove (5.114), we shall first deduce it from the assumption that 
detB+O. In fact, if for some x0 we have detB(xo)+O, then (4.32) holds in a 
neighbourhood of x0, so the matrix 

X 

T_(x,A)=E(x,A)+ I r(l)(x,y)E(y,A)dy 

1 X 

+;: I r<2>(x,y)E(y,A)dy (5.116) 

satisfies the differential equation (5.86) and hence is unimodular. Using the 
relation 

.!_ E( A)=AE( A)- 4i dE(y,A) 
A y, y, m Ch dy (5.117) 

and integrating by parts in the second integral in (5.116), we find the asymp­
totic behaviour 

- 4i 
T_(x,A)E- 1(x,A) =- -B(x)+O(IAI), 

m 
(5.118) 

as A--.0. It follows that (5.114) holds for x=x0• Also, it holds for x-.- co 

since 

lim B(x) =- m_ I. 
x--co 4z 

(5.119) 

By continuity, this implies the validity of (5.114) for all x. Relation (5.115) is 
a consequence of (5.114) and the normalization of D(x) as x-.- co. 

The case of r<J_· 2>(x,y) is analyzed in a similar way. 
This completes our discussion of the Gelfand-Levitan-Marchenko for­

mulation. 

3. Soliton solutions 

Soliton solutions of the SG model, as was the case for the NS and HM 
models, correspond to 

b(A)=O (5.120) 

for all A. For such data both the Riemann problem and the Gelfand-Levitan­
Marchenko equations reduce to linear algebraic equations and can be 
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solved in closed form. To describe soliton solutions we shall make use of the 
Riemann problem where one must set 

G(x,,.l)=/. (5.121) 

Consider first the simplest of cases when n1 = 1, n2 = 0. The data pre­
scribed consist of a pure imaginary Ao = i x0 , x0 > 0, and a real y0 # 0. The 
solution of the Riemann problem is given by 

G + (x,A)=B(x, ,.l)g'-t.Q- 1(x), 

where B(x, ,.l) is the Blaschke-Potapov factor 

ICo-Ao 
B(x,,.t)=l + _.t-ICo P(x), 

P(x) is an orthogonal projection operator, 

P(x) = 1 (yij(x) Yo(x)) 
1 + rMx) Yo(x) 1 ' 

and .Q(x) is uniquely determined by the equation 

and the requirement 

lim .Q(x) =I. 
x--oo 

(5.122) 

(5.123) 

(5.124) 

(5.125) 

(5.126) 

(5.127) 

(5.128) 

The functions ({J(x), n(x) can be found from (4.23) and (5.65) so that 

4 1 
({J(x) = - - arctg -- , 

fJ Yo(x) 
(5.129) 

2m (xo- ~) Yo(x) 

n(x) = - fJ(1 + rMx)) (5.130) 
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where the principal branch of arctgx is taken: arctg( ± oo) = ± 1"· For the 
topological charge Q this yields 

Q= -eo, Bo=sign Yo· (5.131) 

Assuming y0 (x) to be time-dependent according to (4.73), y0 (x, t) 
_!!!_ (" _ __!_), 4 1 

= e 2 o "o y0 (x), we have that qJ(x, t) = - - arctg satisfies the SG 
equation. Also, P Yo(x, t) 

0(/J 
n(x, t) =- (x, t). at 

The expression for qJ(x, t) can be written as 

with 

4e0 {m(x-vt-x0)} 
qJ(x, t) = - p arctg exp V1-v2 , 

1-x~ 
v = 1+x~' lvl < 1, 

y1-v2 

xo = loglrol. 
m 

(5.132) 

(5.133) 

(5.134) 

(5.135) 

Formula (5.133) suggests a natural interpretation of the above solution in 
terms of a relativistic particle of mass m and velocity v, whose center of 
inertia coordinate at t = 0 is x0 • This solution corresponds to a soliton of the 
SG model. Besides the continuous parameters v and x 0, the SG soliton has an 
important discrete characteristic, the topological charge Q = - e0 • Solutions of 
charge Q = 1 are sometimes called (proper) solitons, and those of charge 
Q = - 1 are called antisolitons. 

The next simplest case occurs when n1 = 0, n2 = 1; the data consist of 
A-1 = -i2, ImA.~o ReA-1 > 0, and Y1 = Y2 =F 0. The solution of the Riemann prob­
lem has the form 

G+(x,A.)=ll(x,A.)g- 1 n- 1(x), 

G_(x,A.)=!J(x)g n- 1(x,A.). 

Here ll (x, A.) is a product of the Blaschke-Potapov factors, 

(5.136) 

(5.137) 

(5.138) 
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with projection operators P1 (x) and P2 (x) determined by the equations 

(5.139) 

(5.140) 

and .Q(x) is recovered from 

(5.141) 

together with (5.128). 
The solution of (5.139) in the general case was given in § 11.5, Part I. 

Upon elementary transformations, the formulae cited there and (4.23) lead 
to 

(5.142) 

Introducing the time dependence by the replacement y1 (x) -+ 

exp{ ~i (1. 1 + ;J t} y 1(x), we obtain a solution qJ(x, t) of the SG equation, 

. (ma]j(t-vx) ) 
sm .~ +qJo 

4 v v 1-v2 
qJ(x t) =- arctg-. ----,-__;_ ____ -c--

' P ' ch (mw2(x-vt-x0 )) ' 

y1-v2 

(5.143) 

with 

(/Jo=argyl, 

(5.144) 

As usual, n(x, t) is given by (5.132). 
The function qJ(x, t) is specified by four real parameters and describes a 

particle-like solution of the SG equation with internal degrees offreedom. It 
is called a double soliton or breather. Along with translational motion of a 
relativistic particle of mass m, velocity v and initial center of inertia coordi­
nate x0, the breather oscillates both in space and time with frequencies 
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mvm1 d mm1 . I Th I h I f ... I -~an -~·respective y. e parameter (/Jo pays t e roe o mttta 
V 1-v2 V 1-v2 
phase. In particular, if v = 0, the breather is a t-periodic solution of the SG 
equation. The breather has zero topological charge and can be interpreted as a 
relativistic bound state of a soliton and an antisoliton. 

If one compares the SG model to those discussed earlier, it should be 
noted that the SG soliton, as well as the soliton for the NS model in the case 
of finite density, has no internal degrees of freedom. On the other hand, the 
breather of the SG model is closer in its nature to the soliton of the NS 
model in the rapidly decreasing case, and to that of the HM model. 

We shall now describe the general n-soliton solution of the SG equation. It 
is paramet~zed by n1 +n2 distinct numbers ltj= -ij=ixj, xj>O,j= 1, ... , n1; 
ltk+n 2 = -ltk> Imltk, Reltk>O, k=n1 + 1, ... , n1 +n2, where n =n1 +2n2, 

and by the nonzero quantities rj = Yb j = 1, ... , n1; Yk +n 2 = yk, 
k=n1 + 1, ... , n1 + n2• The solution <p(x, t) is determined by 

i{Jtp(x,t) 

e-2-a3 = ~ (- a 3}"' fl(x, t, 0) ~ - 1 (5.145) 

with the condition that 

lim <p(x, t) = 0, (5.146) 
x--oo 

where n (x, t, It) is an ordered product of the Blaschke-Potapov factors, 

fl(x, t,lt)= I1 Bj(X, t,lt). (5.147) 
j-1 

The projection operators ~(x, t) involved in Bj(x, t, It) are recovered from 
the system of equations 

(5.148) 

where 

(5.149) 

and 

(5.150) 

In generic position, the n-soliton solution, as t-+ ±co, breaks up into the 
sum of space-like separated solitons and breathers, 
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nt nt+n2 
qJ(x,t)= L (/J~f>(x,t)+ L ({J~t>(x,t)+O(e-cltl), (5.151) 

j~l k~n 1 +1 

. h . { . m . I I wtt c=mm mm .~ mm v;-Vj, 
j v1-v] i~j 

· mm2k · I 1} H h mm .~ mm vk-v1 • ere t e 
k v1-vk k~l 

qJ~fl(x, t) are solitons with parameters 

where 

V1-v] 
Xoj = log ly) 

m 

and 

_ v'J=0 ( '\1 'A.j-~1,_ '\1 ,A--~~~) Lixoj- m LJ log A·-A LJ log l-A-1 , 
l<l<n 1 I l<l<n J 

IA-11 > IA-11 IA-11 < lA.) 

and the (/J~I>(x, t) are breathers with parameters 

where 

and 

Li({Jok = L 
l<l<n 

IA.11>1A.kl 

x&t> =Xok ±Lixok, ({Ja> = (/Jok ±Li (/Jok, 

(5.152) 

(5.153) 

(5.154) 

(5.155) 

(5.156) 

(5.157) 

(5.158) 

(5.159) 

Generic position means that all the velocities of solitons and breathers are 
distinct. 
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For the proof of (5.151)-(5.159) it suffices to use the results of§ 11.5, 
Part I, on the asymptotic behaviour of fl(x, t,A), as t-+ ± oo, along the 
straight lines x- v t = const. 

The above formulae show that soliton scattering theory for the SG 
model is factorized. In the next section this will be discussed from the 
Hamiltonian standpoint. 

To conclude, we remark that, as it follows from (5.151), the topological 
charge Q of the n-soliton solution is the sum of charges of the constituent 
solitons, 

Q=- ~ Cjo (5.160) 
j-1 

This relation is actually valid also when b(A) ~ 0. Indeed, it can be shown 
that, for fixed Ah yj, j = 1, ... , n, the functions <p(x) and n(x) that solve the 
inverse problem depend on b(A) continuously. Since the topological charge 
Q is an integer, this implies the validity of (5.160) in the general case. 

This completes our discussion of soliton dynamics and inverse problem 
techniques for the SG model. 

§ 6. Hamiltonian Formulation of the SG Model 

It will be shown here that the SG model in the rapidly decreasing case is 
a completely integrable Hamiltonian system. The proof will consist in an 
explicit construction of canonical action-angle variables. For that purpose 
we shall give an r-matrix expression for the Poisson brackets of the model, 
and use it to compute the Poisson brackets of the transition coefficients and 
of the discrete spectrum. An explicit expression for the local integrals of the 
model in terms of action-angle variables, a realization of the Poincare group 
generators and an interpretation of these results in terms of relativistic field 
theory will be given. To conclude the section, we shall discuss soliton scat­
tering from the Hamiltonian viewpoint. 

1. The fundamental Poisson brackets and the r-matrix 

Consider the basic nonvanishing Poisson brackets of the SG model, 

{n(x), <p(y)) =O(x-y) (6.1) 

and write them in the form 

{n(x), sin ptp2(y)} =~cos ptp2(x) o(x-y), (6.2) 
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{.n(x), cos ptp2(y)} =-~sin pi(x) o(x-y). (6.3) 

The Poisson brackets of the entries of the matrix U(x, A.) that enters into the 
auxiliary linear problem are then given by 

{ U(x, A.)~ U(y,p)J = ~~2 
((A.+±) cos pi(x) · CT1 ® CT3 

-(A.-±) sin pi(x) · CT2 ® CT3 

( 1) ptp(x) - Jl + ; COS - 2- · 0"3 ® 0"1 

( 1) . ptp(x) ) + jl-; sm-2-·0"3®0"2 o(x-y). (6.4) 

Our objective is to express the right hand side of (6.4) as the commutator 

[r(A.,p), U(x,A.) ®I +I® U(x,p)] o(x-y). (6.5) 

The right hand side of (6.4) does not contain the functions .n(x) and .n(y), 
so the explicit form of U(x, A.) implies the following relation for r(A., p), 
which ensures that (6.5) is independent of .n, 

(6.6) 

Guided by (6.6), we shall look for an r-matrix of the form 

Using the commutation relations for the Pauli matrices, we derive a system 
of four equations for two unknown functionsj(A.,p) and g(A.,p), 

(A.+ ±)j(A.,p)+ 0 + t) g(A.,p) = ~~ (A.-±), 

(Jl + t)j(A.,p)+ (A.+±) g(A.,p) =- ~~ 0- t)' 

(A.- ±)j(A.,p)+ 0- t) g(A.,p) = ~; (A.+±), 

0- t)j(A.,p)+ (A.-±) g(A.,p) =- ~~ 0 + t). 

(6.8) 
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The system (6.8) has a unique solution given by 

with 

YAJl 
g(-1-, Jl) = - 1"22' 

/1, -jl 

{32 
r=-. 

8 

In terms of the variables 

we have 

so that 

a= log-1-, {J = logJl 

f = r ch(a-{J) 
2 sh(a -{J) ' 

r g=-------'-----
2sh(a-{J)' 

r(-1-, Jl) =r(a -{J). 

In matrix notation, and using (6.11), (6.13) we can write (6.7) as 

(
0 0 0 0) 

r(a) =___I_ 0 cha -1 0 . 
sha 0 -1 cha 0 

0 0 0 0 
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(6.9) 

(6.10) 

(6.11) 

(6.12) 

(6.13) 

(6.14) 

So we have derived the fundamental Poisson brackets for the SG model 

{U(x,-1-)~ U(y,Jl)}=[r(-1-,Jl), U(x,-1-)®1+1® U(x,Jl)]o(x-y). (6.15) 

This yields the Poisson brackets for the transition matrix 

{T(x,y,-1-) ® T(x,y,Jl)l =[r(-1-,,u), T(x,y,-1-) ® T(x,y,,u)] (6.16) 
' 

for y<x. 

2. The Poisson brackets of the transition coefficients and the discrete spec­
trum 

Setting in (6.16) y-+ ±co, X-++ co as prescribed by (4.18) and (4.49), we 
find the following expressions for the Poisson brackets of the Jost solutions 



434 Chapter II. Fundamental Continuous Models 

T ± (x, A) and of the reduced monodromy matrix T(A): 

{ T ± (x, A) ~ T ± (x, J.l)} = + r(A, J.l) T ± (x, A) ® T ± (x, J.l) 

±T±(x,A)® T±(X,J.l)r±(A,J.l), (6.17) 

{T + (x, A)~ T _ (x,J.l)} =0 (6.18) 

and 

{T(A) ~ T(J.l)} = r +(A, J.l) T(A) ® T(J.l)- T(A) ® T(J.l)r _(A, J.l), (6.19) 

where 

A-J.l 
0 0 0 

A+J.l 

0 
A+J.l 

+ni(A + J.l)D(A-J.l) 0 p.v.A--r -j.l 
r ±(A, J.l) = 2 

0 ±ni(A + J.l)D(A- J.l) 
A+J.l 0 p.v.A--

-j.l 

0 0 0 
A-J.l 

A+J.l (6.20) 

Here in view of the involutions ( 4.20) and ( 4.51) we assume that A, J.l > 0; in 
the derivation we have used the relation 

which holds for such A and J.l. 
From (6.17)-(6.20) we obtain the following expressions for the Poisson 

brackets of the transition coefficients and the discrete spectrum for 
A,J.l>O: 

{a(A), a(J.l)} = {a(A), a(J.l)} =0, (6.22) 

{b(A), b(J.l)} =0, (6.23) 

{b(A), b(J.l)} = - 2ni r A ia(AW D(A-J.l)' (6.24) 

2 r Afl 
{a(A), b(J.l)} = (A-J.l+iO)(A+J.l) a(A)b(J.l), (6.25) 



and 

and also 
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- 2yAf.l -
{a(A), b(J.L)} =- (A-J.L+iO)(A+J.L) a(A-)b(J.L) 

{b(A-),Aj} = {b(A-),Aj} =0, 

{b(A-), yj} = {b(A-), yj} =0, 
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(6.26) 

(6.27) 

(6.28) 

(6.29) 

(6.30) 

(6.31) 

(6.32) 

(6.33) 

Thus the continuous spectrum variables are in involution with the discrete 
spectrum ones, and the nonvanishing Poisson brackets of the inverse problem 
data (b(A), b(A),A>O; Aj,A"b Yb ybj= 1, ... , n) are given by (6.24) and (6.33). 

From (6.22) it follows that loga(A) is a generating function for integrals 
of the motion in involution. In particular, 

(6.34) 

where l 2 k+h k=- oo, ... , oo, are the local integrals for the SG model de­
fined in§ 4. 

3. Canonical variables of action-angle type 

The formulae of the preceeding subsection show that the variables 

1 
p(A-)=- --, log(l-lb(A-W), qJ(A)= -argb(A-), (6.35) 

2ny/lv 

where A ~ 0 and 
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(6.37) 

(6.38) 

form a canonical family. The nonvanishing Poisson brackets of these varia­
bles have the form 

{p(A-), QJ(.U)} =o(A--,u), A-,,u~O (6.39) 

(6.40) 

where i,j= 1, ... , n1; k, l=n1 + 1, ... , n1 +n2• 

1C 
The range of the variables p(A-) and Pk is O~p(A-) < oo and O~pk <-

y 
respectively; these play the role of action variables conjugate to the angle 
variables cp(A-) and QJk. O~cp(A-), QJk<2n. Observe that the variable p(A-) is 
nonsingular by virtue of the condition (A) and the relation b (0) = 0. The var­
iables pj, qj and ~k, T/k range over the whole real line. 

Let us emphasize that, unlike the cases considered earlier, the variables 
(6.35)-(6.38) do not give a complete parametrization of the n-soliton sub­
space of the phase space of the model. To complete the description, one 
must in addition specify the quantities ej = ± 1, j = 1, ... , nh the topological 
charges of solitons. So, the submanifold of phase space containing n1 soli­
tons and n2 breathers has 2n' connected components. 

Thus the mapping .2T discussed in §§ 4-5 defines a canonical transforma­
tion. It linearizes the dynamics of the SG model. In fact, the local integrals 
121 + 1 depend only on the action variables, 

sign(2/+1)/21 + 1 = -2y J p(A-)A-21 + 1 dA, 
0 

( 1)/-12 n, + - '\"1 e-<21+1Jypj 

21+ 1 j~ 

(21+ 1)y$'k 
2 

I= - oo, .•• , oo. Hence all the higher SG equations 

. 21+ 1 
sm-2-YPk. (6.41) 



where 
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on 
-={In} ot ' ' 

0(/) - {I } at-,(/), 

I= L sign(21 + l)czl+t Izl+ t, 
I 
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(6.42) 

(6.43) 

are completely integrable Hamiltonian systems, and their time evolution is 
given by 

where 

j=l, ... , n, 

f(IL) = 1: sign(21 + l)c21 + 1/L 21 + 1 • 
I 

(6.44) 

(6.45) 

In particular, setting c_ 1 = - c1 = .!!!... and c21 + 1 = 0 for other 1, we find I to 
4y 

be the Hamiltonian of the SG model, and (6.44)-(6.45) turn into the familiar 
expressions ( 4. 73). 

We now proceed to interprete the independent modes of the SG model 
in terms of relativistic field theory. For that purpose it is advantageous to 
introduce another canonical set of variables in place of (6.35)-(6.38), so as 
to make manifest the Lorentz-covariant nature of excitations in the model. 
Namely, we set 

(6.46) 

qJ(k) = qJ(IL(k)), 
diL(k) 

p(k) = - ----;}k p(/L(k))' (6.47) 

where IL(k) is the inverse function for k(IL), 

(6.48) 

and 

m 
Psj =- shypj, 

r 
Q ·= qj . 1 . s1 , J= , ... , n1, 

mchypj 
(6.49) 
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2m r~k . r 
Pbk = ----ysh2sm2[h, 

1Jk 
Qbk = ' 

mch Y~k sin r.,!h 
2 2 

(6.50) 

where k = n1 + 1, ... , n1 + n2• Obviously, the variables p(k), <p(k), Psj• Qsj• Pbk, 
Qbk and {Jk.lfJk are also canonical. Using the expressions (4.99)-(4.100), 
(6.41) and (6.46)-(6.50), for the momentum P and the Hamiltonian H we 
obtain 

n 1 n 1 +n 2 

P= I kp(k)dk+ L Psj+ L Pbk (6.51) 
j-1 k-n 1 +1 

and 

co n 1 n 1 +n 2 

H= I Vk2 +m2 p(k)dk+ l:vP;j+M;+ L vP~k+M~k. (6.52) 

with 

m 
M=-

s ' r 

j-l k-n 1 +1 

2m . y 
Mbk = - sm- {Jk. 

r 2 
(6.53) 

The above formulae are sums over independent modes and allow for a 
clear field-theoretic interpretation. 

The first summands in (6.51)-(6.52) are interpreted in terms of a wave 
packet of continuous spectrum modes with density p(k). A single mode of 
index k describes a particle with momentum and energy given by 

(6.54) 

related by the relativistic dispersion law 

(6.55) 

This particle has zero topological charge. In a different way, these 
modes describe a neutral relativistic particle of mass m. 

The second terms are the contribution from solitons associated with 
charged relativistic particles of mass Ms (and topological charge Q= ± 1). 

The third terms in these formulae correspond to breathers. The latter are 
associated with a neutral relativistic particle having internal degrees of free­
dom. Its mass Mb depends on the generalized momentum of internal motion 
{J as is shown by (6.53), and varies from zero to twice the mass of the soliton. 
Such a particle may be interpreted as a relativistic bound state of a soliton 
and an antisoliton. 
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Thus the excitation spectrum of the SG model is a fairly rich one and 
describes several kinds of particles. The ordinary perturbation theory argu­
ments would associate to our model only particles of the first type that cor­
respond to the linearized SG equation in the vicinity of ({J = 0, 

(6.56) 

i.e. to the Klein-Gordon equation. 
The appearance of solitons, antisolitons and their bound states in the 

excitation spectrum is entirely due to the specific, and in a way unique, form 
of the nonlinear interaction. In the linear limit, as /3-+0, solitons and breath­
ers go over into solutions with infinite energy and disappear from the exci­
tation spectrum. 

To conclude this subsection we note that when the zeros A,k accumulate 
towards the real line, breathers go into continuous spectrum modes. More 
precisely, under the assumption that 

(6.57) 

where the real numbers Jlk fill in the positive line uniformly as n2 -+ co, the 
third terms in the local integrals 121 + 1 (6.41) go into the first terms which 
correspond to the continuous spectrum. 

4. Realization of the Lie algebra of the Poincare group in terms of action­
angle variables 

In the last subsection the generators of translations in x and t, i.e. the 
momentum P and the Hamiltonian H, were expressed through canonical 
action-angle variables. Here we shall derive an expression for the Lorentz 
boost generator K (see § 1.1). For that purpose we will evaluate all varia­
tional derivatives of K with respect to the variables (6.35)-(6.38). To do so it 
clearly suffices to compute the Poisson brackets of K with the transition 
coefficients and discrete spectrum quantities. 

For any functional F we set 

8F={K,Fj, (6.58) 

thus defining a variation along K. We have (see § 1.1) 
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8<p(x) =xn(x), (6.59) 

(6.60) 

Recalling the explicit form of U and V in the zero curvature representation 
of§ 1.1, we find 

o v p o<p 
8U(x A)=x--x[U V]+- -a3 • 

' ox ' 4i OX 
(6.61) 

Let us now calculate the variation 8T(x,y,A) of the transition matrix of 
the auxiliary linear problem for the SG model. Using (4.1) and (6.61) we 
have 

or 

0 
-8T= U(x,A)8T+8 U(x,A) T 
ox 

o v p o<p 
=U8T+x-T-xUVT+xVUT+- -a3 T 

ox 4i ox 

oV oT p o<p 
=U8T+x- T+xV--xUVT+- -a3 T 

ox ox 4i ox 

o p o<p 
=U8T+x-(VT)-xUVT+----:- -a3 T, 

ox 4z ox 

-(8T-xVT)=U(8T-xVT)- V-----:- -a3 T. o ( p o<p ) 
ox 4z ox 

(6.62) 

(6.63) 

Then, differentiating ( 4.1) with respect to A and using again the explicit form 
of U and V, we get 

--T=U-+-T=U-+- V-- -a3 T o2 o T o U o T 1 ( fJ o<p ) 
oxoA oA oA oA A 4i ox ' 

(6.64) 

so that (6.63) can be rewritten as 

o ( oT) ( oT) ox 8T-xVT+A- oA =U(x,J.) 8T-xVT+A oA . (6.65) 

This coincides with the equation of the auxiliary linear problem for our 
model, hence 
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aT 
oT-xV(x,A)T+A oA = TC(y,A). 

Using the boundary condition T(x,y,A)ix~y=l we obtain 

C(y,A)= -yV(y,A), 

so the final expression for 8 Tis 
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(6.66) 

(6.67) 

aT 
oT(x,y,A)=x V(x,A) T(x,y,A)-yT(x,y,A) V(y,A)-A oA (x,y,A). (6.68) 

Taking the appropriate limits we get the expressions for the variations of 
the Jost solutions 

and of the reduced monodromy matrix 

This gives 

and 

which implies 

aT 
oT(A)= -A- (A). 

oA 

oa(A)= -A~~ (A), ob(A)= -A~~ (A) 

d(/J oK 
o([J(A)= -A dA (A)= op(A), 

dp(A) oK 
op(A) = -p(A)-A ---;v:- = - O([J(A), 

1 aK 
op·= --= --] r aqj , 

(6.70) 

(6.71) 

(6.72) 

(6.73) 

(6.74) 

(6.75) 

(6.76) 
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2 aK 
=--, 

r oTJk 

aK 
D{.h =0= --, 

o({h 

(6.77) 

(6.78) 

(6.79) 

(6.80) 

Here we recalled at the last stage that (6.58) is a Poisson bracket and took 
into account the canonical nature of the variables ~(A-), <p(A-), pj, qj, ~k, (/Jk, 

~k, T/k· 
Integrating these formulae we come down to the desired expression for 

K in terms of canonical action-angle variables, 

(6.81) 

In the variables (6.46)-(6.50) the expression forK takes a manifestly relativ­
istically-covariant form, 

n1+nz 

+ L VP~k+M~k Qbb (6.82) 
k-n 1 +1 

where K is expressed as a sum over independent modes. 

5. Soliton scattering from the Hamiltonian point of view 

Here the n-soliton solution of the SG model will be labelled by a set 

of variables {pj,qj,&j,j=1, ... ,nl; ~k>~k,(/Jk,lJk, k=n1+1, ... ,n1+nz} that 
are simply related to { vb x0b ej, j = 1, ... , n 1; vk, Oh k, mzk, Xok. (/Jok, 

k=n1 + 1, ... , n1 +n2 } (compare (5.152)-(5.153), (5.155), (5.157) with (6.36)­
(6.38)). In generic position, as t-+ ±co, it breaks up into the sum of spa­
tially separated solitons and breathers with parameters p)±>, q)±>, ej and 
~~±>, ~~±>, qJ~±>, 17~±>, respectively, where 
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and 

(6.85) 

(6.86) 

(6.87) 

j= 1, ... , nh k=n1 + 1, ... , n1 +n2; the quantities A1 range over the whole set 
A~o ... , A, with the above restrictions. Here 

Aj =e-rPJ, j=1, ... ,n 1 , 

, __ ,- _ -~<~. -iu.> 
/l..k- /l..k+n 2 -e , 

(see Subsection 3 above and § 5). 
The transformations W ±, 

W ±:{Pi> qi> ei,j = 1, ... , n1; ~k. {.h, 1Jk> (/)k. k=n1 + 1, ... , n1 +n2l 

(6.88) 

{ <±> <±> ·-1 · .t=C±> c±> c±> c±> k- +1 + I -+Pi ,qi ,ei,J- , ... ,n~o~k ,{.h ,TJk ,(/)k , -n1 , ... ,n1 n2, 
(6.89) 

given by (6.83)-(6.87) are canonical. Indeed, the verification of the rela­
tions 

aL1 qj = aL1 Q1 aL1qj = oL1(/)k aL1qj = aL1 TJk 
op1 opj ' o{.h apj ' o~k opj ' 

oL1 1Jk = oL1 TJm oL1 1Jk = oL1 (/)m oL1(/)k = oL1(/)m (6.90) 

O~m o~k ' O{Jm o~k ' O{Jm o{Jk ' 

is straightforward. Hence W ± are defined by the generating functions 
±K(ph ••••Pn 1 ; ~n 1 +h ••• ,~,. 1 +1l 2> {Jn 1 +h ••• ,(J,. 1 +n): 
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<±> aK 1Jk =1Jk ± -, 
a~k 

(6.91) 
j= 1, ... , n1; k=n1 + 1, ... , n1 +n2 • 

The scattering transformation S, 

(6.92) 

can be written as 

(6.93) 

and is obviously canonical with the generating function (the classical S-ma­
trix) 

S(p, · · · ,p,,; ~11 1 + h · · ., ~",+"z' (Jn 1+h · • •' (J,, +,) 

=2K(p, ... ,p,,, ~~~,+h •.. ,~,,+,2,(J,,+h ... ,(),,+,)• 

Since scattering factorizes, K can be expressed as 

K(ph ... ,p,,; ~11 1 +h ... ,~11 1 +11 2 ' (J,,+h ... ,(),,+,) 

= L Kss (pj, PI)+ L Ksb (pj, ~k> (Jk) 
p,>p, 2p,>!;, 

+ L Kbs(~k' (Jk,pl)+ L Kbb(~k> (Jk. ~m' (Jm) • 
g, >2p, g, >!;.,. 

(6.94) 

(6.95) 

Here K, Ksb, Kbs and Kbb are the generating functions for the soliton­
soliton, soliton-breather, breather-soliton and breather-breather scattering, 
respectively. 

Let us first compute Kss· Setting n 1 = 2, n2 = 0 in ( 6.87) and ( 6.88) we 
have, for P1 > pz, 

r L1q 1 = -L1qz=logcth 2 (pi-Pz), (6.96) 

so that 

(6.97) 

with 
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(6.98) 

for p>O. We cannot solve (6.98) in elementary functions, but we can easily 
express K •• (p) in the form 

(6.99) 

where the constant of integration is chosen from the natural requirement 

lim K •• (p)=O. (6.100) 
p-+oo 

In a similar manner, taking n1 =n2 = 1 we get 

(6.101) 

(6.102) 

Finally, taking n1 = 0, n2 = 2 we have 

(6.103) 

Expressions (6.102)-(6.103) confirm that the breather is a bound state of 
a soliton and an antisoliton. Indeed, they agree with the fact that the 
breather may be obtained from a two-soliton solution of zero topological 
charge labelled by A-1 =ix~> A-2=ix2, Y1 =r~> r2=r2. Y1 Y2 <0 by analytic con­
tinuation A-1 = -i2, Y1 =Y2· 
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Of course, soliton scattering may also be described in terms of the pa­
rameters Psb Qsb Pbk• Qbk, {.h, lfh· We have 

j=1, ... ,n1 ; 

(6.104) 

where the generating functionS results from (6.94)-(6.95) by a change of 
variables (6.49)-(6.50). 

This concludes our description of the SG model in the laboratory coor­
dinates x, t, 

(6.105) 

It represents a unique example of completely integrable model of relativistic 
field theory with a rich excitation spectrum and a highly nontrivial facto­
rized scattering theory. 

§ 7. The SG Model in Light-Cone Coordinates 

The SG equation is often considered in the light-cone coordinates 

where it takes the form 

J:=t+x 
~ 2 ' 

t-x 
17 = -2-, 

;;2z m2 
-J:- + -p sinPz=O. 
a~a11 

(7.1) 

(7.2) 

Equations (7.2) and (6.105) are locally equivalent and their solutions go 
into one another under the change of variables 

z(g, 17) =lp(g-17, g+17), lfJ(X, t)=z e~X, t~X). (7.3) 
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A less trivial problem, however, is to describe the relationship between the 
classes of solutions that correspond to various boundary conditions. Here 
we shall identify the class of solutions x(g, 17) associated with the rapidly 
decreasing boundary conditions for <p(x, t). 

A solution of (7 .2) is naturally parametrized by initial data on one of the 
characteristics, say, on 17 = 0, 

(7.4) 

The rapidly decreasing boundary conditions (mod 2;) for x(g) 

lim x(g)=O, lim x(g) = 21tQ, 
(;--oo (;-+oo P (7.5) 

where the boundary values are attained in the sense of Schwartz and Q is an 
integer, allow us to introduce the topological charge 

(7.6) 

As will be seen later on, the initial data x(g) induced by a solution <p(x, t) 
under the rapidly decreasing boundary conditions satisfy an infinite sequence 
of constraints in addition to (7.5). These imply, in particular, the decay of all 
derivatives of x(g, 17) with respect to 17 at q=O, as 1g1 .... oo, 

(7.7) 

These relations can be written as 

(7.8) 

where Fn is defined implicitly by 

(7.9) 

The right hand side of (7 .9) may be expressed in terms of the initial data 
x(g) by using 
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(7.10) 

k = 1, ... , n- 1, and integrating successively over~- In particular, 

{; 

Ft =sin/3x(~, F2= -m2 cosf3x(~ I sinPx(f)d~'. (7.11) 

Similar constraints arise for the higher SG equations in light-cone coor­
dinates. We will not write them down explicitly in terms of the initial data 
X(~. Later on they will be described in terms of the auxiliary linear problem 
data. 

Notice that in the linear limit 

(7.12) 

the corresponding constraints take the form 

(7.13) 

so that the Fourier transform of X(~ vanishes at the origin with all deriva­
tives. 

Let us now outline the Hamiltonian picture associated with the SG equa­
tion in light-cone coordinates and parametrized by X(~). The Poisson struc­
ture is formally defined by the Poisson brackets 

{x(~).x(f)} =tsign(~-f), (7.14) 

and the phase space consists of functions X(~) satisfying (7 .5) and the above 
constraints. The Hamiltonian of the model is 

2m2 ~ 
H = /F _I~ (1-cosPx(~))d~ (7.15) 

and the equations of motion 

ox 
oT] = {H,x) (7.16) 

coincide with (7 .2). The role of momentum is played by 
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(7.17) 

The presence of constraints has no effect on the equations of motion 
(7.16). It can be verified that the constraints are in involution with both the 
Hamiltonian Hand the momentum P on the level surface of the constraints. 
We will see below that the Poisson structure described in this rather implicit 
way is in fact induced by the standard Poisson structure on n(x), lfJ(x). 

We shall now state the main propositions of this section. 
I. Let X(~, TJ) be a solution of (7.2) satisfying (7.5) and the above con­

straints. Then (7.3) gives a solutions lfJ(X, t) of (6.105) in the class of rapidly 
decreasing initial data 

lfJ(x)=x (~, -~), (7.18) 

n(x) = ~ (:~ + ooTJ) X(~, TJ) I;= -'l=f. (7 .19) 

The topological charges of X and lp are equal. 
II. Let l{J(x, t) be a solution of(6.105) under the rapidly decreasing bound­

ary conditions. Then (7.3) gives a solution X(~, q) of (7.2) with the initial 
data 

(7.20) 

satisfying (7.5) and the constraints. The topological charges of these solutions 
coincide. 

These two assertions mean that the two classes of solutions of the SG 
equation coincide, one parametrized by the initial data n(x), l{J(x) in labora­
tory coordinates, the other parametrized by X(~) in light-cone coordinates. 

III. For the classes of solutions indicated above the Hamiltonians and 
momenta are related by 

H(X) = P(n, lfJ) + H(n, lfJ), (7.21) 

P(X) =P(n, lp)-H(n, lfJ). (7.22) 

IV. The Poisson structures (6.1) and (7.14) are equivalent. On the solutions 
of the SG equation we have 
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the prime indicating differentiation with respect to ~· 
The proof of assertions I-IV will use the inverse scattering formalism. 

Let us give the necessary formulations for the case of (7 .2). 
1) The zero curvature representation results from (1.1.30)-(1.1.31) upon 

a change of variables (7 .1 ). The corresponding matrices Ux and Vx have the 
form 

Ux(~, TJ,A)= Vn.q>(x, t,A)+ Un,q>(x, t,A) 

p ox m}., ifJ~U;>a, 
=- -a3+-e a2 

4i 0~ 2i ' 

p 'ax m _ifl~<<;>a, 
=-- -a3+-e a2. 

4i oTJ 2i}., 

The auxiliary linear problem 

by means of a gauge transformation 

is reduced to 

ifJx(l;) a _ 

F(~,}.,)=e 4 'F(~,J.,) 

dF _ (m}., a !!__ dx a ) F 
d~- 2i 2 + 2i d~ 3 • 

(7.24) 

(7.25) 

(7.26) 

(7.27) 

(7.28) 

Choosing a new basis in <C 2 which leads to a change of the Pauli ma­
trices, 

(7.29) 

we are left with the matrix U(~, }.,) of the form 

rnA, p dx(~) 
U(f: A)= -a3 -- --a2. 

~.. 2i 2i d~ 
(7.30) 

This matrix coincides literally with its counterpart in the auxiliary linear 
problem for the NS equation, 
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p2 
where x = - - < 0 and 

4 

451 

(7.31) 

(7.32) 

(see § 1.2, Part I). The last condition means that there is an additional invo­
lution 

(7.33) 

2) Along with the general properties of Chapter I, Part I, the transition 
matrix T( ;, ;',A), the J ost solutions T ± ( ;, A) and the reduced monodromy 
matrix T(A) satisfy an additional involution implied by (7 .33). For T(A ), it is 
given by 

T( -A)= T(A). (7.34) 

Thus the transition coefficients for the continuous spectrum, a(A) and b(A), 
satisfy a supplementary condition, 

a(A)=ti( -A), b(A)=b( -A), (7.35) 

typical for the SG model in laboratory coordinates (see (4.54)). 
In a similar way, it is shown that the discrete spectrum Ai, ;[i and the 

associated transition coefficients Yi• Yi• j = 1, ... , n, have all the properties 
listed in § 4. 

3) The boundary conditions (7.5) lead to 

a(O)=( -1)Q, b(O)=O. (7.36) 

The constraints Qn = 0 and their analogues engendered by the higher SG 
equations imply that all derivatives of b(A) vanish as A-+0: 

d" b(A) I =0, n=O, 1, .... 
dA" A.-0 

(7.37) 

The last assertion cannot be proven here since we have not written all the 
constraints explicitly. Instead, we shall regard (7.37) as the definition of a 
complete set of constraints. 

With this understood, there is an asymptotic expansion 
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loga(..l)=i L Ln;tn, Lzn=O, n>O, 
n-0 

I0 = .nQ(mod2.n), 

pz 
I_1=-H, 

4m 

(7.38) 

(7.39) 

(7.40) 

and the I-n for n > 1 generate the higher SG equations. These integrals of 
the motion are nonlocal. 

For l..ll-+ oo, we have the asymptotic expansion 

~ I 
loga(..l)=i L ;t:, Izn=O, 

n-1 
(7.41) 

that gives a sequence of local integrals of the motion In. Their densities are 
polynomials in X(¢") and its derivatives with respect to ¢". In particular, 

4) The time dependence of the transition coefficients is given by 

mi 

a(..t, 1J)=a(..t, 0), b(..t, 1J)=e -;;-'1 b(..t, 0), 

mi ;;-'1 
rA1J)=e' yj(O), j=1, ... ,n. 

(7.42) 

(7.43) 

4m 
The dynamics induced by /3 2 Lt. I= 1 (mod2), is described by similar 

formulae where exp { :; 1J} (respectively exp { ;ji 1J}) is replaced by 

exp { ;/ 1J} (respectively by exp { ~/ 1J}). We point out that (7.37) is left in­

variant by the dynamics. 
5) The inverse problem for our model is a special case of the inverse 

problem for the NS model considered in Chapter II of Part I. The addi-

tional involution (7.35) implies that ~~ (¢") is real-valued . ., 
The results listed above enable us to prove assertions I-IV. We start with 
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assertion I. Consider the auxiliary linear problem (7 .28) with the coefficient 

ox (~, TJ) for fixed TJ. Let T ± (~, TJ, A.) be the corresponding Jost solutions. By 
8~ 
the zero curvature condition, the matrices 

satisfy 

For f-~ ± oo, TJ = const they have the asymptotic behaviour 

~~i~co F_(~, 77,A.)exp{~; (A.~+r)a3}=~. 

~!_:i~co F + (~, TJ, A.)exp { ~i (;.~ + r) a 3} 

Q even, 
Q odd, 

(7.44) 

(7.45) 

(7.46) 

(7.47) 

(7.48) 

where the matrix ~ is defined in (5.21) and realizes the automorphism 
(7.29). 

These asymptotic expressions also hold along the spacelike straight lines 
TJ=C~, c<O, as~-+± oo. This follows from 

lim (7.49) 
~-±co 

wheref(A.) lies in Schwartz space and vanishes with all derivatives at A.=O. 
Indeed, these are precisely the expressions that enter into the kernels of the 
Wiener-Hopf or the Gelfand-Levitan-Marchenko equations (see§§ 11.2-11.4 
of Part 1), and hence the latter decay along spacelike directions. Therefore 
the corresponding solutions, i.e. the kernels of the integral representations 
for the Jost solutions, are also decaying, which ensures the asymptotic 
expressions (7 .47)-(7 .48). 
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Letting TJ= -~+0(1) we find that the matrices 

- (t+x t-x ) F±(x, t,J..)=F± - 2-,-2-, J.. 

have the following asymptotic behaviour as X-+± co, t=const: 

Q even, 
Q odd. 

The corresponding matrices U and V, 

aft± -_ 1 U(x, t,J..) = -- F ± , ox 
aft± - 1 V(x, t, J..) =- F± at 

(7.50) 

(7.52) 

(7.53) 

are representable in the form (1.1.30)-(1.1.31) with qJ(x, t) given by (7.3) and 

n(x, t) = oqJ (x, t). The asymptotic formulae (7.51)-(7.52) yield at 

lim U(x,t,J..)= m_ (J..-~)a2 , 
x~-oo 4l /1. 

(7.54) 

lim V(x,t,J..)= m_ (J..+~)a2 , 
x~-oo 4l /1. 

( -1)Qm ( 1) lim U(x,t,J..)= . J..-1 a2, 
x~+oo 4l /1. 

(7.55) 
. ( -1)Qm( 1) hm V(x,t,J..)= 4. J..+1 a2, 

x-+ao l Jl, 

which implies that the initial data (7.18)-(7.19) satisfy the rapidly decreasing 
boundary conditions. The matrices 

(7.56) 
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are the Jost solutions of the auxiliary linear problem (4.1) with the same 
transition coefficients and discrete spectrum as for (7.28). 

This proves assertion I. Assertion II is proved in a similar way. 
To prove assertion III, consider a 1-form on IR2 

where 

( 2m 2 
) m=(h+p)dx- h+p -y (1-cospqJ) dt, 

n2 1 (aqJ)2 m2 
h =-+- - + -(1-cospqJ) 

2 2 ax P2 ' 

aqJ 
p= -n-. 

ax 

(7.57) 

(7.58) 

(7.59) 

The form m is closed on solutions of the SG equation in view of the energy­
momentum conservation law 

(7.60) 

ap a ( 2m2 ) - =-- h- -(1-cospqJ) . at ax p2 
(7.61) 

Let us integrate m around a closed path I in the x, t plane formed by two 
right triangles shown in Fig. 3. 

X 

Fig. 3 
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We have 

2X I 2 2 X I 
0= J w= _L (h+p) r-o dx- {3~ L (1-cosf3x(~)) 

11
_ 0 d~ 

o (a )2l x (a )2l + J _I dq + J _I dq ' 
-X OTJ <;-x 0 OTJ <;--X 

(7.62) 

ax a~ a~ . ax 
where we have used that - =---. The raptd decay of -, as 

oTJ ot ox oTJ 
r-+ ± oo, implies that the last two terms in (7 .62) vanish, as X--+ oo, so that in 
the limit we recover (7.21). Equation (7.22) is proved in a similar manner. 

To prove assertion IV, we consider the evolution of the variation d~ of 
~· It is governed by the linearized equation 

(7.63) 

which yields that the 1-form () 

0= ( d ~~ Ad~) dx+ ( d ~: Ad~) dt (7.64) 

is closed on IR2• Integration around the contour I gives 

(7.65) 

which proves (7 .23). 
Thus we have established the equivalence of the models generated by the 

SG equation in laboratory and light-cone coordinates with regard to their 
equations of motion and the boundary conditions as well as in the frame­
work of their natural Hamiltonian interpretation. In particular, both models 
are completely integrable and are described by the same set of canonical 
action-angle variables. 
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§ 8. The Landau-Lifshitz Equation as a Universal 
Integrable Model with Two-Dimensional Auxiliary Space 

The LL model is described by the equations of motion 

(8.1) 

with J a diagonal matrix, J = diag (J~o J2, J3), lt < J2 < J3. The corresponding 
matrices U and V in the zero curvature representation are given by 

where 

and 

1 
Ut(A)=!J sn(A-, k)' 

(see § 1.1). 

dn(A., k) 
u2(A-)=!J sn(A-, k) ' 

u3(A-)= cn(A.,k) 
!' sn(A-, k) 

(8.2) 

(8.3) 

(8.4) 

(8.5) 

In contrast to the previously discussed NS, HM, and SG models, where 
the spectral parameter A, ranges over the whole complex plane <C, the natural 
range of It for the LL model is an elliptic curve, the torus E = <C/ r where r is 
a lattice with generators 4K and 4iK'. Here K and K' are the complete el­
liptic integrals of moduli k and k' = y1 - k 2 , respectively. As a result, the in­
vestigation of the direct and inverse scattering problems for the auxiliary 
linear equation of the LL model proves to be more complicated technically, 
and will not be reported here. We will content ourselves with a few remarks 
of kinematical nature. Specifically, we will show that the LL model admits 
an r-matrix formulation and describe the limiting procedures that lead to 
the HM, NS, and SG models. 

We start with the Hamiltonian formulation. Consider the basic Poisson 
brackets for the LL model 
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(8.6) 

and write them in terms of U(x, A.) 

3 

{ U(x, A.)~ U(y, .U)} = 2: t:abc Ua(A.)ub(J.l)Sc(x)(aa ® ab)o(x-y). (8.7) 
a,b,c-1 

Our nearest goal is to express the right hand side of (8. 7) as a commutator of 
the form 

[r(A., .u), U(x, A.)® I+ I® U(x, .u)]o(x-y). 

To do so we shall use the addition theorems for the Jacobi elliptic functions. 
In terms of the ua(A.), these yield 

(8.8) 

where the triple (a, b, c) is a cyclic permutation of the indices 1, 2, 3. From 
(8. 7)-(8.8) we can immediately derive the fundamental Poisson brackets for 
the LL model 

{U(x,A.)~ U(y,.u)}=[r(A.-.u), U(x,A.)®I+I® U(x,.u)]o(x-y), (8.9) 

where the matrix r(A.) has the form 

(8.10) 

It is easily seen from (8.8) that r(A.) satisfies the equations 

r( -A.)= -Pr(A.)P (8.11) 

and 

(8.12) 

(see § III.1, Part I) which ensure that the Poisson brackets defined by (8.9) 
are skew-symmetric and satisfy the Jacobi identity. Actually, (8.9) is the gen­
eral solution of (8.11 )-(8.12) for the case of 4 x 4 matrices. This will be dis­
cussed in more detail in Chapter IV where the phase space of the matrices 
U (x, A,) will be interpreted as the simplest orbit of a suitable infinite-dimen­
sional Lie algebra. 

Let us now verify that the previously discussed integrable models with two­
dimensional auxiliary space and minimal pole divisor can be obtained from the 
LL model by appropriate limiting procedures. 
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The simplest case is when k--..0, so that K-+ oo, K'-+1- and the elliptic 
curve E degenerates into a rational curve- the cylinder <C/1-Z. The Jacobi 
elliptic functions then turn into trigonometric functions, 

sn(A,k)-..sinA, cn(A,k)-..cosA, dn(A,k)--..1. (8.13) 

The result is the partially anisotropic HM model, a special case of the LL 
model that corresponds to J1 = J2 < J3• The zero curvature representation 
and the r-matrix for this model result from (8.3)-(8.4) and (8.10) upon the 
replacement (8.13). Setting A= i a and p = i y in the r-matrix thus obtained, 
we come down to the expression (6.14) for the r-matrix of the SG model, up 
to an irrelevant term proportional to 1®1. 

The completely isotropic LL model - the HM model - is obtained in 

the limit as p-+0 so that 12-+h Replacing A by 2AP in the corresponding 

formulae for the partially anisotropic HM model and letting p--..0, we get 
the zero curvature representation (1.1.14) and the r-matrix (3.9) for the HM 
model. 

The LL model is thus the most general magnet model admitting an r­
matrix formulation. 

We will now show that the SG and NS models are limiting cases of the 
LL model as well. Hence, the latter is indeed a universal model for integra­
ble systems with two-dimensional auxiliary space. It was not chosen to be 
the basic model of the book only because its analysis is technically more 
complicated than that for the NS model. 

When deriving the SG and NS models, besides degenerating the elliptic 
curve E we must also contract the phase space of the LL model. This is 
made possible by the so far unexploited freedom in describing the phase 
space, namely: instead of a sphere of radius 1 in 1R3 which is the domain 
of S(x), we may consider a sphere of arbitrary radius R>O; in addition, we 
can introduce an arbitrary "coupling constant" T/ > 0 into the Poisson struc­
ture (8.6), 

(8.14) 

Of course, for R and T/ fixed, this arbitrariness can be reduced out by a 
dilatation of Sand a change of the independent variable x. However, in the 
limits R-.. oo or 'f/-+0 considered below, such a replacement is unnatural. 

We shall thus assume that S(x) belongs to the sphere of radius R, 

(8.15) 

and satisfies 
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(8.16) 

and that its Poisson brackets are given by (8.14). The r-matrix in (8.9) differs 
from (8.1 0) by the factor 1], and the matrix V in the zero curvature represen­
tation must be modified: the second term in (8.3) must be divided by R 2• 

Let us consider a passage to the SG model; we start with the equations 
of motion. Make a change of variables S(x, t)-+ n(x, t), qJ(x, t) in (8.16) ac­
cording to 

S2 = V R 2 - /3
2 

Jr
2 sin f3 qJ 

4 2 ' 
v /32 Jr2 f3 (/J s3 = R 2 - -- cos -

4 2 ' 
(8.17) 

where f3 > 0, and take the parameters Jh 12, 13 to be 

(8.18) 

It is easily seen that the new variables allow us to take the limit as R-+ oo in 
(8.16) and recover the SG equation 

and n = o(/J • 
at 

(8.19) 

To carry out a passage to the limit as R-+ oo in the zero curvature repre­
sentation, it is convenient to shift the spectral parameter, A,= a+ K, so that 

Using 

_ dn(a, k) 
uJ(a)=uJ(a+K)=p ( k), en a, 

k' 
ii2(a)=u2(a+K)=p ( k), 

en a, 

_ ( ( K) k' sn(a,k) U3 a)=u3 a+ = -p ( k . 
en a, ) 

sn(a, 1)=tha, 
1 

cn(a, 1)=dn(a, 1) =­
cha 

(8.20) 

(8.21) 

(8.22) 

(8.23) 
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and the relations resulting from (8.5), (8.18) 

k' = m + 0 (...!_) 
R R 3 ' 

(8.24) 

we find the following asymptotic expressions for the coefficients ua(a), as 
R-oo (k-1), 

(8.25) 

(8.26) 

(8.27) 

Now substitute these formulae and the expressions for Sa (8.17) into (8.2) 
and the modified formula (8.3) and take the limit, as R-oo. We then arrive 
at a zero curvature representation for the SG model, which upon an auto­
morphism of the Pauli matrices, 

(8.28) 

and a change A.= ez coincides with (1.1.30)-(1.1.32). 
The standard Poisson structure for the SG model results from the Pois-

son brackets (8.14) with 1J = p2 by making a change of variables (8.17) and 
4 p2 

taking the limit as R- oo. As noted above, the factor 4 appears also in 

the r-matrix; using (8.23) and (8.28), we can derive the r-matrix for the SG 
model (up to an irrelevant term proportional to 1®1). 

Let us now discuss the passage to the NS model. We set R = 1 and con­
sider the limit as 17-0. Let 

2ixt 

(S 1 + i S2)(x, t) = Vfij · e-11-lf/(X, t), (8.29) 

S3(x, t) = y1- 21] llf!(x, tW, (8.30) 

(8.31) 
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where x>O is a new parameter. Inserting these formulae into (8.1) and tak­
ing the limit, as 7]-+0, we find that lfi(X, t) satisfies the NS equation 

(8.32) 

To evaluate the limit in the zero curvature representation for the par­
tially anisotropic HM model, it is convenient to set A= a+}- so that 

_ ( ) _ ( ) ( n) ( n) V - 2x1J u1 a =u2 a =U1 a+z- =u2 a+z- = , 
cos a 

(8.33) 

(8.34) 

Setting once again a= - V _ ~ x A, we insert (8.29)-(8.30) and (8.33)~(8.34) 
into (8.2)-(8.3), perform a gauge transformation with matrix exp txt a 3 , 

1J 
and take the limit as 7]-+0. It is not hard to see that we come down to the 
zero curvature representation for the NS model stated in § 1.2 of Part I. 

The standard Poisson structure for the NS model results from the Pois­
son brackets (8.14) by using (8.29)-(8.30) and letting 7]-+0. The same limit 
gives the r-matrix for the NS model as in § III.1, Part I (up to an irrelevant 
unit summand). 

The geometric meaning of the above contractions of phase space for the 
LL model is obvious. For fixed x, the dynamical variables of the LL model 
belong to the sphere S 2, and the Poisson brackets (8.6) are induced by the 
symplectic structure, the area form on S 2• The corresponding phase spaces 
for the SG and NS models are the cylinder S 1 x IR 1 and the plane IR 2, re­
spectively. These manifolds are contractions of the sphere S 2 when one 
stretches a strip along a particular meridian or a spherical cap centered at 
the north pole, respectively. The area form on S 1 x IR 1 or IR2 is what defines 
the symplectic structures of the SG or NS models. 

This concludes our discussion of concrete continuous integrable models. 
In Chapter IV we shall resume their general investigation and classification 
from the Lie-algebraic point of view. 
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9. Notes and References 

1. The inverse scattering method for the HM model was developed in 
[T 1977]. The complete integrability of the model in the rapidly decreasing 
case was established in [ZT 1979], [F 1980]; in particular, in [F 1980] canon­
ical action-angle variables were constructed. The relationship of the Poisson 
structures for the HM and NS models under the gauge transformation was 
observed in [KR 1978]. 

2. The inverse scattering method for the SG model in laboratory coordi­
nates was formulated in [TF 1974], [ZTF 1974]. In [TF 1974], [TF 1975] the 
model was shown to be completely integrable, canonical action-angle varia­
bles were constructed and an interpretation of the excitation spectrum in 
terms of relativistic field theory was proposed. An expression for the boost 
generator Kin terms of action-angle variables was given in [AM 1983]. 

3. The SG model in light-cone variables was integrated via the inverse 
scattering method in [AKNS 1973], [T 1974]. The relation between the SG 
models in laboratory and light-cone coordinates was analyzed in [TF 1976], 
[KN 1978]. The constraints (7.8) and the equivalence of the Hamiltonian 
pictures for these models were established in [TF 1976]. 

4. The SG equation in light-cone coordinates written as an evolution 
equation with respect to TJ, 

ax m2 ~ 
- =-- f sinPx(f)df, 
OTJ P -co 

(9.1) 

is nonlocal. The class of rapidly decreasing initial data is not preserved by 
the dynamics. A complete system of constraints in § 7 specifies a subset of 
initial data invariant under the dynamics of all the higher SG equations 

(9.2) 

n = 1, 2, .... These constraints are given by a procedure analogous to that of 
§ 7. 

5. The densities J~1 > of the integrals of the SG model in laboratory coor­
dinates evaluated on solutions of the equations of motion satisfy 

a~l) a~o> 
--=--ot ax ' (9.3) 
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- oo < n < oo, n = 1 (mod 2). Here J~0>(x, t) is a polynomial in <p(x, t), n(x, t) 
and their derivatives with respect to x easily determined from the zero cur­
vature representation (see, for instance, [VV 1985]). From (9.3) we have 

(9.4) 

hence (see § 7) 

(9.5) 

The expressions J~+>(X)=J~0>(n, <p)+J~1 >(n, <p) are local in x and ax; the 
aTJ 

nonlocality of the integrals J~ +>(X) of the SG model in light-cone 

coordinates for n < - 1 is due to the necessity to reduce ax out of 
J~0>(n, <p)+J~1 >(n, <p) by using (9.1). a17 

6. The relationship described in § 7 between the Hamiltonian pictures of 
the SG models in laboratory and light-cone coordinates is a fairly general 
one; in particular, it holds for the principal chiral field model and the 
n-field model. 

7. The equation 

(9.6) 

in the rapidly decreasing case in analyzed in exactly the same way as the SG 
equation after replacingP-+iP in the auxiliary linear problem (4.1). The lat­
ter then becomes a self-adjoint problem and the coefficient a(/L) has no ze­
ros. Hence the model described by (9.6) has no solitons. In this sense, the 
relationship between (9.6) and the SG model is the same as between the NS 
models in the rapidly decreasing case for x>O and x<O, respectively. 

8. In some sense, the analogue for solitons of the SG model is provided 
by singular solutions of (9.6). For the general approach to singular solutions 
and their particle-like interpretation, see the survey [PP 1985]. A version of 
the inverse scattering method for constructing singular solutions of non­
linear equations is presented in [APP 1982], [APP 1983], [A 1984]. 

9. Asymptotic expressions for solutions of the SG equation in labora­
tory coordinates, as t-+ ± oo, and in light-cone coordinates, as TJ-+ ± oo, were 
derived in [ZM 1975], [IP 1982]. The corresponding asymptotic formulae for 
the two-dimensional Toda lattice including in particular (9.6) were obtained 
in [No 1984]. 
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10. Just as for the NS model, a hierarchy of Poisson structures can be 
defined for the HM and SG models. The A-operators that generate the hier­
archy are given in [M 1978], [GY 1984], and [K 1984], respectively. 

11. The zero curvature representation for the LL model was found in 
[S 1979] and [BR 1981]. In [S 1979] the auxiliary linear problem for the rap­
idly decreasing boundary conditions was studied and action-angle variables 
were introduced. We point out that it was in [S 1979] in the framework of 
the LL model that the notion of (classical) r-matrix appeared for the first 
time. 

12. For the notation and information concerning the Jacobi elliptic 
functions, see, for instance, [WW 1927]. 

13. The inverse problem for the LL model was formulated and studied 
as a matrix Riemann problem on an elliptic curve in [Mi 1982], [R 1984] 
with a description of the n-soliton solutions. 

The paper [R 1984] also treated the matrix Riemann problem on a gen­
eral algebraic curve (compact Riemann surface). 

14. A construction of soliton solutions for the LL equation using the 
dressing procedure was given in [B 1983], [Bo 1983], [BBI 1984a]. 

15. Finite gap solutions of the SG equation, both in laboratory and 
light-cone coordinates, were obtained in [I 1976], [KK 1976]. A solution of 
the reality problem in terms of algebraic geometry was given in [C 1980], 
and in terms of explicit theta-functional formulae in [BE 1982] (the case of 
two gaps) and in [DN 1982] (the general case). For the general reality prob­
lem in finite-gap integration theory, see [N 1984]. 

16. A general algebraic-geometric description of finite-gap solutions of 
the LL equation is presented in [C 1983]. An explicit construction which 
allows to express these solutions in terms of theta functions was given in 
[BBI 1983], [BBI 1984 b] for the partially anisotropic HM model, and in 
[BB 1983], [B 1985] for the LL equation. From the point of view of finite-gap 
integration, the LL equation is distinguished by the fact that the relevant 
algebraic curve r is a two-sheeted covering of the elliptic curve rather than 
that of the complex plane, as was the case for the models with rational de­
pendence on the spectral parameter. As a result, the final expressions for 
finite-gap solutions involve the theta functions of Prym rather than those of 
Riemann [DJK 1983], [B 1985]. 

17. For the construction of finite-gap solutions of the general zero cur­
vature equation with rational dependence on the spectral parameter, see, in 
addition to the papers mentioned above, the surveys [K 1977], [K 1983], 
[D 1983]. 

18. The LL equation is connected with integrable systems of classical 
mechanics. In [V 1983] if was shown that stationary (i.e. !-independent) so­
lutions of the LL equation solve the Neumann problem of the motion of a 
particle on a two-dimensional sphere, whereas solutions that depend only 
on the combination x- v t correspond to Clebsch's integrable case of the 
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motion of a rigid body in fluid. Explicit formulae for these solutions in 
terms of Prym theta functions are given in [B 1985]. 

19. The complete integrability of the models of Chapter II: the KdV 
model, the vector NS model, the N-wave model and the S O(N)-SG model 
(for the characteristic case N = 3) under the rapidly decreasing boundary 
conditions was proved in [ZF 1971], [Ku 1982], [M 1976] and [Bu 1978], 
respectively, where the canonical action-angle variables were determined. 

20. In the vector NS model, solitons possess a polarization which in 
general changes in the course of interaction [M 1973]. Nevertheless, soliton 
scattering theory remains factorized as before [Ku 1976], [Ku 1979]. 

21. The models discussed in§ 1.2 admit an r-matrix formulation 

{ U(x,ll) ~ U(y,,u)} = [r{ll,,u), U(x,ll) ®I +I® U(x,,u)]o(x-y), (9.7) 

n(n-1) 
where for the vector NS model with n colours and the N = wave 
model one has r(ll, .u) = r(ll- .u) with 2 

p 
r(ll)= -x- (9.8) 

ll 

and 

p 
r(ll) =- (9.9) 

ll 

respectively, where Pis the permutation matrix in <Cn ® <Cn (see [KS 1980]). 
For the two-dimensional Toda model one has 

(see [Ku 1981]). Here a ranges over all roots of the Lie algebra An- h 

p(a)= 1, ... , n-1 is the height (modn) of the root a, and H;, Ea are the Car­
tan-Weyl basis vectors for An-I· 

22. The basic Poisson brackets (1.3.15) for the KdV model contain the 
derivative of the delta function (the non-ultralocal case), so that the Poisson 
brackets { U(x, ll) ® U(y, ,u)} cannot be expressed in the form (9.7). The latter 
is equally true of the SG model in light-cone coordinates. However, the 
Poisson brackets of the transition matrices for these models do have the 
familiar representation 

{T(x,y,ll) ® T(x,y,,u)J = [r(ll,,u), T(x,y,ll) ® T(x,y,,u)J, y~x 
' 

(9.11) 
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(see [Ts 1981]) where for the KdV model 

(9.12) 

and the r-matrices for the SG model in laboratory and light-cone coordi­
nates coincide. 
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Chapter III 
Fundamental Models on the Lattice 

Here we shall give a complete list of results pertaining to the Toda 
model, a fundamental model on the lattice. We will show that the r-matrix 
approach applies to this case and may be used to prove the complete inte­
grability of the model in the quasi-periodic case. For the rapidly decreasing 
boundary conditions we will analyze the mapping .2T from the initial data 
of the auxiliary linear problem to the transition coefficients and outline a 
method for solving the inverse problem, i.e. for constructing .2T- 1• On the 
basis of the r-matrix approach it will be shown that .2T is a canonical trans­
formation to action-angle type variables establishing the complete integra­
bility of the Toda model in the rapidly decreasing case. We shall also define 
a lattice version of the LL model, the most general integrable lattice system 
with two-dimensional auxiliary space. 

§ 1. Complete Integrability of the Toda Model in the 
Quasi-Periodic Case 

The equations of motion for the model are 

dzqn = eq,.+,-q,._eq"-q"_, n 1 N 
dt2 ' = ' ... ' ' (1.1) 

where 

(1.2) 

This is a Hamiltonian system on the phase space 1= IR2 N with coordinates 
(P~> ... , PN, qh ... , qN), endowed with the standard Poisson structure 
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The Hamiltonian is 

(1.4) 

(see § 1.2). 
We will show that the model is completely integrable in the sense of clas­

sical mechanics with finitely many degrees of freedom. By the Liouville­
Arnold theorem, one need only to produce a set of N involutive integrals of 
the motion In 

{H,In}=O, {l"'Im}=O, n,m=l, ... ,N, (1.5) 

that are functionally independent, 

(1.6) 

on a dense subset of .1. The left hand side of (1.6) is an Nx 2N matrix 
composed of the first derivatives of the Im. 

For the proof we consider the auxiliary linear problem for the Toda 
model, 

'(1.7) 

where 

(1.8) 

(see § 1.2) and apply the r-matrix approach. A natural analogue of the funda­
mental Poisson brackets of Chapter II is given by 

(1.9) 

Indeed, Ln(A.) may be regarded as a transition matrix (over one lattice step), 
and so its Poisson brackets should be modelled on the corresponding ex­
pressions for T(x, y, A.). 

To calculate the r-matrix we express Ln(A.) as 

with 
I +u3 

(1'=-2-. 

(1.10) 

(1.11) 
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From 

(1.12) 

we find 

{Ln(A.) 6p Lm(.u)) = (ishqn(a ® az -az ®a) 

+chqn(a®a1-a1 ®a))Onm• (1.13) 

so that the left hand side of (1.9) is linear in shq" and chq" and does not 
depend on A., f.l or Pn· In the product Ln (A.) ® Ln (f.l) the terms linear in sh qn 
and chq" have the form 

and the remaining terms commute with the permutation matrix P. We shall 
therefore look for an r-matrix of the form 

r(A., f.l) = f(A., f.l) P, (1.14) 

wheref(A.,.u) is an unknown function. We have 

[P,A.a®a1 +.ua1 ®a]=(A.-p)P(a®a1-a1 ®a) 

=i(A. -.u)(a ® a 2 -a2 ®a), (1.15) 

[P, A. a® a 2 + .ua2 ® a]=(A.-.u)P(a ® a 2 -a2 ®a) 

=i(A.-.u)(a1 ®a-a®a1), (1.16) 

where we have used the expression 

P = ~ (I® I+ ± a a ® a a) 
a-l 

(1.17) 

and the multiplication formulae for the Pauli matrices. It follows that (1.9) 
will hold if /(A., J.l) is chosen to be 

1 
f(A., f.l) =-, . 

/1,-.u 
(1.18) 

As a result, Ln(A.) obeys the fundamental lattice Poisson brackets (1.9) with 
the r-matrix 

p 
r(A.,.u)=r(A.-.u) = -­

A.-.u 
(1.19) 
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that already occurred for the NS model in Part I. 
Introducing the monodromy matrix 

fii' 
TN(A)= IJ Ln(A), 

n=1 

we derive from (1.9) the corresponding Poisson brackets 

(1.20) 

(1.21) 

As was already observed in § 1.7, under the periodic boundary condi­
tions the trace of the monodromy matrix is a generating function for inte­
grals of the motion. In the quasi-periodic case 

LN+ 1(A-)= Q(c)L1(J.)Q- 1(c), (1.22) 

where 

ca3 
Q(c)=exp 2 , (1.23) 

a similar role is played by the function 

FN(A,) =tr TN(A) Q- 1 (c) (1.24) 

( cf. the NS model under the quasi-periodic boundary conditions in § 1.2, 
Part I), which is a polynomial in A, of degree N, 

c N 
FN(A)=e -z- A,N + L InA,N-n' (1.25) 

n-1 

the coefficients In in turn being polynomials inpj and e±qi. In particular, we 
have 

c N 

/1 =e -z- L Pn, (1.26) 
n-1 

(1.27) 

so that 
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(1.28) 

Since r(A.) commutes with Q(c) ® Q(c), (1.21) yields 

(1.29) 

hence Ih ... , IN is an involutive family of integrals of the motion which con­
tains the Hamiltonian of the model. 

To conclude the proof of complete integrability of the Toda model it 
only remains to verify that the integrals In are functionally independent. 
Obviously, 

c 

In =e - 2 Sn(Ph .. . ,pN)+I~, (1.30) 

where Sn(Ph ... ,pN) is the n-th elementary symmetric function and I~ is a 
polynomial in Ph ... ,pN of degree not greater than n -1. Hence (1.6) holds 
for large Pm and since everything is polynomial, it holds in the whole phase 
space 1 with the exception of an algebraic subvariety (relative to the coor­
dinates Pn, e"·) of dimension less than N. 

An explicit description of action-angle variables requires recourse to 
methods of algebraic geometry, which are not our concern in this book. 

§ 2. The Auxiliary Linear Problem for the Toda Model in 
the Rapidly Decreasing Case 

Here we shall introduce the principal characteristics of the auxiliary 
linear problem 

(2.1) 

in the rapidly decreasing case 

lim qn=O, lim qn=C, lim Pn=O. (2.2) 
n--oo n-+oo lnl-oo 

We assume that the limiting values in (2.2) are attained sufficiently fast: 
the quantities q"' qn- c, Pn and their differencies of all orders decrease faster 
than any power of lnl- 1, as In I-+ oo (the lattice analogue of Schwartz's con­
ditions). 
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1. The transition matrix and Jost solutions 

The transition matrix T(n, m, A.) is defined to be the solution of (2.1) with 
the initial condition 

for n > m it is given by 

and for n<m 

T(n, m,A.)In=m=l; 

r, 
n-1 

T(n, m,A.)= II Lk(A.) 
k=m 

,... 
m-1 

T(n,m,A.)=T- 1(m,n,A.)= II L,;- 1(..1.). 
k=n 

(2.3) 

(2.4) 

(2.5) 

The matrix T(n, m, A.) is unimodular and is a polynomial in A. of degree 
ln-ml; it obeys the involution 

T(n, m, A.)= T(n, m, i). (2.6) 

As n-+ ± oo, the auxiliary linear problem (2.1) simplifies and becomes 

where 

L_(A.)=L(A.)= ( ~ 1 ~), 

L+(A.)= Q(c)L(A.)Q- 1(c). 

For ..1.~2, L(A.) can be reduced to diagonal form 

with 

U(A.)= (_;(A.) 

o ) u-1 (A.), 

z(A.) 

-z(A.)) 
1 ' 

(2.7) 

(2.8) 

(2.9) 

(2.10) 

(2.11) 
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and z(A.) is determined from 

so that 

1 
z+-=A-, 

z 

A-+yA-2-4 
z(A.) = 2 . 

477 

(2.12) 

(2.13) 

The function z(A.) is the analogue of k(A.) for the NS model in the finite 
density case (see § 1.8 of Part I) and is well defined on the Riemann surface 
of the function yA-2 -4. It is often advantageous to use z instead of the spec­
tral parameter A.; in that case F(z) will stand for F(A.(z)) for any function 
F(A.). 

The solution of (2.7) is given by 

(2.14) 

and 

(2.15) 

The matrix En(z) obeys the involutions 

(2.16) 

(2.17) 

and the relation 

detEn(Z)= 1-z2 • (2.18) 

On the circle lzl = 1 the entries of En(z) are bounded for all n, which corre­
sponds to the continuous spectrum of the auxiliary linear problem (2. 7). In 
terms of ;t, the continuous spectrum fills in the interval -2os>;;toe;;2. The ma­
trix En(z) degenerates at z= ± 1 so that (2.7) has virtual levels on the bound­
ary of the spectrum ( cf. §§ 1.8-1.9 of Part I). The interior and exterior of the 
unit circle relative to the variable z play a similar role to the upper and 
lower half-planes of the variable k(A.) for the NS model in the finite density 
case. The analytic properties of En(z) are similar to those of Ev(x, k) in§ 1.8, 
Part I. 

The Jost solutions T ± (n, z) for lzl = 1 are defined to be the limits 
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T±(n,z)= lim T(n,m,z)E~.~l(z). (2.I9) 
m-±oo 

Alternatively, they can be identified as solutions of (2.I) with the asymp­
totic conditions 

(2.20) 

as n-+ ± oo. 

The matrices T ± (n, z) for lzl = I obey the involutions 

(2.2I) 

(2.22) 

and the relation 

det T±(n, z)= I-z2 • (2.23) 
Their analytic properties are as follows: the columns T<2>(n, z) and 
r<J:_>(n, z) can be analytically continued inside the unit circle, lzl ~ 1, whereas 
the columns r<J_>(n, z) and T<!_l(n, z) can be analytically continued outside 
it, lzl ~I, with the following asymptotic behaviour: 

z" T~l(n,z)= (~) +O(Izl), (2.24) 

lzl~ I 

z-" T~'(n, z)~ (, 0>) +O(Izl) (2.25) 

as z-+0 and 

(2.26) 

lzl~ I 

(2.27) 

as lzl-+ oo. 

To prove the existence of the Jost solutions and to study their properties 
it is convenient to make a gauge transformation 

F,,=Q,F,, (2.28) 

where 
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( 

q., ) e2 0 
Qn= ' qn -I 

0 -e -~z~ 
(2.29) 

which carries the inverse linear problem (2.1) into 

(2.30) 

with 

(2.31) 

Setting 

(2.32) 

we have gn+ 1 = fn and 

(2.33) 

with 

(2.34) 

Thus the auxiliary linear problem (2.1) is equivalent to the eigenvalue prob­
lem (2.33) for an infinite Jacobi matrix :?, 

(2.35) 

Let us show that this problem, for lzl = 1, has solutions If/± (n, z) with the 
asymptotic behaviour 

If/± (n, z) =~ + o(l) (2.36) 

as n-+ ±co (remind that A-=z + ~). We look for the solutions of the form 

lf/+(n,z)=zn+ L T(n,m)zm (2.37) 
m=n 
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and 

n 
If!- (n, z) =Zn + E f'(n, m)zm, (2.38) 

m=-oo 

where 

lim T(n, m)= lim f'(n, m)=O. (2.39) 
n,m-oo n,m-- oo 

Consider, for definiteness, (2.37) and substitute it into (2.33). Collecting 
the coefficients of a given power of z we deduce 

and 

Cn(1 +T(n-1, n-1))= 1 +T(n, n), 

cnT(n -1, n)-pn(l +T(n, n))=T(n, n + 1) 

T(n, m+ 1)+T(n, m-1)=Cn+ 1(om-n,J +T(n+ 1, m)) 

-pnT(n, m)+cnT(n-1, m) 

(2.40) 

(2.41) 

(2.42) 

for m > n. In the class of kernels T(n, m) satisfying (2.39), equations (2.40)­
(2.42) are uniquely solvable. In fact, (2.40) allows to determine .T(n, n) 
whereas (2.41) gives T(n, n + 1) for all n, so that (2.42), a second order finite 
difference equation, has a unique solution in the region m > n. The limiting 
values in (2.39) are attained in the sense of Schwartz. This establishes the 
existence of the solution If/+ (n, z). 

The existence of If!- (n, z) is proved in a similar manner. 
In terms of If/± (n, z), the Jost solutions T ± (n, z) are 

and clearly satisfy the above requirements. 

2. The reduced monodromy matrix and transition coefficients 

(2.43) 

The reduced monodromy matrix T(z) is defined for lzl = 1, zi= ± 1, as a 
ratio of the Jost solutions, 

T(z) = T:;: 1 (n, z) T _ (n, z), (2.44) 

and can be expressed as the limit 
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T(z) = lim E;; 1 (z) Q - 1 (c) T(n, m, z) Em (z). (2.45) 
m--oo 

T(z) is a unimodular matrix satisfying 

and can be written as 

T(z)=CT1 T(z)CT1, 

T(z)= T(i) 

T(z) = (a(z) b(z)) 
b(z) a(z) ' 

(2.46) 

(2.47) 

(2.48) 

where a(z) and b(z) are the transition coefficients for the continuous spectrum. 
These are defined for lzl = 1, zl= ± 1, satisfy the normalization condition 

la(zW-ib(zW= 1 

and are symmetric, 

a(z)=a(i), b(z)=b(i). 

For the coefficient a(z) we have 

a(z) = -1 
1 

2 det(T<.!.>(n, z), r<;>(n, z)), 
-z 

(2.49) 

(2.50) 

(2.51) 

which shows that it has an analytic continuation into the unit disk lzl < 1 
and 

c 
a(O)=e - 2 

A similar expression for b(z), 

b(z) = -1 
1 

2 det(T~>(n, z), T<].>(n, z)), 
-z 

(2.52) 

(2.53) 

shows that in general it has no continuation off the circle lzl = 1. Such a 
continuation is possible if there exists N> 0 such that Cn = 1, Pn = 0 for 
n>N. 
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We shall now discuss the alternatives for the behaviour of a(z) and b(z) 
in the vicinity of z= ± 1. If the columns r<!_>(n, z) and r<J_l(n, z) are 
linearly independent at z= 1 or z= -1, then a(z) is singular and has the ex­
pansion 

a± 
a(z) =--=- + 0(1), 

Z+1 
(2.54) 

with a± nonzero and real ( cf. the NS model in the case of finite density in 
§ 1.9, Part I). This is precisely what happens in a generic situation. In the 
special situation when T<!..>(n, z) and T<;>(n, z) become linearly dependent 
at z= 1 or z= -1, the coefficients a+ or a_ or both vanish, and a(z) is non­
singular near the corresponding points. In that case z = 1 or z = - 1 or both 
values are virtual levels. They are located on the boundary, A-= ±2, of the 
continuous spectrum of the auxiliary linear problem. 

The coefficient b(z) is either singular or regular near z = ± 1 simultaneously 
with a(z). Indeed, we have 

so that if a+ or a_ does not vanish, then 

In particular, under this assumption we have 

I. b(z) _ 1 liD--=+ . 
z-±1 a(z) 

(cf. the corresponding formulae in § 1.9, Part I). 

(2.55) 

(2.56) 

(2.57) 

In view of the normalization condition, the zeros of a(z) may only lie 
inside the circle lzl = 1 and their number N is finite. If a(zi) = 0, then 

To>( ) - r<2>( ) _ n, zi - Yi + n, zi , (2.58) 

and 

(2.59) 
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Thus A,j = zj + _!_ are the discrete eigenvalues of the self-adjoint operator 2, 
Zj 

hence Aj and consequently zj are real, - 1 < zj < 1, zr=fo 0, j = 1, ... , N. The as­
sociated transition coefficients for the discrete spectrum yj are also real. 

Let us show that the zeros zj are simple. From (2.43) we have 

a(z) =- 1::2 (lfl+(n,z)IJI_ (n-1, ~) -lfl+(n-1,z)IJI- (n, ~)). (2.60) 

Differentiating this with respect to z and setting z=zj we find 

(2.61) 

where the dot indicates differentiation with respect to z. From (2.33) and 

(2.62) 

we deduce that the quantities 

t/J + (n, z) = Cn (if/+ (n, z) If!- ( n- 1, ~) -if/+ (n- 1, z) If!- ( n, ~)) (2.63) 

and 

t/J _ (n, z) = :~ (If!+ (n- 1, z) if/_ ( n, ~) -If!+ (n, z) if/_ ( n- 1, ~)) (2.64) 

satisfy 

t/J ± (n + 1, z) = t/J ± (n, z) ± ( 1 - z12 ) If!+ (n, z) If!- ( n, ~). (2.65) 

Setting z=zj and using (2.59) we obtain 

(2.66) 

and 
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(2.67) 

so that 

00 

ti(zi)=Yi L 1/f:._(n,zi)=FO. (2.68) 
n- -oo 

This equation also shows that 

(2.69) 

( cf. the corresponding arguments in § 1.9, Part 1). 
The function a(z) is uniquely determined by the coefficient b(z) and the 

zeros Zt. ... , zN. To derive the corresponding dispersion relation consider 
Schwarz's formula 

1 I '+z d' /(z)=lm/(0)+-2 . Re/(0 r_ r' 
HI l"-l !> Z !> 

(2.70) 

where f(z) is analytic in the disk lzl EO 1, and apply this to 

N ZZ·-1 
f(z) =log IT signzi - 1 - a(z), 

i-l z-zi 
(2.71) 

where the principal branch of the logarithm is taken. Using a(O)>O and the 
normalization condition we find 

N 

II z-z. { 1 I '+z d'} a(z)= signzj--1 exp -. log(1+1h(012)-;;-- r. 
i=l zzi-1 4nr 1"_ 1 !>-z !> 

(2.72) 

Taking account of (2.50), we obtain the final expression for a(z) 

N Z-Z· { 1 1-z2 } 

a(z)= n signzj ZZj-11 exp 2ni I log(1+1h(012) (1-z0(,-z) d'' 
J-l c (2.73) 

where Cis the semi-circle 1'1 = 1, OEO arg' EOn. 
The data b(z), zi and care not independent. Firstly,from (2.52) it follows 

that 
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c N { 1 ds} e -z = D lz) exp 2ni [ log(1 + lb(01 2) T . (2.74) 

This relation will be called the condition (c). Secondly, in a generic situation 
when 

near z= ± 1, we have 

b+ 
b(z) = _:: + 0(1) 

Z+1 

N 

signb± = TI (+signzj) 
j-1 

(2.75) 

(2.76) 

(cf. the condition (0) and the conditions for the determination of signs in 
§ 1.9, Part I). 

To derive (2.76) we shall study the. asymptotic behaviour of a(z) as 
z-+ ± 1, lzl < 1 by using the dispersion relation (2.73). The dominant contri­
bution into (2.73) comes from the singular term (2.75) and has the form 

I±= _1_ J log~ 1-zz ds (2.77) 
2ni c Is+ W (1-z0(s -z) s ' 

± 

where C ± are small neighbourhoods of s = ± 1 on C. We have 

I+=_!_ I log lb+l·ls+11. 1-z2 ds + O(lz- 1l) 
ni c. 21s-11 (1-z0(s-z) s 

= _1__ I log I b + s + 11· s + z ds + O(lz- 11) 
2ml,l-1 2 s-1 s-z s 

( lb+l z+ 1) =log --·- +O(Iz-11), 
2 z-1 

(2.78) 

where the last equality made use of Schwarz's formula. This yields 

N 

lb+l I1 ( -signzj) 
a(z) =- j-l + 0(1) 

z-1 
(2.79) 
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as Z--+ 1. Comparing this with (2.57) we arrive at (2.76) for the sign+. 
The second formula in (2.76) is proved in a similar way. 
Let us emphasize that, as for the NS model in the finite density case, 

complications in the analytic properties of the transition coefficients are 
caused by the fact that the continuous spectrum of the auxiliary linear prob­
lem has boundary points A,= ± 2. 

This completes our analysis of the mapping ff: (pn, qn)--+ (b(z), b(z), 
zh yj,j = 1, ... , N) from the initial data of the Toda model to the characteris­
tics of the auxiliary linear problem (2.1 ). 

3. Time evolution of the transition coefficients 

We shall consider the evolution of the transition coefficients when Pn (t) 
and qn(t) satisfy the Toda model equations of motion. Using the zero curva­
ture representation (see § 1.2) we obtain 

with 

dT 
- (n, m, z)= Vn(z) T(n, m, z)- T(n, m, z) Vm(z), 
dt 

(2.80) 

(2.81) 

Letting in (2.80) n--+ oo, m--+- oo according to the definitions (2.19), (2.45) 
and using 

lim (E~±>(z))- 1 Vn(z)E~±>(z) 
n-±oo 

= lim (E~±>(z))- 1 L±(z)E~±>(z)= V(z), 
n-±oo 

with 

we derive the evolution equations for the Jost solutions 

dT±(n,z) 
----'=--:'--'----'- = V,, (z) T ± (n, z)- T ± (n, z) V(z) 

dt 

(2.82) 

(2.83) 

(2.84) 
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and for the reduced monodromy matrix, 

dT 1 ( 1) dt (z) = 2 z - -; [a3 , T(z)]. (2.85) 

These lead to the following explicit time dependence of the transition coeffi­
cients: 

a(z, t)=a(z, 0), b(z, t)=e -(z-}) 1 b(z, 0), (2.86) 

(2.87) 

As in the cases considered earlier, the coefficient a(z) is a generating 
function for integrals of the motion. We close this section by describing a 
family of local integrals of the motion. The latter are understood to have the 
form 

F= L J,, (2.88) 
n= -co 

where J, is a polynomial in Pn, cn and their higher differencies. 

4. Local integrals of the motion 

We will show that the expansion ofloga(z) into a Taylor series at z=O, 

c ~ 

loga(z) = -- + L Inzn, 
2 n-l 

(2.89) 

gives a sequence of local integrals of the motion for the Toda model including 
its Hamiltonian. In the previous examples of continuous models we were 
dealing with the asymptotic expansion of loga(A) near the points A= oo or 
A=O where b(A) was rapidly decreasing. This enabled us to start with the 
asymptotic expansion of the transition matrix T(x, y, A) and then let 
X-++ oo, y-+- oo. For the Toda model, b(z) in general is not defined near 
z=O, so this method does not apply. We will outline another method for 
computing the coefficients In based on a direct analysis of the auxiliary lin­
ear problem (2.33) in the rapidly decreasing case. 

Consider (2.60) for izl < 1 and let n-+ + oo. Taking account of (2.36) we 
have 
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a(z)=~ lim (zn- 1q>(n,z)-znq>(n-1,z)), (2.90) 
1-z n-+= 

where we have set q>(n, z) =If!- (n, _!_). For z small, q>(n, z) can be expressed 
as z 

q>(n, z)=z-n tr X(k, z). 
k= -= Ck 

(2.91) 

Substituting this expression into (2.90) and using (2.2) and (2.34) yields 

a(z) = ~ lim (_!_ tr x(k, z) - z rr x(k, z)) 
1 - z n- + 00 z k = - = ck k - - = ck 

IT= x(n, z) -f rr= ( ) 
= --=e xn,z. 

Cn 
n~-~ n=-~ 

(2.92) 

We shall now present a procedure for computing x(n, z). Substituting 
(2.91) into (2.33) gives the equation 

which has a solution of the form 

= 
x<n, z) = L: x<n, m)zm, 

m=O 

where 

x(n,0)=1, x(n,1)=Pn-h 

x(n, 2)= 1-c~-1 

and for m>2 

m-1 

(2.93) 

(2.94) 

(2.95) 

(2.96) 

x<n,m)=c~-1x<n-1,m-2)- L: x(n,k)X(n-1,m-k). (2.97) 
k=3 

Formulae (2.92) and (2.94)-(2.97) allow us to express the Im in terms of 
the Pn and en. In particular, we have 

(2.98) 
n= -oo 



§ 3. The Inverse Problem and Soliton Dynamics 489 

and 

I 2 = -H=- f Gp~+c~-1). 
n=- oo 

(2.99) 

By means of the dispersion relation (2.73), In can be expressed in terms 
of the transition coefficients and the discrete spectrum of the auxiliary lin­
ear problem. The corresponding trace identities are 

n=1, 2, ... 

(2.100) 

In § 4 we shall discuss whether the functionals In belong the algebra of ob­
servables on the phase space of our model. 

This completes the analysis of the auxiliary linear problem and the map­
ping .f!T for the Toda model. 

§ 3. The Inverse Problem and Soliton Dynamics for the 
Toda Model in the Rapidly Decreasing Case 

In this section we shall describe the mapping .f!T -I, i.e. solve the in­
verse problem of reconstructing the Pn and qn from the transition coeffi­
cients and the discrete spectrum. As before, we may take two routes, the 
matrix Riemann problem or the Gelfand-Levitan-Marchenko formulation. 
The presence of a boundary in the continuous spectrum of the auxiliary 
linear problem and the ensuing constraints on the transition coefficients and 
the discrete spectrum (the condition (c) etc.) lead to complications in the 
first approach ( cf. the NS model in the case of finite density in § 11.6, Part I). 
We shall therefore only deal with the Gelfand-Levitan-Marchenko formula­
tion. At the end of this section it will be used to describe soliton dynamics 
for the Toda model. 

1. The Gelfand-Levitan-Marchenko formulation 

The formulation is based on the relationship between the Jost solutions 
for lzl= 1, 

T _ (n, z)= T +(n, z) T(z), (3.1) 

which in terms of lfl ± (n, z) is written as 
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- 1- ljl_ (n, _!_) = ljl + (n, _!_) + r(z) ljl + (n, z) 
a(z) z z 

-(1 ljl + (n, z) = ljl_ (n, z) + r(z) ljl_ (n, !) ' 
a z) z 

b(z) 
r(z)= -z­

a(z)' 
r(z) = b(z) . 

za(z) 

(3.2) 

(3.3) 

(3.4) 

Let us consider, for definiteness, (3.2) and make the following opera­

tions. Insert (2.37)-(2.38) into (3.2), multiply by - 1-. zm -I, m ~ n, and inte-
21Cl 

grate over the circle lzl = 1. Using (2.52), (2.59) and Cauchy's formula, we 
deduce 

~ c 

Dn,m +T(n, m)+K(n+m)+ L: T(n, l)K(l+m)=e2 Dn,m(l +T(n, n)), (3.5) 
1-n 

where 

1 d N 

K(n) = -. J r(z)zn ___!_ + L mjzJ, 
27il lzl-1 z j-1 

(3.6) 

and 

m. = _Ij__ ;· 1 N 
J ' = ' ... , ' a(zj) 

(3.7) 

the dot indicating differentiation with respect to z. 
In contrast to the previous examples of continuous models, (3.5) con­

tains an additional term on the right hand side induced by the residue of 
1 

-ljl_(n, z)zm-l at z=O. It can be expressed through T(n, n) as follows. 
a(z) 
Consider (2.40); from (2.1 ), (2.34) and (2.39) we derive 

qn-C 

1 +T(n, n)=e_2_ (3.8) 

An analogous equation for T(n, n), 

Cn+ 1(1 +T(n+ 1, n+ 1))= 1 +T(n, n) (3.9) 
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yields 

qn 

1 +f(n, n)=e - 2 (3.10) 

hence 

c 

e2 (1 +f(n, n))=(l +r(n, n))- 1 • (3.11) 

As a result, (3.5) becomes 

On,m = On,m +T(n, m)+K(n+m)+ L T(n, l)K(l+m). (3.12) 
1 + T(n, n) 1-n 

Unfortunately, this is a nonlinear equation for T(n, m). 
To reduce (3.12) to a linear equation, set 

X( ) = T(n,m) n,m , m>n, 
1 +T(n, n) 

(3.13) 

and multiply (3.12) by (1 + T(n, n)) -t. For m > n we obtain a linear equa­
tion, 

co 

X(n, m)+K(n+m)+ .L X(n, l)K(l+m)=O, (3.14) 
l-n+1 

and for m=n 

1 co 

(1 T( ))2 = 1 +K(2n)+ L X(n, l)K(l+n). (3.15) + n, n l=n+1 

Equation (3.14) is precisely the Gelfand-Levitan-Marchenko equation from 
the right, and (3.15) allows to recover T(n, n) from X(n, m). 

In a similar manner, (3.3) yields the Gelfand-Levitan-Marchenko equa­
tion from the left: 

n-1 

X(n,m)+K(n+m)+ L X(n,l)K(l+m)=O, n>m, (3.16) 
1- -co 

where 
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- 1 1 mj=-.-(-)' j= , ... ,N, yja zj 

X T(n, m) 
(n, m) = 1 +T(n, n)' 

with the relation 

1 _ n-1 _ _ 

- 2 = 1+K(2n)+ l: X(n,l)K(l+n). 
(1+T(n,n)) 1--= 

Let us now outline a procedure for solving the inverse problem. 

(3.18) 

(3.19) 

(3.20) 

The input data consist of functions r(z), r(z) and of a set of real numbers 
mj, mh zhj= 1, ... , N; c with the following properties. 

I. r(z), r(z) are smooth functions on the circle lzl = 1 and obey the involu­
tion 

i(z) = r(i)' r(z) = r(i) (3.21) 

and the relation 

lr(z)l = IF(z)l ~ 1, (3.22) 

where equality in the estimate can only be attained at z= ± 1, in which case 

r(± 1)= -r(± 1)= 1. (3.23) 

II. The pairwise distinct numbers zj -1= 0 lie in the interval - 1 < zj < 1, while 
mj and mj are positive, j = 1, ... , N. 

III. The condition (c) holds, 

IV. The relations 

r(z) =- a(z) 
i(z) a(z) 

(3.24) 

(3.25) 
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hold and 

j=1, ... ,N, (3.26) 

where 

N IT Z-Z· 
a(z) = signzj --1 

zz.-1 
j-1 J 

{ 1 J z+{; d{;} xexp -. Iog(t-lr(sW) _r 7 . 
4Jrl 1<;'1-1 z ~ ~ 

(3.27) 

Given these data, construct the kernels K(n), K(n) and consider (3.14), 
(3.16). We claim that 

1'. Equations (3.14), (3.16) are uniquely solvable in the spaces 11 (n + 1, oo) 
and /1 (- oo, n -1), respectively. Their solutions X(n, m) and X(n, m) are rap­
idly decreasing as n, m-+ + oo or n, m-+- oo, respectively. 

II'. The right hand sides of (3.15) and (3.20) are positive, and hence 
1 +r(n, n) and 1 +f(n, n) can be taken positive. 

III'. Let 

r(n, m)=(l +T(n, n))X(n, m) (3.28) 

and 

f(n, m)=(1 +f(n, n))X(n, m). (3.29) 

Then the functions 11f ± (n, z) defined by (2.37)-(2.38) satisfy 

with c~±J positive, 

<+l_ 1+T(n,n) 
Cn - ' 1+T(n-1,n-1) 

<-l_ 1+f(n-1,n-1) 
Cn - -

1 +r(n, n) 
(3.31) 

and 

<+J_ c~+lr(n-1,n)-T(n,n+1) 
Pn - 1+T(n,n) ' 

(3.32) 

<-J _ c~-J f(n + 1, n)-f(n, n -1) 
Pn - - · 1+T(n,n) 

(3.33) 
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IV'. The relations 

lim c~±l= 1, lim p~±l=O (3.34) 
n-±oo n-±oo 

hold, where the limiting values are attained in the sense of Schwartz. 
V'. The relations 

qn -qn -1 

p~ + l =p~-l =Pn, c~ + > =C~-> =e 2 (3.35) 

hold, so that 

lim qn=O, lim qn=C, lim Pn=O, (3.36) 
n--oo n-+oo lnl-oo 

where the limiting values are attained in the sense of Schwartz. 
. a(z)r(z) 

VI'. The functwns a(z) and b(z) = - are the transition coeffi-
cients for the auxiliary linear problem z 

(3.37) 

where 

(3.38) 

1 Its discrete spectrum consists of the eigenvalues Aj =zj +- with transition 
coefficients rj =mjti(zj),j = 1, ... , N. Zj 

We will not give the proof of these assertions since it is a straightforward 
lattice transcription of the argument of§ II. 7, Part I. In conclusion, we only 
note that the Gelfand-Levitan-Marchenko formalism can be used to show 
that if the time dependence of the inverse problem data is given by (2.86)­
(2.87), then the reconstructed Pn (t) and qn (t) satisfy the Toda equations. 

2. Soliton solutions 

Soliton solutions of the Toda model correspond to 

b(z)=O (3.39) 

for all z on the circle lzl = 1. In this case the requirements on the data 
{c, zb mb mj,j = 1, ... , N) simplify and amount to the following. 

I. The quantities zj =I= 0 lie in the interval - 1 < zj < 1 and are pairwise dis­
tinct. 

II. The condition (c) holds, 
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N 

e-c=IJzJ. (3.40) 
j-1 

III. The quantities mj, mj are positive and related by 

j=1, ... ,N, (3.41) 

where 

N II Z-Z· 
a(z)= signzj --1 • 

zz.-1 j-1 J 

(3.42) 

For such data the Gelfand-Levitan-Marchenko equations (3.14)-(3.16) re­
duce to linear algebraic equations and can be solved in closed form. 

Consider first the case N = 1. The kernel K (n) of (3.14) has the form 

(3.43) 

and is one-dimensional. Setting 

X(n, m)=X(n)m1zi (3.44) 

we find from (3.14) 

X(n)+z1+X(n)ml L: zf1=0, (3.45) 
1-n+l 

so that 

(3.46) 

where we have used 

(3.47) 

Substituting (3.44) and (3.46) into (3.15) gives 

Now from (3.8) we find 
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(3.49) 

(Remind that in this case e - c = zt.) 
The time dependence is introduced by replacing y 1 with y 1 (t), 

YI(t)=e -(z,-i;-) 1 Y1· (3.50) 

If we denote 

(3.51) 

the solutions qn(t) and Pn(t) of the equations of motion for the Toda model 
are finally given by 

and 

with 

() I 1 +exp{-2a1(n+ 1-vlt+noJ)} 
qn t = c + og ---,--=-..:----,--:....:.._---,----=-------'-='":...:.. 

1 +exp{-2a1(n-vl t+noJ)} 

dqn 
Pn(t) = dt (t), 

sha1 
Vl=t:l--, 

a1 

(3.52) 

(3.53) 

(3.54) 

The solution (3.52) represents a wave propagating along the lattice with 
velocity vh lv11 > 1, whose center of inertia position at t = 0 is n01 . By the 
general definition of Part I, it should be called a soliton for the Toda model. 
The soliton is characterized by two real parameters, v1 and n01. 

Let us now consider the general case of arbitrary N. As before, the kernel 
K (n + m) is degenerate, 

N 

K(n+m)= L vmizJ vmizj, (3.55) 
j-1 

wherevmi>O; we look for a solution of(3.14) of the form 

N 

X(n, m)= L ~(n)vmJzj. (3.56) 
j=l 

Substituting (3.56) into (3.14) yields a system of equations 
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M(n)X(n)=- Y(n), (3.57) 

where X(n) is a column-vector with entries Xj(n) and Y(n) is one with entries 
-{rii;z'j,j= 1, ... , N, and M(n) is an Nx N matrix with entries given by 

(3.58) 

i,j=1, ... , N. 
From (3.56)-(3.57) we deduce 

X(n, m)=- Y'"(n)M- 1(n) Y(m). (3.59) 

Substituting this into (3.15) gives 

1 
(1 + T(n, n))2 = 1 + Y'"(n) Y(n)+ Y'"(n)(M(n)- l)X(n) 

= 1- Y'"(n)X(n)= 1 + Y'"(n)M- 1(n) Y(n). (3.60) 

The last formula can be simplified. Notice that (3.58) yields 

M(n -1)-M(n)= Y(n) Y'"(n), (3.61) 

or 

M(n -1)M- 1(n)=l + Y(n) Y'"(n)M- 1(n). (3.62) 

The matrix B(n)= Y(n) Y'"(n)M- 1(n) is one-dimensional and 

B2(n)=a(n)B(n), a(n)= Y'"(n)M- 1(n) Y(n). (3.63) 

By comparing (3.60) and (3.62)-(3.63) it follows that 

(1 + T(n, n))2 = detM(n) . 
detM(n-1) 

Introducing the time dependence by 

(3.64) 

(3.65) 

we derive from (3.64) an expression for the N-soliton solution of the Toda 
model, 
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() 1 detM(n, t) 
qn t = c + og __ ___;__;__.:....._ 

detM(n -1, t) 
(3.66) 

The expression for Pn (t) is given by (3.53) as usual. 
As in the earlier examples, the N-soliton solution describes a scattering 

process of N solitons. Specifically, for large ltl the solution qn(t) can be ex­
pressed as the sum of one-soliton solutions, 

N 

qn(t)= L q~+j)(t)+ O(e-a 1) (3.67) 
j-1 

fort-++ oo and 

N 

qn(t)= L q~-j)(t)+O(ea 1) (3.68) 
j-1 

for t-+-oo. Here a=minajminlv;-vjl, and q~±j>(t) are solitons with pa-
<±>. i#j rameters ch vh n oj • 

(3.69) 

where 

cj = -logzJ, (3.70) 

and 

(3.71) 

(3.72) 

The proof of these formulae is based on computations essentially analo­
gous to those of § 11.8, Part I. 

As for the NS model in the finite density case, the N-soliton solution 
qn(t) with parameter c breaks up into solitons q~±j>(t) with distinct parame­
ters cj. Thus, only solitons with cj distinct interact. The relation 
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N 

C= L Cj 
j=l 
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(3.73) 

can be thought of as a conservation law. The interpretation of (3.67)-(3.72) 
in terms of scattering theory is similar to that for the previous examples. 

This concludes our discussion of the inverse problem techniques and 
soliton dynamics for the Toda model. 

§ 4. Complete Integrability of the Toda Model in the 
Rapidly Decreasing Case 

In this section we shall consider the mapping ff from the standpoint of 
canonical transformations in phase space. We shall see that, as in the finite 
density case of the NS model, the programme of constructing canonical ac­
tion-angle variables for the Toda model reveals some interesting peculiari­
ties connected with the presence of boundary points in the continuous spec­
trum of the auxiliary linear problem. We will demonstrate their effect on the 
Hamiltonian interpretation of soliton scattering theory. 

1. The Poisson structure and the algebra of observables 

The phase space 1c of the Toda model is parametrized by coordinates 
p,, q, subject to the rapidly decreasing boundary conditions 

lim q, = 0, lim q, = c, lim p, = 0. (4.1) 
n--oo n-+oo lnl-oo 

The Poisson structure on 1, is given by the formal Poisson brackets 

(4.2) 

The algebra of observables is composed of admissible functionals F(p,, q,). A 
functional F(pm q,) is admissible if the induced Hamiltonian flow leaves 
1c invariant. In particular, such a functional must satisfy 

I. oF 1. oF O lm -= lm -= . 
lnl-oo ap, lnl-oo aq, 

A simplest example of an inadmissible functional is 

P= L p,, 
n- -oo 

(4.3) 

(4.4) 
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which is the first coefficient in the expansion of loga(z) into a Taylor series 
at z = 0 (see Subsection 4 of§ 2). Its flow shifts all the q, simultaneously and 
so violates the boundary conditions ( 4.1 ). 

There is the following analogy with the NS model in the finite density 
case: the quantity c, as well as the phase 0, stands for the index of the phase 
space 1c and is related to the transition coefficients and the discrete spec­
trum by the condition (c). The functional Pis analogous to Nv in the finite 
density case of the NS model. This model has taught us that care is needed 
when studying the formal Poisson brackets of the transition coefficients on 
the boundary of the discrete spectrum. In what follows, we shall pay special 
attention to selecting admissible observables out of the family of local inte­
grals of the motion I, produced by the trace identities. 

2. The Poisson brackets of transition coefficients and discrete spectrum 

Consider the Poisson brackets for the transition matrix T(n, m, z) that 
follow from the fundamental Poisson brackets (1.9): 

{T(n, m, z) ® T(n, m, z')} = [r(z, z'), T(n, m, z) ® T(n, m, z')], m < n, ( 4.5) 
' 

where 

r(z, z') = r(A.(z)- A.(z')), (4.6) 

and r(A.) is given by (1.19), and let n-+ + oo, m-+ ± oo according to the defi­
nitions (2.19), (2.45). As a result, we obtain the following expressions for the 
Poisson brackets of the Jost solutions T ± (n, z) and of the reduced mono­
dromy matrix T(z): 

{T ± (n, z) ~ T ± (n, z')J 

= +r(z, z') T ± (n, z) ® T ±(n, z')± T ±(n, z) ® T ±(n, z')r ± (z, z'), (4.7) 

{T+(n,z)® T_(n,z)}=O (4.8) 
' 

and 

{T(z) ~ T(z')} = r + (z, z') T(z) ® T(z')- T(z) ® T(z') r _ (z, z'). ( 4.9) 

Here 



r ± (z, z')= 
zz'a(z,z') 

p.v. 
(z-z')(zz'-1) 

0 

0 

0 
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0 

z z' fJ(z, z') 
p.v. 

(z-z')(zz' -1) 

+ .8(zz'- 1)z 
_Jrl 1-z2 

0 

0 

_ .8(zz'- 1)z 
+Jrl 1-z2 

z z' fJ(z, z') 
p.v. 

(z-z')(zz'-1) 

0 
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0 

0 

0 

zz'a(z,z') 
p.v. 

(z-z')(zz'-1) 
(4.10) 

and 

(4.11) 

so that 

a(z, z')+fl(z, z')= 1, (4.12) 

and in view of the involutions (2.21) and (2.47), we assume that lzl = lz'l = 1, 
lmz, Imz'>O where z,z'l= ±1; the delta function 8(zz'- 1) is defined in a 
natural way, 

dz' J 8(zz'- 1)j(z')-, =f(z). 
1='1~ I z 

(4.13) 

When deriving ( 4.1 0)-( 4.11) we have also made use of 

(zz'- 1)" • 
lim p.v. 1 ,_ 1 = +nz8(zz'- 1), 

n-±oo -ZZ 
(4.14) 

where lzl = lz'l = 1. 
The Sochocki-Plemelj formula 

1 . 1 1 .o(zz'- 1) 
, _ 0 = hm --- = p. v. --, + nz (4.15) 

z-z e z-z· z-z z-z z 
lil<l 

together with ( 4. 7)-( 4.11) leads to following Poisson brackets of the transi­
tion coefficients and the discrete spectrum: 

{a(z), a(z')} = {a(z), a(z')} =0, (4.16) 

{b(z), b(z')} =0, (4.17) 
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{a(z), b(z')} = zz'((1-zzY+(z-zY)a(z)b(z') , (4.19) 
(ze -o- z') (1- z z') (1- z2) (1- z'2) 

{a(z) b(z')} = zz'((1-zzY+(z-z')2)a(z)b(z') (4.20) 
' (ze- 0 -z')(1-zz')(1-z2)(1-z'2) 

{b(z), zj} = {b(z), yj} =0, 

{z;, zj} = {y;, rjl =0, 

(4.21) 

(4.22) 

(4.23) 

(4.24) 

Due to the analyticity of a(z), (4.19)-(4.21) remain valid for lzl < 1 as well. 
As in the case of the NS model, this gives a set of independent variables 

with simple Poisson brackets. Namely, consider (4.19) and (4.21) for lzl < 1, 
let lzl--+ 1 and split off the imaginary and real part, respectively. Then for 
lzl=lz'l=1, Imz;;;.O, Imz'>O, we get 

n8(zz'- 1)z nz' 
{logla(z)l, argb(z')} =- 1_z2 + 1_z,2 (8(z)+8( -z)) (4.25) 

and 

niz-
{logla(z)l, log IrA= --12 (8(z)+8( -z)). 

1-zj 
(4.26) 

The terms containing 8( ± z) result from the singular denominator (1- z2) -I 

in (4.19) and (4.21); the delta function 8(±z) is defined by 

I dz 1 
8(±z)f(z)- = -2 f(± 1), 

c z 
(4.27) 

where Cis the semi-circle lzl = 1, 0~ argz~n. (Cf. the analogous formulae in 
§ 111.9, Part 1.) 

Let us introduce a set of variables 



§ 4. Complete Integrability of the Toda Model 503 

sinO . 
1)(0) = -log(1 + lb(e' 9W), qJ(O)= -argb(ei9), O<.O<.n, (4.28) 

7r 

tl;=logly), j=1, ... ,N, (4.29) 

with the following ranges 

0<.1)(0)< oo, 0<.qJ(0)<2n, (4.30) 

(4.31) 

Using (4.24)-(4.26) we see that the nonvanishing Poisson brackets of these 
variables are 

sinO 
{1)(0), qJ(O')} = 8(0-0')- -:---0 (8(0)+8(0-n)), (4.32) 

Sln I 

{1)(0), ti;} =- 2:!~0tj (8(0)+8(0-n)), (4.33) 
1 

{p;, ti;} = 8ii, i,j= 1, ... , N. (4.34) 

These Poisson brackets would have canonical form if the right 
hand sides of (4.32)-(4.33) did not contain terms proportional to 
sin0(8(0)+8(0-n)). These additional terms should be interpreted in the same 
spirit as in§ Il/.9, Part I. They must be taken into account every time we are 
dealing with functionals of the form 

F(f.J)= I" ~(O) f(O)dO, 
0 smO 

(4.35) 

wheref(O) is smooth for O<.O<.n,f(O)=f(n)-:/=0. We shall encounter such 
functionals in the next subsection. 

3. Hamiltonian dynamics and integrals of the motion in terms of the var­
iables (1(8), tp(8), Pi, i; 

The variables introduced above may be regarded as coordinates on the 
phase space 1.: in whose terms the Poisson structure (4.2) takes the form 
(4.32)-(4.34). These variables, however, are not completely independent. Spe­
cifically, we have the condition (c) 
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n (8) N 

c=- I ~d8-L logz]. 
0 sm8 J-l 

(4.36) 

B "d . 1 . . p(8) h . 1 . f h 1 I est es, m genera posttlon -.- as a smgu anty o t e type og -. -8- as 
sm8 Ism I 

8-+0, n, whereas qJ(O) and qJ(n) are fixed and equal to 0 or n according to 

(2.76). If 8=0 or 8=n or both are virtual levels, ~(8) is finite at these 
points and qJ(8) takes the value 0 or n. sm8 

As an illustration let us show that although at first sight the right hand side 
of (4.36) depends on the dynamical variables p(8) and Ph it is actually in in­
volution with qJ(8) and ij1 (cf. § III.9, Part I). Indeed, from (4.32)-(4.34) we 
have 

JC 

{c, qJ(8)} = - ~8 + ~8 I s~n 88: (8(8')+8(8' -n))d8' = 0 
sm sm 0 sm 

(4.37) 

and 

I -} 2z; {1 2 -} 0 c, qJ = - 2--- ogzJ, qJ = . 
Z· -I .I 

(4.38) 

We will now show that the introduction of the new variables trivializes the 
dynamics of the Toda model. The Hamiltonian H and the equations of mo­
tion can be written as 

H= _ j c~s28 p(8)d8 + ]_ £ (_]__ _ z2), 

0 sm8 2 J-I z] .J 

(4.39) 

0~~8) ={H,p(8))=0, ?: ={H,ftJ)=O, (4.40) 

oqJ(8) cos 2 8 I . 
-- = {H, qJ(8)} =- -.- + -.- = 2sm8, ot sm8 sm8 

( 4.4I) 

dijJ = {H ij} = zj+ I _ _}:!L_ = _ (z _ _!_) 
dt ' .! ZJ(I-zj) I-zj 1 z1 

(4.42) 

and their solution is a trivial matter. The result is equivalent to (2.86)-(2.87). 
We emphasize that if the additional terms in the Poisson brackets ( 4.32)­

( 4.34) were neglected, the time dependence of the transition coefficients would 
be incorrect. 
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The trace identities (2.1 00) yield expressions for the local integrals I,, 

n N 

J cosn() 1 ~ , _, 
I,= -. - 0-p(O)d() +- LJ (zj -zj ), 

0 Sln n j-l 

(4.43) 

so that these depend only on the variables p(O) and~· These expressions 
show that the functionals I 2 , + 1 are inadmissible. In fact, the equations of 
motion 

(4.44) 

have the form 

oqJ(O) = cos(2n+1)0 
ot sin() 

(4.45) 

(an additional term in the Poisson bracket (4.32) gives no contribution into 
(4.44)). The solution 

(() ) = (O O) cos (2 n + 1) () 
qJ ,t qJ ' + . () t sm 

(4.46) 

for t>O is singular at 0=0 and O=n and hence the dynamics induced by 
I 2 ,+ 1 does not preserve the phase space~. In particular, this shows once 
again that P= - I 1 is inadmissible. 

The functionals I2 , are admissible and correspond to observables on the 
phase space 1c. The induced equations of motion in the variables 
p(O), qJ(O), Pb ijj are 

oqJ(O) ={I (O)} = cos2n0-1 = _ 2sin2 n0 
"t z,, qJ . (} . (} ' u sm sm 

(zJ -zj_,)z 

Zj-Zj-l 

(4.47) 

(4.48) 

(now there is a contribution from the additional terms in (4.32)-(4.33)). The 
time evolution of the transition coefficients is given by 
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{
(Z 11 -z- 11

)
2 } 

b(z,t)=exp _ 1 t b(z,O), 
z-z 

(4.49) 

j=1, ... ,N. (4.50) 

For n = 1 this gives (upon reversing the sign of time) the familiar expressions 
(2.86)-(2.87). 

One should not be misled into thinking that the other "half" of the local 
integrals are inadmissible. In fact, the quantities 

(4.51) 

with 10 = -care already admissible. They may be expressed as 

ill= j cosnO-~os(n-2)0 p(O)dO+ ± (zJ-zj-ll zr 2 -z]-ll) (4_52) 

0 sm (} j _ 1 n - n - 2 ' 

cosnO-cos(n-2)0 . 
and the integrand . ts nonsingular at (} = 0 and (} = n. 

smO 
Hence the functionals i 11 correspond to observables on the phase space 1c, 
and when writing down the induced equations of motion one may neglect the 
additional terms in (4.32)-(4.33). A similar regularization was made for the 
NS model in the finite density case. The only quantity that does not admit 
this kind of regularization is P ( cf. § 111.9, Part 1). 

Hamilton's equations of motion 

(4.53) 

n = - oo, ... , oo, are naturally called the higher Toda equations. All of them 
are exactly solvable. 

The above results imply that the Toda model and all its higher analogues 
are completely integrable Hamiltonian systems. The variables p(O), <p(O), ~' 
and ijj are effectively their action-angle variables. 

The regularized integrals of the motion t display separation of modes in 
a natural manner. Thus for il = - i 2 = H- c we have 

- = 1 N 

H =2 J sinOp(O)d(} + "2 L (zj- 2 -zJ+2logzJ), 
0 }-1 

(4.54) 
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which can be interpreted as a sum over independent modes. The continuous 
spectrum mode with index (} has positive energy given by 

h(8)=2sin8, O:s;;(}:s;;:n, (4.55) 

and the discrete spectrum mode (soliton) also has positive energy 

(4.56) 

4. Soliton dynamics 

The Poisson brackets (4.32)-(4.33) show that in general soliton dynamics 
cannot be decoupled from the continuous spectrum modes dynamics in a 
Hamiltonian manner. In other words, the constraint p(8)=0 is inconsistent 
with these Poisson brackets. Nevertheless (cf. the NS model in the finite 
density case in § III.9, Part I), the equations of motion generated by the 
regularized functionals Z have an independent Hamiltonian formulation in 
theN-soliton submanifold of the phase space. Namely, on the phase space 
with coordinates~. ijbj = 1, ... , N, subject to 1~1 > 2 endowed with the Pois­
son structure 

(4.57) 

the Hamiltonians 

(4.58) 

induce an evolution that coincides with soliton dynamics governed by the 
higher Toda equations. 

Just as in the finite density case of the NS model, soliton scattering given 
by (3.67)-(3.72) is not described by a canonical transformation if the asymp­
totic variables ~. ij} ± > = ijj ±L1 ijb where 

(4.59) 

are supposed to have the same Poisson brackets as ~. ijj. 
In fact, for the two-soliton scattering we have 

(4.60) 

for ftt >ft2, and this is clearly not a function of the difference ft1 -ft2 only. 
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This means, of course, that the a priori hypothesis that the Pb ij} ± > form 
a canonical set is false. The correct choice of canonical asymptotic variables 
for soliton dynamics (and also for continuous spectrum modes) requires a 
separate analysis and is not our concern here. 

The example of the Toda model shows that the inverse scattering 
method for lattice models is no less efficient than for continuous ones. The 
fundamental Poisson brackets (1.9) for Ln(A) are of crucial importance for 
the Hamiltonian interpretation of the method. This ends our description of 
the Toda model. 

§ 5. The Lattice LL Model as a Universal Integrable 
System with Two-Dimensional Auxiliary Space 

In § 11.8 we have seen that the LL model is in some sense universal 
among integrable models with two-dimensional phase space for fixed x, 
which admit a zero curvature representation with two-dimensional auxiliary 
space. In particular, the SG, NS and HM models were interpreted as its 
limiting cases. Here we shall introduce a lattice analogue of the LL model, 
the LLL model, and consider the corresponding limiting cases. In this way, 
besides the LHM and LNS 1 models described in § 1.2 we shall obtain a nat­
ural lattice analogue of the SG model - the LSG model. 

As was observed in § 1.2, the easiest thing to define when passing from 
continuous to discrete models is the matrix Ln (A.) of the zero curvature 
representation. It is a more direct descendant of its continuous counterpart, 
the matrix U(x, A.) of the auxiliary linear problem, than other entities such as 
Vn (A.) and the associated equations of motion, or the Poisson structure and 
the Hamiltonian. We shall therefore proceed as follows: first, guided by nat­
ural requirements we shall define Ln (A.) and then describe the LLL model 
itself. 

The principal condition is that Ln(A.) should satisfy the fundamental lat­
tice Poisson brackets 

(5.1) 

The significance of these relations was illustrated above by the Toda model. 
We shall take r(A.) to be the r-matrix of the LL model 

(5.2) 

where 



and 

1 
u1(A-)=p sn(A-, k)' 
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(A,)- dn(A-, k) 
Uz -p sn(A-, k) ' 

(A,)- cn(A-, k) 
u3 -p sn(A-, k) ' 

509 

(5.3) 

(5.4) 

with J1 < J2 < J3 (see § 11.8). This is quite natural since (5.1) may be inter­
preted as the Poisson brackets of the one step transition matrix to the next 
lattice site, i.e. for a small interval L1 in the corresponding continuous model 
(see§ 111.1 of Part I and§ 1). 

Using this analogy, we can approximately write Ln(A-) as 

Ln(A-)=1+ J U(x,A-)dx+O(L1 2) 

L1., 

1 3 

=1+ j L U0 (A) J Sa(x)dx+O(L1 2) 

a-! L1., 

(5.5) 

(see the expression (11.8.2) for U(x, A-)). Terms of order 0(.1 2) in (5.5) are not 
specified by the initial continuous model. The discussion of the LHM and 
LNS 1 models in § 1.2 shows that these terms are determined from the zero 
curvature representation. We will presently see that they are also uniquely 
determined by the fundamental Poisson brackets (5.1). As suggested by 
(5.5), it is natural to look for Ln(A-) in the form 

Ln(A)=Y"h") 1 + ~ ± U0 (A)Y"~")O"a, 
l a-! 

(5.6) 

where ggr>, a=O, 1, 2, 3, are some new dynamical variables. To recover the 
LL model in the continuum limit, these must have the asymptotic behav­
iour 

(5.7) 

with L1 n =x, Li--+0, Si(x) + S~(x) + S~(x) = 1. 
Remarkably, the fundamental Poisson brackets (5.1) with the r-matrix 

(5.2)-(5.3) are satisfied for Ln(A-) of the form (5.6) if Y"&"l, Y"~"l have the 
following Poisson brackets 

(5.8) 

and 
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(5.9) 

Here and below (a, b, c) is a cyclic permutation of the indices 1, 2, 3, and we 
have set 

(5.10) 

To derive (5.8)-(5.9) one should use (11.8.8) and the identities 

(5.11) 

which are a consequence of addition theorems for the Jacobi elliptic func­
tions. They can also be verified directly by comparing the poles in It on the 
right and on the left of (5.11) and using the Liouville theorem. 

Let us discuss the Poisson brackets (5.8)-(5.9). 
1. These Poisson brackets are ultralocal: the variables ._9'~> that be­

long to different sites are in involution. Hence we can first consider (5.8)­
(5.9) in one site (suppressing the dependence on n) as the Poisson brackets 
on IR4 

(5.12) 

(5.13) 

2. The Jacobi identity for the Poisson brackets (5.8)-(5.9) and (5.12)­
(5.13) is ensured by the equation (11.8.12) for r(lt). However, it can easily be 
verified directly by making use of the obvious relation 

(5.14) 

3. Unlike the Lie-Poisson brackets that occur for the HM and LHM 
models (see§§ I.1-1.2), the Poisson brackets (5.12)-(5.13) are quadratic in the 
generators Sli}, ~. Yz, ._93. In a natural sense, they are a deformation of the 
Poisson brackets for the LHM model. In particular, in the continuum limit 
(5.7) they go over into the Lie-Poisson brackets for the HM model. 

4. The Poisson structure (5.12)-(5.13) is degenerate. Its annihilator is 
generated by two polynomials, 

3 

~= l: ..9'~ (5.15) 
a=J 

and 

<@'I= ..9'~- _41 ± Ja ..9'~ • 
a-J 

(5.16) 
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The equations 

(5.17) 

where c0 and c1 are real, define a symplectic submanifold T=T(Ja, c0 , c1) 

in IR4 • 

5. The manifold T is in general disconnected. Under the condition 

(5.18) 

Tis homeomorphic to a disjoint union of two spheres S 2• The additional 
requirement 9o > 0 selects one of them; the corresponding phase space will 
be denoted by T0 • If 

(5.19) 

T is homeomorphic to the union of two spheres as before. However, if 
Jz J1 - 4 Co< C1 < - 4 Co, T is COnnected and homeomorphic to the torus 

T 2 = S 1 x S 1 ; this type of phase space will occur later on when describing 

the LSG model. If c1 < - d c0, (5.17) has no solution in IR4 • 

6. Let us return to the lattice Poisson brackets (5.8)-(5.9). Their natural 
domain is the product of N copies of lR 4 , N being the number of lattice sites. 
The phase space ..A' of the LLL model will be the product of the T0's where 
c0 and c1 do not depend on the index n, so that the model is homogeneous in 
space. In the continuum limit, with 

(5.20) 

..A' goes into the phase space of the LL model. 
We thus have defined the phase space 1 of the LLL model and the ma­

trix Ln (A,) of the corresponding auxiliary linear problem 

The latter leads to the monodromy matrix 

N' 
TN(A)= IT Ln(A), 

n=l 

whose Poisson brackets have the same form as for Ln(A-), 

(5.21) 

(5.22) 
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(5.23) 

It follows that the functions 

(5.24) 

form an involutive family of observables on 1, 

(5.25) 

The choice of the family (5.24) corresponds to the periodic boundary condi­
tions 

(5.26) 

Let us show that this family contains local observables representable as the 
sum over lattice sites 

N 

Gk= L g(,?~n>, ... ,,?~n+k)), (5.27) 
n=l 

with k<N. We shall say that Gk describes the interaction of k+ 1 nearest 
neighbours on the lattice. In particular, H will describe the interaction of 
two nearest neighbours. 

To define it we proceed as follows. Observe that the expression (5.24) for 
FN(A,) simplifies if A=A0 , where Ao is a point at which Ln(A) degenerates. In 
fact, we have 

(5.28) 

where an and fJn are column-vectors and r indicates transposition. It follows 

that 
N 

FN(Ao) = I1 {JJ, +I an' fJN+ I= fJI' (5.29) 
n-1 

so that logFN(A,0) is a local observable describing a nearest neighbour inter­

action. Unfortunately, this quantity is complex in general. To define a real­
valued observable one should use two involutions satisfied by Ln(A), 

(5.30) 

and 

(5.31) 
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(these are immediate consequences of (5.3) and (5.6)). The first one implies 
FN(JL)=FN(,i"), so that 

(5.32) 

also belongs to the involutive family generated by FN(JL). The second involu­
tion allows us to calculate H explicitly. 

Indeed, from 

(5.33) 

and (5.18) it follows that JL0 can be taken pure imaginary, which yields 

(5.34) 

hence 

N 

FN(,i"o) =FN( -Jlo) = IT a~+ 1fJn, aN+ 1 =a1. (5.35) 
n-1 

This implies 

N pr T f3 N H= '\ll n+lanan+l n = '\ll h(._9"(n) ._9"(n+l)) LJ og 2 LJ og a ' a ' 
n-1 n-1 

(5.36) 

with 

h(._9"~n), ._9"~+ I))=~ tr Ln+l (Jlo)Ln(Jlo) 

3 

=..9"b")._9"bn+l)+ L (~+ Ja) g~n)._9"~n+l). (5.37) 
a-l Co 4 

To derive the last equation we have made use of (5.6), (5.15)-(5.17) and 
(5.33). 

The quantity His what we shall take to be the Hamiltonian of the LLL 
model. The corresponding equations of motion 

d._9"(n) 
__ a_= {H ._9"(n)) 0 1 2 3 

dt ' a ' a= ' ' ' ' (5.38) 

are not so very instructive and will not be stated here explicitly. We will 
rather discuss their general properties. 
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1) In the continuum limit defined by (5.7) and (5.20), H goes into the 
Hamiltonian of the LL model (see§ /.1) 

and (5.38) gives the LL equation. 
2) The LLL model is a completely integrable Hamiltonian system. Indeed, 

a family of N- 1 independent integrals of the motion in involution compris­
ing H may be produced as follows: 

k=O, ... , N-2. (5.40) 

The quantities h are local and describe the interaction of k+ 2 nearest 
neighbours. The missing integral can be taken in the form argFN(A-0). 

3) The equations of motion (5.38) are representable as a zero curvature 
condition, 

(5.41) 

In fact, arguing in complete analogy to § 111.3, we find 

where 

and we have used the notation tr1 explained there. It follows from (5.32) that 
{H, Ln(A.)J coincides with the right hand side of (5.41) where 

(5.44) 

Thus the equations of motion 

d~n (A.)= {H, Ln(A.)J (5.45) 

are representable in the form (5.41). 
The expression for Vn(A.) can be simplified by using (5.29), (5.35) and 

(5.37). We have 
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V: (A)= tri(an_IfJ;.®I)r(Ao-A) _ tri(a2Pn-Ia~a2®l)r(Ao+A) 
n 2p;.an-I 2a~Pn-I 

1 
h(S~-1), S~l) tri((Ln-I(Ao)Ln(A0)®l)r(A-Ao) 

+ (Ln-I( -Ao)Ln( -Ao)®l)r(A+Ao)). (5.46) 

The last formula shows that Vn(A) depends only on the two nearest neigh­
bours. 

We emphasize that, as in the continuum case, the fundamental Poisson 
brackets can replace the zero curvature representation. This is yet another 
demonstration of the utility and universality of the notion of r-matrix. 

This concludes our description of the LLL model. We shall now con­
sider its limiting cases obtained by degenerating the elliptic curve E (see 
§ 11.8). 

The simplest limit corresponds to k-+0 so that J 1 =12 <J3 . The corre­
sponding Ln (A) becomes 

(5.47) 

where the variables ..9'~l satisfy the Poisson brackets (5.8)-(5.9) with 
J12 = 0, J13 = J23 = {/. In this case there is an explicit expression for the ..?a 
(in each site) in terms of the usual variables S~o S2, S3 on a sphere of radius 
R in lR3 

with the Lie-Poisson brackets 

Namely, we set 

where 

F(x)= 
sh2pR-sh2 px 

R2-x2 

(5.48) 

(5.49) 

(5.50) 

(5.51) 
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The variables ..9a then have the Poisson brackets (5.12)-(5.13); the invar­
iants ~0 and ~1 take the values 

(5.52) 

Substituting (5.50)-(5.51) into (5.47) gives the matrix Ln(ll) for a model 
which for obvious reasons will be called the partially anisotropic LHM model; 
its r-matrix results from (5.2)-(5.3) in the limit as k-+0 and is given by 

(5.53) 

The same r-matrix serves for the partially anisotropic HM model (see§ 1.8), 
which is a continuum limit of our model upon the naive replacement 

(5.54) 

The partially anisotropic LHM model admits further degeneration. 

Specifically, in the limit as p-+0 (and replacing ll by 2t) we come down 

to the isotropic case J 1 = J 2 = J3 that corresponds to the LHM model of§ 1.2. 
The associated r-matrix results from (5.53) in this limit and coincides with 
the r-matrix for the HM model in § 11.3. As was explained in § 1.2, this also 
gives the LNS1 model. 

Let us now describe a lattice analogue of the SG model, the LSG model. It 
is in essence just another real form of the partially anisotropic LHM model 
considered above. More precisely, we interchange the roles of Jh J2 , J 3 and 
assume that 11 =12 >13, whereas (5.3)-(5.4) (with k=O) and the form of 
Ln(ll) (5.47) are left intact. The constraints (5.19) become 

(5.55) 

and the phase space of the model in one lattice site is homeomorphic to the 
torus T 2• The variables ..9a are expressed as functions of the canonical var­
iables n and lfJ on the torus, 

{n, lfJ) = 1. (5.56) 

Namely, let 



where 
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c?n = scos f3qJ 
0 2 ' 

g,J = - j(qJ) sin f3n 
y 4 ' 

~3 =!___sin /3({) 
y 2 ' 

..9;2 = - j(qJ) cos f3n 
y 4 ' 

f ) = v1 s2 cosf3x 
(x + 2 ' 

517 

(5.57) 

(5.58) 

with y = /3: > 0 and s > 0 arbitrary constants. Then the .9,;; have the Poisson 

brackets ( 5 .12)-( 5.13) with parameters 

s2 +2 
Co= 2y2 ' 

s2 -2 
Cl =-2-. 

Consider now the matrix L~G(a) of the form 

(5.59) 

(5.60) 

(5.61) 

where Ln(A) is given by (5.47) with (J=iy. Expressing ._?~nJ through 1Cn and 
(/Jn according to (5.57)-(5.58) we find 

(5.62) 

The matrix L~G(a) satisfies the fundamental Poisson brackets (5.1) with the 
r-matrix given by (5.53) for A=ia, (J=iy. The matrix r(a) coincides (up to 
an irrelevant summand proportional to 1®1) with the r-matrix for the SG 
model of § 11.6. 

The Hamiltonian of the LSG model is 
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HLSG= £log(~:;; (-.!7\">.!7\"+1>+g~n>g~n+1>) 
n=1 

(5.63) 

where the .!7~> should be replaced by their expressions (5.57)-(5.58) in 
terms of the 11:"' lfJn; H results from (5.36)-(5.37) by taking account of (5.60)­
(5.61). Notice that the opposite sign of .!7\">.!7\"+1> and g~n>g~n+n as 
compared to (5.37) agrees with (5.61) which may be interpreted as the opera­
tion of alternating the sign, 

(5.64) 

( cf. the argument of § 1.2). 
The auxiliary linear problem (upon the replacement A.= e'"), the Hamil­

tonian H, and other characteristics of the LSG model in the continuum 
limit 

1T:n =Lin(x), (/Jn =qJ(X), 
mL1 

s=-
2 

(5.65) 

tum into the corresponding entities for the SG model, see § 1.1. This is the 
reason for referring to the above completely integrable lattice model as the 
lattice SG model. 

We point out that although the LSG and the partially anisotropic LHM 
models are essentially equivalent on the lattice, their continuous counter­
parts lie far apart, since they result from different continuum limits. 

The list of models generated by the LLL model is in no way exhausted 
by the above examples. We may consider the higher analogues of the LLL 
model with the Hamiltonians h, their contractions, and also other values of 
the parameters la and of the invariants <&0, <&1. We may, moreover, vary the 
structure of Ln(A.) by replacing 

Ln (A.)-+ A Ln(A.), (5.66) 

where A ®A commutes with the r-matrix. In this way one can derive the 
Toda model as well. 

Still, we have chosen the Toda model to be our basic example of a lattice 
model because its investigation is technically simpler. At the same time, it 
gives a fairly satisfactory illustration of the main features of the inverse scat­
tering formalism for lattice models. 
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§ 6. Notes and References 

1. The complete integrability of the Toda model in the periodic case was 
established by S. V. Manakov [M 1974a] and H. Flaschka [F 1974a, b], who 
made use of the Lax representation with the matrix .!? given by (2.35), 

(6.1) 

with On+N.m=On.N+m=Onm• The functions tr.!?\ k=1, ... ,N, form an in­
volutive family on the phase space of the model, and H =itr .:?2• The ma­
trix Ln(A) of the form (1.8) was introduced in [TF 1979]. 

2. The general solution of the periodic Toda model in terms of theta 
functions was derived in [K 1978]. The corresponding canonical action-an­
gle variables were introduced in [FM 1976]. 

3. The auxiliary linear problem (2.33) (for N = oo ), 

.!?f=.Af, (6.2) 

and the related inverse problem were investigated in [M 1974a], [F 1974a, b] 
(without discussing the peculiarities connected with the boundary of 
the continuous spectrum and the condition (c)); see also the books 
[ZMNP 1980] and [T 1981]. The latter contains various physical applications 
of the Toda model. 

4. For Pn =0, (6.2) turns into the auxiliary linear problem for the Vol­
terra model introduced in § 1.2, 

(6.3) 

where en= {ii;; (see [M 1974a]). In that case the transition coefficients a(z) 
and b(z) obey an additional involution 

a(z)=a( -z), b(z)= -b( -z). (6.4) 

Equation (6.3) is a lattice analogue of the one-dimensional Schrodinger 
equation and was studied for that reason in [CK 1973]. 

5. In the continuum limit, the Toda equations of motion go over into the 
equation of a nonlinear string, 

(6.5) 

which can be solved by the inverse scattering method as well (see [Z 1973]), 
while the Volterra equations of motion go over into the KdV equation (see 
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[M 1974a], [ZMNP 1980]). Also, the zero curvature representations for lat­
tice models go over into their continuous counterparts. 

6. The action-angle variables of§ 4 (but ignoring the additional terms in 
the Poisson brackets (4.32)-(4.33)) were introduced in [M 1974 b] (see also 
[E 1981]) which from the very beginning used the Hamiltonian H. 

7. It would be interesting to describe the topology of the phase space 
1.: in terms of the variables Q(O), qJ(O), fti, fL and the associated algebra of 
observables. 

8. For models whose continuous spectrum has a boundary, the correct 
choice of canonical asymptotic variables for soliton dynamics (and of con­
tinuous spectrum modes) presents a nontrivial problem (cf. the NS model in 
the case of finite density). For the KdV equation, the problem was solved in 
[BFT 1986]. The method of this paper can in principle be applied to the 
Toda model and the NS model in the case of finite density. 

9. As in the case of the NS and KdV models, a hierarchy of Poisson 
structures can be defined for the Toda model, starting with the Poisson 
brackets (1.3). The second Poisson structure for the Toda model was defined 
in [A 1979]; in terms of the variablespn, Un=eqn-qn-• it is given by 

(6.6) 

Unlike the Poisson structure (1.3), the Poisson brackets (6.6) have a nontriv­
ial restriction to the submanifold Pn = 0. The resulting Poisson structure 

(6.7) 

gives rise to the equations of motion for the Volterra model 

(6.8) 

if the Hamiltonian is set to be 

(6.9) 
n 

In the continuum limit Un-+ 1-L1 u(x), the Poisson brackets (6.7) go over into 
the Poisson brackets (1.3.15) for the KdV model. 

The Poisson brackets (1.2.18) for the Volterra model result from the third 
Poisson structure for the Toda model by restricting to the submanifold 
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Pn = 0. In the continuum limit, as Un--+ 1-L12 u(x), this gives the second Pois­
son structure for the KdV model (see § 111.10 of Part I). 

10. The LLL model and the quadratic algebra of Poisson brackets were 
introduced by E. K. Sklyanin [S 1982]. The rapidly decreasing case of the 
model was investigated in [V 1985] where action-angle variables were also 
described. 

11. The LSG model was stated in [IK 1981 a, b]. In [T 1982] the rapidly 
decreasing case of the model was shown to be completely integrable and 
action-angle variables were reported. 

12. In [T 1982] and [V 1985] it was shown that the action-angle variables 
for the LLL and LSG models coincide with their analogues for the LL and 
SG models, and it was pointed out that this fact is due the coincidence of 
the associated r-matrices. 

13. The scheme for constructing the local Hamiltonians for lattice mod­
els outlined above was developed in [IK 1982a, b]. We note that the Hamil­
tonian defined in [IK 1982a, b] and considered in [T 1982] differs from the 
one discussed in § 5. 

14. Our derivation of the lattice analogue of the LL model was based on 
the construction of the matrix Ln(A.) of the auxiliary linear problem which 
satisfies the fundamental Poisson brackets. We believe this to be the most 
fruitful principle for deriving integrable lattice analogues of continuous 
models. 
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Chapter IV 
Lie-Algebraic Approach to the Classification and 

Analysis of Integrable Models 

In this chapter we shall summarize and generalize our experience in de­
scribing integrable models gained from the study of particular examples. 
The principal entities of the inverse scattering method and its Hamiltonian 

interpretation were the auxiliary linear problem operator L =!- U(x,.A) 

and the fundamental Poisson brackets for U(x, .A) involving the r-matrix. 
Similar objects were introduced for lattice models. We will show that these 
notions have a simple geometric interpretation. 

We shall define a natural partition of the integrable models into three 
families: rational, trigonometric and elliptic, according to the dependence 
of U(x, .A) and r(.A) on the spectral parameter .A. We shall interprete the fun­
damental Poisson brackets for the rational family in terms of an infinite­
dimensional Lie algebra associated with the current algebra. The trigono­
metric and elliptic families will be obtained by averaging over a one- or 
two-dimensional lattice in the comple11: plane of the spectral variable .A. 
There are also similar families for lattice models; we shall discuss the asso­
ciated fundamental Poisson brackets. Concentrating our attention on the ra­
tional case, we shall also discuss the dynamics of integrable models from a 
general point of view. This will lead to a natural geometric interpretation of 
the Riemann problem. We shall also give a Lie-algebraic interpretation of 
the hierarchy of Poisson structures and the associated A-operator. 

§ 1. Fundamental Poisson Brackets Generated by the 
Current Algebra 

We recall the definition of the standard Poisson structure associated 
with an arbitrary connected Lie group G, dimG=n. Let g be its Lie algebra 
and let Xa, a= 1, ... , n, be a set of generators of g with structure constants 
c~b. 
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(1.1) 

From here on we adopt the convention on summation over repeated indices. 
The linear space g* dual to g has natural coordinates Ua: if;= ;a Xa lies in g, 
then u(;) = (u, ;) = ua;a. In the algebra J/ of smooth functions f(u) on g* 
we define a bracket{,}: J/ x J/ -+Jd" by 

(1.2) 

which is obviously skew-symmetric and satisfies the Jacobi identity by vir­
tue of the Jacobi identity for the commutator (1.1). Thus (1.2) defines a Pois­
son structure on the phase space g*. The Poisson bracket (1.2) for the coor­
dinates Ua takes the form 

(1.3) 

and is called the Lie-Poisson bracket. 
In general, the Poisson structure (1.2) is degenerate. Its annihilator coin­

cides with the algebra of Casimir functions l(g) which consists of functions 
f(u) invariant under the coadjoint action u-+Ad*g·u of Gong* given by 

Ad* g· u(;)= u(g- 1 ;g). (1.4) 

The restriction of the Poisson bracket (1.2) to any orbit of this action is 
nondegenerate, so that a Poisson submanifold in g* is a union of orbits. 

These definitions actually involve only the Lie algebra g of G and its 
coadjoint action U-+ad*1J·U given by 

ad* 1J · u(;) = u((;, 7]]). (1.5) 

The orbits of the Ad* action of G on g* are integral manifolds for the distri­
bution spanned by the vector fields ad* 1J for all7J in g. Hence we may speak 
of the Lie-Poisson structure induced by a Lie bracket. 

In the study of integrable systems we shall deal with infinite-dimen­
sional Lie algebras. All the above definitions carry over to this case in a 
natural manner. 

Let us consider the current algebra C(g) associated with the Lie algebra g. 
It consists of formal Laurent series ;(IL) in the variable IL, 

00 

;(IL)= l: ;kllk, (1.6) 
k>- 00 
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with ~k in g and the symbol k ~ - co indicating that the series in powers of 
A, -• truncates. The commutator in C(g) is defined in the obvious way 

[~(A.), 7J(A)]= L L [~;, 1]j]Ak. (1.7) 
k> -= i+j-k 

A set of generators of C(g) is formed by the elements 

(1.8) 

where the Xa are the generators of g with structure constants C~b· Their 
commutator clearly is 

(1.9) 

Let Ua,k denote the coordinates of an element u of the dual space C* (g); in 
agreement with (1.6) we assume that ua,k = 0 for large positive k. The corre­
sponding pairing is given by 

u(~) = (u, ~) = L Ua,k ~'k, (1.10) 
k 

where the sum over k is always finite. The Lie-Poisson bracket of the coor­
dinates ua,k has the form 

(1.11) 

It will be convenient to introduce a generating function ua(A.) for the 
coordinates ua,k of a point u in C*(g) as a formal Laurent series 

k<= 

Ua (A,) = L Ua, k A- k - 1 • (1.12) 
k"""'- 00 

The pairing (1.10) is given by a neat formula 

(1.13) 

where the symbol Res indicates the coefficient of A,- 1 in a Laurent series. 
The variable A, determines a gradation of C(g), 

= 
C(o)= L: g;tk = L: cb (1.14) 

k> -oo k> -CXJ 

where 
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(1.15) 

which, in particular, allows us to decompose C(g) into a linear sum of two 
subalgebras, 

C(g)= c+ (g)+ c_ (g), (1.16) 

where 

k=-1 

c+(g)= L: ck. c_(g)= L: ck. (1.17) 
k=O k> -= 

There is a similar decomposition for C* (g), 

C*(g)= Ct(g)+ C~(g), (1.18) 

which in terms of the generating function ua(A) becomes 

(1.19) 

with 

k=-1 k<= 
u:(A)= L Ua,kA-k-l, u,;-(A)= L: Ua,kA-k-l. (1.20) 

k=- 00 k=O 

The subspaces C'Hg) are orthogonal to C± (g) relative to the pairing (1.10), 
and C~(g)=(C::;:(g))*. The Lie-Poisson bracket (1.11) has a natural restric­
tion to these subspaces. 

The resulting Poisson structure on C~ (g) has an elegant expression in 
terms of the generating functions u: (A). Namely, multiply both sides of 
(1.11) by A -k-l J.l- 1- 1 and sum over k, 1<0 and k, 1~0. Then 

(1.21) 

The corresponding expression for the Poisson bracket fu: (A), u/; (J.l)) is 
not so elegant. Fortunately, we shall not need it because we are going to 
define a new Poisson structure on the phase space C* (g). To do so, we use 
the decomposition (1.16) to define on the vector space C(g) a new structure 
of Lie algebra with commutator [, ]0 by setting 

(1.22) 

and 

(1.23) 
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where g = g + + g _, 1J = 1J + + 1J _ are elements of C(g). By introducing the 
operator 

(1.24) 

where P ± are the projection operators onto C ± (g), P + P _ = P _ P + = 0, 
(1.22)-(1.23) may be combined into a single formula 

(1.25) 

The infinite-dimensional Lie algebra with the commutator [, )0 defined 
above will be denoted by C0 (g). This algebra will in fact play a key role in 
the classification of integrable models. 

The corresponding Lie-Poisson brackets {,}0 on the phase space C*(g) 
are given by (1.21) without the ± sign on the right hand side, and 

{u: (A.), ub" (,u)} = 0. (1.26) 

We shall now unite (1.21) and (1.26) into a single elegant formula under the 
assumption that g has a nondegenerate symmetric bilinear form(,} invariant 
under the adjoint action. For example, if g is semi-simple, the Killing form 
may be taken as (,}. 

Consider a nondegenerate matrix K with entries 

(1.27) 

(If g is semi-simple and represented as a matrix algebra, we may assume 
Kab=trXaXb)· Let Kab denote the entries of the inverse matrix K- 1• Let an 
element fl of g ® g and elements Aa of g be defined by 

Then we have the relations 

(1.28) 

(1.29) 

(1.30) 

where the symbols A ® I and I® A denote the natural imbeddings of A into 
g ® g. To derive these relations one must use, besides (1.1 ), the skew-symme­
try of the structure constants: the tensor cabc = Kaa' Kbb' C~'b' is totally 
skew-symmetric, which follows from the invariance of(,}. 

Using fl and Aa we can define an element r(A.) of g ® g, 
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[] 
r(A) = T' 

and a formal Laurent series U(A) with coefficients in g* ® g, 

(1.31) 

(1.32) 

The Lie-Poisson brackets (1.21)-(1.26) associated with Co(g) can be written 
in these terms as a single formula 

{U(A)'9> U(.u)}0 =[r(A-J1), U(A)®I+I® U(.U)], (1.33) 

where on the right hand side we have used the natural notation {®}0 (see 
§ 111.1, Part I). Formula (1.33) results from (1.21) upon multiplying by 
A a® Ab and using (1.30). From here up to § 4 we shall only deal with the 
Poisson brackets {, }0 , where for notational simplicity the index 0 will be 
dropped. 

It is instructive to compare the Lie-Poisson brackets for the Lie algebra 
C0 (g) given by (1.33) with the fundamental Poisson brackets for the contin­
uous models of§ 111.1, Part I, and of§§ 11.3, 11.6, 11.8. These expressions are 
practically identical; a formal difference is that (1.33) does not contain the 
spatial variable x. The dependence on x can easily be assimilated in our 
treatment by considering a direct product of the algebras C(g) over all x. In 
a more formal way, one should use the current algebra 'B((g)) that consists 
of Laurent series ~(A, x) with coefficients depending on x and satisfying cer­
tain boundary conditions (e. g., periodic or rapidly decreasing). The algebra 
'B((g)) has generators Xa,k(x) with the commutator 

(1.34) 

Reproducing the above arguments in the context of '@'((g)), we come down 
to the Lie-Poisson brackets on the phase space 'B*((g)) 

{U(x,A)® U(y,.u)J=[r(A-J1), U(x,A)®I+I® U(x,J1)]8(x-y), 
' 

(1.35) 

which have exactly the same structure as the fundamental Poisson brackets 
for continuous models. 

Nevertheless, (1.35) has a different content than, say, (11.3.8). Thus, the 
latter deals with a particular matrix U(x, A) in the auxiliary space, which is a 
rational function of the spectral parameter A, whereas (1.35) involves a for­
mal Laurent series with coefficients in a given Lie algebra g. The agreement 
is reached by noticing that the fundamental Poisson brackets for a particu­
lar model are a realization of the Poisson brackets (1.35) in a particular ma­
trix representation of g (the representation space playing the role of auxil­
iary space), with a further restriction to an orbit of the associated algebra 
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'0'0 ((g)) in the phase space '0'*((g)). Here, for shortness, we speak of the or­
bits of a Lie algebra having in mind the abovementioned integral submani­
folds for the distribution induced by the coadjoint action. The orbits in 
question are products over x of the orbits of the coadjoint action of the Lie 
algebra C0 (g) in C*(g). Spatial homogeneity requires these orbits to be the 
same for all x. We shall therefore suppress the dependence on x in what 
follows. 

For the applications to integrable models, we are mostly interested in 
finite-dimensional orbits of C0 (g). (Notice that generic orbits have infinite 
dimension.) To determine them, it is convenient to specify finite-dimen­
sional Poisson submanifolds of C*(g) by imposing constraints on the coor­
dinates ua.k (or on their generating functions ua(A-), U(A-)) invariant under the 
coadjoint action of Co(g). 

Clearly, the simplest example of such a Poisson submanifold is the sub­
space c~N. M of C* (g) defined by 

Ua,k =0 (1.36) 

if k~N or k~ -M -1, with N, M~O. The action of C0 (g) on C't,,M reduces 
to the action of a finite-dimensional Lie algebra CN,M(g) with generators 
Xa,ko -M~k<N, and the commutator 

if k, 1~0, k+I<N, 
if k, 1<0, -M -1 <k+l, 
otherwise. 

(1.37) 

The orbits of this algebra in C't,,M are the required phase spaces associated 
with integrable models. In more detail, coordinates in Ct,M are given by the 
set { ua, k, k = - M, ... , N- 1}; their Lie-Poisson brackets are 

if k, 1~0, k+l<N, 
if k, I< 0, - M- 1 < k +I, 
otherwise, 

(1.38) 

and Poisson submanifolds are unions of orbits of the Lie algebra CN,M(g). 
The problem of specifying such orbits is a finite-dimensional one and can 
be solved by traditional methods, for instance, by fixing the values of Ca­
simir functions. 

The generating function for the ua.k (or ua,k(x) upon restoring the 
x-dependence) is now a rational function of A-, 

N-l 

U(A-)= L Ua,kAaA_-k-l, (1.39) 
k--M 
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and if a representation of g is chosen, it is a matrix in the representation 
space. This is what gives the matrix U(x, IL) of the auxiliary linear problem 
for the integrable models to be discussed. 

Let us consider several examples. 
1. N= 1, M=O. 
The corresponding U(IL) has the form 

U(IL) = Uo = SaAa 
IL IL ' 

(1.40) 

where the Sa are dynamical variables on Cf. 0 = g* with the Poisson brack­
ets 

(1.41) 

In the simplest case g =su(2), there are three dynamical variables Sa, 
a= 1, 2, 3. The fundamental representation of su(2) with generators 

1 
Xa = 2 i aa, structure constants Cabc=~>abc. and matrices Aa=iaa leads to 

U(IL) = iS~aa' (1.42) 

(1.43) 

The corresponding orbits are determined by 

Si + S~ + S~ =canst. (1.44) 

The dynamical variables Sa satisfying (1.44) with the Poisson brackets (1.41) 
were used in the.description of the phase space for the HM model in § 1.1. 
The matrix U(x, IL) (1.42) and the r-matrix (1.43) turn into their counterparts 

from § 11.3 upon a change IL-+ - ~ if one recalls that the permutation ma­
trix Pin <C2 ®<C2 is given by 

(1.45) 

and drops the irrelevant summand proportional to I® I. 
For an arbitrary semi-simple Lie algebra g the above example leads to an 

integrable generalization of the HM model, the g-invariant magnet. 
2. N=O, M=2. 
The corresponding U(IL) has the form 
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U(A-)= U-1 +A- U-2=QaAa +A-laAa, (1.46) 

where the Qa, la are dynamical variables on the phase space C~. 2 with the 
Poisson brackets 

(1.47) 

We consider the simplest cases g=su(2) or g=su(1, 1) in the fundamen­

tal representation with generators Xa = ;i aa, a= 1, 2, 3, and X1 = 1 ah 

1 X 1 . l Th b' . . . 'fi d b X2 = 2 a2, 3 = 2 i a3 respective y. e or tt m question ts spect te y 

(1.48) 

(1.49) 

with£= -1 for g=su(2) and£= 1 for g=su(1, 1); the only nonvanishing 
Poisson bracket is 

I"'' tiil = i. (1.50) 

As a result, U(J.) can be written as 

U(J.) =- -. a3+{i eA- (0 
2l "' 

(1.51) 

and after the replacement A-+ -d turns into the matrix U(x,J.) for the NS 
model (see§ 1.2, Part I) with X=£. The matrix 

(1.52) 

is carried by this replacement into the r-matrix for the NS model of § 111.1, 
Part I (up to an irrelevant unit summand). 

Other Lie algebras g will give vector and matrix generalization of the NS 
model. 

Thus the general scheme outlined above not only includes the two prin­
cipal models of the book, but also provides their nontrivial generalizations. 
We have seen that the NS and HM models are indeed the simplest ones in 
an infinite sequence of examples: the Lie algebra g, the integers Nand M ~ 0 
and the orbit of the Lie algebra CN,M(g) may be taken arbitrarily. The aux­
iliary linear problem with matrix U(x, J.) of the form (1.39) and the r-matrix 



532 Chapter IV. Lie-Algebraic Approach 

(1.31) give rise to a zero curvature representation for the corresponding 
Hamilton equations of motion. A Lie-algebraic interpretation of the asso­
ciated Hamiltonians and a scheme for solving the equations of motion will 
be given in § 4. 

Here we point out that the above examples do not exhaust all relevant 
finite-dimensional phase spaces (at fixed x). Let us exhibit another family of 
interesting examples. To start with, we notice that the Poisson brackets 
(1.41) may be derived from (1.33) by inserting U(lt) as given by (1.40). It 
does not matter that the pole of U(lt) is at It= 0; the replacement 

S Aa 
U(/t) =_a_ 

lt-c 
(1.53) 

leads to the same result. Such a U(/t) belongs to C'!;. (g), and the correspond­
ing coefficients ua,k are nonzero for all k:s;;.O and are related by 

1 
Ua,k-1 =-Ua,k• 

c 
(1.54) 

which follows from expanding (It- c) - 1 into a geometric progression. The 
latter relations are invariant under the coadjoint action of C0 (g). The same is 
true for 

(1.55) 

So, generating functions of the type (1.55) form a Poisson submanifold in 
C* (g) parametrized by the coordinates S~!k· In these coordinates the Pois­
son brackets (1.33) become 

{ Cc s:ij s<i) 
{S~t s~>t) = - ab u c,k~l 

· · 0 otherwise 
if k+l:s;;.n;, 

(1.56) 

and are just the Lie-Poisson brackets of a finite-dimensional Lie algebra, the 
direct sum of the algebras Cn, + 1, 0 (g) over all poles. 

We have already come across the matrices U(x, It) of the form (1.55) in 
§§ 1.6-1.7 when studying the general solution of the zero curvature equation. 
Here they have appeared as a result of general Lie-algebraic considerations, 
and the related integrable models have been endowed with a natural Pois­
son structure. 

Thus, in this section we outlined a general construction of the matrices 
U(x, It) satisfying the fundamental Poisson brackets with the r-matrix (1.31) 
and explained their geometric origin. By repeating the reasoning of Part I, 
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with every U(x, A) one can associate a family of integrable models. Specifi­
cally, consider the auxiliary linear problem 

dF 
dx = U(x,A)F (1.57) 

and its monodromy matrix 

.r"-.L 
T(A)=exp J U(x,A)dx (1.58) 

-L 

(where for definiteness the periodic boundary conditions are assumed). The 
functionals tr T(A) and other algebraic invariants of T(A) form an involutive 
family, and Hamilton's equations of motion induced by any functional of 
this family admit a zero curvature representation. The geometric meaning of 
these constructions will be clarified in § 4. 

§ 2. Trigonometric and Elliptic r-Matrices and the Related 
Fundamental Poisson Brackets 

In the preceding section, for any semi-simple Lie algebra we introduced 
an r-matrix, 

(2.1) 

(Here we take the liberty of using the term r-matrix also for an element r(A) 
of g®g). This is an extension of the r-matrix for the NS and HM models 
(see§ 111.1 of Part I and§ 11.3) that corresponds to the Lie algebra g =su(2) 

and has the form f where Pis the permutation matrix in <C 2 ®<[:Z. Still, in 

other cases such as the SG or LL model (see § 11.6 and § 11.8) we encounter 
more complicated r-matrices which depend on the spectral parameter A 
through trigonometric or elliptic functions, respectively. It is natural to call 
(2.1) a rational r-matrix and consider the r-matrices of the SG or LL model 
as examples of trigonometric or elliptic r-matrices. In § 1 we saw that rational 
r-matrices determine the structure of the Lie algebra C0 (g). Now the prob­
lem is to describe trigonometric and elliptic r-matrices and find their geo­
metric interpretation, which will be our concern in this section. 
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We begin by constructing a vast family of such r-matrices. The basic 
functional equations are 

(2.2) 

and 

(2.3) 

which ensure the skew-symmetry and the Jacobi identity for the fundamen­
tal Poisson brackets (see§ 111.1, Part 1). The subscripts 12, 21, 13, 23 indicate 
a specific imbedding of r from g®g into g®g®g (cf. the analogous matrix 
notation in § 111.1, Part I). Obviously, these relations hold for the r-matrix 
(2.1), with (2.3) being equivalent to the Jacobi identity for the structure con­
stants c~b· 

The remarkable property of (2.3) is that it allows averaging over a lattice 
in the complex A-plane. More precisely, let 0 be an automorphism of a semi­
simple Lie algebra g of finite order q, Oq =I, and let A 1 = {n w, - oo < n < oo} 
be a one-dimensional lattice in <C with generator w. Let the action of the 
additive group of translations A 1 on the r-matrix (2.1) be defined by 

r(/t,)-+r<n>(J..,) =(On ® I)r(/t,- nw) =(I® o-n) r(/t,- n w). (2.4) 

The last equation in (2.4) reflects the in variance of the r-matrix (2.1) under 
the diagonal action of 0, 

(0 ® O)r(/t,) = r(/t,), (2.5) 

which is an obvious consequence of 

(O®O)fl=fl. (2.6) 

Let 

(2.7) 
n=- oo 

be the result of averaging the r-matrix (2.1) over A 1• The averaged r-matrix, 
0'(/t,), is quasi-periodic 

(2.8) 

satisfies (2.2) and at first sight also seems to satisfy (2.3). In fact, replace)., in 
(2.3) by).,- n w, J.i by J.i- m w, and act on the right hand side by the automor­
phism on ® om ® I. Using (2.5), we find 
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so the relation (2.3) for 0 1 (A) results from summing over n and m. 
However, the argument is too naive and in general incorrect. The point 

is that the series (2.7) converges only as a principal value series, 

N 

p. v. L: = lim L: , (2.10) 
n=-oo N-oo n=-N 

so that one cannot replace summation over n and m by summation over 
n - m and m or over n- m and n. 

Let us see what the requirements on () are in order that (2. 7) do satisfy 
(2.3). Using 

p.v. L 
n=- oo 

we find for (2.7) the expression 

1 n 7!A 
--=-ctg-
A-nw w w ' 

q-l 

0 1 (A) = _!!_ L ctg n(A-kw) (()k ® I)ll, 
qw k~o qw 

so that 0 1 (A) is indeed quasi-periodic in the sense of (2.8). 

(2.11) 

(2.12) 

We now proceed with (2.3) and denote its left hand side by lP(A,JL): 

(2.13) 

Consider lP(A, J1) as a function of A for J1 fixed, J1 ~ 0 (mod A 1). It satisfies the 
quasi-periodicity condition 

lP(A +w, JL) =(()®I® I) lP(A, Jl) (2.14) 

and may have only simple poles at A=JL(modA 1) and A=0(modA 1). We 
will show that lP(A, J1) is an entire function of A. In fact, the residue at A= J1 
is [ll12 , ,-131 (JL)+,-131 (JL)] and vanishes in view of 

[ll,A ®I +I®A]=O (2.15) 

(see (1.30)). The case A=O is treated in a similar way; here one should also 
make use of (2.2). Next, lP(A,Jl) is bounded, so that the Liouville theorem 
yields 
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with 

This implies 

and 
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1 q-1 

.9=- L (Ok®J)/1. 
q k=O 

Thus we have shown that (2.12) satisfies (2.3) if 

(2.16) 

(2.17) 

(2.18) 

(2.19) 

(2.20) 

This is the desired necessary condition on 0. As is easily seen, this is equi­
valent to 

(2.21) 

for any generators X0 , Xh, where i denotes the average 

i = _!_(I+(}+ ... + (}q- 1) X invariant under (}. Condition (2.21) amounts to 
q 

saying that the subalgebra b of fzxed points of(} is abelian. 
We thus obtain a new family of r-matrices of the type (2.12) parame­

trized by a one-dimensional lattice A 1 and an automorphism (} of finite or­
der whose fixed subalgebra is abelian. Formula (2.12) shows that it is natu­
ral to refer to such r-matrices as trigonometric. 

Another family of r-matrices is obtained by averaging over a two-dimen-

sionallattice A 2 ={n 1 w1 +n2 w2 ; Im:~>O, nhn2 =-oo, ... ,oo}. Let 01 

and 02 be automorphisms of g of order q1 and q2, respectively, and let 0 2 (A) 
be the averaged r-matrix 

(2.22) 
lll=-00 "2""'"-00 

In order for the "naive proof" of (2.3) based on (2.9) to be valid, these 
automorphisms must commute. However, the series (2.22) should be re­
garded in the sense of (2.1 0). By repeating the above derivation of (2.3) which 
uses the Liouville theorem it can be shown that fJ1 and fJ2 must have no fixed 



§ 2. Trigonometric and Elliptic r-Matrices 537 

points in common. Such pairs of automorphisms exist only for Lie algebras 
of type A,_ to i.e. for g=su(n), and then q1 =q2 =n. In the fundamental (vec­
tor) representation of su(n) we have, up to an inner automorphism, 

(2.23) 

where T1 and T2 are n x n matrices with entries 

(2.24) 

and~ is a primitive n-th root of unity, k, I= 1, ... , n, 8k+n.t=8k,/+n =8k,l. 
So the corresponding r-matrix may be fully characterized as a mero­

morphic matrix function with values in the complexification of 
su(n) x su(n), i.e. in s l(n, <C) x s l(n, <C), satisfying the quasi-periodicity con­
ditions 

and the requirement 

II rt 2 (A) =-+ 0(1) 
A 

(2.25) 

(2.26) 

as A--+0. Its matrix entries are elliptic functions with period lattice nA2 and 
simple poles at the points of A 2• The r-matrices of this kind are naturally 
called elliptic. 

We shall consider the simplest examples that correspond to the Lie alge­
bra su(2) in the fundamental representation. Let the generator of the one­
dimensional lattice A 1 be m = n and let an automorphism () be defined by 

(2.27) 

As follows from (2.12), the associated trigonometric r-matrix is 

(2.28) 

This r-matrix has already occurred in the study of the partially anisotropic 
HM model and the SG model (see§ 11.8 and§ 11.6; in the latter case A must 
be replaced by ia). 

Let the generators of the two-dimensional lattice A 2 be m1 = 2K, 
m2 = 2 i K' where K and K' are the complete elliptic integrals of moduli k and 
k'=v1-k2, respectively; we set 
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(2.29) 

The associated elliptic r-matrix is 

(2.30) 

which can be verified by summing the series (2.22). Of course, relations 
(2.25)-(2.26) follow immediately from the expression for r(ll). This r-matrix 
occurred in the description of the LL model (see § 11.8). 

We thus have shown that all the r-matrices that appear in specific mod­
els are contained in one of the three families described above: the rational 
r-matrices having a Lie-algebraic interpretation and trigonometric and ellip­
tic ones resulting from rational r-matrices by averaging. 

Each of these r-matrices gives rise to the fundamental Poisson brackets 

{ U(ll) ~ U(,u)} = [r(ll-,u), U(ll) ®I+ I® U(,u)], (2.31) 

where w~ have again suppressed the x-dependence. The element U(ll) of g 
must satisfy the quasi-periodicity conditions 

U(ll +m) =0 U(ll) (2.32) 

in the trigonometric case and 

U(ll+m;)=O; U(ll), i= 1, 2, (2.33) 

in the elliptic case. A natural method for constructing such a U(ll) is to apply 
the averaging procedure to elements U(ll) which belong to a finite dimensional 
phase space in the rational case. A large variety of examples of this kind was 
exhibited in § 1. However, the requirement of convergence of the corre­
sponding series imposes additional constraints on the choice of a rational 
U(ll). 

The most representative example is provided by 

(2.34) 

Setting for such U(ll) 

(2.35) 
n=-oo 
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in the trigonometric case and 

(2.36) 
n 1 =-oo n 2 =-oo 

in the elliptic case (with the summation convention (2.10)) we find that both 
UA'(A) and UA 2 (A) satisfy the fundamental Poisson brackets with the r-ma­
trices yA'(/o) and yA 2 (/o) respectively. In fact, setting 

(2.37) 

we get from (2.31) 

and summing over nand m we conclude that UA'(A) satisfies the fundamen­
tal Poisson brackets with the r-matrix yA' (/o ). For a rigorous proof one 
should compare the poles of the left and right hand sides of the fundamen­
tal Poisson brackets and make use of the Liouville theorem. The elliptic case 
is analyzed in a similar manner. 

The simplest illustration of this construction is the matrix ULL(Jo) for the 
LL model obtained by averaging the corresponding matrix UHM(Jo) for the 
HM model, 

(see (1.42)). We have 

n 1 =-oo n 2 =-oo 

=i L: L: 
n 1 =-oo n 2 =-oo 

+i L: 
n 2 =- oo 

+i L: 
n 1 =-oo n 2 =- oo 

( -1)n' +n2 
------'---'------ Sz az 
/o-2n 1 K -2in2 K' 

(2.39) 

(2.40) 
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In the trigonometric case we obviously obtain the matrix U(A.) of the par­
tially anisotropic HM model. 

The matrix U(a) of the SG model 

(2.41) 

where 

s1 = m sin Plf' 
2i 2 ' 

m Plf' 
S2=-COS-

2i 2 ' 
(2.42) 

is an example of a quasi-periodic matrix U(a) (with w=in and f) given by 
(2.27)) satisfying the fundamental Poisson brackets with the r-matrix (2.28) 
(with A-=ia), which cannot be obtained by a straightforward averaging pro­
cedure. It can be derived, however, by contracting the matrix UA'(A), which 
in tum is obtained by averaging a double-pole matrix U(A.), 

So> s<2> 
U(A.)=~+~. 

A.-c A-+c 
(2.43) 

We may therefore claim that the averaging procedure enables us to build 
up a classification of continuous models with finite number of degrees of 
freedom for fixed x, described by trigonometric or elliptic r-matrices, if con­
traction of phase space is also allowed. 

We thus have a scheme for constructing the matrix U(x, A.) of the auxil­
iary linear problem satisfying the fundamental Poisson brackets with an r­
matrix from the rational, trigonometric, or elliptic families. In the rational 
case U(x, A.) ranges over an orbit (of finite dimension for fixed x) of the 
coadjoint action of the Lie algebra ~((g)). Hence the above scheme may be 
regarded as a method for classifying the associated integrable models. In the 
trigonometric and elliptic cases we have outlined an averaging procedure 
which enables us to produce a large family of quasi-periodic matrices 
U(x,A.). 

In the next section we shall extend the discussion to lattice models. 

§ 3. Fundamental Poisson Brackets on the Lattice 

Our analysis of lattice models in Chapter III was based on the auxiliary 
linear problem 

(3.1) 

with the matrix L,(A.) satisfying the fundamental Poisson brackets 
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For (3.2) to be compatible, the r-matrix should satisfy (2.2)-(2.3). These fun­
damental lattice Poisson brackets have no simple Lie-algebraic interpreta­
tion. Still, the corresponding r-matrices have been already described in con­
nection with continuous models. We shall therefore discuss here only the 
choice of finite-dimensional phase spaces for fixed n, and the associated 
Ln(A). The index n will be suppressed in what follows. 

Let us first consider rational r-matrices and concentrate for simplicity on 
the Lie algebra g =su(N) in the fundamental representation. The corre­
sponding r-matrix (2.1) (up to an irrelevant unit summand) is given by 

p 
r(A) = i' (3.3) 

where P is the permutation matrix in <C N ® <C N. The simplest matrix satis­
fying (3.2) is 

L(A)=l SaAa 
+ A ' (3.4) 

where the dynamical variables Sa have the Lie-Poisson brackets of the Lie 
algebra su(N), 

(3.5) 

and may be restricted to an orbit. The verification of (3.2) is straightforward: 
in addition to (1.30) one should use 

[P,A®A]=O. (3.6) 

Notice that (3.4) is the naive lattice version of the operator L of the con­
tinuous auxiliary linear problem, 

L=~-Saaa 
dx A ' 

(3.7) 

which appeared in the HM model forg=su(2) (see§ 1). Thus (3.4) provides 
a lattice version of the continuous g-invariant magnet for the case 
g=su(N). 

Since (3.2) is multiplicative, a product L(A) of the simplest matrices, 

(3.8) 
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also satisfies the fundamental Poisson brackets (3.2). Of course, the dynam­
ical variables s~> entering into L(il(A,) are in involution for distinct i. Expres­
sion (3.8) is the lattice analogue of the multi-pole matrix U(A-) in (1.55) with 
simple poles. Conversely, by taking various continuum limits of (3.8) one 
can obtain a rational matrix U(A-) of the general type, in particular with mul­
tiple poles. 

We thus have constructed a large set of matrices L(A-) that describe inte­
grable lattice models and are associated with rational r-matrices for the Lie 
algebra g =su(N). The construction of L(A-) satisfying the fundamental Pois­
son brackets (3.2) with rational r-matrices for other classical series of Lie 
algebras is more difficult and will not concern us here. 

We shall now tum to the fundamental Poisson brackets (3.2) with trig­
onometric and elliptic r-matrices. Here we can only suggest to look for suit­
able combinations generalizing (3.4) and satisfying the quasi-periodicity 
conditions 

L(A, +ro;) =0; L(A-), i = 1, 2. (3.9) 

In the case of g = s u (2) and the fundamental representation, we already 
know the simplest matrix L(A-): this is the one for the LLL model (see 
§ 111.5). Its trigonometric degenerate case gives the matrix L(A-) for the par­
tially anisotropic LHM model, or for the LSG model if one takes another 
real form. Similar expressions exist for g =su(N) for any N, but we will not 
write them explicitly. Knowing the simplest L(A-)'s we may construct more 
complicated ones using (3.8). 

Notice that the averagi!lg procedure of § 2 introduced for continuous 
models can also be extented to the lattice case. Let L(A-) satisfy the funda­
mental Poisson brackets (3.2) with a rational r-matrix. Setting 

(3.10) 

we can write (3.2) as 

(3.11) 

where r<n-ml(A,) was defined in (2.4). Taking a formal product of(3.11) over 
all n and m we come down to relation (3.2) that involves the matrix 

(3.12) 
n= -oo 

and the r-matrix ,A • (A,) given by (2. 7). This method, however, needs substan­
tial justification which is beyond the purposes of the book. 
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These few remarks about lattice models is all we wanted to say here. The 
classes of Ln (A.) displayed above include the models discussed in the book 
and allow for interesting generalizations. 

Thus, in this and the two previous sections, the auxiliary linear problems 
for integrable models and the corresponding fundamental Poisson brackets 
were discussed from a general standpoint. The most complete geometric in­
terpretation was obtained for continuous models with a rational r-matrix. 
The associated fundamental Poisson brackets were shown to be generated 
by a special infinite-dimensional Lie algebra ~((g)); the corresponding con­
tinuous models have the highest degree of symmetry. Continuous models 
with trigonometric and elliptic r-matrices have a partially broken symmetry 
and were described in less detail. In particular, the analogue of the algebra 
~o((g)) was not defined. Finally, when dealing with lattice models, we in 
fact restricted our analysis to suitable substitutions. Nevertheless, at least 
for the rational r-matrix associated with su(N), these substitutions in the 
continuum limit give the whole class of the matrices U(x,A.) described in§ 1. 
The role of the Lie algebra ~o((g)) is transferred in lattice models to an ob­
ject which is rather a Lie group, but a detailed discussion of this topic can­
not be persued here. This brings us to the end of the exposition of our clas­
sification scheme for integrable models. 

§ 4. Geometric Interpretation of the Zero Curvature 
Representation and the Riemann Problem Method 

The Riemann problem of factorization of matrix-valued functions 
played a significant role in our book. Firstly, it was used to solve the inverse 
problem- the problem of inverting the mapping ff (see §§ 11.1-3, 11.6 of 
Part I and §§ 11.2, 11.5) and so was a constituent part of the method for 
solving the initial value problem for integrable nonlinear equations. In par­
ticular, the zero curvature representation for these equations was a conse­
quence of the Riemann problem formalism. Secondly, in § 1.6 the Riemann 
problem was used to outline a method for constructing a large class of spe­
cial solutions of the general zero curvature equation, the dressing proce­
dure. In this section the method for solving the initial value problem for 
integrable nonlinear equations and the dressing procedure will be discussed 
from a general standpoint. More specifically, we shall outline a geometric 
scheme which gives rise to Hamilton's equations possessing a rich set of 
integrals of the motion in involution and admitting a zero curvature repre­
sentation. The dressing procedure is incorporated in the scheme in a natural 
way. The key role in the scheme is played by the infinite-dimensional Lie 
algebra ~((g)) with two commutators [,] and [,]0, and its central exten­
sion. 
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The construction will be divided into several steps. First, in Subsection 1 
we shall consider a model situation, starting with a finite-dimensional Lie 
algebra g. This will serve to introduce and illustrate the geometric tech­
niques for constructing integrable equations and their solution via a factori­
zation problem in the Lie group G. Then in Subsection 2 g will be replaced 
by the infinite-dimensional Lie algebra ~(g) consisting of functions of x 
with values in g, and its central extension. This will give rise to the zero 
curvature representation and the monodromy matrix of the auxiliary linear 
problem in a natural way. The final scheme of Subsection 3 will result from 
replacing g in Subsection 2 by the current algebra C(g) thus leading to the 
Lie algebra ~((g)). So the variables x and It are brought into action in re­
verse order compared to § 1. The abstract factorization problem of Subsec­
tion 1 will become in Subsection 3 the traditional Riemann problem of ana­
lytic factorization of matrix-functions. 

1. The factorization problem as a method for constructing integrable 
Hamiltonian equations and their solutions 

Let G be a finite-dimensional Lie group such that its Lie algebra g can be 
split into a linear sum of two subalgebras 

(4.1) 

Let P ± be the corresponding projection operators, 

(4.2) 

Let 

(4.3) 

and define a second Lie structure on g with the commutator given by 

(4.4) 

where[,] is the original commutator in g (cf. § 1). On the phase space g* we 
consider the Lie-Poisson brackets{,} and {,}0 associated with the Lie brack­
ets[,] and [,]0, respectively. Let /(g) denote the annihilator of the Poisson 
structure{,}, the algebra of Casimir functions consisting of invariants of the 
coadjoint action Ad* of Gong*: for f(u) in /(g) we have 

f(Ad*g·u)=f(u) (4.5) 

for all g in G. 
The remarkable property of the Poisson structure {,}0 is that /(g) is an 

involutive algebra with respect to {, }0 • 
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To prove this we shall use an invariant definition of the Lie-Poisson 
bracket given by (1.2). For any functionf(u) on g* let Vf(u) denote its gra­
dient which is an element of g defined by 

(4.6) 

With this notation, (1.2) can be written as 

(4.7) 

where u is a point of g* at which the Poisson bracket is evaluated, and (,) is 
the pairing between g and g* (see§ 1). In particular, settingj;(u)=ua ~a and 
fz(u) = f(u) with f(u) in /(g), we find 

(u, [Vf(u), ~])=0 (4.8) 

for any element ~=~axa of g. Now the involutive property of the algebra 
/(g) is obvious: for any functions j 1 (u), j 2 (u) in /(g) we have 

{JJ.fz}o(u)= -(u, [R Vj1(u), Vfz(u)])-(u, [VJJ(u), R Vfz(u)])=O, (4.9) 

since every term on the right hand side vanishes in view of (4.8). 
We thus have obtained a large family of functions which are in involu­

tion with respect to the Poisson bracket {,}0 • It is natural to look at Hamil­
ton's equations of motion defined by these functions. They have the form 

dua 
dt = {j, Ua}o(u), (4.10) 

where a function f from I (g) is the Hamiltonian. In view of ( 4.8) these equa­
tions may be written as 

dua 
dt = -(u, [R Vf(u), VuaD=(ad*(R Vf(u))·u)a, (4.11) 

or 

(~~, ~) = -(u, [R Vf(u), ~]) (4.12) 

for all ~ in g. In the semisimple case this equation can be given a more 
elegant form: for a point U in g, 
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(cf. (1.32)) it becomes 
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dU 
- = [RVf(u), U]. 
dt 

(4.13) 

(4.14) 

The representation of (4.10) in the form (4.12) or (4.14) is of crucial im­
portance. We shall presently see that it leads to a method for solving the 
initial value problem ua(t)i 1 ~o=U~ for the nonlinear equation (4.10) in 
terms of a factorization problem in the Lie group G. 

Let G ± be the subgroups of G associated with the Lie subalgebras g ±. 

For any g in G sufficiently close to I there is a factorization 

(4.15) 

with g ± in G ± ; the decomposition is unique if g ± are also supposed to be 
close to the unit element of G. The factorization problem (4.15) is the abstract 
analogue of the Riemann problem. 

We will show how ( 4.15) allows us to solve the nonlinear equation ( 4.1 0). 
Consider a one-parameter subgroup of G given by g (t) = exp {- t V f( u0)) and 
the associated family of factorization problems (for t small enough) 

(4.16) 

with g±(t)i 1 ~o=l. The solution of the equations of motion (4.10) with initial 
condition u0 is then given by 

u(t) =Ad* g:;: 1 (t) · u0 = Ad* g _ (t)u 0 , (4.17) 

or 

(4.18) 

for all .; in g. 
The two representations for u(t) in (4.17) or (4.18) coincide due to the 

relation 

Ad*g(t)·u0 =u0 , (4.19) 

whose infinitesimal version is given by ( 4.8). 
For the proof let us differentiate (4.16) with respect to t and write the 

result as 
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g+ 1(t) ~~ (t)g- 1(t)g+(t)=g+ 1(t) d~t+ (t) + d~; (t)g= 1(t). (4.20) 

Recalling that~~ (t)g- 1(t)=- Vf(u0) and setting 

-1 dg+ f: dg I 
~ + (t) = g + dt (t), ., - (t) = dt- (t) g = (t), (4.21) 

we find 

(4.22) 

It is not hard to see that the left hand side of this equation equals 
- Vf(u(t)). To show this one must use that f(u) is Ad*-invariant, hence 

f(u)= f(Ad*g+ 1(t)u), (4.23) 

then differentiate this equation with respect to u and use ( 4.17). In other 
words, the gradient of an Ad*-invariant function "transforms by conjuga­
tion". As a result, we get the decomposition 

so that 

Now, differentiating (4.18) with respect tot we find 

and 

Since 

(d~~t), ~) = (uo, d~1+ (t)~g+ 1 (t)) 

- (uo,g+(t)~g+l(t) d~t+ (t)g+l(t)) 

= (u(t), [~ +• ~]) 

( du(t) ) 
----;JI'~ = -(u(t),[~-·~1). 

H~+(t)-~_(t))= -R Vf(u(t)), 

(4.24) 

(4.25) 

(4.26) 

(4.27) 

(4.28) 

by virtue of (4.26)-(4.27) we conclude that u(t) satisfies (4.12) or (4.10). 
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Thus we have shown that the solution of the nonlinear equation (4.10) 
reduces to constructing a one-parameter subgroup g(t) and solving the fac­
torization problem (4.16). Both these problems are linear. In other words, in 
a model finite-dimensional situation we have explained the linearization 
procedure for Hamilton's equations of special form (4.10). As we have seen, 
it already contains the principal aspects of the inverse scattering method, 
i.e. the Hamiltonian structure of the equations of motion, the existence of a 
set of integrals of the motion in involution, and a method for solving the 
initial value problem by means of the factorization problem. The scheme is 
based, in essence, on a single formula that describes the splitting of the ori­
ginal Lie algebra into the sum of two its subalgebras. 

2. A central extension of the Lie algebra ~(g) and the zero curvature 
equation 

Consider the Lie algebra ~(g) of functions q(x) with values in a finite 
dimensional Lie algebra g. We shall assume, for definiteness, that q(x) satis­
fies the periodic boundary conditions 

q(x+2L)=q(x). (4.29) 

The algebra ~(g) is spanned by the generators Xa(x), -L<.x<L, with the 
commutator 

(4.30) 

( cf. (1.34)). 
We shall suppose that g has an invariant bilinear form(,) and introduce 

a central extension ~(g) of the Lie algebra ~(g) defined by the Maurer-Car­
tan 2-cocycle 

(4.31) 

The elements of ~(g) are representend by pairs !=(q(x), o) where q(x) lies 
in ~(g) and a is a complex number; the commutator is 

l!, 771 = ([q(x), 7J(x)], w(q, 77)). (4.32) 

The Jacobi identity for (4.32) holds in view of the cocycle property 

(4.33) 

which follows from (4.31) by integrating by parts and usin~ the invariance 
of(,). Elements of the fqrm (0, a) constitute the center of ~(g). 
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The generators of @(g) are the Xa(x) and/; their commutation relations 
are 

[Xa (x), Xb(y)] = c~b Xc(x)o(x-y) + Kab o'(x-y) I' (4.34) 

[Xa(x), /]=0 (4.35) 

(cf. (4.30)) where o'(x-y) indicates the derivative of the delta function 
o(x-y) with respect to the argument. Here 

(4.36) 

where the Xa are the generators of g. 
The dual space @*(g) of the Lie algebra @(g) is formed by elements ii 

with coordinates (ua(x), c); the corresponding pairing is given by 

L 

u(!) = (ii, !)= I Ua(X) ~a(x)dx+ca. (4.37) 
-L 

The coadjoint action of the center of@(g) is trivial, so that the ad*-action of 
@(g) reduces to the action of ~(g) which will be denoted by the same sym­
bol. By definition, we have 

(4.38) 

where ~(x)= ~a(x)Xa. If Kab is nondegenerate, which will be assumed from 
here on, (4.38) can be written in an elegant manner 

(ad*~· U)(x)=c d~~) + [~(x), U(x)], (4.39) 

where U(x) is a g-valued function associated with ii=(ua(x), c) according to 

(4.40) 

(cf. (4.14)). The last formula defines an identification of the dual space 
~*(g) with ~(g). 

The action ad* of the Lie algebra ~(g) lifts to the action of the Lie group 
~(G) consisting of periodic functions g(x) with values in the Lie group G: 

(Ad*g· U)(x)=c d~~) g- 1(x)+g(x) U(x)g- 1(x), (4.41) 
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which is an extension of the usual action Ad* (by conjugation). 
It is appropriate to compare the last formula with the gauge transforma­

tion introduced in § 1.2 of Part I. The comparison shows that the element 
u = (ua (x), c) is conveniently associated with the differential operator 

d 
L=c dx- U(x). (4.42) 

Then the Ad*-action ofrfl(G) can be expressed as 

Ad*g·L=g(x)Lg- 1(x), (4.43) 

where the right hand side is understood to be the composition of multiplica­
tion operators by the functions g(x) and g - 1 (x) with the differential opera­
tor L. The monodromy "matrix" 

.r'. 1 L 
T(u)=exp- J U(x)dx 

C -L 
(4.44) 

is a G-valued functional on W*(g); its transformation under Ad* is given by 
T-+g(L)Tg- 1(L) (where we have used that g(x) is periodic). Hence the in­
variants of the finite-dimensional action Ad of G 

Adg· T=g Tg- 1 (4.45) 

are invariant under the action Ad* ofrfl(G) and generate the algebra /(W(g)) 
of Casimir functions of W(g). In fact, if the monodromy matrices T(u1) and 
T(u2) are conjugate to one another in G, 

(4.46) 

then 

(4.47) 

where 

(4.48) 

and 

F1(x)lx= -L=F2(x)lx= -L=I, (4.49) 

is a periodic function and so belongs to rf!(G), and 

(4.50) 
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Suppose now that the Lie algebra g admits the splitting (4.1). Then in the 
reasoning of Subsection 1 g may be replaced by '&(g). More precisely, in 
accord with ( 4.1) we split '&(g) into a linear sum of two subalgebras, 

'&(g)='&+ (g)+'&- (g), (4.51) 

where '& ± (g)='& (g ± ), and define a second Lie bracket on 'ii? (g) by 

[(~(x), o-), (17(x), r)]o 

= ([~ + (x), 17+ (x)]- [~ _ (x), 17 _ (x)], m(~ +• 77+) -m(~ _, 17 _)), (4.52) 

where ~(x)=~+(x)+~_(x), 17(X)=17+(x)+77-(x). The corresponding Lie al­
gebra will be denoted by 'ii?0 (g). It is obtained from the Lie algebra '&0 (g) 
with the commutator 

[~(x), 77(x)]0 =[R~(x), 77(x)]+[~(x), R77(x)] (4.53) 

(cf. (4.4)), where the operator R is determined by the splitting (4.51) accord­
ing to ( 4.3), by means of a central extension with the 2-cocycle 

m0(~, 17)=m(R~, 17)+m(~, R77). (4.54) 

Now we define the Lie-Poisson brackets {,} 0 on the phase space 'ii?*(g) 
and consider Hamilton's equations of motion 

au. {f. _1 iit= ,u o. (4.55) 

with ii=(ua(x), c) andf(ii) lying in J('ii?(g)). Comparing the general formula 
(4.11) of Subsection 1 with (4.39) we find that in terms of U(x) = ua(x)Aa 
equation (4.55) becomes 

a ~;x) = c a :;x) + [ V(x), U(x)], (4.56) 

de= 0 
dt , (4.57) 

with 

V(x)=R Vf(u) (4.58) 

and 
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of Vf(u) = -s: - Xa. 
uua(x) 

(4.59) 

We see that the phase space ~*(g) stratifies into the Poisson submanifolds 
c=const. On the reduced phase space W*(g) with c= 1 Hamilton's equation 
(4.55) turns into the zero curvature equation. Its integrals of the motion are 
given by elements of the Casimir algebra /(~(g)), i.e. by invariants of the 
monodromy matrix (4.44) (for c= 1). The functional dimension of /(~(g)) is 
equal to the dimension of the Cartan subalgebra of g. 

This closes our description of the general scheme which gives rise to 
Hamilton's equations possessing integrals of the motion in involution and 
admitting a zero curvature representation. However, the previously dis­
cussed zero curvature representations connected with integrable models in­
volve the matrices U and V that depend not only on x and t but also on the 
spectral parameter .A. This is a specialization of the general scheme for the 
case when the current algebra C(g) (see § 1) is taken in place of the Lie 
algebra g. 

3. Realization of the general scheme for the Lie algebra W((g)); the Rie­
mann problem and a family of Poisson structures 

Let us replace the Lie algebra g in the discussion of Subsection 2 by the 
current algebra C(g) with the splitting (see § 1) 

C(g) = c +(g)+ c- (g). (4.60) 

To be able to define the corresponding current group, we have to modify the 
definition given in§ 1. Specifically, we shall suppose C(g) to consist of func­
tions g(.A) with values in g which are analytic in <C\{0}. The subalgebras 
C +(g) and C _(g) will then consist of functions g + (.A) and g _(.A) analytic in 
<Cor (<C\{O})u{oo}, respectively, with g_(oo)=O. (Other definitions of C(g) 
and C±(g) are also possible, one of them will be encountered in§ 5.) The 
Lie groups C(G) and C±(G) consist of G-valued functions g(.A) and g±(.A) 
analytic in their respective domains with the normalization condition 
g _ ( oo) =I. The factorization problem 

g(.A) =g + (.A)g- (.A) (4.61) 

in the Lie group C(G) may be interpreted as a Riemann problem for a con­
tour which separates the points A= 0 and .A= oo. 

Every invariant bilinear form (,) on g gives rise to an infinite family of 
invariant forms (, )P on the current algebra C(g) given by 

(4.62) 
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Each such form gives rise to a 2-cocycle on the Lie algebra ~((g)) 
=~(C(g)), 

(4.63) 

which defines its central extension ~p((g)). The Lie algebra ~p((g)) is spanned 
by the generators Xa,k(x) and I with the commutator 

[Xa,k(x), l]p =0. (4.65) 

The splitting ( 4.60) allows us to introduce a second structure of a Lie 
algebra on ~((g)) and a related family of Lie-Poisson brackets {,}p on the 
reduced dual space ~*((g)) with coordinates ua,k(x): 

{

- c~b Uc,k+l(x)o(x-y)-KabOk+l, -p-1o'(x-y) 
for k, 1-;;,0, 

{ua,k(x), ub,J(y)}p = c , 
CabUc,k+J(x)o(x-y)+KabOk+l. -p-10 (x-y) 
for k, I< 0, 0 otherwise. 

(4.66) 

Of course, the non-ultralocal term ±Kabo'(x-y) appears in only one line 
on the right hand side of ( 4.66), namely in the upper one for p < 0 and in the 
lower one for p > 0. For p = 0 it does not appear at all, and so we recover the 
ultralocal Poisson brackets of § 1. 

Thus, the discussion in § 1 is completely covered by the general scheme. 
It also becomes clear why it is natural to consider the differential operator L 
of the auxiliary linear problem and the invariants of the associated mono­
dromy matrix. 

In the general case, the coadjoint action ad: of the Lie algebra ~((g)) on 
the reduced phase space ~*((g)) is given by 

ad:~· U(x,A-)=IIP ~ (x,A-)+[~(x,-1), U(x,-1)] (4.67) 

(cf. (4.39)). Hence Hamilton's equations of motion with a Hamiltonianffrom 
the Casimir algebra /(~((g))) 

oU(x,-1) = {f, U(x,A-)}p=iid* R Vf· U(x,-1) at (4.68) 
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take the form of a zero curvature equation upon replacing U by 

Up(x,A.)=A. -p U(x,A.). (4.69) 

Equations (4.68) for different pare essentially equivalent. More precisely, 
Hamilton's equation (4.68) for P=P1 with the Hamiltonianf1 can be written 
as an equation of the same form for p=p2 with the Hamiltonian.fz which is 
simply related to f1· For instance, if fi is given by 

f1(U(x, A.))=ResA_N P(T(U( ·,A.))), (4.70) 

where P is some invariant of the monodromy matrix T( U( ·,A.)), then f 2 is 
given by 

f2(U(x, A.))= ResA_N+p2-P• P(T(U(., A,)A_P.-P2)). (4.71) 

For the proof we notice that since A, is a parameter in the definition of 
the monodromy matrix (4.44), there is a general expression for Vft. 

(4.72) 

where M (x, A) is a function of x and A, with values in g which depends on A, 
only through U(x,A.), M(x,A.)=M(U(·,A.),x). It follows that 

(4.73) 

so that the zero curvature equations engendered by the corresponding Hamil­
ton equations (4.68) coincide upon replacing U(x,A.)-+ U(x,A.)A_P2-P•. 

The Poisson submanifolds Ct,M for the Lie-Poisson bracket {,}0 defined 
in § 1 are also Poisson submanifolds for the Lie-Poisson brackets {,}P for 
p = - N, ... , M. The expressions for the corresponding Lie-Poisson brackets 
may be obtained from (4.66) by setting Ua,k=O for k";;J>N, k< -M. Formula 
(4.69) shows that Hamilton's equation (4.68) expressed as a zero curvature 
equation is more conveniently studied on the phase space Ct -p, M +p· The 
corresponding elements UP (x, A,) in this case all have the same structure 

N-1 
Up(x,A.)= L u~k(x)Aa A, -k- 1 (4.74) 

k~-M 

and the phase spaces can be identified with one another in a natural way. In 
the next section we shall see for the NS model, where N = 0, M = 2, that the 
brackets {,}P give rise to the A-operator and the hierarchy of Poisson struc­
tures introduced in § 111.5 of Part I. 



§ 4. Geometric Interpretation 555 

4. Geometric interpretation of the dressing procedure 

The dressing procedure for the general zero curvature equation 

(4.75) 

was explained in § 1.6, with the following result. Given the input data 
U(x, t,A.) and V(x, t,A.) which are rational functions of A. with values in the 
Lie algebra g of the Lie group G and satisfy (4.75), we were able to construct 
a new solution, UY(A.) and VY(A.), of (4.75) parametrized by an element g of 
C(G), the Lie group of functions g(A.) on the contour r in <C with values in 
G. To do so we took a solution of the compatible system of equations 

oF 
- = U(x, t,A.)F, ox 

oF - = V(x, t,A.)F ot 

and solved for each x and t the factorization problem 

Fg p-I (A.)= (Fg p- 1)+ (A.)(Fg p- 1)_ (A.), 

(4.76) 

(4.77) 

(4.78) 

where the functions h+(A.)=(FgF- 1)+(.1.) and h_(A.)=(FgF- 1)_(.1.) have an 
analytic continuation inside or outside the contour r, respectively. After 
that we set 

(4.79) 

and then UY(A.) and vY(A.) were determined by 

(4.80) 

This operation preserves the pole divisors of U(A.) and V(A.) or, in our new 
terminology, the Poisson submanifolds that have finite dimension for fixed 
x (see § 1.6 and § 1). 

Here we shall elucidate the meaning of dressing transformations regarded 
as transformations in the phase space ~*((g)) of functions U(x,A.). 

It is not hard to see that if two successive transformations are defined by 
the functions g1 (A.) and g2 (A.) then 

(4.81) 
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In fact, using both expressions (4.79) and the elementary relations 

(g+f)- =f-' (gf_)_ =g_f_ 

we find 

(F9z)9' = (F9zg1 p9z-')_ p9zg]1 

=((Fg2F) +1 Fg1g2F_ 1(Fg2F_ 1) =1)_ ·(Fg2F- 1)_ Fgi 1 g1 1 

=(Fg1g2F- 1)- ·F(g1 g2)- 1 =F9' 92 • 

(4.82) 

(4.83) 

However, in general there is no such group property for elements U 9 of 
phase space. The point is that the expression for U in terms of F given by 
(4.76) is invariant with respect to right multiplication F-+Fg which does not 
commute with the above action of C(G), F-+F9. This may be remedied by 
fixing the value of F(x,A-) at one point x, say, at x= -L, 

(4.84) 

The modified dressing 

(4.85) 

preserves the boundary condition ( 4.84) but is no longer an action of the 
group C(G). 

Remarkably, there exists a group such that (4.85) defines its group action. 
It coincides with C(G) as a point set, but has a different multiplication law 

(4.86) 

where g=g+g- and f=f+f- (under the assumption that the factorization 
problem in C(G) has a unique solution). We shall denote this group by C0 (G), 
and let C + (G) and C _ (G) be the subgroups whose elements have the same 
analyticity properties as g + and g _,respectively. These subgroups commute 
with one another in C0 (G) and the multiplication law in each of them is 
given by 

(4.87) 

A comparison with (1.22)-(1.23) shows that the Lie algebras of C0 (G) and 
C± (G) coincide (up to the sign of the commutator) respectively with the Lie 
algebras C0 (g) and C ±(g) introduced in § 1. 

Let us now verify that (4.85) defines an action of C0 (G). The verification 
is quite similar to ( 4.83): 
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(Ff)g =(Ff g pf-')_ pf g =I 
=((Ff p-1) +1 Ff+ gf_ p-I(FfF-1) =1)_ ·Ff=l g=l 

=(Ff+ g+ g _f_ p-1)_ ·F(g_f_)-1 =Fgof. 
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(4.88) 

The formula 

(cf. (4.41)) carries this action over to the phase space ~*((g)). Moreover, the 
transformation U-+ U9 is only defined in a certain extension of C*((g)) since 
in general it violates the periodicity condition. We will not go into details 
here. 

It is appropriate to compare the dressing formulae (4.78), (4.89) with the 
formulae (4.16)-(4.17) for the solutions of the equations of motion within 
the general scheme of Subsection 1. They have practically the same struc­
ture but the matrices to be factorized in (4.78) and (4.16) differ at first sight: 
the dressing procedure involves an arbitrary matrix g(A) conjugated by the 
solution F(x, A) of the auxiliary linear problem, whereas in order to solve the 
equations of motion we must factorize the function exp{-tVf(U(x,A))}, 
where f( U) belongs to the Casimir algebra I (YF ((g))). Nevertheless, it can be 
shown that 

exp{-t Vf(U)} =Fg0 (A, t)F- 1 , (4.90) 

where F(x, A) is a solution of the auxiliary linear equation for the initial 
value U(x, A) and g0 (A, t) takes values in a Cartan subgroup K of G that 
does not depend on t. In fact, consider a function h(A) which carries the 
monodromy matrix into a function with values in a fixed Cartan sub­
group K, 

T(U( ·,A)) =h(A) T(U(., A))h - 1 (A) =h(A) exp C(A)h - 1 (A), (4.91) 

where C(A) takes values in the corresponding Cartan subalgebra f. It follows 
from ( 4.46)-( 4.50) that 

U(x,A)=Ad*h(x,A)· U0 (A), (4.92) 

where 

Uo(A) = 2~ C(A), h(x,A)=F(x,A)h(A)exp(- \+LL C(A)) (4.93) 



558 Chapter IV. Lie-Algebraic Approach 

and F(x, A.) satisfies the auxiliary linear equation with the boundary condi­
tion ( 4.84). Recalling that the gradient of an invariant function transforms 
by conjugations, we have 

Vf( U(x, A.)) =F(x, A.)h(A.) V f(U0)h - 1 (A.)F- 1 (x, A.). (4.94) 

Now, Vf(U0 ) lies in the same Cartan subalgebra las U0• Hence (4.90) is an 
immediate consequence of (4.94). This observation shows that the dynamics 
flow is naturally incorporated in the general dressing group. In particular, 
this implies once again that the dressing procedure carries the set of solu­
tions of the equations of motion into itself. However, unlike the dynamical 
transformations, the general dressing transformation is not a Hamiltonian 
one. 

With this we close the description of a general geometric set-up for the 
inverse scattering method. Of course, our presentation was incomplete. The 
analytical justification of the formal infinite-dimensional constructions de­
veloped above is beyond the scope of the book. Nevertheless, we decided to 
outline the general scheme because it seems to be a faily elegant one and 
illuminates the main structures of the inverse scattering method used 
throughout the book in the study of particular models. 

§ 5. The General Scheme as Illustrated with the NS Model 

To close the book, we shall return to our basic example - the NS model -
in order to show how the method for solving it developed in Part I agrees 
with the general geometric discussion of this chapter. More precisely, we 
will show in what sense the Riemann problem that was used to solve the 
initial value problem in Chapter III of Part I is interpreted as a factorization 
problem of § 4. Besides, we will relate the hierarchy of Poisson structures 
and the generating A-operator defined in § 111.5, Part I, to the family of 
Poisson structures in Subsection 3 of § 4. This will provide a proof for the 
Jacobi identity as was promised in § 111.5 of Part I. 

When dealing with the Riemann problem we shall restrict our attention 
to the rapidly decreasing case and assume that there is no discrete spectrum. 
The solution of the initial problem for the NS equation via the Riemann 
problem given in § 111.3, Part I, amounts to the following: given the initial 
data lf!(x), ljt(x) one determines the transition coefficient b(A.) and solves a 
family of regular Riemann problems 

G(x, t,A.)=G+(x, t,A.)G_(x, t,A.), (5.1) 

with 
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iA 2 t 0 •. 2 t 

=e_2_""3 G(x,.A)e --z-""3 , s=signx (5.2) 

and 

G(x,.A)=G(x, O,.A). (5.3) 

The contour r is taken to be the real axis; the solution G ± (x, t, A,) is re­
quired to have an analytic continuation into the half-plane ± Im.A > 0 which 
is nondegenerate and normalized to I as I-AI-+ oo: 

(5.4) 

The matrix U(x, t, .A) of the auxiliary linear problem is expressed in terms of 
G±(x,t,.A) as 

, _ 1 , oG+ , .A _ 1 , , 
U(x, t,A) = -G + (x, t,A) -- (x, t,A) + -2 . G + (x, t,A)a3 G+(x, t,A) ox l 

oG_ , _ 1 , .A , G-1 , 
=--(x,t,A)G_ (X,t,A)+-----;G_(x,t,ll-)0"3 _ (x,t,A). ox 21 

(5.5) 

With the notation of § 4 these formulae are compactly written as 

U(t)=Ad* G:;: 1(t) (A-2~3 ) =Ad* G_ (t) (A-2~3 ), (5.6) 

where the dependence on x and A, is suppressed, as will often be done is 
what follows. 

Using (5.6) and the group property of Ad*, we find an expression for the 
solution U(t) in terms of the initial data U0 = U(t)l,-o, 

(5.7) 

where the matrices h ± (t) are given by 

(5.8) 

h_ (x, t,.A)= G _(x, t, .A)G= 1(x, 0, .A). (5.9) 

These matrices solve the factorization problem 

(5.10) 
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where h(t) is given by 

iA. 2 t 
-1 -2-0'3 

h(x,t,A)=G+ (x,O,A,)e G+(x,O,A,) 

iA. 2 t --z-a3 t 
x G _ (x, 0, A,)e G= (x, 0, A,) (5.11) 

and so is expressed through the solution of the Riemann problem (5.1) for 
t = 0 which is uniquely determined by the initial data U0• 

Expressions (5.7) coincide with the general formulae (4.17) from Subsec­
tion 1 of § 4 for the solution of the initial value problem for the abstract 
Hamilton equation ( 4.1 0), which is a zero curvature equation as shown in 
Subsection 2 of§ 4. However, the general factorization problem (4.16) dif­
fers from the Riemann problem (5.10): the former deals with the factoriza­
tion of a one-parameter matrix subgroup g(t)=exp{-tVH(U0 )} whereas 
the matrices h(t) involved in the latter problem do not make up a one­
parameter subgroup. 

To coordinate the two ways of solving the initial value problem we no­
tice that (5.7) determines h::;. 1(t) and h_(t) up to right factors from the cen­
tralizer of U0 with respect to the action Ad*. Obviously, the matrices 
F(x,).,) C(A,) p-t (x, )., ), where F(x,).,) is a solution of the auxiliary linear prob­
lem with matrix U0 (x, A,) and C(A,) is an arbitrary matrix, lie in the centralizer. 
With this in mind we introduce the matrices 

(5.12) 

iA 2 t 
-2-a3 -t 

g_(x, t,A)=h_(x, t,A,)G_(x, O,A,)e G _ (x, 0,).,), (5.13) 

which satisfy 

g + (t) g- (t) = g(t)' (5.14) 

with 
iA. 2 t 

-1 -2-0'3 
g(x,t,A)=G+ (x,O,A,)e G+(x,O,A,). (5.15) 

The matrices g(t) now form a one-parameter subgroup, and comparison 
with ( 4.90) shows that 

g(t)=e-tVH<Vol. (5.16) 

Thus (5.14) gives a realization of the abstract factorization problem for the 
case of the NS model. Expressions (5.12)-(5.13) indicate the functional 
classes that contain the required matrices g ± (x, t, )., ) : these have an analytic 
continuation into the half-planes ± Im)., > 0 with the following asymptotic 
behaviour, as I AI-+ oo, 
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g+(x, t,A-)=1+0 ( 1~ 1 ), (5.17) 

(5.18) 

We thus have a formal agreement between the concrete Riemann problem 
for the NS model and the abstract factorization problem of Subsection 1, 
§ 4. It should be noted, however, that we have not stated the abstract fac­
torization problem in the infinite-dimensional group <iF((G)) (or even in the 
corresponding Lie algebra) for the case of rapidly decreasing boundary con­
ditions. Therefore the above reasoning should be regarded as defining such 
a problem on a particular orbit associated with the NS model. This exam­
ple shows that the application of the general scheme of § 4 to a given non­
linear equation associated with a particular orbit requires additional analy­
tical investigation of the corresponding auxiliary linear problem, which 
would give rise to a suitable Riemann problem. This concludes our discus­
sion of the role of the factorization problem in solving the initial value prob­
lem for integrable nonlinear equations. 

We shall now proceed to describe the geometric meaning of the A-oper­
ator defined in § III.5, Part I, and the associated hierarchy of Poisson struc­
tures. We recall the relevant definitions (for simplicity, we consider only the 
rapidly decreasing case and assume x= -1). The phase space .At() with 
coordinates 1/f(X), tjl(x) is equipped with the basic Poisson structure 

{/, g} =(grad/, gradg}=i I tr(gradj(x)cr3gradg(x))dx, (5.19) 

where for any observable f 

(5.20) 

In addition to (5.19) we have introduced a hierarchy of Poisson structures 

{/, g}<k> =(gradJ,Ak grad g) 
co 

=i I tr(gradj(x)cr3Akgradg(x))dx, (5.21) 

k = - oo, .•• , oo. Here A is an integro-differential operator acting on off­
diagonal matrices F(x) according to 
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AF(x)=ia3 (~: (x)-[U0 (x), d- 1([U0 ( • ), F( · )])(x)]), (5.22) 

where 

(5.23) 

and(,) stands for the bilinear form given by the integral in (5.19). Obviously, 
{'} = {'} (0)· 

In § 111.5, Part I, the Jacobi identity for the Poisson brackets {,}<k> was 
left unverified. Here we shall indicate the geometric meaning of the Poisson 
structure {,}(1) and prove the Jacobi identity. 

In Subsection 3 of the preceding section we defined a family of Poisson 
structures {,}p,p= -N, .. . , M, on the phase space C~.M· In particular, it was 
shown that the zero curvature equation for a matrix U(x, A.) of the form 

U(x,A.)=A. J + Q(x), (5.24) 

where for g=su(2) we have 

(5.25) 

may be written in Hamiltonian form in three ways; in what follows we shall 
be interested in only two of them. The first one involves the phase space c~.2 
consisting of matrices U(x,A.) of the form (5.24) with the Poisson bracket {,)0 : 

IJa, Jb}o=O, {Ja, Qb(x)}o=O, 

{Qa(x), Qb(y)}o=6abc lcD(x-y), 

(5.26) 

(5.27) 

the second one makes use of the phase space Ct, 1 consisting of matrices 

U(x,A.)=J + Qix) with the Poisson bracket {,}_ 1 : 

(5.28) 

The zero curvature equation in the latter case is written for the matrix 
U(x,A.)=A. U(x,A.) which has the same structure as (5.24). 

The NS model is associated with a particular orbit in C~. 2 given by 

(5.30) 

which is identified with the phase space 1o by setting 
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(see example 2 in§ 1). However, 1o is not a Poisson submanifold with re­
spect to the Poisson bracket l.l-1· 

We may, nevertheless, reduce the Poisson structure{,} _ 1 to the manifold 
1o if we regard the equations Q3(x)=O as constraints. To do so we shall 
calculate explicitly the corresponding Poisson-Dirac bracket given by 

00 00 

{f, g}'!'..1 = {f, g} -1 + f J {f, Q3(x)} -1 K- 1 (x,y){Q3(y), g) -1 dxdy, (5.32) 

where K- 1 (x,y) is the kernel of the integral operator K- 1 inverse to the 
operator K with the kernel K(x,y)= {Q3 (x), Q3 (y))_ 1• The right hand side of 
(5.32) must be restricted to the level surface Q3(x) = 0 of the constraints. 
From (5.29) we find 

so that 

where 

K(x,y)=to'(x-y), 

K- 1(x,y)=t:(x-y), 

e(x)= { 1 
-1 

for x>O, 

for x<O. 

(5.33) 

(5.34) 

(5.35) 

In particular, letting formally f = lfi(X) and g = lfl(y) or lji(y) we get the 
Poisson-Dirac brackets of the coordinates lfl(x), lji(x) 

{ lf/(X), lf/(Y) }'!'..1 = lfi(X) lf/(y)t:(X-y), (5.36) 

{ lf/(X), lji(y)}'!'.. 1 =O'(x-y) -lf!(X) lji(y)t:(x-y). (5.37) 

The same result is obtained by calculating the Poisson brackets of lfl(x), tji(x) 
according to (5.21) fork= 1. Thus we have established that the Poisson struc­
tures {,}(I) and {,}'!'.. 1 coincide. This implies, in particular, the Jacobi identity for 
the Poisson bracket {,}(1). 

To prove the Jacobi identity for all the Poisson structures {,}<k> we shall 
apply the following method. Observe that the Poisson brackets {, }0 and {,} _ 1 

on Ci1',2 are compatible in the following sense: for any a the bracket 
{,)<a>=(,)_ 1+a{,}0 satisfies the Jacobi identity. This is best verified in the 
coordinates Qa(x), a= 1, 2, 3. From (5.26)-(5.27) and (5.28)-(5.29) we de­
rive 
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{Qa(X), Qb(y)}(a) = {Qa(X), Qb(y)}_t +a{Qa(X), Qb(y)}o 

=-Babe Qc(x)8(x-y)+!8ab8'(x-y) (5.38) 

where Oa (x) = Qa (x) =ala, a= 1, 2, 3. Hence the bracket {,}(a) results from 
the Poisson bracket {,} _ 1 by a change of variables Qa (x)-+ Oa (x) in phase 
space and therefore satisfies the Jacobi identity. The reduced Poisson brack­
ets {,}(0) and {,}0 ) on the phase space 1o are compatible as well. Let us now 
consider the symplectic form .Qa associated with the Poisson bracket {,}<al. It 
is a bilinear form in off-diagonal matrices g(x), 1J(x) given by 

(5.39) 

where .Q0 is the symplectic form of the Poisson bracket {,}(o)· Since .Qa is 
closed, it follows that all the forms 

(5.40) 

are closed, which can easily be seen by expanding (A +a) -t in powers of a 
near a= 0 and a= oo. The form .Q(k) is associated with the Poisson bracket 
{,}(k) so that the fact that the former is closed implies the Jacobi identity for 
the latter. 

Of course, these arguments also show the validity of the Jacobi identity for 
the more general Poisson bracket 

{/, g}'P =(grad/, qJ(A) grad g), (5.41) 

where ({J is an arbitrary smooth function. Therefore the Poisson brackets {,} 'P 
and {,}x are compatible for any functions (/J and X· The formal proof given 
above can be made precise by assuming that A has an inverse; if A has a 
nontrivial null-space (this is the case for the A-operator (5.22)), then the 
phase space 1o must be reduced by fixing the values of the functionals 
from the annihilator. 

In § 111.5 of Part I, we also indicated another role of A, that of a gener­
ating operator for a family of integrals of the motion In in involution related 
by 

grad/n(x)=A grad/n-t (x). (5.42) 

Here we will show how this formula, which was obtained by a straight­
forward calculation in § Ill.5, Part I, results from simple geometric consid­
erations and may serve to define the family ln. 

Suppose we are given two functionals 11 and 12 such that the associated 
Hamilton equations of motion on the phase space 1o relative to the Poisson 
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brackets{,}(!) and {,}(o), respectively, coincide with one another, i.e. for any 
observable f we have 

(5.43) 

Using the compatibility of the Poisson brackets {,}(o) and {,}(1) we will show 
that this equation implies the existence of a family of functionals In that are in 
involution with respect to both Poisson brackets {,}(o) and {,}(1) and satisfy 

(5.44) 

For the proof it suffices to show the existence of a functional I3 such 
that 

(5.45) 

For that purpose we will show that the vector field 

Xf = {I2,f}(l) (5.46) 

is (locally) Hamiltonian with respect to the Poisson bracket {,}<o) i.e. 

(5.47) 

The last formula can be written as 

(5.48) 

and follows from the Jacobi identity for the Poisson bracket {,\(0)+ {,}(!)and 
the equation 

(5.49) 

which is derived from (5.43) in a similar way to (5.48). 
The explicit expressions (5.19) and (5.21) for {,}(o) and{,}(!) yield that the 

functional I3 can be determined from 

gradi3(x)=A gradi2(x). (5.50) 

The above argument may be regarded as an existence proof for this equa­
tion (in a simply connected phase space). 

The final expression for In is 

(5.51) 
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Together with the definition (5.21) of the Poisson brackets {,}(k) this implies 
that the functionals In are in involution with respect to all these Poisson 
structures; we also have a relation generalizing (5.44), 

(5.52) 

for k+l=m+n. 
For the NS model, I 1 and I 2 may be chosen to be the number of parti­

cles N 

N= J llfl(xWdx (5.53) 

and the momentum P 

(5.54) 

Relation (5.43) for the Poisson brackets {,}<o> and{,}(!) given by (5.19) and 
(5.36)-(5.37) is easily verified. Thus the above discussion yields the existence 
of a A-operator, a hierarchy of Poisson structures {,}<k>• and a family offunc­
tionals In which are in involution with respect to all these Poisson brackets. 

So, coming back to the NS model we have cast a new light on the related 
structures. The chain of ideas developed in the text is now closed, and this 
brings the book to its natural end. 

§ 6. Notes and References 

1. The Lie-Poisson bracket of the form (1.3) on the phase space g* was 
introduced and studied by S. Lie [L 1888]. This Poisson structure and the 
corresponding symplectic structure on the orbits of the coadjoint action of 
the Lie algebra g was subsequently rediscovered by different people 
[B 1967], [K 1970], [S 1970], [Ki 1972]. For an up-dated treatment of the 
properties of the Lie-Poisson bracket and the theory of Poisson manifolds 
see [W 1983]. 

2. The term current algebra for the infinite-dimensional Lie algebra 
C(g) = g ® <C[[It, It -I]] is borrowed from quantum field theory. In the mathe­
matical literature, the Lie algebra C(g) is called a loop algebra. 

3. The construction of integrable systems using the decomposition of a 
Lie algebra into a linear sum of two subalgebras was proposed by B. Ko­
stant for the case of the Toda model with free ends [K 1979 a]. In [A 1979], 
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[RSF 1979], [RS 1979], [MM 1979], [S 1980], [RS 1981] the scheme was de­
veloped further and applied to a wide class of Lie algebras including infinite 
dimensional ones. The second Lie algebra structure with commutator [, ]0 

was introduced in [MM 1979], [R 1980]. 
4. The connection between the r-matrix formulation and the Lie algebra 

C0 (g) was found in [RF 1983]. 
5. Formula (1.25) suggests an abstract definition of the r-matrix as given 

in [S 1983]: an r-matrix is an operator R in a Lie algebra g such that the 
commutator defined by (1.25) satisfies the Jacobi identity. An important 
class of r-matrices consists of those operators R that satisfy the equation 

[Rg, R17]-R([Rg, 77]+[g, R1]])= -[g, 77] (6.1) 

for any g, 17 in g, which is the so-called modified Yang-Baxter equation (see 
[S 1983]). This is precisely the equation that holds for the integral operator 
R in C(g) with the kernel r(lt- .u) of the form (1.31 ), the integral being taken 
in the sense of principal value; for It =I= .u it coincides with the usual Yang­
Baxter equation (2.3). 

6. In order to attach precise meaning to the symbols A® I and I®A in 
§ 1, the Lie algebra g must be assumed embedded into an associative algebra 
with unity (for instance, into the universal enveloping algebra U(g)); clearly, 
this notation is "functorial". 

7. A description of the algebra of Casimir functions of the Lie algebra 
CN,M(g) is given in [T 1982], [KR 1983]. 

8. Multi-pole Poisson submanifolds discussed in§ 1 have a simple inter­
pretation in terms of the Lie algebra BA over the adele ring A of the field 
<C(It) of rational functions on <C (see [C 1983]). The analogue of the decom­
position (1.16) is given by splitting gA into the sum of the subalgebra of 
principal adeles g(lt) consisting of rational functions in It with values in g, 
and the subalgebra of integral adeles g~ (a reformulation of the resolution 
of a rational function into partial fractions). The elements U(lt) of the form 
(1.55) make up a Poisson submanifold of g(lt) with respect to the action of 
the subalgebra g~. 

9. The classification of solutions of (2.2)-(2.3) with values in a simple 
algebra g is given in [BD 1982]. This paper describes all trigonometric and 
elliptic r-matrices of the form r(u)=Xab(u)ta®tb where the matrix xab(u) is 

not identically degenerate and satisfies xab(u) = 8ab + 0(1) as u-+0, and 
u 

{tal is an orthonormal basis in g with respect to the Killing form; also, a 
large family of rational r-matrices is constructed. There turned out to be a 
close connection between the problem of classification of trigonometric r­
matrices and the structure theory of affine Lie algebras. 

10. A method for constructing trigonometric and elliptic r-matrices and 
the associated fundamental Poisson brackets by means of the averaging pro-



568 Chapter IV. Lie-Algebraic Approach 

cedure was proposed in [RF 1983]. In fact, one does not get all the trigono­
metric r-matrices in this way; nevertheless, it may be shown that any such 
matrix is obtained by combining the averaging procedure with extension 
theory of linear operators due to von Neumann [BD 1982], [S 1983]. 

11. We point out that if two automorphisms of finite order,(} and(}', of 
the Lie algebra g with abelian fixed point subalgebras differ by an inner 
automorphism, then the associated trigonometric r-matrices are equivalent 
[BD 1982]. 

12. The elliptic r-matrix for n = 2 was introduced by E. K.. Sklyanin in 
[S 1979] and extended to higher dimensions in [Be 1980]. In [T 1984] it was 
interpreted as a matrix analogue of the Weierstrass zeta function. 

13. There is an analogue of the Lie algebra C0 (g) for the trigonometric 
and elliptic cases. The algebra C(g) and its subalgebra C +(g) are the same as 
in the rational case, while the analogue of C _(g) is defined by using the 
lattice A 1 or A 2• For instance, in the elliptic case it is defined as follows. Let 
~(g) be the algebra of meromorphic functions ~(It) on CC with values in g 
that satisfy the quasi-periodicity conditions 

(6.2) 

and whose poles are at the points of the lattice A 2• We identify ~(g) with a 
subalgebra of C(g) by assigning to a function in ~(g) its Laurent series at 
li=O. A function in ~(g) is uniquely determined by its principal part at 
It= 0, so that we have the decomposition 

C(g) = c +(g)+~ (g) (6.3) 

which defines the Lie algebra C0 (g). The operator R=t(P+-P_) (see 
(1.24)) gives the elliptic r-matrix rA 2 (1t). The linear space ~(g) is dual to the 
Lie algebra C +(g) relative to the pairing (1.13), so the orbits of the coadjoint 
action of the subalgebra C +(g) described in § 1 acquire a new functional 
realization in the space ~(g). In particular, the simplest orbit associated 
with the HM model turns into the one associated with the LL model. This 
interpretation is due to A. G. Reyman and M. A. Semenov-Tian-Shansky 
[RS 1986]. 

14. The simplest matrices L(lt) that satisfy the fundamental Poisson 
brackets with a rational r-matrix for classical Lie algebras are given in 
[RF 1983]. 

15. An analytical justification of the multiplicative averaging (3.12) for 
the case of g = s I (2) and the matrix L(lt) of the LHM model was carried out 
in [RF 1983]. The infinite product (3.12) can be computed explicitly and 
gives the matrix L(lt) for the LSG model discussed in§ 111.5. 

16. The fundamental Poisson brackets in one site define a Poisson struc­
ture on the Lie group C(G): the elements L(lt) for all It may be thought of as 
generators of the ring of functions on C( G), and the Poisson bracket may be 
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extended by the "Leibnitz rule" to the whole ring of functions. The resulting 
Poisson bracket is one example in the class of Poisson brackets introduced 
in [D 1983]. The key property of such Poisson structures is that the opera­
tion of group multiplication is a Poisson mapping. This property formalizes 
the fact that the monodromy matrix TN(A) for lattice models has the same 
Poisson brackets as the matrices Ln(A) (see§ 111.1). A Lie group with such a 
Poisson structure is called a Poisson-Lie group (or Hamilton-Lie group in 
[D 1983]). The quadratic Poisson bracket defined in [GD 1978] also provides 
an example of a Poisson-Lie group [S 1983]. 

17. A geometric theory of integrable lattice models is developed in 
[S 1983], [S 1985b]; the corresponding Poisson submanifolds and orbits 
have been described by V. G. Drinfeld (see [S 1985 b)). 

18. The fact that Casimir functions lying in /(g) are in involution with 
respect to the Poisson bracket {,}0 - the "involutivity theorem" - is essen­
tially contained in [K 1979 a). Its r-matrix formulation is given in [S 1983]. 

19. A method for solving the Hamilton equations of motion (4.10) in­
duced by a Casimir function relative to the Poisson bracked {,} 0 by means of 
the factorization problem (4.16) in the Lie group G (the "factorization the­
orem") was proposed in [RS 1979], [RS 1981]. The idea of the method goes 
back to the work of V. E. Zakharov and A. B. Shabat [ZS 1979]. 

20. Finite-dimensional simple Lie algebras lead to integrable systems 
that generalize the Toda model with free ends to the case of an arbitrary 
root system; these models were introduced in [B 1976], where a Lax repre­
sentation was found. The solution of the corresponding equations of motion 
and the study of the asymptotic dynamics was carried out in [K 1979b]. 

21. The central extension 'ii?(g) of the current algebra C(g) (when g is a 
simple Lie algebra) is an example of a Kac-Moody algebra- an affine Lie 
algebra of height 1 [K 1983]. The reason for introducing it is that the coact­
joint action of the Lie group '6"(G) is given by gauge transformations and 
leads to the equations of motion in the form of a zero curvature condition. 
This was first observed in [RS 1980a] where these algebras were used for 
constructing integrable equations. 

22. The introduction of the spectral parameter A leads to infinitely many 
Casimir functions and hence enables one to construct meaningful examples 
of nonlinear equations which are completely integrable Hamiltonian sys­
tems. If g is a finite-dimensional Lie algebra, then associated with the Lie 
algebra C(g) (no x-dependence) there is a series of interesting finite-dimen­
sional integrable systems: the generalized periodic Toda models, multi-di­
mensional tops in potential fields, and systems of interacting tops [RS 1979], 
[R 1980], [AM 1980], [RS 1981], [B 1984], [RS 1986]. In this case the factori­
zation theorem immediately yields the linearization of the equations of mo­
tion on the Jacobian of the spectral curve, an algebraic curve defined by the 
equation det ( U (A)- .u) = 0 [RS 1981 ]. This links the Lie-algebraic approach 
to integrable systems with the theory of finite-gap integration and Novikov's 
equations [N 1974], [DMN 1976]. 
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23. "Switching on" the x-dependence may be regarded as the "two­
dimensional extension" of finite-dimensional integrable systems. Thus, for 
instance, there is a natural two-dimensional extension of the periodic Toda 
models [Mi 1979]; the two-dimensional extension of tops leads to systems 
such as the matrix sine-Gordon model (see § 1.8). 

24. If in the zero curvature equation 

(6.4) 

the dependence on t disappears (the stationary case), then (6.4) takes the 
Lax form with respect to the matrix V(x, A.), 

d V =[U, V]. 
dx 

(6.5) 

The Lie-algebraic scheme provides a simple interpretation for the Poisson 
structure of these stationary equations determined in [GD 1975], [BN 1976]: 
it coincides with the Lie-Poisson bracket for the finite-dimensional orbit 
passing through V(x, A.) [R 1983], [FNR 1983 b]. In addition, there is a com­
patible system of higher equations (6.4), 

(6.6) 

where each equation is equipped with its own time variable tn, so that t=tN, 
V= VN; the NS model corresponds to N=3. Since (6.6) is a compatible sys­
tem, the matrices Vn(x, th ... ; A-) also satisfy the equations 

(6.7) 

On the manifold of stationary solutions (~ = o) this gives rise to a 
compatible system of Novikov's equations otk 

(6.8) 

which also have Hamiltonian form with respect to the same Lie-Poisson 
bracket on the orbit [R 1983], [FNR 1983 b]. 
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25. The observation that different cocycles mP give different Poisson 
structures {, }p which produce the same family of integrable equations is due 
to [KR 1983]. 

26. Equations (6.6) may be put in Hamiltonian form, so that the densi­
ties hn(x, t1, •• • ) of their Hamiltonians restricted to solutions of the equations 
of motion satisfy 

ohn = op~ 
atk ax ' 

(6.9) 

where the p~ (x, lt. .. . ) are the densities of the Hamiltonians for (6.7). The 
densities hn can be chosen in such a way (by adding perfect derivatives, if 
necessary) that they are given, as well as the p~, by a generating function 
r(x, lt. .. . ), 

(6.10) 

[R 1983], [FNR 1983 b, c]. (In the case of the NS model, hn should be taken 
as in (111.5.42), Part I). The function r is the well-known r-function of the 
Japanese authors [DJKM 1981] who introduced it on the basis of represen­
tation theory for affine Lie algebras. Originally the r-function was defined 
by R. Hirota [H 1976] in a special setting, as a solution of a system of bili­
near equations (Hirota's equations). These equations have subsequently got 
a natural interpretation in terms of representations of affine Lie algebras 
[DJKM 1981], [K 1983]. A different approach to the r-function based on the 
analyticity properties of solutions of the auxiliary linear problem has been 
developed in [SW 1985]. 

27. The general Lie-algebraic scheme of§ 4 applies not only to the cur­
rent algebra but also the algebra of formal pseudo-differential operators 
[A 1979], [LM 1979]. This provides a natural interpretation for the Poisson 
structures introduced in [GD 1975]. The two-dimensional extension that 
uses the Maurer-Cartan 2-cocycle leads in this case to equations such as the 
Kadomtsev-Petviashvili equation [RS 1984]. 

28. The behaviour of Poisson brackets under dressing transformations 
has a natural explanation based on the theory of Poisson-Lie groups. Spec­
ifically, dressing transformations define a Poisson action with respect to a 
certain Poisson structure on the Lie group C0 (G) [S 1985b]. Infinitesimal 
dressing transformations may also be defined by direct methods. The vector 
fields that realize them are often associated with "hidden symmetries"; for 
more details see the survey [D 1984]. We notice that in general these vector 
fields are not Hamiltonian [S 1985b]. 

29. An important class of dressing transformations which can be given 
explicitly are the so-called Backlund transformations defined by A. Back-
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lund for the sine-Gordon equation [B 1882]; they are frequently met in 
modem literature on the inverse scattering method and soliton theory 
[M 1976]. 

30. Expression (5.16) can be made quite rigorous if, under the rapidly 
decreasing boundary conditions, one considers the current group '@'((G)) 
with triangular asymptotics as X-+± oo (cf. the corresponding asymptotic 
formulae for the matrices G ± (x, t, A.) in § 11.1 of Part 1). The invariants of 
the coadjoint action in this case are the minors of the reduced monodromy 
matrix T(A.) (i.e. the coefficient a(A.) for the NS model). 

31. The fact that the Poisson bracket {,}(1) is a reduction in the sense of 
Dirac [D 1964] of the Lie-Poisson bracket {,}_ 1 was observed in [RS 1980b]. 

32. The notion of compatible Poisson brackets was introduced in 
[Ma 1978] and elaborated in [GD 1979], [GD 1981] (we point out that the 
Jacobi identity for the Poisson bracket {,}<a> for every a is a consequence of 
the Jacobi identity for a single value of a =fo 0). The derivation of the Jacobi 
identity for the Poisson brackets {,}<k> given in§ 5 follows [GD 1979]. 

33. The construction of the family of functionals In and the hierarchy of 
compatible Poisson brackets {,}<k> given in§ 5 goes back to [Ma 1978] (see 
also [KR 1978]). 

34. The HM model also possesses a A -operator and a hierarchy of Pois­
son structures. The corresponding second Poisson bracket {,} 0 > is obtained 
from the Lie-Poisson bracket 

(6.11) 

by reducing to the orbit S2 = 1 ; the A -operator that arises coincides with the 
one given in [GY 1984]. 

35. The general Lie-algebraic scheme of § 4 also leads to interesting re­
sults if the Lie algebra g is the algebra of vector fields on the circle, and the 
central extension of C(g) is determined by the Gelfand-Fuks 2-cocycle 
[GF 1968], which gives the Virasoro algebra. In particular, the second Pois­
son structure for the KdV equation associated with the A -operator coincides 
with the corresponding Lie-Poisson bracket [S 1985 a]. 

36. The connection between the basic and the second Poisson structures 
for the KdV equation is established by the well-known Miura transforma­
tion [M 1968]. This was generalized in [DS 1981] to equations in the algebra 
of formal pseudo-differential operators, associated with higher order differ­
ential operators. More precisely, any affine Lie algebra gives rise to a se­
quence of the KdV-type equations and to several sequences of the modified 
KdV-type equations, their solutions being related by a generalized Miura 
transformation. The structure of this Miura transformation is determined by 
the Dynkin diagram of the affine Lie algebra [DS 1984]. 

37. A different approach to the classification of integrable equations 
having an a priori assigned functional form was proposed in [MS 1985] rely­
ing on classical methods of the theory of Lie-Backlund transformations. 
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Conclusion 

This conclusion is intended for those who have read the book to the end. 
We hope that the main text and the notes to separate chapters have fur­
nished a convincing evidence of how rich from the mathematical point of 
view, both conceptually and technically, is the subject of solitons and inte­
grable partial differential equations. In fact, the inverse scattering method 
naturally intertwines various branches of mathematics: differential geome­
try, the theory of Lie groups and Lie algebras and their representations, 
complex and functional analysis. All of them serve one common purpose, to 
classify integrable equations and describe their solutions. As a result, the 
traditional parts of these branches, such as Hamiltonian formalism, affine 
Lie algebras, or the Riemann problem are seen in a new light. 

Moreover, the progress of the inverse scattering method has given rise to 
new problems and structures in these domains. It will suffice to remind of 
the general notion of r-matrix and its interpretation from the Hamiltonian, 
group-theoretic, and analytical points of view. This is what reflects the mod­
ern trend in mathematics when theoretical disciplines that at first sight seem 
unrelated interact and draw from one another in the joint effort to solve 
concrete problems having important physical applications. 

To a still greater extent this trend persists when the methods developed 
in our book are generalized to models of quantum mechanics and field the­
ory. Research in this direction has been very active in the last years. And 
again, the unifying concept proves to be the (quantum) R-matrix. We hope 
that this line of study will soon be summarized in yet another monograph 
like the one we present. 



List of Symbols 

Symbols are listed in alphabetical order (first Latin, then Greek), with an 
indication of the number of the page and formula where they are defined. 
A symbol is repeated if it has more than one meaning in the text. 

page formula page formula 

a(A-) 45 (5.45) c I 498 (3.70) 
aL(A) 28 (3.15) (' 

I 154 (7.48) 

a"(A,) 62 (8.46) ('( ±) 
II 493 (3.31) 

a± 63 (9.8) CJ 172 
a± 482 (2.54) ck 525 (1.14) 
a~-J 175 (8.64) C(x) 382 (2.92) 
ad* 524 (1.5) Cx(s) 97 (2.59) 
Ad* 524 (1.4) ex, 524 (1.1) 
A 128 (5.12) C"'/..M 529 
A 343 (7.25) C(g) 524 
A(x) 382 (2.92) C±(g) 526 (1.17) 
A(x), A 1(x) 170 (8.34) Co(g) 527 
Aj(x) 130 (5.25) C*(g), c~ (g) 526 (1.18) 
Ajl(x) 169 (8.29) '&o 510 (5.15) 
Ax(s) 97 (2.59) <&, 510 (5.16) 

'&((g)), '&o( (g)) 528 
b(A-) 45 (5.45) 
bL(A) 28 (3.15) 
bv(A-) 62 (8.46) D 173 (8.48) 
b± 69 (9.45) D, 174 (8.55) 

b± 250 (9.8) D(x) 382 (2.92) 
B 343 (7.25) D,(s) 97 (2.59) 
B(x) 382 (2.92) 
B(A-) 92 (2.22) e(x,z) 145 (6.50) 
Bx(s) 97 (2.59) E(A-) 262 (9.85) 
B±(x) 376 (2.50) E J 263 (9.91) 

E(x,A-) 30 (3.29) 
c 475 (2.2) Ev(x,A-) 56 (8.9) 
C; 147 (7.9) Ev(x,z) 150 (7.26) 



580 List of Symbols 

E±(x,.-1) 395 (4.12), K,,(pj, ... ,pll; Pl>····Pil) 244 (8.17) 
(4.13) K,KnK± 98,99 

Ell(z) 477 (2.14) 
Ell 157 (7.68) 10(x, t), 11 (x, t) 311 (3.35) 
g 409 (5.21) La 326 (5.39) 
3'11(x,z) 150 (7.27) Lll(.-1) 190 (1.23) 

Lll(t,.-1) 293 (2.1 ), 
Jahc 322 (5.6) (2.2) 
f±(x,.-1) 226 (6.27) L\2x2)(-oo,oo) 39 
FL(A) 25 (2.32) L,LnL± 98,99 
Fv 341 (7.15), 2 42 (5.24) 

(7.16) 
F,,(t,.-1) 293 (2.1), m, 149 

(2.2) m; 159 (7.84) 
FN(.-1) 474 (1.24) M(x),M1(x) 132 (5.37) 
2T 108 (3.1) M(x,.-1) 210 (5.3) 

Afd>(x,.-1), Afvd>(x,.-1) 211 (5.9) 

g±(x,.-1) 226 (6.27) M(n) 497 (3.58) 

G(..1),G±(..1) 81 (1.1) M ± ±(..1) 83 (1.10) 

G(O) 139 (6.14) Mjk(x) 131 (5.34) 

GQ(.-1) 139 (6.18) M(z,x,y,A,Jl) 200 (3.6) 

g 523 1 511 

g± 544 (4.1) 1o 12 

~ 20 

H 16 (1.24) 1L,O 17 

HI? 19 (1.42) ~.(} 18 

Hreg 301 (2.52) Wlll 240 (7.63) 

ii 328 (5.54) 
I 0(x) 31 (3.37) na(x) 329 (5.59) 
Ill 38 (4.32) no;,nbf> 498 (3.72) 
Ill 487 (2.89) N 16 (1.25) 
Ill,Q 75 (10.20) 

Nv 19 (1.39) 
N± 69 (9.47) 

J 61 (8.37) 
]II 75 (10.22) P; 231 (7 .13) 
JII,Q 76 (10.25) ftj 503 (4.29) 

pj(x) 130 
k 287 (1.40) p\±) 

1 243 (8.10) 
k(.-1) 56 (8.1 0) p(±) II 493 (3.32), 
k; 250 (9.12) (3.33) 
K 286 (1.28) pL(.-1) 33 (4.2) 
K,K' 457 p 16 (1.26) 
K(n) 490 (3.6) p 61 (8.34) 
Kah 527 (1.27) p 92 (2.24) 



List of Symbols 581 

p 188 (1.9) S(O) 138 (6.13) 
pj 93 (2.28) Sv(A) 138 (6.7) 
p± 527 ( 1.24) S(x) 281 (1.1) 
P;,P)± 1 244 (8.18) S,, 296 (2.20) 
Pv 261 (9.82) 9, ._9'~•) 509 (5.7) 
P(A) 262 (9.86) 
P11 (X) 38 (4.34) (a 322 (5.5) 
Pv(x,t,A) 339 (7.5) T 327 (5.45) 
.9 536 (2.17) T~o T2 537 (2.24) 

T(A) 44 (5.38) 
qj 231 (7.13) ~,(A) 62 (8.44) 
q)±) 243 (8.11) TL(A, t) 24 (2.26) 
q;(x) 130 T(x,y,A) 26 (3.3) 
q; 503 (4.29) T ±(x,A) 39 (5.2) 
Q 309 (3.18) :Ji~ 1(x,A), :Ji~ 1(x,A) 42 (5.25) 
Q(O) 24 (2.25) TN(A) 474 (1.20) 
Q(x) 562 (5.25) T(n,m,A) 476 (2.4) 
Qv(X,l,A) 339 (7.5) T ±(n,z) 478 (2.19) 
Q,Q, 100 

u 128 (5.12) 
r(A) 115 (4.4) U(x,t,A) 20 (2.1) 
r(A) 189 (1.19) Uv 340 (7.10) 
r(A) 528 (1.31) u 339 
r(A) 117 (4.20) U, 340 (7.9) 
r +(A) 224 (6.10) 
r _(A) 224 (6.7) v 128 (5.12) 
r ±(A,J.l) 252 (9.21), V; 171 (8.40) 

(9.22) V; 498 (3.70) 
ro,r• 323 (5.20) V(x,t,A) 20 (2.2) 
r p(z) 147 (7.6) ~,(x,t,A) 21 (2.11) 
rp(z) 153 (7.43) V,,(t,A) 293 (2.2) 
R 527 (1.24) V,,,p(x,A) 209 (4.29) 
Ra 326 (5.39) Vv 340 (7.11) 
R(z) 156 (7.63) ~ 339 
lRw 56 ID; 340 (7.9) 

IR:o 249 
.9fw 137 w(x,A) 36 (4.16) 
R, 99 (2.68) W11 (X) 36 (4.17) 
>R0,>R± 48 W(x,A) 34 (4.5) 
m<2x2), m~x2) 85,86 W,,(x) 34 (4.6) 

W(g) 330 (5.74) 
s 245 (8.21) w± 392 (3.63) 
s 284 (1.15) 
s 327 (5.45) Xo 128 (5.12) 
S(A),S ±(x,A) 83 (1.12) x<±l o; 135 (5.52) 



582 List of Symbols 

X(m,n) 49I (3.13) (}±(x) 4I8 (5.87) 
X a 524 (I. I) B; I7I (8.40) 
Xa.k 525 (1.8) 

)( II (I. I) 
Z; 68 (9.39) X; 40I 
z;(x) 130 (5.26) 
ZL(A.) 37 (4.23) A.j 49 
Z(x,y,A.) 34 (4.5) A 2I2 (5.I4) 
Z,(x,y) 34 (4.7) AI 534 
7LN 292 A2 536 

a(x,y,z) 32 (3.40) V; I69 (8.25) 
a±(x,z) 4I (5.20) 

~ 342 (7.23) 
f3(s) 85 (1.29) ~(x) I 52 (7.35) 
f3(x,y,z) 32 (3.40) t(x) I 52 (7.32) 
f3±(x,z) 4I (5.20) ~j(x) 130 (5.22) 
[J~,u>(x) I40 (6.23) 

n(x) I06 (2.I06) 

Y; 49 (6.20) n(x) 284 (1.20) 

Y;(x) 87 (1.44) n,na(x) 328 (5.54) 

r:-> I76 (8.70) n 527 (1.28) 

r 5II n+ IOI (2.8I) 

r,, 240 ll(A.) 93 (2.28) 

T(x,y,z) 30 (3.32) 
1\x,y,z) 30 (3.33) {J II (I. I) 

f+(x,z) 41 (5.13) {J 287 ( 1.4I) 

r _(x,z) 40 (5.7) p(A.) 230 (7.6) 

T(n,m) 479 (2.37) p(B) 503 (4.28) 

r,r± 57 p, 23I (7.13) 
pJ±) 243 (8.I 0) 

lh.£1 I8 (1.37) 
.1 V1.· .. ,j1) I72 (8.47) a, a± 2I (2.9) 

S_;(X, t) I72 (8.46) 
(/Jo I28 (5.I2) 
(/)± 12 (1.4) 
qJ(A.) 230 (7.6) 

1J 342 (7.23) qJ(B) 503 (4.28) 
l](X) I 52 (7.35) qJ(n,z) 488 (2.9I) 
ij(x) I 52 (7.33) (/); 23I (7.13) 

(/J(±) 
.I 243 (8.II) 

(} 55 (8.1) (/J(±) 
o; 135 (5.52) 

(} 290 (1.55) qJ(X) 284 (1.20) 
(} 534 f!J(A. ), lP(A.) 230 (7.9) 
B(x) 396 (4.27) f!J(x,y) 39 (5.4) 



List of Symbols 583 

C/J(s) 85 (1.28) w(x) 116 (4.15) 

C/J±(x,s) 86 (1.36) w(x) 117 (4.23) .., 120 (4.46) w(~,1J) 548 ( 4.31) 
Q 15 (1.22) 

X(~,1J) 446 (7.3) Q 232 (7.15) 

x(k,z) 488 (2.91) ilo 360 (1.33) 
Q/1 479 (2.29) 

lfln 299 Qa 564 (5.39) 
lfi(X, t) 11 (1.1) Q(k) 564 (5.40) 
lfl ±(n,z) 479 (2.36) Qy 22 (2.14) 
lf!} ± >(x, t) 171 (8.39) Q(x) 116 (4.18) 

Q+(s) 90 (2. 10) 
(!) 55 (8.4) Q(x,t) 315 (4.7) 
(!) 534 n 156 (7.61) 
Wo 363 (1.60) nx 155 (7.58) 
w(u) 290 (1.53) n<d n<d> 159 (7.80) 

X ' X 



Index 

action-angle variables 
- for the HM model 338 
- for the NS model, rapidly decreasing 

229-232 
- -, finite density 253-258 
- for the SG model 435-437 
- for the Toda model 503 
action for chiral field 312, 322 
-, modified 331 
algebra of observables 13 
annihilator 20, 325-326, 510, 524 
auxiliary linear problem 23, 533 
- for continuous models 306-307 
- for the chiral field model 312 
- for the HM model 356 
- for the KdV model 308 
- for lattice models 293 
- for the LHM model 297 
- for the LL model 287 
- for the LLL model 511 
- for the LNS, model 302 
- for the NS model 23 
- for the SG model 393 
- - in light-cone variables 450 
- for the Toda model 475 
-, reflectionless 126 
auxiliary space 288, 528 
averaging of fundamental Poisson brack­

ets 538-539 
- on the lattice 542 
- of an r-matrix 533-538 

Blaschke factor 50 
Blaschke-Potapov matrix factor 92, 380, 

426 
boundary conditions 11 
-,finite density 12, 294 
- in the sense of Schwartz 12 
-, periodic 284 
-,quasi-periodic 12, 282, 289, 294 
-,rapidly decreasing 11, 282, 285, 294 
breather 428 
Brillouin zone 262, 390 

canonically conjugate variables 230 
Cartan-Weyl basis 466 
Casimir function 524, 529, 544, 552 
central extension 333, 548 
charge 16 
chiral field equation 311 
-, modified 331 
chiral field model 311-313, 

321-333 
-, action for 312, 322 
-, admissible functional for 326 
-, auxiliary linear problem for 312 
-,boundary conditions for 324, 326 
-, Hamiltonian for 323, 328 
- on a homogeneous space 313 
-, modified 331-333 
-, Poisson structure of 322-329, 332-333 
- -, annihilator of 325-326 
-,principal 311-312 
-,zero curvature condition for 312 
coadjoint action 524, 553 
cocycle 323, 333, 548 
compatibility condition 20 
condensation of zeros 
- for the HM model 391 
- for the NS model 246-247 
- for the SG model 439 
condition (A) 49, 362, 400 
- (c) 485 
- for the determination of signs 

71, 485 
- (9) 69, 149, 254 
conjugation problem 114-115, 146-148 
connection coefficients 21 
conservation Jaw 23 
continuous spectrum 49, 56, 477 
continuum limit 298 
coupling constant 11 
current algebra 323, 524 
-, central extension of 333, 548 
currents 
-,left 311 
-,right 323 



586 

derivation property 188 
discrete spectrum 49, 65, 363, 400-401, 

483 
dispersion law 243, 262, 390, 438 
dispersion relation 
- for the HM model 363 
- for the NS model, rapidly decreasing 

51 
- -, finite density 68 
- for the SG model 401 
- for the Toda model 484 
divisor 334 
double soliton 428 
dressing procedure 336, 555-558 

energy integral 16 
evolution equations 
- of Heisenberg type 29 
- for the Jost solutions 52, 72, 364, 402, 

486 
- for the reduced monodromy matrix 

52, 73,364,402,487 
- for the transition coefficients 53, 73, 

364, 403, 452, 487 
for the transition matrix 29, 72, 402, 
486 

factorization problem 546, 552, 559-560 
factorization of scattering 136, 177, 393, 

431 
finite-gap solutions 268 
functional 
-,admissible 18, 75, 209, 235, 237, 239, 

326, 369, 499, 505 
-,inadmissible 19, 260, 283, 369, 390, 

505 
-,local 33-34, 364, 487 
-, multi-valued 292, 330 
-,real-analytic 13 
-,smooth 13 
- with compact support 18, 186 
fundamental Poisson brackets 
- for the HM model 385-386 
- for lattice models 508 
- for the LL model 458 
- for the NS model 189 
- for the SG model 433 

gap 57 
gauge equivalence 306, 315 
gauge transformation 22, 34, 306, 550 
generating function of canonical transfor-

mation for soliton scattering 
- for the HM model 392, 393 

Index 

- for the NS model 244, 245 
- for the SG model 444-445 
generating function for integrals of the 

motion 345 
- for the HM model 368 
- for the NS model 25, 33-38, 54, 73 
- for the SG model 406 
- for the Toda model 487-488 
Gelfand-Levitan-Marchenko equation 
- for the HM model 375 
- for the NS model, rapidly decreasing 

116-117 
- -,finite density 152-153 
- for the SG model 416-417 
for the Toda model 491 
Gohberg-Krein theorem 90 
Goursat problem for the kernels r ± 359, 

397 
y-ordered matrix exponential 23 

Hamiltonian 15 
- for the chiral field model 323, 328 
- -, modified 332 
- for the HM model 283, 390 
- for the KdV model 309 
- for the LHM model 296 
- for the LL model 287 
- for the LLL model 513 
- for the LNS 1 model 301 
- for the LNS2 model 304 
- for the LSG model 517 
- for the n-field model 328 
- for the NS model 16, 19 
- -,vector 288 
- for the N-wave model 311 
- for the SG model 285 
- - in light-cone variables 448 
- for the Toda model 294 
- -,two-dimensional 313 
- for the Volterra model 295 
Hamilton's equations of motion 15, 545, 

551 
Heisenberg magnet (HM) equation 281 
-,higher 389 
Heisenberg magnet (HM) model 281 
-,action-angle variables for 388 
-, admissible functional for 369 
-, auxiliary linear problem for 356 
-,boundary conditions for 282 
-,canonical variables for 388 
-, complete integrability of 388-389 
-,condition (A) for 362 
-, discrete spectrum in 363 
-,dispersion law for 390 
-,dispersion relations for 363 



-, fundamental Poisson brackets for 
385-386 

-,gauge transformation of 315-321, 391 
-, Gelfand-Levitan-Marchenko equation 

for 375 
-, Hamiltonian for 283, 390 
-,higher equations for 389 
-, inadmissible functional for 283, 369 
-, integrals of the motion for 366-368 
- -,generating function for 368 
-, interaction of solitons in 384 
-, inverse scattering problem for 370, 

372-373 
-, Jost solutions for 358 
- -, analytic properties of 360 
- -,asymptotic behaviour of 358, 360-

361 
- -,evolution equations for 364 
- -,integral equations for 359 
- -,involutions for 358 
- -, Poisson brackets of 386 
-, momentum for 283, 292, 320, 390 
-, monodromy matrix for, reduced 361 
- n-soliton solution for 383 
-,Poisson structure of 282, 391 
-, r-matrix for 386, 387 
-, Riccati equation for 365 
-,Riemann problem for 370-372 
-,scattering of solitons in 384, 392-393 
-, scattering transformation for 393 
-,soliton for 379-381 
-, spin for 283, 368-369, 390 
-,trace identities for 368 
-,transition coefficients for 361 
- -, analytic properties of 362-363 
- -,asymptotic expansion of 368 
- -, evolution of 364 
- -,normalization condition for 361 
- -,Poisson brackets of 387-388 
-,transition matrix for 357 
- -,asymptotic expansion of 364-365 
- -,involution for 358 
- -, Poisson brackets of 386 
-,zero curvature condition for 284, 315 

Index 

hierarchy of Poisson structures 217-218, 
563-565 

Hopf bundle 320 

integrability 307 
integral equations for the Jost solutions 

44, 359 
- for the kernels r, t 31 
- for the transition matrix 30 
integral of the motion 16 
- in involution 17 

587 

-,local 33, 364, 512 
- for the HM model 366-368 
- for the LLL model 512, 514 
- for the NS model, rapidly decreasing 

53 
- -, finite density 73-76 
- for the SG model 403-407 
- - in light-cone variables 452, 463 
- for the Toda model 474, 487-489 
integral representations for G(A ), G ±(A) 

85, 86, 140, 144-145 
- for Jost solutions 41, 57, 359, 397 
- for monodromy matrix 32, 47, 64 
involutions for G(A), G ±(A) 84, 86, 140-

141, 371, 408-409 
- for Jost solutions 41, 43, 59, 61, 358, 

396, 478 
- for monodromy matrix 45, 62, 361, 

399,481 
- for transition matrix 28, 358, 394-396 

Jacobi identity 
Jacobi matrix 
Jost solutions 

14, 188 
479 

- for the HM model 358 
- for the NS model, rapidly decreasing 

42 
- -,finite density 57-58 
- for the SG model 396 
- for the Toda model 477 

Kadomtsev-Petviashvili equation 350 
Killing form 321, 527 
Korteweg-de Vries (KdV) equation 307 
Korteweg-de Vries (KdV) model 307 
-, auxiliary linear problem for 308 
-, Hamiltonian for 309 
-, momentum for 309 
-, Poisson structure of 308 
-, r-matrix for 467 
-,zero curvature representation for 307-

308 

Landau-Lifshitz (LL) equation 287 
Landau-Lifshitz (LL) model 286, 457 
-, auxiliary linear problem for 287 
-,boundary conditions for 282 
-, Hamiltonian for 287 
-,limiting cases of 459-462 
-,momentum for 292 
-, Poisson structure of 458 
-, r-matrix for 458 
-, zero curvature representation for 287, 

457 



588 

lattice Heisenberg magnet (LHM) equa­
tion 296 

lattice Heisenberg magnet (LHM) model 
296 

-, auxiliary linear problem for 297 
-,boundary conditions for 296 
-,continuum limit of 298 
-, Hamiltonian for 296 
-,partially anisotropic 516 
-, Poisson structure of 296 
-, r-matrix for 516 
-,zero curvature condition for 297 
lattice Landau-Lifshitz (LLL) model 

508-515 
-, annihilator for 510 
-,auxiliary linear problem for 511 
-, continuum limit of 515 
-,fundamental Poisson brackets for 

508 
-,Hamiltonian for 513 
-,integrals of the motion for 512, 514 
-,limiting cases of 515-518 
-,local functionals for 512 
-, monodromy matrix for 511 
-, r-matrix for 508 
-,zero curvature condition for 514 
lattice nonlinear Schrodinger 1 (LNS,) 

model 299 
-,auxiliary linear problem for 302 
-,continuum limit of 301 
-,equations of motion of 301 
-, Hamiltonian for 301 
-, Poisson structure of 299 
-,zero curvature representation for 302 
lattice nonlinear Schrodinger 2 (LNS2) 

model 303 
-, equations of motion of 303 
-, Hamiltonian for 304 
-, Poisson structure of 303 
-,zero curvature representation for 304 
lattice sine-Gordon (LSG) model 516 
-,Hamiltonian for 517, 518 
-, Poisson structure of 517 
Lax representation 5 
Legendre transformation 322 
Lie-Poisson bracket 282-283, 323, 524, 

528-529, 553 
Lorentz boost generator 286, 442 
A-operator 212, 270, 562 

Maurer-Cartan cocycle 323, 548 
- form 312, 330 
modified chiral field model 331-333 
-,action for 331 
-, Hamiltonian for 332 

Index 

-, Poisson structure of 332 
-,zero curvature representation for 332 
momentum 289-292 
- for the HM model 283, 292, 390 
- for the KdV model 309 
- for the LL model 292 
- for the NS model 16, 232, 262, 291 
- for the SG model 286, 292, 438 
- - in light-cone variables 449 
monodromy matrix 24, 345 
- for the LLL model 511 
- for the NS model 24 
- for the Toda model 474 
-, reduced 44 
- - for the HM model 361 
- - for the NS model, rapidly decreas-

ing 44 
-, finite density 62 

- - for the SG model 
- - for the Toda model 

il-field equation 328 
-, Hamiltonian for 328 

399 
480 

nonlinear Schrodinger (NS) equation 11 
-,higher 198 
-,vector 288 
nonlinear Schrodinger (NS) model 12 
-,action-angle variables for 229-232, 

258 
-,admissible functional for 17, 18, 75-

76, 195, 206, 209, 233-235, 239 
-,algebra of observables for 12-13, 221 
-, auxiliary linear problem for 23 
- -, reflectionless 126, 165 
-,boundary conditions for 11-12 
-, canonical variables for 230-23 I 
-,charge for 16, 232 

249 
-, complete integrability of 229-233, 
-,condition (A) for 49 
-, condition for the determination of signs 

for 71 
-,condition (0) for 69, 149 
-,conjugation problem for 114, 148 
-, continuous spectrum in 49, 56 
-, discrete spectrum in 49, 65 
-, dispersion law for 243, 262 
-,dispersion relation for 51, 68 
-,finite density case of 12 
-,fundamental Poisson brackets for 189 
-,gauge transformation of 315-321, 391 
-, Gelfand-Levitan-Marchenko equation 

for 116-117, 152-153 
-,Hamiltonian for 16, 19, 232, 262 
-,higher equations for 198, 209, 213 



-,inadmissible functional for 19, 75, 
235, 260 

-,integrals of the motion for 53, 73-76, 
205, 216 

- -, generating function for 25, 33-38, 
54,73 

- -,local 33, 214 
- -, nonlocal 216 
-, interaction of solitons in 133-136, 

171-172 
-,inverse scattering problem for 108, 

146 
-, Jost solutions for 39, 42, 57-58 
- -, analytic properties of 42, 59-60 

Index 

- -, asymptotic expansion for large A. 43, 
60 

- -, evolution equations for 52, 72 
- -, integral equations for 44 
- -,integral representation for 40-41, 

57-58 
- -,involutions for 41, 43, 49, 59-61 
- -, Poisson brackets of 224, 251 
-,momentum for 16,232, 262,291 
-, monodromy matrix for 24 
- -, asymptotic expansion of 29-37 
- -, evolution equations for 29 
- -, integral representation for 32 
- -, reduced 44, 62 
- - -, Poisson brackets of 224, 253 
-, n-soliton solution for 135, 171 
-,Poisson structure of 13-15,218-219, 

241, 257 
- -, annihilator for 20 
-,recursion operator for 212 
-, Riccati equation for 35 
-, r-matrix for 189 
-,Riemann problem for 81, 89, 139, 558 
- -, normalization of 84 
-, scattering matrix for 83, 138, 246 
-, scattering of solitons in 133-136, 171-

172, 245, 263 
-,soliton for 128-129, 168-169 
-,soliton dynamics in 133-136, 171-172, 

263-266 
-, trace identities for 55, 78 
-, transition coefficients for 28, 45, 50, 

62,67 
- -,analytic properties of 46-51, 63-72 
- -,asymptotic expansion of 53-54, 74 
- -, evolution of 52-53, 73 
- - integral representation for 33, 64-65 
- -, involutions for 28 
- -,normalization condition for 28, 45, 

62 
- -, Poisson brackets of 225-226, 253 

589 

-, transition matrix for 26 
- -,asymptotic expansion of 29, 34 
- -, evolution of 29 
- -, integral equations for 30 
- -, involutions for 28 
- -,Poisson brackets of 190 
-,vector 288 
-,zero curvature condition for 21-22, 

204, 209, 289 
normalization relation 28, 45, 62, 361, 

400,481 
normalization of the Riemann problem 

336 
- for the HM model 371 
- for the NS model 84 
- for the SG model 410 
- to unity 336 
normed ring mo, )R± 48 
- m< 2 x 2 ), )R<i x 2) 85-86 
Novikov's equations 269 
n-soliton solution 135, 171, 383, 429, 

497-498 
number of particles 16 
N-wave model 309 
-,equation of 310 
-, Hamiltonian for 311 
-, Poisson structure of 311 
-,zero curvature condition for 309-310 
-, r-matrix for 466 

parallel transport 22 
partially anisotropic lattice Heisenberg 

model 516 
Pauli matrices 21 
phase space 
-,extended 176 
- . #'o 12, 237 
- .. fii'f .. ll 17 
- . fii'p,ll 18 
- . #', 499 
Poisson brackets 13 
- compatible 563 
- for the chiral field model 322 
- -,modified 332 
- for the KdV model 308 
- for the HM model 282 
- for the LHM model 296 
- for the LL model 458 
- for the LNS 1 model 299 
- for the LNS2 model 303 
- for the LSG model 517 
- for the NS model 13 
- -, vector 288 
- for the SG model 285, 431 
- - in light-cone variables 448 



590 

- for the Toda model 294, 471, 520 
- -,two-dimensional 313 
Poisson brackets of transition coefficients 
- for the HM model 387-388 
- for the NS model, rapidly decreasing 

225-226 
- -,finite density 253 
- for the SG model 434-435 
- for the Toda model 503 
Poisson-Dirac bracket 273, 563 
Poisson structure 13, 523-524 
-, nondegenerate 15 
pole divisor 334 

Index 

quasi-periodicity conditions 12, 282, 289, 
294 

recursion operator 212 
recursion relations 35, 365, 405, 488 
reduction 307, 310, 312, 314 
reflection coefficients 83, 138 
reflectionless function 127 
regularization of a Fredholm equation 

120, 125 
Riccati equation 35, 365, 403 
Riemann problem 81, 335, 552 
- for the HM model 370 
- for the NS model, rapidly decreasing 

89, 558 
- -,finite density 139 
- for the SG model 407 
-, regular 90 
- on a Riemann surface 139 
-,scalar 99, 248 
- with zeros 91, 337 
r-matrix 189, 528 
-, elliptic 537 
-, rational 533 
-,trigonometric 536 
- for the HM model 386 

for the KdV model 467 
for the LHM model 516 
for the LL model 458 
for the LLL model 508 

- for the LSG model 517 
- for the NS model 189 
- -,vector 466 
- for the N-wave model 466 
- for the SG model 433 
- for the Toda model 473 
- -,two-dimensional 467 

scattering matrix 83, 138 
Schrodinger operator 79 
sine-Gordon (SG) equation 284 

-,higher 437 
sine-Gordon matrix model 349 
sine-Gordon (SG) model 284 
-, action-angle variables for 435-437 
-, antisoliton for 427 
-, auxiliary linear problem for 393, 450 
-,boost generator for 286, 442 
-,boundary conditions for 284-285 
-,breather for 428 
-, complete integrability of 435-437 
-,condition (A) for 400 
-,discrete spectrum in 401 
-,dispersion law for 438 
-,dispersion relations for 401 
-,double soliton for 428 
-,excitation spectrum in 439 
-, fundamental Poisson brackets for 433 
-, Gelfand-Levitan-Marchenko equation 

for 416-417 
-, Hamiltonian for 285, 406, 438, 448 
-,higher equations for 436, 437 
-,integrals of the motion for 403-407, 

452 
- -,generating function for 406 
-, inverse scattering problem for 407 
-, Jost solutions for 396, 453 
- -, analytic properties of 398 
- -, asymptotic behaviour of 396, 398-

399 
- -, evolution equations for 402 
- -, Poisson brackets of 434 
- -, integral representation of 397 
- -, involutions for 396, 399 
-, in light-cone variables 446 
-, momentum for 286, 292, 406, 438, 449 
-, n-soliton solution for 429 
-, Poisson structure of 285, 431, 448 
-, Poincare algebra action for 439-442 
-, r-matrix for 433 
-, reduced monodromy matrix for 399 
- -,asymptotic expan~ion of 405 
- -,evolution of 402 
- -,involutions for 399 
- -, Poisson brackets of 434 
-, Riccati equation for 403 
-, Riemann problem for 407 
- -,normalization of 410 
-, scattering of solitons in 442-446 
-,scattering transformation for 429-431, 

444 
-, soliton for 427 
-,topological charge for 285 
-,trace identities for 407 
-,transition coefficients for '400-401 
- -,analytic properties of 400 



Index 591 

-,asymptotic expansion of 406, 452 
- -, evolution of 403, 452 
- -,involutions for 400 
- -, Poisson brackets of 434-435 
-,transition matrix for 394 
- -, asymptotic expansion of 403 
- -, evolution of 402 
- -,involutions for 394 
- -, Poisson brackets of 433 
-,zero curvature representation for 286, 

450 
S-matrix, classical 246, 393, 444 
Sochocki-Plemelj formula 50, 501 
soliton 128 
- for the HM model 379-381 
- for the NS model, rapidly decreasing 

128-129 
- -,finite density 168-169 
- for the SG model 427 
- for the Toda model 496 
soliton dynamics 
- for the HM model 383 
- for the NS model, rapidly decreasing 

133 
- -,finite density 171 
- for the SG model 429-430 
- for the Toda model 498 
spin 283, 368 
superposition formula 23 
sympletic structure 15 
- form 15, 291-292 

Toda model 293 
-,action-angle variables for 
-,admissible functionals for 

506 

503, 506 
499, 505, 

-,auxiliary linear problem for 294, 475 
-,boundary conditions for 293-294 
-,complete integrability of 471, 499 
- condition (c) for 485 
-, condition for the determination of signs 

for 485 
-,continuous spectrum in 477 
-,discrete spectrum in 483 
-,dispersion relations for 484 
-,equations of motion of 293 
-,fundamental Poisson brackets for 472 
-,gauge transformation for 478 
-, Gelfand-Levitan-Marchenko equation 

for 491 
-, Hamiltonian for 294, 472, 504 
-, higher equations for 506 
-,integrals of the motion for 474, 487 
- -,local 474, 487 
- - -,generating function for 487 

- - -, recursion relations for 488 
-,inadmissible functional for 499, 505-

506 
-, interaction of solitons in 498 
-, inverse scattering problem for 489 
-, Jost solutions for 477 
- -,analytic properties of 478 
- -, asymptotic behaviour of 478 
- -, evolution equations for 486 
- -, involutions for 478 
- -, Poisson brackets of 500 
-, monodromy matrix for 474 
- -, reduced 480 

-,evolution equation for 487 
- - -,involution for 481 
- - -, Poisson brackets of 500 
-, n-soliton solution for 497-498 
-, Poisson structure for 294, 471, 520 
-,quasi-periodic 471 
-,rapidly decreasing 475 
-, r-matrix for 473 
-,scattering of solitons in 498, 507 

· -,soliton for 496 
' -,trace identities for 489 
-,transition coefficients for 481, 483 
- -,analytic properties of 481 
- -,asymptotic expansion of 487-489 

-,evolution of 487 
- -, normalization condition for 481 
- -,Poisson brackets of 501-502 
-,transition matrix for 476 
- -,evolution equations for 486 
- -,Poisson brackets of 501-502 
-,two-dimensional 313-314 
-,virtual level in 477, 482 
-,zero curvature condition for 294, 314 
topological charge 285, 427, 431, 436 
trace identities 
- for the HM model 368 
- for the NS model, rapidly decreasing 

55 
- -,finite density 78 
- for the SG model 407 
- for the Toda model 489 
transition coefficients for continuous spec-

trum 
- for the HM model 361 

for the NS model, rapidly decreasing 
45, 50 
-, finite density 62 
for the SG model 
for the Toda model 

400 
481 

transition coefficients for discrete spec­
trum 

- for the HM model 363 



592 Index 
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