


Progress in Geomathematics



Graeme Bonham-Carter · Qiuming Cheng (Eds.)

Progress in Geomathematics

123



Graeme Bonham-Carter Qiuming Cheng
Geological Survey of Canada State Key Lab of Geological Processes
601 Booth St. and Mineral Resources
Ottawa, Ontario, Canada, K1A 0E8 China University of Geosciences
gbonhamc@nrcan.gc.ca Wuhan 430074, Beijing 100083 China

and
Department of Earth and Space Science and
Engineering
York University
4700 Keele Street
Toronto, Ontario, Canada M3J1P3
qiuming@yorku.ca

ISBN: 978-3-540-69495-3 e-ISBN: 978-3-540-69496-0

Library of Congress Control Number: 2008932103

c© 2008 Springer-Verlag Berlin Heidelberg

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, broadcasting,
reproduction on microfilm or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9,
1965, in its current version, and permission for use must always be obtained from Springer. Violations are
liable to prosecution under the German Copyright Law.

The use of general descriptive names, registered names, trademarks, etc. in this publication does not imply,
even in the absence of a specific statement, that such names are exempt from the relevant protective laws
and regulations and therefore free for general use.

Cover design: deblik, Berlin

Printed on acid-free paper

9 8 7 6 5 4 3 2 1

springer.com



A Festschrift for Frits Agterberg



Contents

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Graeme F. Bonham-Carter and Qiuming Cheng

The Role of Frederik Pieter Agterberg in the Development
of Geomathematics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
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Introduction

Graeme F. Bonham-Carter and Qiuming Cheng

Keywords Festschrift · fractal · quantitative stratigraphy · compositional data ·
mineral resource assessment · time series · geostatistics

This volume is composed of a series of papers written by colleagues and friends
of Frederik (Frits) P. Agterberg – a Festscrift. All the papers were contributed in
response to invitations to potential contributors, sent out in late 2006. First drafts
were mostly complete by July 2007, and it has taken a further year to complete
reviews and revisions for a publication date in time for the International Geological
Congress in Oslo, August 2008.

The book consists of 28 (plus 2 introductory) papers by a total of 58 authors, the
majority from Canada and USA, but including authors from 12 other countries. The
papers cover a diverse range of topics in geomathematics, such as fractal and mul-
tifractal modelling, quantitative stratigraphic analysis, compositional data analysis,
mineral resource assessment, time series analysis and geostatistics. The diversity
of subject matter and the multi-nationality of authors reflect Frits’ own broad in-
terests within geomathematics, and the international make-up of his colleagues and
friends. Following this introduction, we provide information about Frits Agterberg’s
career and his many achievements, including his close links with the International
Association for Mathematical Geology (IAMG) since its founding in 1968.

Deciding the running order of these papers was not straightforward, because al-
though some papers are naturally linked to others, many are not easily grouped. The
subject matter of the book depends only on the current research interests of the con-
tributors and no themes (beyond some geomathematical content) were prescribed in

Graeme F. Bonham-Carter
Geological Survey of Canada, 601 Booth St., Ottawa, Ontario K1A 0E8, Canada,
e-mail: gbonhamc@nrcan.gc.ca

Qiuming Cheng
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2 G.F. Bonham-Carter and Q. Cheng

advance. The running order of the papers is, therefore, not always logically consis-
tent, being based on a blend of methodology and application.

We begin with three papers about advances and applications of compositional
data analysis to geochemical data. Following on the earlier work by Felix Chayes
and John Aitchison, Vera Pawlowsky and colleagues have made significant theoret-
ical and applied advances that have raised the awareness of the problem to many.
The first 2 papers (Buccianti and Pawlowski; Mateu-Fugueras et al.) provide new
material on applications and methodology. Then Drew et al.’s contribution provides
an application of logratio transforms to coal data, confirming the importance of eval-
uating compositional data in coordinates that remove the closure effect.

The next four papers are loosely grouped as being about problems in geophysics.
Ute Herzfeld gives an overview of the methodology and application of her geo-
statistical characterization approach applied to map the texture and morphology of
various surfaces, particularly sea floor and ice, both sea ice and glaciers. The fol-
lowing paper by Mayer and Herzfeld is a recent application of the methodology to a
Greenland glacier. T. Shoji provides an example of applying 3-D variograms to rain-
fall data, in order to model the spatial and temporal continuity of this phenomenon.
Many will be familiar with the work on multifractals and nonlinear dynamics by
Shaun Lovejoy and colleagues. Here Lovejoy et al. extend this approach to rock
density and surface gravity. They provide theory and application that allows for ver-
tical anisotropy, clearly important in a stratified Earth.

The following seven papers are clustered under the heading of mineral explo-
ration. Cheng discusses how hydrothermal mineral deposits can be regarded as end
products of nonlinear processes that can be modelled as fractals and multifractals.
He uses a case study to illustrate how spatial evidence (from geochemistry, struc-
tures etc.) can be processed with nonlinear models to reveal singularities in the
data that indicate the presence of deposits. Harris et al. provide an application of
integration of spatial datasets to evaluate mineral potential in an area of Canada’s
Northwest Territories proposed as an extension to an already existing National Park.
Singer and Menzie explore the problem of estimating the number of undiscovered
mineral deposits in an area. Raines demonstrates the bifractal nature of various min-
eral deposit types, and discusses how this property could be used to estimate the
number of undiscovered deposits. Thiart and de Wit show that mineral deposit pat-
terns are distinctly different in older crust that has been remobilized in Pan African
belts compared to those in juvenile crust of Neoproterozoic age. Fabbri and Chung
argue that mineral (or landslide) potential maps calculated by integrating informa-
tion from spatial data layers are in a metric that should be regarded as a rank order
only, and that blind tests using quantile-type prediction indices should be used to
evaluate such spatial prediction models. Coburn et al. use a simulation approach
to model strip transect sampling, and although their immediate concern is to find
buried ordnance, the methodology has wide application, including its use in oil and
mineral exploration.

The next five papers are about the application of mathematical methods in pa-
leontology and stratigraphy. Gradstein et al. discuss the use of the RASC and
CASC software (developed over many years by Agterberg, Gradstein and oth-
ers) to improve the resolution of stratigraphic correlation. Zhou Di illustrates the
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same methodology applied to data from the Pearl River Mouth Basin, in which a
biozonation was developed and applied for correlation of well data. Brower demon-
strates how Euclidean distances between landmarks (followed by a singular value
decomposition) provide a useful tool for geometric morphometrics in paleontology.
Reyment et al. apply a discriminant analysis (on compositional data transformed
to overcome closure) to show that some species of radiolarians react differently
from season to season, whereas others may be less affected by environmental
conditions.

Statistical methods applied to sedimentary and stratigraphic data are exemplified
by four papers. Doveton shows how a lithologic transition probability matrix can
be transformed to a mean first-passage time matrix that provides a metric useful
for characterizing differences between stratigraphic sections. Deutsch discusses the
beta distribution for modelling the shape of the scale-dependent multivariate distri-
bution of facies proportions. Olea et al. provide a case study of cokriging to generate
a porosity map in an area of the Baltic Sea, using densely sampled bathymetry and
grain size measurements as proxy variables. Merriam and Davis use Watson’s U2

statistic to compare structural directions amongst a wide variety of data sources
from Kansas.

There are three papers on time series analysis. Prokopf and El Bilali use a cross-
wavelet approach to model CO2 time series from plant cuticle measurements, and
temperature from δO18 data, for the last 290 my, focussing particularly on the in-
fluence of nonstationarities introduced by stratigraphic uncertainties. Reyment ex-
amines the volcanic history in an area of Japan using cross-correlations between the
magnitudes of A-type earthquakes and depth of events for three periods from 1983
to 2005. Data from harbors on the Baltic Sea illustrate an example of producing sea
level measurements from which local variations have been separated, yet with the
sea level components in the correct phase at desired locations (Robinson).

The final two papers by Ian Lerche do not seem to cluster with others, so we have
put them together at the end of the book—they are last but definitely not least (and
we should also mention that these papers were submitted first, at least six months
before any others!) They are both good examples of simulation models of an imag-
inative type, one dealing with strategies to divert flood water to old mine sites, the
other about how one can investigate a “Christmas parking lot problem” from the
merchant’s perspective.

Many of the papers in the book, at the suggestion of the publisher, appeared in
recent issues of Mathematical Geosciences and Natural Resources Research, and
now are “reprinted” here, although it must be stressed that they were all written for
the book, without exception. By appearing also in these journals, the papers involved
benefit from a wider circulation and greater availability (particularly online) than
would be possible in the book alone. This in no way detracts from the ‘specialness’
of the book, because the contributors all wrote their papers to honour our friend and
colleague Frederik P. Agterberg.

We are very grateful for the time and effort by our many reviewers: Thomas
Axel, Geoff Bohling, Fred Bookstein, Antonella Buccianti, John Carranza, Mark
Coolbaugh, Roger Cooper, John Davis, Carlos Roberto de Souza Filho, Clayton
Deutsch, Juan José Egozcue, Neil Fordyce, Bob Garrett, Michael Goodchild, Felix
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Gradstein, Ralf Greve, Pablo Gumiel, John Harbaugh, Jeff Harris, Ute Herzfeld,
Mike Hohn, Jerry Jensen, André Journel, Subhash Lele, Gang Liu, Dan Merriam,
Mark Mihalasky, Don Myers, Vesa Nykanen, James Ogg, Margaret Oliver, Javier
Palarea-Albaladejo, Tim Patterson, Vera Pawlowski-Glahn, Andreas Prokopf, Gary
Raines, Joe Robinson, Peter Sadler, Michael Schulz, Bill Sharp, Don Singer, Paul
Switzer, John Tipper and Danny Wright.



The Role of Frederik Pieter Agterberg
in the Development of Geomathematics

Graeme F. Bonham-Carter, Václav Němec, Dan F. Merriam, Zhao Pengda
and Qiuming Cheng

Abstract Frederik Pieter (Frits) Agterberg has written over 250 publications in the
field of geomathematics during the past 50 years. He played a major role in the
International Association of Mathematical Geology since its inception in 1968, and
strongly influenced the development of geomathematics worldwide.

Keywords Geomathematics · geostatistics · mineral prediction · quantitative
stratigraphic correlation · fractal · multifractal

1 Introduction

This chapter reviews the part played by Frederik Pieter (Frits) Agterberg on the de-
velopment and spread of geomathematics. Frits graduated in geology at an exciting
time in the geosciences, coinciding with the easy access to computers. Computers
catalyzed the quantitative revolution in geology, because they made it possible to ap-
ply mathematical and statistical models to large volumes of data (Merriam, 1981).
Frits was among a relatively small number of geomathematicians who paved the

Graeme F. Bonham-Carter
Geological Survey of Canada, 601 Booth St., Ottawa, Ontario K1A 0E8, Canada,
e-mail: gbonhamc@nrcan.gc.ca
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6 G.F. Bonham-Carter et al.

way for others in the field, by providing examples of theory, associated compu-
tational examples, and real-world applications. The breadth and depth of Frits’
research activity is best described by providing a thumbnail sketch of his publi-
cations, extending over 50 years from 1958 to the present, see a later section of this
chapter.

Frits became well known internationally, partly through his publications, but also
through his efforts to disseminate geomathematical ideas in many parts of the world.
In particular, he has been closely associated with the International Association of
Mathematical Geology (IAMG), since its inception in 1968. The history and mission
of IAMG is briefly reviewed here, and its impact on the development of East-West
contacts that began during a time when the Iron Curtain prevented free exchange
of ideas between scientists. He also affected the development of geomathematics in
China where his work is widely used and where now more geomathematicians are
produced than in any other country.

Frits is a gentle and just man with many friends in the world. He has made an
invaluable contribution to the discipline and profession of geomathematics, and it is
the wish of all of us that he continue.

2 The Early Years

Frederik Pieter (Frits) Agterberg was born in 1936 in Utrecht, the Netherlands. He
was the only child of parents somewhat older than the average, and his father taught
at the local school. He started school during World War II, at a time when his
country was occupied, and living conditions were spartan. Apparently, he did not

Fig. 1 Frits as a student at
University of Utrecht in 1959
when he received a Best
Paper Award (photo from
Codien Agterberg)



The Role of Frederik Pieter Agterberg in the Development of Geomathematics 7

really enjoy the classical school curriculum typical of this period, but his geogra-
phy teacher in secondary school started his interest in geology. It was not until he
went to university at the age of 18 that his intelligence and aptitude, particularly in
mathematics, were aroused and recognized. He studied geology and geophysics at
Utrecht University obtaining his BSc in 1957. He stayed on at Utrecht for graduate
work, where he completed his MSc in 1959, and his PhD in 1961, both cum laude.
The photograph in Fig. 1 was taken while he was a student in Utrecht.

He has made a major contribution to the geomathematical literature in numer-
ous areas, often as the first to explore new applications and methods, and always
with mathematical rigour blended with practical examples. The major research ar-
eas can be identified as: statistical frequency distributions applied to geoscience
data, mineral-resources appraisal, stratigraphic analysis and time scales, and fractal
and multifractal modeling.

Throughout his career, he has been closely associated with the International As-
sociation for Mathematical Geology (IAMG), a professional organization that has
provided a structure for promoting the use of geomathematics worldwide. Frits
Agterberg in his association with the IAMG has been a key figure in its ongoing
success.

3 Other Aspects of Frits Agterberg’s Life and Kudos

It is said that behind a successful man, there is a supportive woman. Frits met his
future wife Codien when he was a student at University of Utrecht, and she was
a secretary in the geology department (today she would be termed a “personal as-
sistant”). They eventually married in 1965, and together have raised four sons. She
has been a wonderfully supportive wife. The Agterberg household is one that has
welcomed many geomathematical visitors over the years, with warm hospitality and
excellent cooking! Codien often accompanies Frits on his travels, and their relation-
ship has been a long and mutually supportive one.

Many old friends and colleagues wish to be remembered to Frits. Walther
Schwarzacher writes “Frits is an old and extremely good friend. I still remember
my first meeting him at the Kansas Time Series Colloquium in 1968. After my talk
(Frits, at this stage was smoking a pipe and had no beard) he got up and said: “I
was interested in that equation of yours.” I have forgotten which equation, but it did
strike me at the time that there was at least one real mathematician amongst all us
pretenders. Frits kept this reputation and integrity and he has helped and constrained
many geologists. We have to be very grateful to him!”

Danie Krige noted “Dr. Agterberg is a highly valued colleague and close per-
sonal friend of mine for more than 40 years. With the publication of this book in
his honour I would like to add my congratulations and best wishes to him. May
he continue to contribute in his field for many years to come for the benefit of us
all.” Bill Fyson noted the reason why Dutchmen are so tall. “It is an example of
Darwinian evolution. Holland is sinking and only those who could keep their heads
above water survived.”
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4 The IAMG and East-West Contacts

4.1 IAMG

IAMG was founded at the ill-fated International Geological Congress (IGC) in
Prague in 1968 (Merriam, 2007) and brief histories of the Association have been
by Dan Merriam (1978) and Václav Němec (1993a). The Association’s charge is
to collect, interpret, and disseminate data and information on the application of
mathematics and by association, quantitative approaches, and computer applications
(Merriam, 2004) to the geological sciences and to bring together those with this
common interest. There were fourteen members of an ad hoc committee that at the
urging of and with the leadership of Richard A. Reyment (Merriam, 2005) formu-
lated the statutes and bylaws for the IAMG. Later, at the Congress twenty geologists
took part in the organizational meeting in Prague. Frits was a member of both groups
as were Němec and Merriam.

The political situation in Czechoslovakia in the mid-1960s continued to improve
with considerable changes leading to the Prague spring as well as the preparations
for the IGC and founding meeting of the IAMG. There was an euphoric start of the
23rd IGC with colleagues all over the world reuniting or making new acquaintances.
All of this, however, came to an abrupt end with the entry into Czechoslovakia of
the armies of the Warsaw Pact changing all plans, but not before the IAMG was
born on the day after the invasion.

The need for a society or association stressing geomathematics became appar-
ent from 1961 and the APCOM (Application of Computers in the Mineral Industry)
meetings started at the University of Arizona. In 1964 the Kansas Geological Survey
(KGS) began publishing computer programs in their Special Distribution Publica-
tion series and in 1966 the publication Computer Contributions was initiated by the
Kansas Survey (Merriam, 1999). The publications were so well received that the
Survey started a series of meetings termed colloquia on some aspect of the subject
of geomathematics and held one every six months from 1966 to 1970. The popular
colloquia later were renamed Geochautauquas when hosted by Syracuse University
for several years before it became a traveling annual symposium sponsored by other
academic organizations in North America. Frits Agterberg was a regular contributor
to all of these meetings.

In the meantime, and essentially unknown to those in the West, was the Min-
ing Přibram Symposium in Technology and Science organized starting in 1962
(Němec, 1993b). In 1968 Němec and other Czech geologists and geophysicists or-
ganized a special section on Mathematical Methods Geology and Geophysics at
that meeting. The meetings were later cosponsored by the IAMG. These were a
long series of regular international geomathematical sessions and was an important
and almost unique East-West gate for the IAMG in the period from 1968 to 1989.
Němec already had developed many contacts in other eastern countries and was well
acquainted with mathematical work by eastern geologists behind the Iron Curtain
so the Přı́bram sessions were well attended.
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4.2 The East-West Exchange

For political reasons the series of meetings in the East and in the West continued
without much exchange with few exceptions. Most accomplishments of Russian
(eastern) geologists were known only through a few western workers and one of
those workers was Richard Reyment. In 1965 Němec and two other Czech geol-
ogists published their papers in one of the early APCOM meeting proceedings in
absentia; they were not allowed to travel to the U.S. From the addresses given in
the papers, Merriam sought out Němec in a trip to Prague. This connection started
a dialogue, albeit a limited one, between the East and West despite the problems
of the Iron Curtain. By 1968 at the IGC in Prague, geologists from both the East
and West took part in the organizational meeting of the IAMG. Representing the
East were geologists from the Bulgaria, Czechoslovakia (Němec), East Germany,
Hungary, and the USSR (Vistelius). The West was represented by geologists from
Australia (Watson), Canada (Agterberg), Sweden (Reyment), UK, USA (Merriam),
and West Germany. The dialogue was now well underway and important contacts
had been made.

Nowadays it is perhaps difficult for many people to imagine how the visits of
western specialists behind the Iron Curtain were appreciated by eastern colleagues
trying to follow the latest development of the science. The conditions for direct con-
tacts were strongly limited and such events such as regular East-West meetings of
mathematical geologists at Pribram was an exception. Many people feared to or-
ganize such meetings or to establish any personal contact with western colleagues
for the simple reason not to be suspected of illegal activities or even of treason to
national interests and the socialist system. Thanks to several Russian colleagues,
especially Dimitrii Rodionov, some fundamental western literature on mathemati-
cal geology was translated into Russian and published in Moscow. This included
Agterberg’s book on Geomathematics.

Other opportunities for exchange were at the International Geological Con-
gresses (IGC). The Congress after Prague in 1968 was held in Montreal in 1972,
Sydney in 1976, Paris in 1980, Moscow in 1984, and Washington D.C. in 1989 and
provided opportunity for those from the East to become acquainted with western
workers and their work. With the exception of the congress in Moscow, mathemati-
cal geology sessions generally were not attended by eastern colleagues. That excep-
tion was the 1984 congress in Moscow where many contacts and friendships were
made. Sessions on mathematical geology sponsored by the IAMG were attractive to
those interested in the subject.

By now it should be obvious that some of the major players in this scenario
were Agterberg, Merriam, Němec, Reyment, the Father of the IAMG, and Vistelius
(Merriam, 2001). At the organizational meeting of the IAMG the following officers
were elected. At the insistence of Reyment, Andrew Vistelius was elected president,
then Reyment was elected secretary general, Němec eastern treasurer, Geoff Watson
as vice president, Agterberg (amongst others) as a council member, and Merriam
editor-in-chief of the IAMG journal yet to be founded – the Journal of Mathemat-
ical Geology. Vistelius insisted on the use of mathematical geology rather than the
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more catchy term geomathematics. So, the stage was set for continued and “official”
exchange between the East and the West. This exchange was by publications, corre-
spondence, and personal contact. Frits Agterberg spent a month in the Soviet Union
in 1977, at the invitation of Vistelius, where he gave a series of lectures in Moscow,
Leningrad, Novosibirsk and other cities. He enjoyed the hospitality and survived the
vodka!

Personal contacts of course were the best way for exchange. Merriam was able
to present a paper at Pribram in 1970, Němec was a visiting scientist in the Mineral
Resources Section at the Kansas Geological Survey (KGS) in 1969–1970 during the
time Frits Agterberg (Fig. 2) was the Visiting Research Scientist (VRS). The three
IAMG functionaries, Agterberg, Němec, and Merriam were working in close prox-
imity and often had brief ad hoc meetings to solve actual problems of the IAMG
agenda. Richard Reyment previously had been the first VRS at the KGS in 1966. In
those days Lawrence was the hub of activity for the IAMG.

Fig. 2 Frits in field in 1969
while a Visiting Research
Scientist at Kansas
Geological Survey (photo
from Dan Merriam)

4.3 Mathematical Geology in the East After 1989

The political, economic, and social changes in the East occurring especially at the
end of 1989 are well known. With the fall of the Berlin Wall, conditions changed
for not only the world but in particular for mathematical geology. Direct exchange
was now possible on a scale not envisioned prior to this time. The exchange of ideas
and scientists could be open and direct, providing the money was available. Němec
was able to organize an international section on mathematical geology at the Mining
Pribram Symposium in a new atmosphere without any remarks concerning a “too
high” audience from the western world.
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The Silver Anniversary meeting of IAMG was coming up in 1993 and Richard
McCammon, then president, appointed Merriam general chairman of an organizing
committee consisting of Agterberg, Peter Dowd, Mike Hohn, Andrea Förster, and
Němec to prepare for the meeting in Prague, birthplace of the IAMG. Intensive
talks took place in the Němec home in Prague to plan for the combined meeting of
IAMG and the Přibram Mining Congress. The Silver Anniversary meeting was well
attended and a tremendous success with a few minor glitches by most reports. The
cold war which had affected science was now over and there was a free exchange.

The current development of mathematical geology attracts new ideas, new young
people, and in general the western colleagues have various occasions to meet their
colleagues from the East. To some extent they are not taking into consideration the
fact that new political freedom in the East is not identical with the economic free-
dom of the local population and that therefore any attendance of eastern colleagues
in conferences and congresses organized in the West incurs higher financial costs.
Fortunately various new technical possibilities have been promoted to make it easier
to develop close global contacts.

4.4 Frits P. Agterberg and His Global Contributions

Frits Agterberg (Fig. 3 is a recent photo) has been a major piece on the global
chessboard of mathematical geology throughout the forty years of the IAMG ex-
istence. Frits is identified with the Association as he formed one of the vital links
in the East-West history. He served as an officer of IAMG being elected a Council

Fig. 3 Frits Agterberg in
2006 (photograph from
Codien Agterberg)
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Member for 1968–1972 and again in 1976–1980; he was vice president 2000–2004
and succeeded to the presidency in 2004. When he turns over the presidency to
his successor at the International Geological Congress in Oslo in August 2008, the
IAMG will be 40 years old, and Frits will have served the organization in vari-
ous capacities, not continuously, but as a major player over its whole existence.
He has been active in many Association activities and contributed freely to its
journals. He has attended many IAMG-sponsored meetings during the years in-
cluding the colloquia in Lawrence, Geochautauquas in Syracuse and elsewhere,
APCOM meetings in several cities, the Mining Přibram Symposium in Czechoslo-
vakia, meetings sponsored by the East bloc organization COMECON (Countries of
the Mutual Economic Aid), an ad hoc meeting in Novosibirsk, USSR, and sev-
eral special IAMG sessions at the International Geological Congresses over the
years.

Frits has been widely admired for his systematic scientific work as well as for his
readiness to serve to promote further his discipline through the IAMG. Frits has par-
ticular connections to the geomathematics community in China, and has been partic-
ularly influential in fostering IAMG and geomathematical research in that country,
as discussed next.

5 Development of Mathematical Geology in China

Frits Agterberg’s influence on Chinese mathematical geology can be summarized
in five aspects: he was one of the first scholars to visit China; one of the first pro-
fessors from the West who supervised Chinese students or visiting scholars in the
field of mathematical geology; his book Geomathematics (translated into Chinese)
has been widely used and cited by Chinese authors; he is the first candidate outside
China invited to be a distinguished scholar by the Chinese Ministry of Education;
and as the Distinguished Lecturer of IAMG he has delivered a series of well-
received lectures in China. The subdisciplines of mathematical geology to which
he has contributed that have been of particular interest to the Chinese community
includes (but are not limited to): mineral-resources quantitative assessments, ap-
plication of multivariate statistics in geology, quantitative stratigraphy, non-linear
theory and fractals, and geographic information system-based decision support
modeling.

Starting in the 1980s, academic exchanges between the mathematical geology
communities of China and other countries began to increase. In 1980, four American
geologists led by Richard McCammon (US Geological Survey), along with Niichi
Nishiwaki, a professor at Kyoto University, Japan, went to Beijing and demonstrated
the achievements of the International Geological Program Project 98, “Applications
of Computer Techniques in Assessment on Mineral Resources.” They systemati-
cally introduced methods for prediction and assessment of mineral resources. This
was followed by a visit by Richard Sinding-Larsen, ex-General Secretary of IUGS,



The Role of Frederik Pieter Agterberg in the Development of Geomathematics 13

who proposed international cooperation between IAMG and China. As a result, Frits
Agterberg invited Zhao Pengda to visit the Geological Survey of Canada in 1982,
but he was unable to travel on that occasion. However, in 1984 Frits was the first
geomathematical scholar to be invited to visit the China University of Geosciences
(CUG). Later, John Davis, Dan Merriam, John Harbaugh, DeVerle Harris, Graeme
Bonham-Carter and others visited China and China University of Geosciences, but
Frits was the first and the most frequent visitor. In 1990, he attended the International
Symposium of Mathematical Geology held in Wuhan, and in 1996, he co-chaired
the session on “New Theories, New Methods and Applications of Mathematical Ge-
ology” at the 30th IGC in Beijing. In 2001, he spoke on “Development and Future of
Mathematical Geology” at the Symposium of Mineralization Diversity and Deposit
Spectrum at CUG.

In 1982, Haiqing Zou, a lecturer in the department of Mineral Resources Explo-
ration at CUG was selected as the first visiting scholar to Canada, where he was
supervised at the GSC in Ottawa by Frits Agterberg. This was the first example of
a Chinese geomathematical scholar studying abroad, and Haiqing remembers well
the help he received from Frits in both his daily life and in his studies. In 1984 Yuan
Ding, a masters student of Zhao Pengda at CUG, studied with Frits at GSC, later
obtaining his doctoral degree at Syracuse University. Then Qiuming Cheng, now a
professor of York University (Canada) and currently also the founding director of
the State Key Laboratory of Geological Processes and Mineral Resources in China,
completed his doctoral degree from University of Ottawa under Frits’ supervision
in the early 1990s.

In 1974, the Chinese Publishing House of Science and Technology published
Agterberg’s textbook Geomathematics, which was translated by Zhongming Zhang
and edited by Zhao Pengda. This was the second important mathematical geology
textbook translated into Chinese following Koch and Link’s book Statistical Anal-
ysis of Geological Data (1970, 1971). Both of these texts, with their logical and
comprehensive structure and innovative contents, greatly influenced the geomathe-
matical community in China.

Frits Agterberg was invited and sponsored through the special program “Dis-
tinguished International Scholars” by the Ministry of Education of China to give
lectures in China at CUG in 2002. Besides his lectures on methods of efficient
prediction of metallic mineral resources, he also introduced weights-of-evidence,
fractal and multifractal models, and digital geological time scales to his audiences.
This series of lectures appealed not only to teachers and students at CUG, but also
researchers in several other fields.

The IAMG conference held in 2007 in Beijing was co-chaired by Zhao and
Agterberg, with Qiuming Cheng as the general secretary. This was a significant
event for the Chinese geoscience community. The event showcased Chinese work in
mathematical geology, and brought several hundred geomathematicians (especially
young researchers) together from all over the world to share their ideas.

These are just some of the ways that Frits Agterberg has fostered and influenced
the development of geomathematics in China.
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6 Agterberg’s Research and Publications

Frits Agterberg’s first paper was published in 1958, in his first year of graduate
work, receiving that year’s Royal Dutch Mining and Geology Association Prize for
best paper by a graduate student. The paper appeared in the journal Geologie en
Mijnbouw, and was entitled “An undulation of the rate of sedimentation in southern
Gotland.” It described the structure of the Silurian sedimentary basin in Sweden and
used a model to interpret the results in terms of shifting axes of maximum deposition
(Agterberg, 1958). A geomathematical researcher was born.

For his PhD dissertation under van Bemmelen, Frits undertook field work in the
Dolomites, and his dissertation was entitled “Tectonics of the Crystalline Basement
of the Dolomites in North Italy.” Using his field data on the strikes and dips of
Hercynian schistosity planes and attitudes of minor folds, he constructed tectonic
maps of mean orientation values in highly deformed terrain, interpreting the results
to show major Alpine cross folds in the area. In a paper published in 1959, “On
the measuring of strongly dispersed minor folds” (also Geologie en Mijnbouw),
Frits pointed out that divergent structural trends may belong to a single probability
distribution, not represent different structural events (Agterberg, 1959).

In a third paper published while a graduate student, also in Geologie en Mijn-
bouw entitled “The skew frequency distribution of some ore minerals,” Frits an-
alyzed data collected by H.J. De Wijs from the Pulacayo deposit in Bolivia. The
origin of the skewed distribution were discussed, and the presence of spatial depen-
dence between observations was recognized. Fourier analysis was used to model
spatial trends (Agterberg, 1961).

Although a few others may have begun work at this time on spatial statistics in
the earth sciences, for a graduate student in a classical geology department, Frits
Agterberg showed remarkable innovation and imagination in recognizing the appli-
cability of spatial statistical models to geological data. His ability to pioneer new
statistical approaches to analyze data has been a hallmark of his work throughout
his career.

After Utrecht, Frits moved to the United States, where he had been awarded a
one-year Wisconsin Alumni Research Foundation postdoctorate fellowship at the
University of Wisconsin. Here he worked with Lewis Cline, working on the statis-
tical analysis of sedimentary rocks. His first paper in a US journal was “Statistical
analysis of ripple marks in Atokan and Desmoinesian rocks in the Arkoma Basin
of east-central Oklahoma” in the Journal of Sedimentary Petrology (Agterberg and
Briggs, 1963). Bonham-Carter remembers reading this paper while a graduate stu-
dent at University of Toronto in 1963, and learning about the value of a statistical
distribution to explain natural variability in orientation directions of sedimentary
structures.

In 1962, Frits joined the Geological Survey of Canada (GSC) in Ottawa, initially
as a petrological statistician working on the Canadian contribution to the Interna-
tional Upper Mantle Project. GSC and Ottawa were to be his working base and
home from 1962 to the present day. His early work at GSC was in providing sta-
tistical expertise to other survey members, and developing his ideas on the use of
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models to describe and interpret spatial and compositional variability of rocks and
their characteristics. The 1960s were a time of rapid spread of computers, and Frits
was quick to take advantage of computational tools to apply statistical methods.

Examples of his many publications of this period include two papers on spatial
statistical applications. In Agterberg (1964) he showed how confidence belts could
be calculated for cubic trend surfaces, and how the significance of increasing the de-
gree of the polynomial trend equation could be determined. In Agterberg (1965) he
demonstrated the value of serial correlation in establishing the spatial autocorrela-
tion of element concentration values, and in establishing a proper sampling pattern.

In a 1968 paper, he proposed a signal-plus-noise model to account for spatial
variation of copper in the Whaleback mine in Newfoundland (Agterberg, 1968).
His 1970 paper on autocorrelation functions in geology provided a method to esti-
mate two-dimensional autocorrelation functions from irregularly distributed point
data. This paper appeared in a book on Geostatistics, edited by Dan Merriam
(Agterberg, 1970).

In 1971 he started and led the Geomathematics Section at GSC. One of the main
objectives of this group was to develop quantitative methods for mineral-resource
assessment. This was a period of increasing availability of digital data from geo-
physical and geochemical surveys, and Frits was a pioneer in developing new statis-
tical approaches for integrated studies, trying to predict mineral favourability from
multivariate spatial data. This clearly was important for mineral exploration, and
also for land-use decisions for government planners.

In Agterberg (1971) he published a method to determine a probability index for
predicting environments favourable for mineralization. The next year Agterberg
et al. (1972) described the method and application of a cell-based approach to
mapping mineral favourability over a region, as applied to copper in the Abitibi
area. This was the first of several studies carried out by GSC on quantitative esti-
mates – quantitative in terms of statistical probability – of the undiscovered mineral
resources of a region based on a statistical appraisal of selected geological and geo-
physical parameters. Contoured probability maps for copper and zinc were produced
at a scale of 1:500,000 for the Abitibi region.

His ground-breaking book Geomathematics: Mathematical Background and Geo-
science Applications was published by Elsevier in 1974, and sold more than 10,000
copies worldwide. This book (Agterberg, 1974a) established Frits as a leading au-
thority on mathematical and statistical methods in the geosciences.

In a paper in the Journal of Mathematical Geology in 1974 (later renamed Math-
ematical Geology, now changed to Mathematical Geosciences), entitled “Auto-
matic contouring of geological maps to detect target areas for mineral exploration”
Frits introduced the use of logistic regression to estimate mineral favourability
(Agterberg, 1974b). This overcame the problem of estimating probability values
greater than unity when using ordinary multivariate regression.

In his paper “Statistical methods for regional resource appraisal” (Agterberg,
1977a) Frits provided results of statistical analysis of mineral-deposit data from the
Canadian Appalachian region. He recognized the value in fitting gamma and log-
normal distributions to areal abundance values for lithological variables, as applied
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to spatial cell data from the Abitibi area. Their relationship to negative binomial
frequencies of pyritic massive sulfide deposits per cell was studied in Agterberg
(1977b), a paper presented at the APCOM Symposium held at Pennsylvania State
University.

In a 1978 paper with Andrea Fabbri, Frits presented a method to measure the
“Spatial correlation of stratigraphic units quantified from geological maps,” with
measurements obtained from an optical scanner to capture map data (Agterberg
and Fabbri, 1978). This novel work was recognized by the Best Paper Award of
Computers & Geosciences for that year. This was the same year that he was awarded
the Krumbein Medal of the International Association for Mathematical Geology—
only the third recipient to receive this prestigious award.

In Agterberg (1979), his Computers & Geosciences paper “Algorithm to estimate
the frequency values of rose diagrams for boundaries of map features” again won
Best Paper award. The approach was to measure a two-dimensional autocovariance
function of a binary image, which was then converted into a table of intercept values
that were used to construct the rose diagram.

In Chung and Agterberg (1980), the methods and applications of ordinary least
squares, logistic and Poisson models were summarized for prediction of mineral
occurrences, as well as a jackknife method for estimating variances, and a newly
proposed “Separate Event Model.” With DeVerle Harris in 1981, Frits published a
comprehensive review of subjective and mathematical mineral-resource appraisal
methods that appeared in the 75th Anniversary Volume of Economic Geology
(Harris and Agterberg, 1981).

Starting in the late 1970s, Frits began a collaboration with Felix Gradstein and
others on automatic methods of stratigraphic correlation, using fossil data. This
problem was important in general, but particularly for offshore well data where the
strata were dated using microfossils. Frits brought his statistical expertise to help
solve this problem, and developed methods and associated software that have been
extensively used by the oil industry.

Frits’ paper with Nel in Computers & Geosciences entitled “Algorithms for the
ranking of stratigraphic events” won the 1981 Computers & Geosciences Best Pa-
per award, and was followed in the next year by a paper concerned with the scaling
of stratigraphic events (Agterberg and Nel, 1982a,b). These methods were incor-
porated in their RASC computer program (Ranking and Scaling of stratigraphic
events). From 1979 to 1985 he was Leader of the International Geological Corre-
lation Programme’s Project on “Quantitative Stratigraphic Correlation Techniques”
(IGCP Project 148), as described in Agterberg (1982).

An example of his work during this period was his 1982 paper with Felix
Gradstein entitled “Models of Cenozoic foraminiferal stratigraphy – northwestern
Atlantic Margin” that appeared in an edited book on Quantitative Stratigraphic Cor-
relation. The RASC method for ranking and scaling of biostratigraphic events was
used to erect a zonation for the Cenozoic benthonic and planktonic foraminiferal
record (last occurrences of 206 taxa) in 22 wells drilled on the Canadian Atlantic
continental margin (Agterberg and Gradstein, 1982).
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In 1987, Frits published “Quality of time scales – a statistical appraisal” in an-
other book edited by Dan Merriam on Current Trends in Geomathematics
(Agterberg, 1987), in which he described a maximum likelihood method for estimat-
ing the age of stage boundaries from geological information and radiometric dates.
A number of later papers (by Frits and others) used this methodology to improve
geological time scales. Agterberg and Gradstein (1988) provided a comprehensive
review of quantitative stratigraphic correlation methods. Agterberg (1990) wrote a
textbook on the subject, published by Elsevier.

In 1988, Frits published “Spatial analysis of patterns of land-based and ocean-
floor ore deposits” (Agterberg, 1988). This applied a Neyman-Scott clustering
process-model to massive sulphide deposits in New Brunswick. The spatial cross-
covariance function for the association of two rock types was modeled and used to
estimate the covariance of rock type composition data for cells of different sizes.

Starting in the late 1980s, Frits worked with Graeme Bonham-Carter, Danny
Wright, and others on spatial data measured and displayed with geographical in-
formation systems (GIS). The advantage of these systems was that both raster and
vector data could be spatially integrated in a single data system, with almost any
spatial resolution. Frits proposed the “weights-of-evidence” model, to estimate the
probability of occurrence of mineral deposits per unit area. The probabilities could
be mapped by the GIS, along with estimates of uncertainty of various types. A series
of papers appeared starting with a paper with Graeme and Danny in 1988 in Pho-
togrammetric Engineering and Remote Sensing entitled “Integration of geological
data sets for gold exploration in Nova Scotia” (Bonham-Carter et al., 1988).

Frits’ original work with weights-of-evidence was described in a 1989 paper
“Systematic approach to dealing with uncertainty of geoscience information in
mineral exploration” presented at an APCOM meeting in Las Vegas that year
(Agterberg, 1989). The weights-of-evidence technique was adapted from the medi-
cal expert system GLADYS. It was used to incorporate geophysical survey evidence
by estimating posterior probabilities for occurrence of massive sulfide deposits in
cells. Discussion of this chapter over coffee in Ottawa one day led GB-C to realize
the advantage of the approach with GIS data, and the subsequent fruitful collabora-
tion on GIS-based mineral-potential mapping.

In a 1990 paper, “Spatial pattern integration for mineral exploration” that ap-
peared in a book edited by Gaal and Merriam Computer Applications in Resource
Estimation, Prediction and Assessment for Metals and Petroleum, the theory of
weights-of-evidence was developed, and the “contrast” statistic for strength of cor-
relation between a point pattern for discrete events and a binary map pattern was
introduced. Equations for variance of weights and variance resulting from missing
data were outlined (Agterberg et al., 1990).

During this same period, Frits was supervising Eric Grunsky’s PhD dissertation
at University of Ottawa. This work involved the development of multivariate spatial
factor models, and was published with Grunsky in Computers & Geosciences as
two papers on computing multivariate spatial autocorrelation, and on spatial factor
analysis of multivariate data (Grunsky and Agterberg, 1991a,b).



18 G.F. Bonham-Carter et al.

In the early 1990s, Qiuming Cheng arrived from China, and was supervised by
Frits for his PhD at the University of Ottawa. Qiuming and Frits began work on
fractal modeling, and in particular the application of multifractal models. The first
Agterberg paper to mention fractals was in 1980 “Mineral resource estimation and
statistical exploration” in the Canadian Society of Petroleum Geologists Memoir 6
(Agterberg, 1980). Here, Frits applied fractal analysis to contours on an isopachous
map for the Lloydminster Oil Field, Saskatchewan, and to the shapes of oil fields,
Bakersfield, California. With Cheng, a number of excellent papers appeared, such
as Agterberg, Cheng, and Wright (1993) which examines the multifractal spectrum
of gold in bedrock derived for altered Jurassic volcanic rocks in British Columbia
(part of Qiuming’s dissertation work).

In Agterberg (1994a) Ripley’s K-function method was used to show that bound-
aries of study areas should be considered in the statistical modeling of point patterns.
Cheng et al. (1994) showed a new method based on the multifractal property of geo-
chemical patterns for separating anomalous values from geochemical background
values. In Agterberg (1994b), Frits showed that a model proposed by H.J. De Wijs
in 1948 (previously discussed in Agterberg (1961)) can be regarded as a multifractal.
He showed that the semivariogram for this model is approximately semilogarithmic
as originally established by Georges Matheron.

Agterberg et al. (1994) “Multifractal modelling of fractures in the Lac du Bonnet
Batholith, Manitoba” was presented at the IAMG conference at Mt Tremblant.
Cheng and Agterberg (1996) developed an exact equation of the multifractal semi-
variogram that can be approximated by a simple semilogarithmic form (cf.
Agterberg, 1994b). This work was based on Qiuming Cheng’s unpublished Ph.D.
dissertation that won 1995 best graduate student thesis award of School of Research
and Graduate Studies, University of Ottawa.

Prokoph and Agterberg (1999) showed that wavelet analysis is a sensitive method
for automatically detecting discontinuities (faults, unconformities), cyclicity and
gradual changes in sedimentation rate by transforming depth-related sedimentary
signals (e.g. gamma-ray logs) into wavelengths at specific depths. Andreas Prokoph
was a post-doctorate fellow at the University of Ottawa.

Agterberg and Bonham-Carter (2005) determined that random cell selection
methods recently proposed by others do not provide better mineral-potential maps
than those produced by weights-of-evidence and related GIS-based methods. Gold
deposits in the Gowganda area of east-central Ontario are used as illustration.

Although he is retired from GSC. Frits continues to be active in geomathemat-
ical research and publication, as illustrated by two papers that appeared in 2007.
Agterberg (2007a) “New applications of the model of de Wijs in regional geochem-
istry” shows that Brinck’s lognormal approach to frequency distributions can be
augmented using multifractal modeling. The model of de Wijs is generalized to
a “random cut” model, with practical applications to gold and arsenic in glacial
till samples. In Agterberg (2007b), “Mixtures of multiplicative cascade models in
geochemistry,” Frits showed that mixtures of element concentration frequency dis-
tributions can be simulated by adding the results of separate cascade models. Re-
gardless of properties of background levels, an unbiased estimate can be obtained
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of the parameter of the Pareto distribution characterizing anomalies in the upper
tail of element concentration frequency distributions, or the lower tail of the local
singularity distribution.

Since 1958, Frits has authored or co-authored over 250 scientific publications,
including numerous book reviews. The examples cited here are a small fraction of
his output, which has been continuous for 50 years, and illustrate the diversity of
his research interests. His publications, at an average rate of 5 publications per year,
are a testament to his hard work, enquiring mind, creative imagination, exceptional
mathematical ability and underpinned by his education in geology. A search with
Google Scholar showed that Agterberg, F.P. papers have been cited more than 2,000
times.

Acknowledgments We thank Codien Agterberg for helping with this paper about Frits, and sup-
plying photographs.
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Abstract Large rivers are a major pathway for the erosion products of continents
to reach the oceans. The riverine transport of dissolved and particulate materials
is generally related to a large number of interactions involving climate, hydrolog-
ical, physico-chemical and biological aspects. Consequently, the investigation of
large rivers allows the erosion processes at a global scale to be addressed, with in-
formation about biogeochemical cycles of the elements, weathering rates, physical
erosion rates and CO2 consumption by the acid degradation of continental rocks. To-
day, good databases exist for the major dissolved ions in the world’s largest rivers.
Since concentration of ions in river waters has to be considered in a compositional
context, it is necessary to study the implications of considering the simplex, with its
proper geometry, as the natural sample space. Using the additive (alr) or the isomet-
ric (ilr) log-ratio transformations, a composition can be represented as a real vector;
but only in the second case can these coordinates be mapped onto orthogonal axes.

Using data related to the dissolved load of some of the most important rivers
in the world, the relationships among the major ions frequently used in molar ra-
tio mixing diagrams have been investigated with alternative tools. Following the
balances approach, an investigation of the properties of aqueous solutions of elec-
trolytes that are often treated in terms of equilibrium constants is undertaken. The
role played by the source—rain water, weathering of silic, carbonatic and evapor-
itic rocks, pollution—from which elements and chemical species can potentially be
derived, has been checked through an investigation of a probabilistic model able
to describe the relationships among the different components that contribute to the
chemical composition of a river water sample.

A. Buccianti
Department of Earth Sciences, Universitat di Firenze, Firenze, Italy,
e-mail: antonella.buccianti@unifi.it

J.J. Egozcue
Department of Applied Mathematics III, Universitat Politecnica de Catalunya, Barcelona, Spain,
e-mail: juan.jose.egozcue@upc.edu

V. Pawlowsky-Glahn
Department of Computer Science and Applied Mathematics, Universitat de Girona, E-17071
Girona, Spain, e-mail: vera.pawlowsky@udg.edu

G.F. Bonham-Carter, Q. Cheng (eds.), Progress in Geomathematics, 23
c© Springer-Verlag Berlin Heidelberg 2008



24 A. Buccianti et al.

Keywords Aitchison geometry · simplex · river chemistry · mixing diagrams

1 Introduction

Chemical weathering both shapes the surficial environment and influences soil for-
mations, affecting the global geochemical cycles of the elements and, in particular,
that of carbon. Worldwide river chemistry can be consequently used to (1) under-
stand the biogeochemical cycles of major and trace elements, (2) calculate chemi-
cal weathering rates, (3) estimate the role of major parameters like relief, climate,
lithology, and vegetation that are likely to influence chemical weathering processes,
and (4) quantify the effect of rock chemical weathering on the carbon cycle and its
potential role on climate change (dissolution of CO2 in surface waters conveys the
protons necessary to weather the rock minerals). Studying river chemistry is funda-
mental since at the Earth’s surface the erosion products are mainly transported by
rivers determining, ultimately, the ocean chemistry. In a global approach, solutes in
river water are derived from different sources like rain water, silicic, carbonatic and
evaporitic rocks weathering (Garrels and MacKenzie, 1971).

Atmospheric inputs to rivers can be evaluated using Cl− abundance, whose con-
centration in rocks is very low (Stallard, 1980; Meybeck, 1983). In South America
(Stallard and Edmond, 1987), in Western Europe (Meybeck, 1986), and in Central
Africa (Négrel et al., 1993), Cl− originates from the dissolution of atmospheric
seasalt particles by rainwater, and shows concentrations which decrease with in-
creasing distance from the coast. Difficulties arise when evaporitic rocks are present
in the river drainage, as reported for the Andean rivers (Stallard, 1980). In that situ-
ation further investigations are needed to discriminate marine aerosol contributions
from those of rocks (Millot et al., 2002). For most large rivers direct rain input is
almost insignificant (less than 5%), except for those rivers most influenced by evap-
oration (Gaillardet et al., 1999).

Waters draining different rock types are characterized by their own chemical and
isotopic signatures. These signatures depend on both the chemical composition of
the bedrock and on the rate at which it is being eroded. Carbonatic and evapor-
itic rocks are weathered 12 times and 40–80 times, respectively, more rapidly than
granites or gneisses (Meybeck, 1987). As a consequence, evaporites have a major in-
fluence on river chemistry even if their outcrops are rather rare. The Sr isotopic ratio
and the Ca2+/Na+, HCO−

3 /Na+ and Mg2+/Na+ molar ratios are particularly well
suited to distinguish between carbonate and silicate contributions; they also have the
important property of being independent of water fluxes, dilution and evaporation
effects. Normally, the analysis is based on end–members whose composition is es-
timated using data for small rivers draining a single lithology (carbonates, silicates
and evaporites). Then, the hydrochemistry of a river is considered as a mixture of
such end–members. For instance, Négrel et al. (1993) consider that binary relation-
ships between Sr isotopic composition and Ca2+/Sr, as well as between Mg2+/Na+

and Ca2+/Na+, or between HCO−
3 /Na+ and Ca2+/Na+ molar ratios, can be used
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to model mixing between end-members. Each river appears as a point in a dia-
gram whose axes are the logarithms of the mentioned ratios and mixing between
end–members is represented by straight lines. These diagrams represent a good ap-
proximation to the investigation of the phenomena analyzed. However, ratios with
the same denominator (Na+ in this instance) in a logarithmic scale (i.e. additive log-
ratio (alr) coordinates used to represent a composition as a real vector) have some
peculiarities as, not being invariant under the permutation of parts, they represent
an oblique basis in the Aitchison geometry of the simplex (Egozcue et al., 2003;
Egozcue and Pawlowsky-Glahn, 2005, 2006). This fact may lead to misinterpre-
tation and, consequently, a compatible metric is required. Our aim is to describe,
using geometrically improved methods, general chemical equilibria among major
ions characterizing river composition, their behavior, as well as the role of the dif-
ferent sources, on a global scale. From a general point of view, chemical weathering,
highly related to runoff and physical erosion rates, is strongly lithology dependent
(Dessert et al., 2001; Chadwick et al., 2003; Oliva et al., 2003; Quade et al., 2003),
with basaltic rocks yielding by far the highest chemical weathering rates. As a con-
sequence, basaltic rocks have a disproportionately large effect on CO2 drawdown,
being responsible for as much as 25% of the global carbon flux. However, calculated
weathering rates of river basins show only modest dependence on temperature, due
to the existence of hot catchment areas in regions of limited denudation, e.g. West
Africa (Gaillardet et al., 1999; Anderson et al., 2003).

2 Origin of Data

A data base for 1080 water samples from the most important rivers in the world
has been compiled. In it, the concentrations (mg/L) of Na+, K+, Mg2+, Ca2+, Cl−,
SO2−

4 , HCO−
3 and H4SiO4 are reported, together with pH values and, where present,

Sr and Rb abundance and 86Sr/87Sr isotopic ratios. The analytical procedures for
water analysis included ion chromatography for Cl− and SO2−

4 , conventional flame
atomic absorption spectrophotometry for Ca2+, Na+, K+ and Mg2+, and colorime-
try for aqueous silica. On the whole, the uncertainties related to analytical errors
are comparable. In most situations samples have been collected taking into account
seasonal variability, as well as different positions within the catchment. Catchments
were selected to be widely representative of different lithologies, climates and sea-
sons. Contamination, if present, is expected to be revealed by presence of outliers.
No correction for the atmospheric contribution has been performed on the origi-
nal information. Data from the largest rivers of the world are from Gaillardet et al.
(1999) and cover a continental area of 53.6 × 106 km2 or about 54% of the ex-
orheic continental area (open systems in which surface waters ultimately drain to
the ocean). This main data base has been expanded with data pertaining to South
American (Edmond et al., 1995; Gaillardet et al., 1997; Mortatti and Probst, 2003)
and Asiatic regions (Galy and France-Lanord, 1999; Bickle et al., 2005; Tipper
et al., 2006). Further data derive from the Deccan volcanic province, located in the
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western and central parts of India (Dessert et al., 2001) and from the Min Jiang river,
a headwater tributary of the Yangtze River in the Chang Jiang area (Qin et al., 2006).
African information was supplemented by data from the dissolved load of the Ny-
ong basin rivers (Viers et al., 1997, 2000), the second largest river of Cameroon in
terms of length. It has a relatively small drainage area (27,800 km2), which is charac-
terized by potentially elevated level of chemical weathering (high temperature and
precipitation), but strongly restricted due to thick soil and vegetation and lack of
tectonic uplift. North America is represented by data from Canada (Slave Province,
Northwest Territories and Grenville Province, Québec (Millot et al., 2002); Stikine
Province, Western Canadian Cordillera (Millot et al., 2003); Mackenzie River basin,
northern Canada (Millot et al., 2003); Fraser, Skeena, Nass river basins, Canadian
Cordillera (Spence and Telmer, 2005)). The regions under consideration are char-
acterized by moderate relief and the landscape is typical post-glacial with abundant
till deposits. Vegetation is dominated by conifers and population is sparse, making
the region remarkably pristine. Further samples derive from White River, Vermont,
USA (Douglas, 2006). Data from Europe have been supplemented by considering
the Seine (France) (Roy et al., 1999) and Salso (central Sicily, Italy) rivers (Favara
et al., 2000). Overall, it has to be kept in mind that the database comprises observa-
tions from regions that are not geologically in the same state of evolution. Northern
latitude regions are in a transient state and still in the post-glaciation period. There,
weathering reactions proceed so slowly that the steady state of soils has not been
reached. By contrast, tropical regions, like the Guyana or the African shield, have
experienced only small changes during the past million years and have probably
reached a steady state for weathering reactions.

3 Methodology

In a classical approach, river geochemistry can be characterized by a number of
elemental ratios and the Sr isotopic composition. Several Na+ normalized molar
ratios (Ca2+/Na+, K+/Na+, Mg2+/Na+, Cl−/Na+, SO2−

4 /Na+, HCO−
3 /Na+) can

be used as intensive parameters, independent of dilution and evaporative processes,
able to compare rivers draining areas of high runoff with those draining arid basins.
Mixing diagrams using Na+-normalized molar ratios allow a comparison of the
chemical composition of each sample with end-member reservoirs estimated us-
ing data for small rivers draining one single lithology (i.e. carbonates, silicates
and evaporites). However, recall that these scatter diagrams, whose coordinates are
given on a log-scale by ratios with the same denominator (e.g. HCO−

3 /Na+ versus
Ca2+/Na+, Mg2+/Na+ versus Ca2+/Na+, Ca2+/Na+ versus 1000×Sr/Na+), de-
fine a space with non orthogonal axes (Egozcue and Pawlowsky-Glahn, 2005), and
that statistical validation of the relationships inside this space (e.g. correlations and
their significance, discrimination of groups) requires an appropriate distance due to
the specific geometry of compositional data. This standard representation of ratios
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in fact is equivalent to those of the alr-coordinates (Aitchison, 1986), were D− 1
of the components of the composition are divided by the remaining component and
logarithms taken. The resulting log-ratios are real variables whose coordinates can
be mapped onto axes at 60◦. In this context it is not possible to use the usual inner
product and distances on alr-transformed observations to determine either the angle
between two vectors or their distance without modifying the methods of calculation.
A simple alternative approach can be used. The methodology is based on the identi-
fication of subsets of variables, parts, and their balances (Egozcue and Pawlowsky-
Glahn, 2005, 2006). The balances approach was proposed to simplify the analysis
of compositional data. It consists of grouping variables into subsets which are inter-
pretable from a geochemical point of view. For example, chemical compositions of
river waters include usually a group of anions and another group of cations, leading
to a natural first partition of the composition. In this and other similar situations,
one may be interested in studying two features of the sample compositions, the re-
lationship or balance between the two groups of parts (inter-group analysis) and
the behavior of parts within a group (intra-group analysis). The sequential binary
partitioning of parts of a composition (Egozcue and Pawlowsky-Glahn, 2005) rep-
resents a tool to design a particular basis in the simplex, such that the corresponding
coordinates are directly interpretable as balances between any two groups of parts
appearing in some order of the sequential binary partition. Consequently, subcom-
positional (intra-group) and balance (inter-group) analysis are reduced to orthog-
onal projections onto subspaces of the simplex, thus guaranteeing consistency of
distances and statistical analysis when working in reduced dimensions.

Taking into account the previous considerations, we propose to analyze the
chemical relationships among three variables usually used in a scatter diagram
with common denominator, e.g. Ca2+, Na+ and HCO−

3 , to investigate the behavior
among samples in the coordinate space. To do so, the coordinates x = Ca2+/Na+

and y = HCO−
3 /Na+, represented on a logarithmic scale, are substituted by the

coordinates:

x = B1 =
1√
2

ln
Ca2+

Na+ , y = B2 =
1√
6

ln
Ca2+ ×Na+

(HCO−
3 )2

, (1)

representing the balances B1 and B2 between the part Ca2+ versus Na+, and between
the parts Ca2+ and Na+ versus HCO−

3 , with a normalization constant (Egozcue
et al., 2003).

¿From a general point of view, consider that Ca2+ is contributed to river water
almost entirely from rocks weathering and only 9% of it may arise from pollution
(Berner and Berner, 1996). The sources of Ca2+ mainly consist of CaCO3 bearing
sedimentary rocks, with a smaller proportion derived from Ca2+-silicate minerals,
chiefly Ca2+-plagioclase, and a minor amount from CaSO4 minerals. Concerning
Na+, recent estimates (Berner and Berner, 1996) indicate that about 28% is derived
from contamination, 8% from sea salt, 43% from halite, and the remaining 22%
from the weathering of plagioclase. Another possible source of Na+ in river water
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is from cation exchange of dissolved Ca2+ with Na+ on detrital clay minerals during
marine shale weathering. Finally, all bicarbonate in average river water is derived
from rock weathering, pollution accounting for only 2% and cyclic sea salts for
far less than 1%. The behavior of this component is affected by the presence of
the CO2 gaseous phase, participating at the carbonate equilibria system. Here acid
attack is the principal weathering mechanism with water, the acid being formed by
the reaction of carbon dioxide from the atmosphere or from the respiratory cycle
of organisms in the soil. With the aim to attribute a geochemical meaning to the
balances, two representative weathering reactions given by:

CO2 +H2O+CaCO3 → Ca2+ +2HCO−
3 (2)

and

2CO2 +11H2O+2NaAlSi3O8 → 2Na+ +2HCO−
3 +Al2Si2O5 (OH4)+4H4SiO4,

(3)

are considered. It is reasonable to assume that the two balances may represent their
joint contribution, as Ca2+ and HCO−

3 are related to the right part of the Eq. (2),
whereas Na+ and HCO−

3 are related to the right part of the Eq. (3). Statistical anal-
ysis and investigation of relationships can be performed in the balance space with
usual methodologies (e.g. identification of linear or non-linear data fitting, presence
of groups, etc.). Moreover, the investigation of the features of balance frequency
distributions may give information about equilibrium between the involved parts of
the composition, evaluating the nature of the probabilistic model used to describe
their behavior. If the distribution is unimodal and the variance is low, an equilibrium
situation may be hypothesized; on the other hand, presence of multimodality and/or
high variance may be an indication of more complex situations not describable by
a single model. The identification of the random variable (normal, skew-normal, bi-
modal and so on) able to describe a balance represents, finally, a further development
in the understanding of how natural phenomena work and their importance.

4 Mixing Versus Balance Diagrams

Mixing diagrams on a logarithmic scale using Na+-normalized molar ratios in the
dissolved phase of rivers are typically used to estimate contribution of end-member
reservoirs (i.e. carbonates, silicates and evaporites). When simple binary diagrams
have to be constructed for evaluating mixing processes, the balance approach allows
us to choose appropriate coordinates for representing the data in a real Euclidean
space, in which statistical analysis can be performed. Consider for example the Na+-
normalized diagram in a log-log space, as introduced by Négrel et al. (1993), which
is presented in Fig. 1 for Ca2+/Na+ vs. HCO−

3 /Na+. In our data base Na+ ranges
from 0.076 (Guayana Shield) to 79 875 mg/L (Salso River, Sicily), Ca2+ from
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Fig. 1 Mixing diagram using Na+-normalized ratios in dissolved phase of river water. See text for
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0.040 (Guayana Shield) to 1 070 mg/L (Salso River, Sicily) and HCO−
3 from 0.80

(Amazon river) to 825 mg/L (Ganges-Brahmaputra) with ratios Ca2+/Na+ � 0.01
to 147, HCO−

3 /Na+ ≈ 0.003 to 335, Mg2+/Na+ � 0.01 to 40.78. As an alternative,
the balances for the three variables, Ca2+, Na+, and HCO−

3 , are reported in Fig. 2.
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The balances B1 (x) and B2 (y) represent the equilibrium among the products, in-
volving, or not, a gaseous phase, of two previous weathering reactions (Eqs. 2, 3).

World average river water composition is dominated by Ca2+ and HCO−
3 , both

of which are derived predominantly from limestone weathering and, consequently,
about 98% of all river water is of the calcium carbonate type, while less than 2%
has Na+ as the principal ion (Meybeck, 1979). From a general point of view, wa-
ters draining carbonates show Ca2+ and Mg2+ dominated reservoirs and Ca2+/Na+

ratios are often close to 50 (or 3.56 for balance B1) whereas the average for crustal
continental rocks is about 0.6 (or −0.87). Due to the higher solubility of Na+ rel-
ative to Ca2+, lower Ca2+/Na+ molar ratios are expected in the dissolved load of
rivers draining silicates. However, the existence of silicate draining rivers having
higher Na+-normalized ratios can be explained by the presence of rocks with values
higher than crustal rocks, with weathering conditions such that Ca2+ rich minerals
are preferentially dissolved, and with the presence of disseminated calcite within
catchment bedrocks.

In order to compare the differences between both representations, Fig. 3 shows
the data rescaling of the x-axis of (b) to match exactly the expression of B1 in (a).
Moreover, a set of parallel and not-parallel lines have been superimposed with the
goal of visualising the effect of working in a non-orthogonal system. Two features
can be observed: (i) there is a reduction of the scale in the y axis of the alr represen-
tation (b), thus suggesting a reduction of variability in the y-axis; and (ii) the angle
between the intersecting lines has changed, thus suggesting the data are nearer to a
linear trend in (b) than in (a). Both facts correspond to the property that alr-axes are
not orthogonal, but they form an angle of 60 degrees. The dispersion and curvature
of data in Figs. 2 and 3(a), correspond to the Aitchison geometry of the simplex,
whereas Figs. 1 and 3(b), exhibit a subtle but important distortion.

In Fig. 2 the scatter of the data tends to increase from carbonate to evaporite
end-members due to the higher geochemical variability of those source rocks. The
curvature shown by the data indicates that the value of the Ca2+/Na+ ratio is not
proportional to the change of lithology, and small variations in its value have a
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large impact on the internal relationships among Ca2+, Na+ and HCO−
3 , particularly

when evaporites are involved. In this framework, the balances diagram appears to
take into account the differences among the data in a more sensible way compared
to the Na+-normalized molar ratios.

To investigate the origin of the dispersion in Fig. 2, samples have been divided
into subsets by location on a global scale, as reported in Fig. 4. As can be seen,
rivers from Europe are characterized by a higher dispersion, with samples moving
from carbonate towards evaporite fields. They seem to be well represented by a
non-linear model. The shift of the samples upwards is mainly associated with an
increase in evaporation (i.e. Mediterranean climate), whereas shift downwards leads
to regions characterized by lower evaporation rate and colder temperature. Data
from Asia show a different curvilinear pattern, with points moving towards a more
accentuated decrease in B1 compared with those of B2, the latter showing in the
upper part of the diagram fluctuations around a constant value. This situation could
be explained by the fact that locally, dependent on bedrock composition, regions
have experienced only small changes during the past million years, so that a steady
state for weathering reactions could has been achieved. It appear that balance B2 can
describe this situation, representing the joint behaviour of weathering equations (2)
and (3). Data from North America contain the most extreme positive values of B1,
moving towards the carbonate end-member.

Data from Africa and South America appear to be located around the zero value
for B1 (Ca2+/Na+ ratio approximately equal to 1) and between −2 and −1 for B2,
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revealing a complex relationship among the three involved variables, Ca2+, Na+

and HCO−
3 . The balance B2 behaviour is affected by the different mobility of Ca2+

and Na+ as governed by rainfall, high temperature and intensity of weathering pro-
cesses, as well as by bedrock lithological nature. In this situation the source of vari-
ability can be mainly associated to climate forcing, as recent results suggest that
carbonate weathering has a greater sensitivity to runoff because of the faster disso-
lution kinetics of carbonates relative to silicates (Tipper et al., 2006). Differences
in dispersion can be also attributable to less and more organic-dominated environ-
ments. When dissolved organic matter and acids are abundant (dissolved humic and
fulvic acids play an important part in mineral dissolution), within the drainage, min-
eral weathering rates tend to increase (Viers et al., 1997, 2000).

5 Identification of Natural Geochemical Laws

In order to check if the balances can represent an equilibrium among the involved
parts, histograms of their values are presented in Fig. 5 together with their Gaussian
kernel density estimation (Bowman and Azzalini, 1997). In both cases the appli-
cation of the Kolmogorov-Smirnov, Anderson-Darling (large n) and Shapiro-Wilk
(small n) tests for normality indicates that the simple Gaussian model cannot be
adopted to describe the data (p-value � 0.05), and the shape suggests that a unique
probabilistic model is not adequate to represent the different processes (we are
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dealing with mixtures) affecting them. The balance B1, involving the Ca2+/Na+

ratio, appears to be poly-modal in comparison with B2, involving the ratios
Ca2+/HCO−

3 and Na+/HCO−
3 . The distribution of B2 is positively skewed, indicat-

ing the likely presence of outliers, i.e. data reflecting rare geochemical processes.
In the first B1 situation, the poly-modality reflects the presence of important vari-
ability sources, whereas in the second B2 situation a more homogeneous condition
is achieved, with the exception of a tail in the right part of the histogram. This tail
corresponds to most of the samples from Salso river (86), Grenville Province (8
samples with low content of HCO−

3 and pH in the interval 4.63 to 5.96), Rhine,
Yukon, Weser, Don, Wisla, Elbe, Murray Darling, Odra, and Ebro, all characterized
by high contents of Na+, Ca2+ or HCO−

3 , and often associated with densely pop-
ulated, industrialized or cultivated areas, or affected by high evaporation rates. If
samples with balance values greater than −0.5 are ruled out, normality is achieved
(tests p-value > 0.05). In other words, balance B2 appears to represent an equi-
librium condition among the involved cations and anions, and the exceptions are
related to rivers affected mainly by anthropogenic contributions or highly affected
by evaporation, i.e. outliers due to different geochemical processes. The equilib-
rium may be attributable to the rapid dissolution reaction of carbonates (involving
Ca2+ and HCO−

3 ) compared to silicates, particularly when larger runoff areas are
analyzed and/or to the role played by the carbonate equilibria system. In Fig. 6
box-plots of the balances are reported by continental area of provenance. As can be
seen, Europe is characterized by higher variability for both balances, showing both
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negative and positive data; Africa presents values around zero for B1 (corresponding
to a Ca2+/Na+ ratio equal to 1); Asia and North America are shifted towards posi-
tive values, and South America towards negative ones corresponding, respectively,
to an increase and to a decrease in the Ca2+/Na+ ratio. Greater overlap is observed
in the box-plots of B2 where, with the exception of Europe, most of the data are
negative; the zero value for B2 corresponds to the condition in which the geometric
mean of Na+ and Ca2+ is equal to that of HCO−

3 .
Since waters draining carbonates have Ca2+ and Mg2+ reservoirs, the mixing

diagram Mg2+/Na+ versus Ca2+/Na+ is often considered. The balances to be used
to analyze the relationships among the variables Ca2+, Mg2+ and Na+ are the same
as those of Eq. (1) with Mg2+ substituting for HCO−

3 . Given that the first balance is
the same as in the previous example, in Fig. 7 the histogram of the third balance is
presented, together with the box-plots by continental areas. Application of the pre-
vious normality tests permits the acceptance of the null hypothesis (p-value > 0.05)
indicating a degree of equilibrium among these variables. Data from North Amer-
ica and Asia show values more or less around zero, whereas Africa, South America
and Europe provide clearly positive values. The mean value of the balance, equal to
0.6±0.64, includes the 0.9 value obtained for small rivers draining only carbonates
that have Mg2+/Na+ ratios close to 10 (Gaillardet et al., 1999). Where Na+ tends
to be important either for silicate, evaporite or contamination contributions, balance
data present increasingly positive values.

6 Some Conclusions and Perspectives

The investigation of the fluxes to the ocean of material derived from the chem-
ical and mechanical weathering of the continents is fundamental for the global
geochemical budget, and as such, their estimation has attracted attention since the
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earliest development of earth sciences. In addition, global rates of chemical weath-
ering provide a major source of information concerning CO2 levels as well as about
its consumption. Historically, most attention has been paid to the investigation of
the dissolved load of rivers on a global scale by considering data from different
parts of the world. The aim of this paper has been to identify the potential source of
each element and to hypothesize mixing among end-members to be related to rock
weathering or to other natural processes, e.g., evaporation and precipitation, or to
anthropogenic contamination phenomena. In this context, molar diagrams based on
ratios with a common denominator (alr-coordinates) have been often used. The ap-
proach proposed in this paper is based instead on the balance concept as defined by
Egozcue and Pawlowsky-Glahn (2005, 2006). Binary mixing diagrams constructed
by using balances appear to capture the data variability better than those based on
molar ratios with a common denominator. These avoid distortion and reveal de-
tails about the complexity of natural phenomena affecting the chemistry of the river
water. Since balances are able to represent the joint behavior of different variables
they can represent better the development of simultaneous geochemical processes.
Further research on this aspect is under progress.
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Gaillardet J, Dupré B, Allègre CJ, Négrel P (1997) Chemical and physical denudation in the
Amazon River Basin. Chem Geol 142: 141–173
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Abstract Probability laws in have been a major issue of concern over the last
decades. The lognormal on the positive real line or the additive logistic normal on
the simplex are two classical laws of probability to model geochemical data sets
due to their association with a relative measure of difference. This fact is not fully
exploited in the classical approach, when viewing both the positive real line and the
simplex as subsets of real space with the induced geometry. But it can be taken into
account considering them as real linear vector spaces with their own structure. This
approach implies using a particular geometry and measure different from the usual
one. Therefore we can work with the coordinates with respect to an orthonormal
basis. It could be shown that the two mentioned laws are associated with a normal
distribution on the coordinates. In this contribution both approaches are compared,
and a real data set is used to illustrate similarities and differences.

Keywords Lognormal · additive logistic normal · normal · positive real line ·
simplex · Aitchison geometry

1 Introduction

Natural processes in geochemistry can arise from the combination of many complex
factors. Therefore, suitable probability laws have been a major issue of concern over
the last decades (Ahrens, 1953; Agterberg, 2005). Knowledge of the distribution
suitable to model geochemical variables is important, as it might be helpful in un-
derstanding the generating processes, or to validate the results obtained with some
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statistical technique. There is a large battery of models in the literature, but finding
the adequate model is not an easy task. Two crucial issues, which are usually taken
for given, should be considered when selecting a model, namely the sample space
and the scale of data.

Most statistical techniques assume data to be realizations of real random vectors,
i.e. random vectors with sample space the real space with its usual geometry. Con-
sequently, density functions are expressed with respect to the Lebesgue measure.
The Lebesgue measure is the natural measure in real space. It is compatible with its
inner vector space structure and, thus, with the absolute measure of difference. One
might ask what happens if the structure and the measure in a given sample space is
different from the real space structure and the Lebesgue measure. One reasonable
possibility is to work with density functions with respect to that measure. This is the
approach used by McAlister (1879) when introducing the law of frequency as the
density of a lognormal variable. But some difficulties arise using it, as the necessary
integrals to compute probabilities are not ordinary ones. In order to compute them,
McAlister (1879) introduces the law of facility, nowadays known as the lognormal
density function. This function is the density with respect to the Lebesgue measure.
The key issue is to be careful to preserve the coherence with the structure of the
sample space; otherwise, interpretation might become tortuous.

The objective in this contribution is to discuss and compare the two strategies
on the positive real line and on the D-part simplex as they are two sample spaces
that often appear in geochemistry. To illustrate some similarities and differences a
real data set corresponding to Skye lavas (Thompson, Esson and Duncan, 1972) is
used. Section 2 contains a summary of the theoretical background of the alternative
strategy. Section 3 is focused on the positive real line, and Sect. 4 on the simplex as
the sample space. Concluding remarks are presented in Sect. 5.

2 Theoretical Background

When a random variable or vector has a constrained sample space, E ⊂ R
D, the

methods and concepts used in real space might lead to absurd results, as is well
known from examples like the spurious correlations between proportions stated by
Pearson (1897). This problem can be circumvented when E admits a meaningful
space structure (Pawlowsky-Glahn and Egozcue, 2001). In fact, if E is a complete
inner product vector space, a measure λE , compatible with its structure, can be de-
fined (Eaton, 1983). In particular, it can be defined through the Lebesgue measure
on orthonormal coordinates (Pawlowsky-Glahn, 2003). A probability density func-
tion, fE , is defined on E as the Radon-Nikodým derivative of a probability mea-
sure P with respect to λE . The measure λE has the same properties in E as the
Lebesgue measure in real space. Difficulties, arising from the fact that the integral
P(A) =

∫
A fE(x)dλE(x) is not an ordinary one, are solved working with coordi-

nates, as properties that hold in the space of coordinates transfer directly to the
space E. For example, for fE a density function on E, call f the density function
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of the coordinates, and then the probability of an event A ⊆ E is computed as
P(A) =

∫
V f (v)dλ(v),where V and v are the representation of A and x in terms of

the orthonormal coordinates chosen, and λ is the Lebesgue measure in the space of
coordinates. Using f to compute any element of the sample space, e.g. the expected
value, the coordinates of this element with respect to the same orthonormal basis
are obtained. The corresponding element in E is then given by the representation of
the element in the basis chosen.

Every one-to-one transformation between a set E and real space induces a real
Euclidean space structure in E, with associated measure λE . Particularly interesting
are those transformations related to an interpretable measure of difference between
observations, which we call natural measure of difference. This was evidenced by
Galton (1879) when introducing the logarithmic transformation as a means to ac-
knowledge the fact that sensation = log(stimulus).

This simple approach has acquired a growing importance in applications, since
it has been recognized that many constrained sample spaces, which are subsets of
some real space—like R+ or the simplex—can be structured as Euclidean vector
spaces (Pawlowsky-Glahn and Egozcue, 2001). It is important to emphasize that
this approach implies using a measure which is different from the usual Lebesgue
measure. Its advantage is that it opens the door to alternative statistical models de-
pending not only on the assumed distribution, but also on the measure which is
considered as appropriate or natural for the studied phenomenon, thus enhancing
interpretation. The idea of using not only the appropriate space structure, but also
to change the measure, is a powerful tool because it leads to results coherent with
the interpretation of the measure of difference, and because they are mathematically
more straightforward.

3 The Positive Real Line

3.1 Space Structure

The real line, with the ordinary sum and product by scalars, has a vector space
structure. The ordinary inner product and the Euclidean distance are compatible
with these operations. But this geometry is not suitable for the positive real line.
Confront, for example, some meteorologists with two pairs of samples taken at two
rain gauges, {5;10} and {100;105} in mm, and ask for the difference; quite proba-
bly, in the first case they will say there was double the total rain in the second gauge
compared to the first, while in the second case they will say it rained a lot but approx-
imately the same. They are assuming a relative measure of difference which is not
compatible with the ordinary sum, as it is not invariant under translation. Further-
more, the constrained character of the sample space might lead to problems when
shifting a positive number by a positive or negative real number, or when multiply-
ing a positive number by an arbitrary real number, because results can be outside
R+ and would be impossible.
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In 1879, Galton realized that the space structure of the real line cannot be ad-
equate on the positive real line when errors are multiplicative and not additive. In
those cases, it is more adequate to use the particular vector space structure of R+,
which is summarized as follows (Pawlowsky-Glahn and Egozcue, 2001): Given
x,y ∈ R+, the internal operation, which plays an analogous role to addition in R,
is the usual product x⊕ y = x · y and, for α ∈ R, the external operation, analogous
to the product by scalars in R, is α� x = xα . An inner product, compatible with ⊕
and �, is 〈x,y〉+ = lnx · lny. It induces a norm, ‖x‖+ = | lnx|, and a relative mea-
sure of difference, or distance, d+(x,y) = | lny− lnx|. Since R+ is a 1-dimensional
vector space, there are only two orthonormal basis: the unit vector e, and its inverse
element with respect to the internal operation, e−1. From now on the first option is
considered. Any x ∈ R+ can be expressed as x = lnx� e = elnx, which reveals that
lnx is the coordinate of x with respect to the basis e, and the measure in R+ can be
defined so that, for an interval (a,b) ⊂ R+, λ+(a,b) = λ(lna, lnb) = | lnb− lna|,
and then dλ+/dλ = 1/x (Mateu-Figueras, 2003; Pawlowsky-Glahn, 2003).

Observations in R+ are usually expressed in terms of the canonical basis 1 of R.
In fact any vector x ∈ R+ can be written as x = x · 1. The problem is that 1 is a
basis in R but not a basis in R+. It has zero length (norm) and is orthogonal to
any other vector. Using the canonical basis in R+, we write x = elnx, and the scalar
coefficient of x with respect to this basis is lnx. Working with an orthonormal basis,
standard real analysis can be applied to the coordinates. In fact, it is easy to see
that the operations defined above are equivalent to the sum and scalar product of the
coordinates:

x⊕ y = x · y = elnxelny = elnx+lny, α� x = xα = elnxα = eα lnx.

The standard inner product and Euclidean distance in R can be directly applied to
the coordinates with respect to the canonical basis of R+, as

〈x,y〉+ = lnx lny = 〈lnx, lny〉eu

d+(x,y) = | lny− lnx| = deu(lnx, lny) (1)

where the subscript ‘eu’ refers to standard operations in R. This relationship also
holds for the λ+ measure, i.e. for (a,b) ∈ R+, λ+(a,b) = λ(lna, lnb) = | lnb− lna|.
Nevertheless, if results expressed in logarithms are not easy to interpret, they can be
expressed in terms of the canonical basis of R, i.e. in terms of the unit vector 1. In
conclusion, standard real analysis can be applied to the coordinates, distances are
preserved, and results will be coherent with the structure of the sample space.

3.2 The Lognormal Law

The lognormal distribution has long been recognized as a useful model in the eval-
uation of random phenomena whose distribution is positive and skew, and specially
when dealing with measurements in which the random errors are multiplicative
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rather than additive. The history of this distribution starts in 1879, when Galton
observed that the law of frequency of (additive) errors was incorrect in many groups
of vital and social phenomena. He based his assertion on Fechner’s law which, in its
approximate and simplest form, states sensation = log(stimulus). According to this
law, an error of the same magnitude in excess or in deficiency is not equally prob-
able; therefore, he proposed the geometric mean as a measure of the most probable
value instead of the arithmetic mean. This remark was followed by the memoir of
McAlister (1879), who performed a mathematical investigation concluding with the
lognormal distribution and proposed a practical and easy method for the treatment
of a data set grouped around its geometric mean: convert the observations into log-
arithms and treat the transformed data set as a series around its arithmetic mean.
Thus, the law of frequency is introduced as the normal density function applied to
the log-transformed variable, i.e. with respect to the measure λ+. But, in order to
compute probabilities in given intervals, he defined the law of facility, nowadays
known as the lognormal density function, with respect to the usual Lebesgue mea-
sure λ. Nowadays, only the law of facility is considered for the lognormal distributed
variables. It is important to note that using this approach we are considering R+ as
a subset of R with the induced structure. Summarizing, although the idea behind
the definition of the lognormal model was to consider the relative measure of differ-
ence, this is not the case when working with the density function with respect to the
Lebesgue measure.

A unified treatment of the lognormal theory is presented in Aitchison and Brown
(1957) and more recent developments are compiled in Crow and Shimizu (1988).
Many authors use the lognormal model from an applied point of view. It is well
known that, using standard definitions, the expected value and the variance of a log-
normal variable are exp(μ + (1/2)σ2), respectively exp(2μ +σ2){exp(σ2)− 1}.
The median is exp(μ) and the mode is exp(μ −σ2). One might ask why there is
much to say about the lognormal distribution if the data analysis can be referred
to the intensively studied normal distribution by taking logarithms. One of the gen-
erally accepted reasons is that parameter estimates are biased if obtained from the
inverse transformation. We find in the literature an extensive number of procedures
to compute consistent estimators and exact confidence intervals for the mean and
the variance of a lognormal variable. In most cases, for the expected value, the ge-
ometric mean multiplied by a term expressed as an infinite series or tabulated in
a set of tables is obtained. For example, Clark and Harper (2000) use Sichel’s op-
timal estimator for the mean obtained as exp(ȳ)γ where ȳ is the arithmetic mean
of the log-transformed data (or, equivalently, exp(ȳ) is the geometric mean of the
original data) and γ is a bias correction factor depending on the variance and on
the size of the data set which is tabulated. A similar correction factor is used to
obtain confidence intervals (Clark and Harper, 2000). The paradoxical situation is
given in practical situations, where the geometric mean of the original data is used
to represent the mean and even in some cases to represent the mode of a lognor-
mal distributed variable (Herdan, 1960). But, as Crow and Shimizu (1988) advert,
those affirmations cannot be justified using the lognormal theory. In fact, the rea-
son of those paradoxical situations resides in the mixing of two methodologies: the
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particular vector space structure of the positive real line with a relative measure of
difference, and statistical tools defined for the real line with an absolute measure of
difference.

Example The Skye lavas is a 3-part compositional data set containing the chem-
ical composition of 23 basalt specimens from the Isle of Skye in the form of per-
centages of the popular AFM (A : Na2O+K2O, F : Fe2O3, M : MgO) composition
(Thompson, Esson and Duncan, 1972). For illustration purposes consider the ratio
F/A. This variable is constrained to the positive real line and a relative scale appears
to be sensible. Fitting a lognormal model, the estimates of the parameters obtained
from the log-transformed data are μ̂ = 0.784 and σ̂ = 0.501. The goodness-
of-fit of the lognormal model is checked applying normality tests (Anderson-
Darling, Kolmogorov-Smirnov and Ryan-Joiner) to the log-transformed data set.
The p-values (greater than 0.05 in all cases) and the visual inspection of the prob-
ability plot in Fig. 1 allow us to conclude the adequacy of the lognormal model
for the F/A variable. Using tables 7, 8(b) and 8(e) provided in Clark and Harper
(2000), the Sichel’s correction bias is applied to obtain 2.470 and (2.106,3.103) as
the optimal estimator and 90% confidence interval for the mean.
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Fig. 1 Probability plot for the log(F/A) data assuming a normal distribution with parameters
μ̂ = 0.784 and σ̂ = 0.501
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3.3 The Normal on R+ Law

The normal on R+ model was introduced by Mateu-Figueras, Pawlowsky-Glahn
and Martı́n-Fernández (2002) considering the strategy introduced in Sect. 2. The
density function of orthonormal coordinates,

1√
2πσ

exp

(

−1
2

(lnx−μ)2

σ2

)

, x ∈ R+, (2)

is considered. Observe that density (2) is the usual normal density but applied to
coordinates lnx, therefore it is the Radon-Nikodým derivative of a probability with
respect to the Lebesgue measure in the space of coordinates. Also, it can be viewed
as a density in R+ with respect to the λ+ measure. This density function corresponds
to the law of frequency given by McAlister (1879). It exhibits the same properties as
the standard normal distribution on the real line (Mateu-Figueras, Pawlowsky-Glahn
and Martı́n-Fernández, 2002; Mateu-Figueras, 2003).

Applying the classical definition of expected value, median and mode to the coor-
dinates using density (2) the parameter μ is obtained in all cases. It is the coordinate
with respect to an orthonormal basis of the expected value, median and mode, and
taking exponentials they are expressed as elements of R+,

E+[x] = Med+(x) = Mod+(x) = eμ .

The variance of any real random variable x can be understood as the expected
value of the squared Euclidean distance around E[x], i.e. Var[x] = E[d2

eu(x,E[x])].
On the positive real line we have the distance d+ thus Var+[x] = E[d2

+(x,E+[x])].
Using (1) we can work with coordinates and apply the classical definition of ex-
pected value, thus we obtain

Var+[x] = E[d2
+(x,E+[x])] = E[d2

eu(lnx,E[lnx])] = σ2.

This value cannot be interpreted as an element of the support space R+; thus it is
only a numerical value which describes the dispersion of x. But it is a common
practice to take the squared root of σ2 as a way to represent intervals centered at
the mean and with radius equal to some standard deviations. In our case, to ob-
tain an interval centered at E+[x] = eμ with length 2kσ , we take (eμ−kσ ,eμ+kσ )
as d+(eμ−kσ ,eμ+kσ ) = 2kσ . These kinds of intervals are used in practice, see e.g.
Ahrens (1954), who obtains predictive intervals in R+ taking exponential of pre-
dictive intervals computed from the log-transformed data under the hypothesis of
normality. It can be shown that it is of minimum length, and it is also an isodensity
interval thus, our distribution is symmetric around eμ .

An important aspect of this approach is that consistent estimators and exact con-
fidence intervals for the expected value are easily obtained, simply taking exponen-
tials of those derived from standard normal theory and using the log-transformed
data, i.e. the coordinates. In this case, given a positive data set x1,x2, . . . ,xn, the
optimal estimator for the mean of a normal on R+ population is the geometric
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mean, (x1x2 · · ·xn)1/n, that equals exp(ȳ), where ȳ is the arithmetic mean of the log-
transformed data. Observe that this result stands in agreement with the remark made
by Galton (1879) and provides a justification for using exp(ȳ) to represent the mean,
the median and the mode of a normal on R+ distributed random variable.

Example. Applying the normal on R+ approach to the F/A ratio, the same values
for the estimates of the parameters as in the lognormal case are obtained. Neverthe-
less, the optimal estimator and the exact 90% confidence interval for the mean are
2.191 and (1.831,2.622), much more conservative than with the classical approach.
Observe that in this case the estimator 2.191 is exactly the mid point of the interval
considering the d+ distance. This is not the case in the lognormal approach using
either the distance d+ or deu.

4 The Simplex

4.1 Space Structure

Compositional data are parts of some whole which give only relative information.
Typical examples are parts per unit, percentages, ppm, and the like. Their sample
space is the simplex,

S D = {(x1,x2, . . . ,xD)′ : x1 > 0,x2 > 0, . . . ,xD > 0;
D

∑
i=1

xi = κ},

where the prime stands for transpose and κ is a constant (Aitchison, 1982). For
vectors of proportions which do not sum to a constant, always a fill up value can be
obtained. The simplex S D has a (D−1)-dimensional complete inner product space,
i.e. Euclidean, structure (Billheimer, Guttorp and Fagan, 2001; Pawlowsky-Glahn
and Egozcue, 2001). In fact, let C (·) denote the closure operation which normalises
any vector x to a constant sum (Aitchison, 1982), and let be x,x∗ ∈S D, and α ∈ R.
Then, the inner sum, called perturbation, is x⊕ x∗ = C (x1x∗1,x2x∗2, . . . ,xDx∗D)′; the
outer product, called powering, is α�x = C (xα1 ,xα2 , . . . ,xαD)′; and the inner product,
with associated norm and distance, is

〈x,x∗〉a =
1
D ∑

i< j
ln

xi

x j
ln

x∗i
x∗j

, (3)

‖x‖a =

(
1
D ∑

i< j

(

ln
xi

x j

)2
)1/2

, (4)

da(x,x∗) =

⎛

⎝ 1
D ∑

i< j

(

ln
xi

x j
− ln

x∗i
x∗j

)2
⎞

⎠

1/2

. (5)
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The distance (5) is a relative measure of difference and satisfies standard properties
of a distance (Martı́n-Fernández, Barceló-Vidal and Pawlowsky-Glahn, 1998). A
natural measure on the simplex, λa, compatible with the space structure of S D, can
be defined using orthonormal coordinates (Pawlowsky-Glahn, 2003). This measure
is absolutely continuous with respect to the Lebesgue measure on real space, and
the relationship between them is |dλa/dλ|= (

√
D x1x2 · · ·xD)−1. The geometry here

defined is known as Aitchison geometry, and therefore the subindex a is used.
The inner product (3) and its associated norm (4) ensure the existence of an

orthonormal basis {e1,e2, . . . ,eD−1}, which leads to a unique expression of a com-
position x as a linear combination,

x = (〈x,e1〉a � e1)⊕ (〈x,e2〉a � e2)⊕ . . .⊕ (〈x,eD−1〉a � eD−1).

If h(x) denotes the vector of coordinates, then

h(x∗ ⊕ (α�x)) = h(x∗)+α ·h(x).

Furthermore, the inner product and the distance in S D can be computed from the
coordinates, as

〈x,x∗〉a = 〈h(x),h(x∗)〉eu and da(x,x∗) = deu(h(x),h(x∗)).

This relationship also holds for the measure λa and the Lebesgue measure λ, i.e.
for A ⊂ S D, if h(A) denotes the subset of R

D−1 characterising A in terms of the
coordinates of the elements, then λa(A) = λ(h(A)). This means that standard real
analysis can be applied to the coordinates.

Like in every inner product space, the orthonormal basis is not unique. It is not
straightforward to determine which one is the most appropriate to solve a specific
problem, but a promising strategy, based on sequential binary partitions, has been
developed by Egozcue and Pawlowsky-Glahn (2005). Another possibility is to con-
sider the specific basis related to the isometric logratio transformation given by
Egozcue et al. (2003), whose coordinates are commonly denoted as ilr(x).

The particular Euclidean space structure of S D is important when working with
random compositions, and this is also true for probability laws on S D. But tra-
ditionally the simplex has been considered as a subset of real space and, conse-
quently, some probability laws, like the Dirichlet family, have been defined using
the standard approach. In other cases, the inner vector space structure has been con-
sidered to define some models, but finally, as in the lognormal case, the expres-
sions of the density with respect to the Lebesgue measure in real space have been
considered. This is the case for families of distributions like the logistic normal
(Aitchison, 1982, 1986), the logistic skew-normal (Mateu-Figueras, Pawlowsky-
Glahn and Barceló-Vidal, 2005), or those defined using the Box-Cox family of
transformations (Barceló-Vidal, 1996).

Finally, it is important to note that the Aitchison geometry and the theoretical
developments here presented assume no null values for all the components. Nev-
ertheless, in practical modelling, compositional observations can have null values
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or present values below to detection limits. A detailed description of available
methods on how to deal with those situations is beyond the scope of this paper.
Martı́n-Fernández, Barceló-Vidal and Pawlowsky-Glahn (2003) propose a multi-
plicative zero replacement for rounded zeros coherent with the Aitchison geometry.
Also, some new developments based on Markov chain Monte Carlo simulation al-
gorithms have been recently introduced by Palarea-Albaladejo, Martı́n-Fernández
and Gómez-Garcı́a (2007).

4.2 The Logistic Normal Model

Aitchison (1982) defines the logistic normal law on the simplex. The strategy is stan-
dard: transform the random composition from the simplex to the real space, define
the density function of the transformed vector and finally go back to the simplex
using the change of variable theorem. The result is a density function for the ini-
tial random composition with respect to the Lebesgue measure. The logistic normal
model was initially defined using the additive logratio transformation (Aitchison,
1986). Using the matrix relationship among the logratio transformations stated by
Egozcue et al. (2003), the density function in terms of the isometric logratio trans-
formation can be easily obtained,

(2π)−(D−1)/2 | ∑ |−1/2
√

Dx1x2 · · ·xD
exp

[

−1
2

(ilr(x)−μ)′∑−1 (ilr(x)−μ)
]

. (6)

The logistic normal model exhibits some interesting and important properties
(Aitchison, 1986, Chap. 6). It is a closed family under perturbation, powering, sub-
compositions and permutation of the parts. The density (6) is a classical density, con-
sequently any moment is computed using the standard definition. Aitchison (1986,
p. 116) adverts that the integral expressions of all moments, and in particular of the
expected value, are not reducible to any simple form, and that numerical procedures
have to be applied to compute them.

Example Fitting the logistic normal model to the Skye lavas gives

μ̂μμ = (0.555,0.639)′ and ̂∑=
(

0.126 −0.229
−0.229 0.456

)

as the estimates of the parameters obtained from the ilr-transformed data set. Fol-
lowing Aitchison (1986, p. 144), we test the goodness-of-fit of the model applying a
battery of 12 tests, based on the Anderson-Darling, Cramér-von Mises and Watson
statistics, to the ilr-coordinates of the data. In particular, the tests are applied to the
marginal distributions, to the bivariate angle and to the radius. Taking a 1 per cent
significance level only one of the marginal tests gives evidence of any departure
from normality. Thus, the fit with a logistic normal model seems quite reasonable.
In Fig. 2(A) the isodensity curves of the fitted model are represented with the origi-
nal data.
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Fig. 2 Skye lavas data set and isodensity curves of the fitted (A) logistic normal model and (B)
normal model on S 3

4.3 The Normal on S DS DS D Model

Using the algebraic-geometric structure of the simplex and considering the natural
measure λa, the normal distribution on S D is defined through the density function
of generic orthonormal coordinates (Mateu-Figueras, 2003). In order to compare it
with the logistic normal model, here the ilr-coordinates are considered,

(2π)−(D−1)/2
∣
∣
∣∑
∣
∣
∣
−1/2

exp

[

−1
2

(ilr(x)−μ)′∑−1 (ilr(x)−μ)
]

, x ∈ S D. (7)

Observe that Eq. (7) is the usual normal density applied to the ilr-coordinates; there-
fore, it is a density with respect to the Lebesgue measure in the space of coordinates
R

D−1. Also, it is a density function on S D with respect to the λa measure.
As for the logistic normal model, it is closed under perturbation and powering,

but in this case it is also invariant under perturbation. This is important, e.g. when
centering compositional data (Martı́n-Fernández et al., 1999), to guarantee that all
properties of the original density are preserved.

Applying the classical definition of expected value to the ilr-coordinates using
density (7) the parameter μ is obtained. As in the univariate case, it is the vec-
tor of ilr-coordinates of the expected value i.e. E[ilr(x)]. The Ea[x] composition is
obtained by means of a linear combination. It can be shown that Ea[x] = cen[x]
(Mateu-Figueras, 2003), where cen[x] is the center of a random composition, which
was introduced as an alternative to the expected value with the argument that it is
more representative (Aitchison, 1986). Thus, using the normal on S D approach,
the expected value with respect to λa can be used, and it is not necessary to define
another measure of location.

Pawlowsky-Glahn and Egozcue (2002) interpret the variance of a random com-
position as the expected value of the squared Aitchison distance, da, around its ex-
pected value and the metric variance, denoted as Mvar[x] is obtained. This measure
of dispersion is equal to the measure of total variability of a random composition
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defined by Aitchison (1997). Considering a normal in S D model with parameters
μ and ∑ and using the ilr-coordinates we obtain Mvar[x] = trace(∑). Observe that
here we are only interested in a measure of total variability. These kind of measures
are often used, e.g., in principal component analysis or in biplots. The matrix Σ is a
usual experimental matrix of covariances and can be used for the interpretation of
the relationships between logratios following standard rules. A direct interpretation
of relations between components is seldom possible. Interested readers are referred
to Aitchison (1997) for a discussion about measures of dispersion obtained from
different covariance matrices of logratios.

Example Fitting the normal on S 3 model to the Skye lavas data set we obtain
the same estimates of the parameters as for the logistic normal model expressed in
terms of the ilr-transformed composition. The results in testing the goodness-of-fit
are also the same. The isodensity curves of the fitted normal in S 3 are represented
in Fig. 2(B). Comparing it with the isodensity curves of the fitted logistic normal in
Fig. 2(A) only slight differences are observed.

As both models are closed under perturbation and powering, for illustration
purposes a linear transformation in S 3, a⊕ (b�X), is applied to the data, with
a = g(X)−1 and b =

√
3. Note that the geometric mean of the resulting data set is

the barycenter of the simplex, i.e. (1/3,1/3,1/3), because b modifies only the vari-
ability, but a centers the data. This is equivalent to translate the transformed data set,
or the coordinates with respect to an orthonormal basis, to the origin of coordinates
in real space. For both models the estimates of the parameters are

μ̂ = (0.000,0.000)′ and ̂∑=
(

0.377 −0.688
−0.688 1.369

)

.

In Fig. 3(A) and 3(B) the logistic normal and the normal in S 3 fitted models are
represented. As can be observed, the same linear transformation leads to a better
visualisation of the normal on S 3 fitted model, but in the logistic normal case a
completely different model, with two modes, is obtained. In other words, pertur-
bation and powering, which should only move the centre of the density and mod-
ify the variability, can generate arbitrary modes, an undesirable property. In Fig. 4
the corresponding normal densities fitted to the ilr-coordinates or, equivalently, to
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Fig. 3 Linear transformed Skye lavas data set and isodensity curves of the fitted (A) logistic normal
model and (B) normal on S 3
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Fig. 4 Ilr coordinates of the Skye lavas data set and fitted normal model to the original data (dashed
line) and to the linear transformed data (continuous line)

the ilr-transformed data set, are represented, because the same graphic is obtained
using both methodologies. It is clear that the linear transformation only increases
the variability and translates the data to the origin of coordinates.

5 Conclusions

Working with a particular space structure and a compatible measure when dealing
with some constrained sample spaces appears not only to be possible, but also desir-
able. It is mathematically straightforward and, more importantly, it enhances inter-
pretation, as the natural measure of difference can be used to understand variability
in data.
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1 Introduction

Coal geologists and geochemists have exerted considerable scientific effort to under-
stand the transformation of peat into coal (Cecil et al., 1985; Schweinfurth, 2003).
Compositional data of the Upper Freeport coal, Indiana County, Pennsylvania, are
used herein where we attempted to isolate the geological and geochemical processes
in the coalification processes by using data and statistical analysis applied to the
geochemistry of coal. The environment of the peat that became the Upper Freeport
coal is believed have been a planar bog. In this type of bog, the thickness of the peat
is controlled by the configuration of the basin and the rate of subsidence. Mineral
matter, commonly referred to as ash, usually occurs in the form of silica, kaolinite,
and illite. These minerals are often formed by authogenic growth (the source of the
SiO2, K2O, and Al2O3 being the vegetal material that contributed to the formation
of the peat) as well as by wind-blown and suspended particles and additionally by
ions in solution in ground and surface water (Cecil and others, 1985). The propor-
tion of ash in the Upper Freeport coal ranges from 5.7 to 29.1 percent. The average
ash content is 14.9 percent.

Sulfur, ranging from 0.7 to 4.3 percent, occurs in the Upper Freeport coal for the
most part in iron pyrite. Pyritic sulfur in coal is most often thought to have been
derived from the bacterial reduction of the sulfate radical (SO +2

4 ) to sulfide and
then fixed with iron, which is in abundance in the peat environment. The source of
the sulfate is usually believed to have been sea water, and the source of the iron
is the shales, which are common in the stratigraphy within the peat bogs. Specific
Eh and pH conditions indicate that the iron, as well, has been precipitated from
iron-rich groundwater that subsequently circulated throughout the sequence and was
deposited. Because there are no marine facies rocks in the stratigraphic sequence, a
marine source for sulfate does not seem likely for the sulfur in the Upper Freeport
coal. Cecil and others (1985) appealed to variation in the pH within the peat-forming
environment to explain the variation in the sulfur content of the Upper Freeport coal.
They argued that the abundance of fresh water limestone in the stratigraphic section
provided a means for reducing the acidity within the peat-forming environment so
that bacterial action could take place. The abundant sulfate in the ground and surface
waters in the environment could then be reduced to sulfides. During this process,
elements such as arsenic (As) were also precipitated in the iron pyrite.

In addition to isolating the geochemical processes in coal formation by using
multivariate statistical analysis, we also were curious to determine if aspects of the
consequences of the analytical chemical process could be isolated, the main process
being the creation of anhydrite during the ashing of the coal. Before the inorganic
chemistry of the coal is determined, it is ashed at 525◦C. During this process, a small
fraction of the total sulfur in the coal that is vaporized interacts with the available
calcium and manganese to form anhydrite. The actual sulfur content of the coal is
determined by a wet chemical analysis that was carried out before ashing. The sulfur
captured by the available calcium and manganese is only a small fraction of the total
sulfur. Another determination made in this study was the advantage gained in un-
derstanding geologic processes by interpreting bivariate and multivariate relations in
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the data, which is a set of proportions or percentages. By their very nature, these data
are constrained, and, as such, are generally biased toward producing artificial neg-
ative associations (Chayes, 1971). The consequences of such spurious correlations
have been known for over 100 years and have been considered a serious problem in
geochemistry for more than 50 years (Pearson, 1897; Chayes, 1949; Miesch, 1969;
Aitchison, 1986). Here the authors have chosen to replace the older terminology of
“closed” and “open” used by Chayes (1971) and Aitchison (1986) with the “raw”
data and “centered logratio (clr) transformed” data. The term “clr” means the cen-
tered logratio transformed data as it is commonly used by those who study composi-
tional data (i.e. by Aitchison (2003) and (Pawlowsky and Ecozcue, 2006). Although
spurious correlations in compositional data analysis has been studied over a long
period by statisticians and statistically minded geologists, the significance of this
problem often has been overlooked (Miesch, 1969; Rollinson, 1993). Recently, the
centered logratio (clr) transformation has been developed to correct this situation
(Aitchison, 1986, 1997, 1999). The usefulness of this approach has been confirmed
by many other studies (Egozcue et al., 2003; Aitchison and Egozcue, 2005). Buc-
cianti et al. (2006) provided a comprehensive discussion of the theory and practical
aspects of compositional data analysis. The authors are aware that the covariance
matrix for centered logratio (clr) transformed data is singular. This condition, how-
ever, does not preclude the use of appropriate statistical methodologies for the eval-
uation and interpretation of the data.

In addition, we want to illustrate the changes that occur in statistics such are
correlation coefficients when different subcompositions are used. The compositional
data for the Upper Freeport coal are presented for four subcompositions of the total
coal. The first contains six variables: carbon, hydrogen, nitrogen, oxygen, sulfur,
and ash. The second is composed of these six with the addition of three volatile
trace elements: arsenic, selenium, and mercury. Both of these subcompositions are
determined at room temperature for the organic, sulfur and volatile trace elements
where as the concentration of the ash is determine in an ashing process carried out
at 525◦C. The second subcomposition with nine elements constitute the total coal.
Two additional subcompositions using 10 and 25 variables are also analyzed.

Our purpose here is to make a simple statistical-graphical exposition that is eas-
ily understandable to the large group of geologists who do not yet understand the
problem. The authors want to expose the nature of the spurious correlations in com-
positional data and the effects caused by changes the number of elements in a sub-
composition. We believe that the reader should have this topic illustrated using real
data. We will see that the effect of using the centered logratio (clr) transformation
can be very large.

2 Geologic Analysis

The geology of the Upper Freeport coal has been studied intensely by Cecil and
others (1978, 1979, 1981, 1985) who did detailed sampling. We focus on a subset of
their data collected from two adjacent coal mines in Indiana County, Pennsylvania.
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Geochemical analysis was carried out in different steps.

1) Analysis for H, C, N, O, sulfur, Sulfate, pyritic sulfur, organic sulfur, ash (defined
as the variable StdAsh in the data tables)

2) Individual analysis of Se, Hg, and As
3) Analysis of the StdAsh for 59 elements:, Si, Al, Ca, Mg, Na, K, Fe, Ti, Ag, Au,

B, Ba, Be, Bi, Br, Cd, Ce, Co, Cr, Cs, Cu, Dy, Er, Eu, F, Ga, Gd, Ge, Hf, Ho, La,
Li, Lu, Mn, Mo, Nb, Nd, Ni, P, Pb, Pd, Pr, Rb, Sb, Sc, Sm, Sn, Sr, Ta, Tb, Th,Tm,
U, V, W, Y, Yb, Zn, and Zr

A description of the analytical procedures has been provided by Cecil and others,
(1978, 1979, and 1981); ASTM (2001). In this article we refer to the entire composi-
tion as constituted by C, H, O, S, N, ash, Se, As and Hg. Note, however, that the ash
is also composed of the 59 elements listed above and the term is used to represent
them as well. In this study we have chosen to work with various subcompositions of
the data—for example, a five element plus ash subcomposition composed of C, H,
N, O, S, and ash, as well as the entire composition of C, H, N, O, S, Se, As, Hg and
ash. We have also substituted for the ash, 24 of the elements for which the ash was
analyzed.

Cecil and others (1978, 1979, 1981, and 1985) illustrated in several diagrams
the major elements involved in the formation of peat. The Upper Freeport system
is believed to be a planar system with occasional “peat islands.” These islands were
essential structures in the Upper Freeport bog(s) in that they shed inorganic mate-
rial, thereby concentrating it laterally from these islands. This fact can be demon-
strated by plotting the ash content and the various inorganic elements such as total
potassium, silicon, and cerium present in the 50 samples for which a total analy-
sis of the coal is available (Northern and Central Appalachian Basin Coal Regions
Assessment Team, 2001). These inorganic substances entered the bog as wind-
blown and suspended particulate material. Also, there was substantial inorganic ma-
terial in the vegetal mass, silicon being particularly common. An example of a peat
island as defined by the spatial distribution of cerium is shown in Fig. 1. This cerium
is presumably contained in minerals such as monazite. The location of this peat is-
land is also defined by the spatial distribution of the ash content in the coal (Fig.2).

The simplest manner by which a coal can be characterized is to list its three
main components: (1) a subcomposition of the organic content as represented by its
carbon and/or hydrogen content and usually expressed by its BTU content, (2) its
ash content, and (3) its sulfur content. We will first examine the sulfur content.

The amount of sulfur in coal is important because of its role as air and water con-
taminants. Here we are concerned about its statistical properties as an element in the
closed array of chemical components in the Upper Freeport coal. The concentration
of sulfur in our samples ranged from 0.7 to 4.3 percent, the mean concentration be-
ing 2.5 percent. The next question we asked was how much of the total sulfur was
contained in iron pyrite and how much was contained in organic sulfur. The sulfur
in the iron pyrite is thought to have been precipitated by the bacterial reduction of
the sulfate radical (SO +2

4 ) to sulfide and then fixed with iron, which is abundant in
the peat environment. The organic sulfur, however, was originally part of the vegetal
mass. Perhaps the best way to answer our question about total sulfur is to inspect the
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Fig. 1 Map of the the cerium (Ce in ppm) in the Upper Freeport coal in Indiana County,
Pennsylvania

scatterplot shown in Fig. 3. There we see a strong linear relation between total sulfur
and pyritic sulfur (r = 0.976). Furthermore, as this linear relation implies, we can
see along the range in total sulfur content a constant difference of about 0.6 percent
between the two variables. This relation is important in the subsequent multivariate
analyses.

Fig. 2 Map of the the ash (in percent) in the Upper Freeport coal in Indiana County, Pennsylvania
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Fig. 3 Scatterdiagram of the pyritic versus total sulfur in the Upper Freeport coal, Indiana County,
Pennsylvania. Nonsignificant correlation(ns), significant at the 5-percent level (∗), significant at the
1-percent level (∗∗). Sample size, n = 50

The “Scatterplot Matrix” (SPLOM) is a useful summary display (Fig. 4). Here
we can examine in the bivariate relations the six major components of the nine
components within the whole coal for the raw data array of analyses for the Upper
Freeport coal. The three components not shown are arsenic (As), mercury (Hg), and
selenium (Se), which collectively constitute a very small fraction of the coal, but
are important elements in the quality of any coal. The equivalent SPLOM for the
centered logratio (clr) transformation is shown in Fig. 5. By comparing compan-
ion scatterplots in Figs. 4 and 5, we can get a feeling for the concern expressed by
Chayes (1971). For example, the relation between the carbon content and the ash
content in the Upper Freeport coal, Indiana County, Pennsylvania, is markedly dif-
ferent in the raw data and in the centered logratio (clr) transformed arrays (Figs. 4
and 5). The relation in the raw data shows a nearly perfect linear relation with a
correlation coefficient of r =−0.977 (Fig. 6A), whereas this relation in the centered
logratio (clr) transformed data, although still linear, has a much smaller correlation
coefficient of r = −0.679 (Fig. 6B). We can therefore conclude that about half of
the variance explained (49.3 percent) in the relation for the centered logratio (clr)
transformed array [R2 = (−0.9772)− (−0.6792) = 0.493)] has been induced by the
restraint of the constant sum problem of compositional data. To a large degree, this
result could have been anticipated because the sum of the carbon and ash contents
is about 90 percent of this coal.

Opening a raw compositional array can produce a variety of changes in rela-
tions between variables. For example, in the case of the relation between sulfur and
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Fig. 4 Scatterplot matrix of the subcompostion of six major components (raw data array) of the
Upper Freeport coal, Indiana County, Pennsylvania. Sample size, n = 50

oxygen (Fig. 7), the linear relation in the centered logratio (clr) transformed array
is stronger (r = −0.771) than it is in the raw array (r = −0.582). Thus, we get
opposing effects from the centered logratio (clr) transformation between the carbon
versus ash relation and between the sulfur versus oxygen relation. Miesch (1969)
warns that all compositional data are proportions with very complex denominators
determined by many relations in the data. Here we have a glimpse into the validity
of his warning.

A third bivariate relation—between the carbon content and the nitrogen content—
was examined to illustrate another aspect of spurious correlation and the conse-
quence of the use of the centered logratio (clr) transformation (Fig. 8). In this
relation for the raw data array, the data plot as a triangle (Fig. 8A). In the centered lo-
gratio (clr) transformed data, the data plot in a form that is more linear in appearance
(Fig. 8B). The quantized nature of the nitrogen analyses is obvious in the scatterplot
shown Fig. 8A and to some degree in the histogram (Fig. 8C). The quantized nature
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Fig. 5 Scatterplot matrix of the subcomposition of six major components (clr- transformed array)
of the Upper Freeport coal, Indiana County, Pennsylvania. Sample size, n = 50

Fig. 6 Comparison of the relation between the carbon and ash content in the Upper Freeport coal.
(A), raw array, and (B), the clr-transformed array. Nonsignificant correlation(ns), significant at
the 5-percent level (∗), significant at the 1-percent level (∗∗). Sample size, n = 50. Based on a
subcomposition of ash, hydrogen, carbon, nitrogen, oxygen, and sulfur
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Fig. 7 Comparson of the relation between the sulfur and oxygen content in the Upper Freeport
coal. (A), raw data array, and (B), the clr-transformed array. Nonsignificant correlation(ns), signif-
icant at the 5-percent level (∗), significant at the 1-percent level (∗∗). Sample size, n = 50. Based
on a subcomposition of ash, hydrogen, carbon, nitrogen, oxygen, and sulfur

of the data disappear after log-centering (Figs. 8B, 8D), which is due to the divi-
sion of the quantized value by the geometric mean for each composition. Therefore,
transforming the data array and rescaling into logarithmic space changes the relation
between the nitrogen and carbon content. Even though the nitrogen content makes

Fig. 8 Comparison of the relation between the nitrogen and carbon content in the Upper Freeport
coal. (A), raw data array, and (B), the clr-transformed array. Nonsignificant correlation(ns), signif-
icant at the 5-percent level (∗), significant at the 1-percent level (∗∗). Sample size, n = 50. Based
on a subcomposition of ash, hydrogen, carbon, nitrogen, oxygen, and sulfur
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up at most 1.52 percent of the coal, the effect of the restraints in the compositional
data is present in this relation (Fig. 8A) because the carbon content ranges from 59
to 78 percent. Comparing the relations between nitrogen and the other variables in
the SPLOM diagrams demonstrates that the restraints in compositional data exists
across all relations, not just for variables that make up a large part of the coal (see
row 4 in Figs. 4 and 5). We are again reminded of the admonitions of Miesch (1969),
Chayes (1971), and Aitchison (1997), who warn us not to ignore the characteristics
of the sample space that contains our basic data.

Aitchison (1986) introduced the concept of the variation array where the upper
triangle of the array expresses the covariance between any pair of variables on the
basis of their log ratios and the lower triangle expresses the mean values for each of
these log-ratio pairs. Here, an important aspect of assessing compositions is the cal-
culation of a measure of variability. This calculation is done by creating a variation
matrix, composed of a measure of variation of the ratios and the mean values of the
ratios.

T is defined by:

τi j = var{log(xi/x j)}(i = 1, . . . ,d; j = i+1, . . . ,D)

and the mean, E, is expressed as:

ξi j = E{log(xi/x j)}(i = 1, . . . ,d; j = i+1, . . . ,D)

The variation array T summarizes the contribution that each pair of variables
makes in a subcompositional analysis. Table 1a consists of two arrays, an upper and
a lower. The upper one shows means and the variation for the set of data used to
create Fig. 5. Examination of the upper array of Table a reveals some useful features
about the composition which is restricted to the organic, sulfur, and ash elements.
The upper triangle of Table 1a shows that ash and organic elements (C, H, N, and
O) are more variable, τ values all being 0.13 or greater, whereas, the τ values among
the organic elements show very low values (0.04 or less), indicating that the organic
elements are much less variable with respect to one another. Similarly, S and the
organics and ash pairs, having τ values greater than 0.16, are more variable than

Table 1a Variation matrix for coal geochemistry (organic+ sulfur+ ash subcomposition)

Ash H C N O S Upper triangle
variability

Ash 0.00 0.13 0.13 0.13 0.20 0.16 0.75
H 1.08 0.00 0.00 0.00 0.03 0.17 0.20
C −1.68 −2.76 0.00 0.00 0.04 0.18 0.22
N 2.37 1.29 4.05 0.00 0.03 0.18 0.22
O 1.11 0.03 2.79 −1.26 0.00 0.29 0.29
S 1.81 0.73 3.49 −0.56 0.70 0.00

Total variability 1.67

Upper triangle – variability of the ratios.
Lower triangle – mean values of the ratios.
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Table 1b Percent variation matrix for coal geochemistry (organic+ sulfur+ash subcomposition)

H C N O S Upper triangle
percent
variability

Ash 7.63 7.71 7.69 12.00 9.69 44.73
H 0.09 0.19 1.90 9.98 12.16
C 0.27 2.18 10.50 12.96
N 2.06 10.88 12.94
O 17.21 17.21

Total variability 100.00

Upper triangle – variability of the ratios.
Lower triangle – mean values of the ratios.

the ash and organic pairs of variables. The low values of τ for the organic pairs
of variables suggest that stoichiometry may play a significant deterministic role in
controlling the variability of the organic elements. This topic will be revisited in the
discussion of the principal component bi-plots.

The lower triangle of the variation matrix, which contains the mean values (ξ ) of
the ratios. These values summarize the relative magnitudes of the ratios, which also
assist with the interpretation of the variance of the ratios. Positive values of ξ mean
that the ratio of the average value of the numerator exceed that of the denominator.
Negative values indicate that the average value of the denominator exceeds the av-
erage value of the numerator (ratio < 1). Ratios that exceed 1 for ash (ash/H, ash/N,
ash/O, ash/S) confirm that the values of ash exceed the values of N, O and S. A large
negative value for H/C (−2.76) indicates that the range of values for H is much less
than that of C. The ξ value for C/N is 4.05, also indicating a large difference in
the magnitudes of the two elements. Ratios that show nearly equal ranges include
ash/O, H/S and O/S.

If we wish to know how much variability each ratio contributes to the overall
variation of the data, we can express it in percentages, as shown in the upper tri-
angle of Table 1b. Each upper triangular ratio is expressed as a percentage of the
sum of all the variances shown in the upper triangular portion of the variation array.
From these values, we can see that sulfur paired with the other elements (τ values
in percent ranging from 9.69 to 17.21) accounts for more of the variability in the
data, followed by the ash pairs (τ values ranging from 7.63 to 12.00). The organic
elements (τ values ranging from 0.09 to 2.18) do not vary as much as the S and ash
paired with the other elements. The variation matrix will be used below in connec-
tion with our analysis of the processes involved in creating a coal.

3 Statistical Behavior of Arsenic and Mercury

The statistical behavior of As and Hg is examined to illustrate two rather different
correlation structures in coal that have significant effects on environmental pollu-
tion. The correlation structure for Se is not treated for the purposes of brevity. The
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correlation structure involving As shows a weak yet significant positive correla-
tion with sulfur in the raw data array (Fig. 9F) and small and significant negative
correlations with hydrogen, nitrogen, and oxygen (Figs. 9B,D, and E). From these

Fig. 9 Scatterplots of arsenic versus six components of the Upper Freeport coal, Indiana County,
Pennsylvania. Scatteplots (A–F) are for the raw data array and scatterplots (G–L) are the respective
plots for the clr-transformed array. Nonsignificant correlation(ns), significant at the 5 percent level
(∗), significant at the 1-percent level (∗∗). Sample size, n = 50. Based on a subcomposition of ash,
hydrogen, carbon, nitrogen, oxygen, sulfur, arsenic, mercury and selenium
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Table 2a Variation matrix for coal geochemistry (organic+sulfur+ash+selected trace elements
subcomposition)

Ash H C N O S As Hg Se Upper
triangle
variability

Ash 0.00 0.10 0.10 0.10 0.16 0.14 0.48 0.38 0.10 1.54
H 1.03 0.00 0.00 0.00 0.03 0.17 0.53 0.28 0.16 1.18
C −1.74 −2.77 0.00 0.00 0.03 0.18 0.53 0.26 0.17 1.18
N 2.32 1.29 4.05 0.00 0.03 0.18 0.54 0.29 0.16 1.22
O 1.07 0.04 2.80 −1.25 0.00 0.29 0.66 0.30 0.22 1.47
S 1.76 0.73 3.49 −0.56 0.69 0.00 0.40 0.47 0.22 1.09
As 8.77 7.74 10.50 6.45 7.70 7.01 0.00 0.54 0.43 0.98
Hg 12.83 11.80 14.57 10.51 11.76 11.07 4.06 0.00 0.41 0.41
Se 11.05 10.02 12.79 8.74 9.99 9.29 2.28 −1.78 0.00

Total variability 9.07

Upper triangle – variability of the ratios.
Lower triangle – mean values of the ratios.

correlations we might conclude that the abundance of arsenic is negatively associ-
ated with the organic content of the coal and slightly positively correlated with the
abundance sulfur. These associations are weak because the common variations be-
tween As and the other variables range from only 6 to 12 percent. These correlation
coefficients should be interpreted with caution because of the uneven scatter of the
data. In the variation matrix (Table 2a) we see that the τ values for As ratioed against
the organic, sulfur and ash elements are rather large ranging from 0.40 to 0.66 and
thus implying a significant variance between As and this group of elements. The
corresponding values of ξ range from 6.45 to 10.50 confirming that it is much less
abundant relative to the energy elements and ash. The percent variation is shown
in Table 2b. The overall variance of the ratios of the energy based elements only
account for only 1.2% of the total variability. The variability of the ash and trace
element ratios account for 25.8% of the total variability. Again, this confirms the
control of stoichiometry on the relationships of the coal as well as a very narrowly
defined range of composition of the coal itself.

After the centered logratio (clr) transformation is used, much of the above con-
clusion is strengthened, although part of it is negated. The part that is strengthened is
that between the concentration of arsenic and the concentrations of the organic com-
ponents (Fig. 9H–K) where the common variance has risen to the 50- to 58- percent
range. We can say that these much stronger relations were hidden in the raw data;
that is, although there was a hint of their existence in the plots on the raw data,
they were not well exposed in the bivariate Figs. 9B–E. The relations between the
concentrations of arsenic and ash in the raw and centered logratio (clr) transformed
arrays remained nonsignificant (Figs. 9A versus 9G), and the weak positive cor-
relation between arsenic and sulfur in the raw data array was reduced to become
non-significant in the centered logratio (clr) transformed array (Figs. 9F versus 9L).
The authors suggest caution in interpreting the increase in the correlations (in the
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Table 2b Percent variation matrix for coal geochemistry (energy + ash + selectedtraceelements
subcomposition)

H C N O S As Hg Se Upper triangle
percent
variability

Ash 1.06 1.10 1.05 1.71 1.54 5.24 4.22 1.07 16.98
H 0.02 0.04 0.34 1.87 5.87 3.10 1.82 13.05
C 0.05 0.38 1.97 5.84 2.90 1.84 12.98
N 0.37 2.04 5.99 3.22 1.79 13.41
O 3.20 7.31 3.31 2.43 16.26
S 4.43 5.17 2.46 12.06
As 5.98 4.78 10.76
Hg 4.51 4.51

Total variability 100.00

Upper triangle – variability of the ratios.
Lower triangle – mean values of the ratios.

centered logratio (clr) transformed array) between arsenic and the organic elements
as being associated with a geochemical process on the basis of element ratios—
could this improvement be an artifact of the log-transformation process, if so, what
is the mechanism?

The relations between mercury and these same six components are shown for
the raw data array in Figs. 10A–F and for the centered logratio (clr) transformed
array in Figs. 10G–L. All of the six relations in the raw data array are not signif-
icant. In the centered logratio (clr) transformed array (Fig. 10G–L), there are two
negative relations that are statistically significant, the other four are also negative,
but are not significant at the 5-percent level. Inspecting these Fig. (10G and L) re-
veals the patterns are not strong and, the correlations may be influenced by out-
liers. The negative relation with the concentration of sulfur appear to contradict to
the findings of Kolker and others (2006), whereas the negative relation with Ash
and nitrogen might reflect a meaningful negative relation, similar to those shown
in Figs. 9H–K, between the levels of arsenic and the organic constituents of the
coal. Certainly, further analysis must be made of the occurrence of mercury in
this coal.

The next step in analyzing of the bivariate relations in our samples from the Up-
per Freeport coal was to include inorganic constituents in the ash. The ash from
these Upper Freeport coal samples was analyzed for a total of 60 inorganic ele-
ments. Here, we examine the correlation structure of the combination of 8 of the
9 elements examined above, such as carbon and sulfur, along with 16 inorganic
elements determined from the ash samples and converted back to a whole-coal ba-
sis. These elements include all nine major inorganic elements such as silicon and
aluminum and seven inorganic trace elements such as cerium, copper, and man-
ganese. As an aggregate, the remaining major inorganic, trace and other elements
sum to a total of between 3 and 13 percent of the whole coal. Problems with the
detection limits of many of the trace elements led us to stop the expansion of
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Fig. 10 Scatterplots of mercury versus six components of the Upper Freeport coal, Indiana County,
Pennsylvania. Scatteplots (A–F) are for the raw data array and scatterplots (G–L) are the respective
plots for the clr-transformed array. Nonsignificant correlation(ns), significant at the 5-percent level
(∗), significant at the 1-percent level (∗∗). Sample size, n = 50. Based on a subcomposition of ash,
hydrogen, carbon, nitrogen, oxygen, sulfur, arsenic, mercury and selenium

the sample space by partitioning variables from the ash to create a subcomposi-
tion of 25 variables. We wish to conserve as many degrees of freedom as pos-
sible. The remaining elements in the ash were retained as a variable and labeled
ResAsh.
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Fig. 11 Scatterplots of Arsenic versus six components in the clr-transformed 25 variable array of
the Upper Freeport coal, Indiana County, Pennsylvania. Nonsignificant correlation (ns), significant
at the 5 percent level (∗), significant at the 1-percent level (∗∗). Sample size, n = 50. Based on a
subcomposition of: residual ash, hydrogen, carbon, nitrogen, oxygen, sulfur, Si, Al, Ca, Mg, Na,
K, Fe, Ti, S, As, Cd, Ce, Cu, Mn, Pb, Se, Sr, Zn, and Hg

We have learned to anticipate, that when changes are made in the sample space
of the raw data array, changes in relations are to be expected in the centered logratio
(clr) transformed array. Often, as Fig. 11 shows, the changes are surprising. Here we
see that the relations between the concentration of arsenic and the organic compo-
nents of the coal clearly seen in Figs. 9H–K have vanished. They diminished from
having around 50 percent in common variance to having about 1 percent. In con-
trast, the relation between arsenic and sulfur rose from nonsignificance (Fig. 9L) to
significance beyond the 1-percent level (Fig. 11F), this increase in significance may
however, be attributed to possible outliers.

These results lead us to ask what changes in the level of correlation (common
variance) occur when the sample space is expanded by 1 variable (that is, from
9 to 10)? With the addition of only iron (Fe) to the sample space, the correlations
between the organic elements and arsenic decline on average 0.05 across the organic
elements (Table 3).

The correlation between sulfur and arsenic also declines with the partitioning
of iron out of the ash. This decline is reversed with the addition of more vari-
ables and climbs to r = 0.419 for the 25-variable open array. It is beyond the
scope of this study to investigate the changes in these correlations as a function
of the number of variables taken out of the ash, but it is a study that needs to be
done to gain more insight into the problem of the restraints in compositional data
analysis.
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Table 3 Changes in the correlation between the concentration of arsenic and five constituents in
three sample spaces in the Upper Freeport coal, Indiana County, Pennsylvania

Number of variables Constituents

Hydrogen Carbon Nitrogen Oxygen Sulfur

9 −0.760 −0.751 −0.739 −0.710 0.149
10 −0.718 −0.688 −0.695 −0.656 0.068
24 0.093 0.103 0.066 −0.072 0.419

4 Multivariate Analysis and Geologic Process

Our larger goal was to capture the elements of a geologic process within a multi-
variate framework by using compositional data without losing sight of the problem
created by the restraints in composition. There are at least three processes at work in
the creation of a coal: an organic process that reduces the vegetal mass to peat and
then to coal, a second organic process whereby bacteria reduces dissolved sulfate to
sulfide precipitating iron pyrite, and an inorganic process whereby the elements that
form the ash component are introduced and distributed in the peat bog. Further, in
preparing the coal for inorganic major and trace element analysis, ashing is used to
remove the organic part of the coal. Several processes are involved in the production
of the ash. First, the iron pyrite is vaporized; although most of the sulfur escapes,
some of it is captured by the available calcium and forms anhydrite (CaSO4). We
should see patterns in the principal component bi-plots (Gabriel, 1971) that can be
associated with all of these processes.

We began our investigation of the multivariate data space by inspecting the
principal component bi-plots for the total coal in the nine-variable sample space
(Fig. 12). Here, we identify aspects of the effects of the centered logratio (clr)

Fig. 12 Principal component bi-plots for the nine components that comprise the whole Upper
Freeport coal, Indiana County, Pennsylvania. (A), raw data array, and (B), clr-transformed array.
Based on a subcomposition of ash, hydrogen, carbon, nitrogen, oxygen, sulfur, arsenic, mercury
and selenium
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transformation as well as the geochemical processes involved in the making of the
coal. The organic components (oxygen, carbon, nitrogen, and hydrogen) are more
tightly clustered in the centered logratio (clr) transformed array bi-plot (Fig. 12B)
than they are in the raw data array bi-plot Fig. 12A. The correlation between oxygen
and hydrogen in the raw data array is r = 0.525; it is much higher in the centered
logratio (clr) transformed array (r = 0.812). Thus, once we identified a cluster of
associated variables such as these organic variables, we could easily identify the
effect of centered logratio (clr) transformation and explore the bi-plots for the as-
sociation of clusters of variables as well as for individual variables, such as the
concentration of mercury.

We interpret the positions of the variables in Fig. 12B to suggest that there are
at least three principal relations present (interpreted as geochemical processes). In
terms of geochemistry, one process is associated with the organic variables; another
is associated with the concentration and distribution of the inorganic components
(Ash), and a third, which controls the concentration of arsenic (As). It is clear from
Fig. 12B that sulfur and selenium have a close association with ash. Mercury shows
a strong inverse association with ash, as seen along component 2. Also, mercury
appears to have no correlation with respect to the relation of arsenic with the organic
variables as seen along component 1.

The variation matrix for this nine variable data array is shown in Table 2a. Sev-
eral of the conclusions reached from the inspecting of Fig. 12B (about the processes
at work in the creation of a coal), are evidenced in this variation matrix. The τ values
for the organic element are very low, as in Table 1, implying stoichiometry among
the organic variables. The values of ξ in the lower triangle of Table 2a show that
As, Hg, and Se occur in significantly smaller abundances than Ash, C, H, N and
O. This is obvious as these elements are occur as trace elements only. Other asso-
ciations are not obvious. For example, one variable can have either a positive or a
negative association with other variables depending on the processes from which
the associations were derived. Positive and negative correlations between the exo-
genic, authogenic, and organic elements, may not be observed in the coefficients
in the variation matrix derived from the bulk composition. However, these positive
and negative correlations are observed in the principal bi-plots. A group of principal
component bi-plots using the first three or four components may be required, to de-
scribe the processes of coalification, as we think to be the case in the nine variable
matrix shown in Table 2a.

The middling position of sulfur (Sul) and selenium (Se) between the positions
of Ash and arsenic (As) and the low association between sulfur (Sul) and arsenic
(As) in Fig. 12B are explained in the bi-plot shown in Fig. 13. Here the inorganic
elements (9 major and 7 trace) determined on the ash were added to create a 25
variable array. Figure 13 shows the bi-plot for the first and second components,
which accounts for 49.5 percent of the variance, for the centered logratio (clr) trans-
formed data array. In this array we see, three groups of multi-element associations.
It is important to notice the two groups defined along the first component: exogenic
(Mg K, Si, Ti Al Cu, Na and Ce) and authogenic (Mn, Fe, Cd, Ca, Zn, Sr, Se, As,
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and S). Mercury appears to have an affinity with the organic elements. This bi-plot
is significant because it shows three distinct processes; a distinct difference between
the elements that defined exogenic (detrital) sources, a combination of authogenic
source (groundwater) correlated with the presence of anhydrite(Ca and S) derived
from the ashing of the coal and the organic composition of the coal. It is clear, and
logical that the organic elements are distinct from exogenic (detrital) and authogenic
(groundwater) elements. We see a grouping of loadings in Fig. 13 that contains Fe
and Sul, that reflect the formation of iron pyrite near the loadings of Ca and S that re-
flect the formation of anhydrite (Ca and S) during the ashing process. These groups
merge with the authogenic elements as described above.

Next, we looked into this multivariate data set by returning to the nine-variable
data array that was used in Fig. 12B. A bi-plot for principal components 2 and 3
is shown in Fig. 14. These two components account for 34.9 percent of the total
variation in this data set. Here we see that the variation of the association between
the organic elements is minimal (their vectors plot near the origin) and thereby

Fig. 13 Principal component bi-plots for 9 of the elements determined on the whole coal and 16
elements determined in the ash of the Upper Freeport coal, Indiana County, Pennsylvania. The
data were transformed using the clr transformation. Based on a subcomposition of: residual ash,
hydrogen, carbon, nitrogen, oxygen, sulfur, Si, Al, Ca, Mg, Na, K, Fe, Ti, S, As, Cd, Ce, Cu, Mn,
Pb, Se, Sr, Zn, and Hg
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Fig. 14 Principal component bi-plots for components 2 and 3 for the nine constituents that com-
prise the whole Upper Freeport coal, Indiana County, Pennsylvania. The array is clr-transformed.
Based on a subcomposition of ash, hydrogen, carbon, nitrogen, oxygen, sulfur, arsenic, mercury,
and selenium

allows us to examine other relationships that appear to be independent of the or-
ganic elements. Mercury is inversely associated with sulfur on the basis of their
relative compositions. Similarly, both of these variables are inversely associated
with selenium, again on the basis of their relative compositions, whereas arsenic
and the organic elements contribute little to the relations between the Ash, sele-
nium, sulfur, and mercury elements in this space mapped on principal components
2 and 3.

Before discussing the issues associated with the variation in the concentration
of mercury, we will explore the effect of partitioning one variable (Fe) out of the
ash and thereby creating a 10-variable data set. The bi-plot for the logratio (clr)
transformed data array for this 10-variable system is shown in Fig. 15. Here we see
that iron (Fe) plots very close to sulfur (Sul) illustrating the stoichiometry of iron
pyrite. We also see that the organic variables form a tight group (positively corre-
lated variables) defined by their stoichiometry in the organic mass. The formation of
arsenopyrite in the coal forming environment is seen by the presence of arsenic (As),
iron (Fe), and Sulfur (S) along the positive end of component 1 (Fig. 15), which is
inversely associated with the organic elements. Pyrite (FeS) shows a close affinity
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with a ash along component 2. The fact that arsenic is negatively associated with
Fe and S suggests that arsenopyrite is not present in the ash. Mercury (Hg) appears
to be inversely correlated with pyrite along principal component 2. In fact, mercury
does not have any positive associations with either the ash or the organic variables
(Fig. 15).

We note that the eigenvalue for the third component accounts for 16.2 percent of
the total variation. Figure 16 is bi-plot of the first and third components of this 10
variable subcomposition. Sulfur (Sul), iron (Fe), and arsenic (As) are closely asso-
ciated. These elements represent arsenopyrite which is inversely associated with the
organic elements as seen along component 1. Also, the arsenopyrite elements (Fe,
As, Sul) are inversely associated with the ash. But the arsenopyrite likely formed
during the development of the coal. From these associations we are able to see the
three processes at work in the creation of a coal, namely the clustering of the organic
elements, the introduction exogenic constituents (ash), and aqueous geochemical
reactions during diagenesis involving the creation of pyrite, arsenopyrite, and the
concentration of mercury appears to be independent.

Fig. 15 Principal component bi-plots of the first and second components for the ten chemical
components that comprise the whole Upper Freeport coal, Indiana County, Pennsylvania. The data
were transformed using the clr transformation. Based on a subcomposition of ash, hydrogen, car-
bon, nitrogen, oxygen, sulfur, arsenic, mercury, selenium and iron
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Fig. 16 Principal component bi-plots for the first and third components in the ten chemical compo-
nents that comprise the whole Upper Freeport coal, Indiana County, Pennsylvania. The data were
transformed using the clr transformation. Based on a subcomposition of ash, hydrogen, carbon,
nitrogen, oxygen, sulfur, arsenic, mercury, selenium and iron

5 The Correlation of Mercury

The geochemistry of mercury in coal is an important scientific topic because of the
metal’s effect on air quality and human health. Kolker and others (2006) conclude
that mercury is commonly hosted in Fe-sulfides (pyrite and marcasite) in bituminous
coals, like the Upper Freeport coal. From our multivariate analysis of the centered
logratio (clr) transformed array for the nine-variable data set (Fig. 12B), we interpret
the location of the loadings to suggest a negative relation with ash (the points are
far apart) and possibly negative relations with the organic elements, ash, selenium
(Se), and sulfur (Sul). This interpretation is partially confirmed by the bivariate plots
shown in Fig. 10, where we see that the concentration of mercury (Hg) is signifi-
cantly and negatively correlated with the concentration of Ash (Fig. 10G) and sulfur
(Fig. 10L).

Given our analysis of the association of arsenic (As) with the variables in the
9- and 25-variable arrays and the fact that correlations vanished in the larger array,
we ask, if mercury could behave in a similar fashion. From Fig. 17 it is clear that
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Fig. 17 Scatterplots of mercury versus four organic and two inorganic components in the 25 vari-
able array of the Upper Freeport Coal, Indiana County, Pennsylvania. Scatteplots are for the the
clr-transformed array. Nonsignificant correlation(ns), significant at the one percent level (∗∗). Sam-
ple size, n = 50. Based on a subcomposition of: residual ash, hydrogen, carbon, nitrogen, oxygen,
sulfur, Si, Al, Ca, Mg, Na, K, Fe, Ti, S, As, Cd, Ce, Cu, Mn, Pb, Se, Sr, Zn, and Hg

mercury is poorly correlated with organics, sulfur, and arsenic. From the bi-plots
shown in Figs. 13–16) we conclude mercury does not show a strong associations
with either the organic or exogenic constituents and appear to occur as an inde-
pendent variable. That is to say, that mercury behaves in a non-stoichiometric way
with the other constituents. This field should be fruitful for further geological and
statistical studies.

6 Conclusions

The purpose of this study was to capture the structure of a geological process within
a multivariate statistical framework by using compositional geological data gener-
ated by that process and, where applicable, by associated processes. The fundamen-
tal data is the composition of the rock—in this case a coal (the Upper Freeport coal,
Indiana County, Pennsylvania). Therefore, the raw data array sums to a constant.
Thus, a technique such as the centered logratio (clr) transformation must be used
to remove this restraint on the data. Bivariate correlations and multivariate prin-
cipal component bi-plots were used to identify the processes that created the coal.
During the statistical analysis, we encountered several surprising associations. Rela-
tions between variables changed significantly between the choice of a nine and a 25
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variable data set. Regardless of the choice of data sets three fundamental processes
were identified in the correlation structure of the data. These principal processes
that create a coal are authogenic (organic and diagenetic) and exogenic (detrital)
processes.

In addition, the correlation of the concentration of arsenic and mercury in the coal
was shown to differ depending on the composition of the data sets. In the centered
logratio (clr) transformed 10-variable subcomposition, the correlations of arsenic
with the concentration of the organic elements were negative and associated with
the development of asernopyrite during diagenesis (Fig. 16).

We conclude from the patterns observed that the concentration of mercury does
not appear to be associated with the coal formation process, that is it is essentially
independent of the concentrations of the other variables.

When using different subcomposition (e.g. 9,10, and 25 variable arrays) the vari-
ation matrix can show how the associations change as the number of variables in the
subcomposition change. In the case of arsenic expanding the nine variable subcom-
position to a 10 variable subcomposition by adding iron (Fe) improved the recogni-
tion of asernopyrite in the diagenesis of the coal.

This area of research in statistical analysis of geologic processes deals with a
complex and interdependent group of relations induced by the compositional re-
straints and the number of variables used. Further, we conclude that when we deal
with a system of variables such as those involved in the composition of a rock (in
the current case, a coal), we must consider both the issue of correlation induced
between the variables by compositional restraints and the complex and interacting
issue of the number of variables in the data array.
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Abstract The topic of this paper is the retrieval of hidden or secondary information
on complex spatial variables from geophysical data. Typical situations of obscured
geological or geophysical information are the following: (1) Noise may disturb the
signal for a variable for which measurements have been collected. (2) The variable
of interest may be obscured by other geophysical processes. (3) The information of
interest may formally be captured in a secondary variable, whereas data may have
been collected for a primary variable only, that is related to the geophysical process
of interest. Examples discussed here include mapping of marine-geologic provinces
from bathymetric data, identification of sea-ice properties from snow-depth data,
analysis of snow surface data in an Alpine environment and association of deforma-
tion types in fast-moving glaciers from airborne video material or satellite imagery.
Data types include geophysical profile or trackline data, image data, grid or matrix-
type data, and more generally, any two-dimensional or three-dimensional discrete
or discretizable data sets.

The framework for a solution is geostatistical characterization and classifica-
tion, which typically involves the following steps: (1) calculation of vario functions
(which may be of higher order or residual type or combinations of both), (2) deriva-
tion of classification parameters from vario functions, and (3) characterization, clas-
sification or segmentation, depending on the applied problem. In some situations,
spatial surface roughness is utilized as an auxiliary variable, for instance, roughness
of the seafloor may be derived from bathymetric data and be indicative of geological
provinces.

The objective of this paper is to present components of the geostatistical clas-
sification method in a summarizing and synoptical manner, motivated by applied
examples and integrating principal and generalized concepts, such as hyperparam-
eters and parameters that relate to the same physical processes and work for data
in oversampled and undersampled situations, parameters that facilitate comparison
among different data types, data sets and across scales, variograms and vario func-
tions of higher order, and deterministic and connectionist classification algorithms.
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Preambula. “Master of the Obscure” was a name given to a rock climber who would
always find a way to ascend a rock face, as difficult or strange, demanding or hidden,
as obscure it may have been, creating a moving solution to any problem presented
by geology, if you want to think of it that way. Some 40 years ago, Geomathematics
started as a new way of interpreting and utilizing obscure information in geologic
data, and now comprises many tools to discover patterns and relationships in ge-
ology. This paper is dedicated to Frits Agterberg, whose really clear descriptions
of mathematics in his original book “Geomathematics: Mathematical Background
and Geo-Science Applications” (Agterberg, 1974) helped to raise mathematics into
the light for geologists and geological applications. The topic of this paper is to
present, in a summarizing fashion, the geostatistical classification approach that I
have developed over several years, attempting to meet the demands of a wide range
of geological and geophysical problems and data sets, which all share the problem
of the obscure.

1 Introduction

Information in geological or geophysical data may be obscure for several reasons:

(1) Measurements may have been collected for a given variable of interest, but noise
may disturb the signal related to that variable. Examples are: (a) Surface eleva-
tion data collected from aircraft, with inaccurate observations of aircraft motion,
and (b) snow-depth data collected on sea ice, affected by manual sampling, in-
accurate spacing and possibly difficulties of properly determining the boundary
between snow and ice.

(2) The variable of interest may be obscured by other geophysical processes. Ex-
amples for this situation are: (a) Snow-surface data, collected to study surface
morphogenesis and near-surface processes, may actually be influenced by pro-
cesses at the bottom of the studied snow field and the underlying ground, and
(b) ice-surface elevation data, collected from satellite, may be affected by sub-
scale physical features, such as crevasses, which are too small to be measured
individually, but still influence the total return signal.

(3) The information of interest may formally be captured in a secondary variable,
whereas data may have been collected for a primary variable only, that is related
to the geophysical process of interest. For instance, bathymetric data are usually
collected from a ship to map water depth (primary variable) and seafloor topo-
graphy. Densely-sampled topography contains morphologic information, which
in certain situations may be used to infer marine-geologic types and provinces,
such as submarine volcanoes, sediment ponds and abyssal hill terrain. Mor-
phology may be considered a secondary variable, and geologic type may be
considered a secondary variable in a classification.
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Situations (1) and (2) show that “disturbances” of the data may be attributed to
measurement errors or to physical processes that were overlooked at the outset of
the study, or by a combination of both as in (2b). In a situation of type (3), analysis
of one variable may help to understand a second one. The example under (3) may
hint at mathematically forming a derivative to access the secondary variable in case
of morphology or at applications of artificial intelligence to associate geologic type.
However, we will present a simpler approach that is suitable for obscure data situ-
ations, including those indicated above; for now, we postpone the methodological
discussion.

Looking at the inverse of the relationship between variables of interest and vari-
ables of observation opens the door to a wealth of opportunities: Data sets that
have already been collected may contain clues to solutions of problems that may
be difficult to observe, for instance due to the complexity of the spatial physi-
cal processes involved, or to remoteness of the location (in Antarctica, under wa-
ter, on another planet, in a roadless mountain range), or because a geologic event
occurred before anyone noticed. Another hindrance to collection of geophyscial
field data may simply be cost. Events such as a volcanic eruption, an earthquake
causing deformation of the Earth’s surface, or acceleration of an ice stream, are
of interest to society because of their immediate (earthquakes) or delayed im-
pact (climate indicators), but observations on the geophysical variables of inter-
est may not be available. However, the event may have been recorded in satellite
imagery or other remotely sensed data or simply in videos for media purposes –
which brings up the question: How can such information be utilized as geophys-
ical data? Or, how can one use the concept of primary and secondary variables
quantitatively?

Such data sets that already exist have been called “data of opportunity”. Their
analysis may require a geomathematical method that allows hidden, secondary or
obscure information to be retrieved. Once that is established, data of opportunity
may contain the key for urgent geological problems.

In this paper, we present a family of approaches to the problem of retriev-
ing hidden, obscure information from spatial data. The methods are summarized
as “Geostatistical characterization and classification” (a bit of a misnomer, as we
shall see, lies in geostatistics), derived by the author and her group from first
mathematical principles (Herzfeld, 1993) to a modular system of tools for a large
range of applications and data types. Each aspect, component or generalization of
the classification method was developed to meet a challenge posed by an applied
problem in the geosciences or by a new type of data encountered in an applied
project. Yet together all the methodological components form by now a system-
atically organized library of tools. The objective of this paper is to present the
main components of the geostatistical characterization and classification method
in a summarizing and synoptical manner, and to provide the reader with criteria
to select suitable aspects of classification for his own applications. Along moti-
vating examples, we will introduce principal and generalized concepts, such as
variograms and vario functions of higher order, hyperparameters and parameters
that relate to the same physical processes and work for data in oversampled and
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undersampled situations, parameters that facilitate comparison among different data
types, data sets and across scales, and deterministic and connectionist classification
algorithms.

Although the geostatistical classification method is self-contained (except for the
definition of the (semi-)variogram (Matheron, 1963; Journel and Huijbregts, 1989)
and the connectionist part, see Sect. 9), it shares common ground with a wide range
of approaches in image classification, neural networks, texture analysis, analysis
of remote-sensing data and signal processing. Principles of mathematical morphol-
ogy are described in Serra (1982). Pattern recognition techniques are also applied
in medical pathology, in the analysis of holograms and sonograms, in texture anal-
ysis (Weszka et al., 1976; Liu and Jernigan, 1990) and in satellite image analysis
as early as the 1980s (e.g. Burger, 1981; Ritter and Hepner, 1990, Franklin, 1991,
Franklin and Wilson, 1991). Classification criteria for the analysis of marine bathy-
metric and sidescan data have been described by Fox (1990) using spectral methods
and by Stewart et al. (1992) and Jiang et al. (1994) using a connectionist approach,
and by Herzfeld and Overbeck (1999) using spectral, fractal and geostatistical meth-
ods. Classification is a widely-used term in the analysis of remote-sensing data (a
recent review is given in Lu and Weng, 2007, for treatment in monographs see
Tso and Mather, 2001; Landgrebe, 2003). Spectral and statistical methods domi-
nate the field and are often realized in geographic information systems (GIS) (see
Bonham-Carter, 1994). Rarely ever is a spatial structure function applied in classifi-
cation, exceptions are summarized in Atkinson and Lewis (2000)(contributions not
including the author’s are e.g. Carr, 1999; Carr and Miranda, 1998; Chica-Olmo and
Abarca-Hernandez, 2000; Wallace et al., 2000; see also Oliver and Webster,1989).

2 Outline

In the following sections, we will introduce mathematical principles and concepts of
the geostatistical characterization and classification method and provide examples
of applications.

The geostatistical classification method proceeds by the following steps:

(1) a window is selected from the study area; this may coincide with the entire
study area,

(2) statistical or analytical spatial functions are calculated from data in the win-
dow (e.g. experimental variograms, directional vario functions of first or higher
order, other functions),

(3) spatial functions from (2) may be filtered,
(4) parameters, called vario parameters or geostatistical classification parameters,

are calculated from the functions in (2) or (3),
(5) a feature vector is composed of the parameters,
(6) a deterministic discrimination algorithm or connectionist class association is

applied to the feature vector to relate the structures in the window to an object
class.
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The power of the geostatistical classification method lies in its combination of
several methods for the identification and quantification of signals in data and
their application at appropriate scales. The structure function allows the capture
of properties or features of intermediate scales, relative to the resolution and size of
an image or data set. Typical operator windows in traditional spectral or statistical
classification are usually smaller (such as 3× 3 to 11× 11 pixels) or calculations
are carried out for the entire data set and then too simple (statistical parameters)
or too costly (some Neural Nets). We shall see that the geostatistical classification
facilitates manageable operations for larger windows (such as 20× 20 or 50× 50
cells), while it reduces computational cost compared to analyzing an entire im-
age of thousands by thousands of cells and yet preserves the salient information.
In this sense, one may consider structure functions as information-filtering oper-
ators. Whether an entire image or data set is analyzed globally or by application
of a moving-window operator (in step (1)) depends on the application, the type of
data set, and the objective: Characterization, classification, or segmentation of a
larger set.

As structure functions, we select experimental variograms or first-order vario
functions (step (2)). Other than in interpolation, where the experimental variogram
is modeled and thus simplified to facilitate inversion of the kriging matrix, in classi-
fication the concepts of spatial surface roughness, local spatial variability and struc-
tural homogeneity play a role. We shall see later in the paper how the concepts of
surface roughness, homogeneity with respect to surface structure, surface types and
surface provinces lead to new ways of utilizing variograms and related functions in
a quantitative analysis.

A variogram is the spatial structure function most commonly used in geostatis-
tics, here we use experimental variograms. However, a definition of a vario function
in the framework of discrete mathematics is more practical and allows a generaliza-
tion to higher order, important in situations of obscured data. The reader familiar
with geostatistics may think of a first-oder vario function as an experimental var-
iogram (under certain mathematical conditions). In situations of high noise or the
presence of other disturbing or overprinting processes, higher-order vario functions
may take the place of variograms or first-order vario functions, while in situations
of (global) trends of (local) drifts, “residual” vario functions may work best (cf.
Herzfeld, 1992, 2002).

The information in the structure function is summarized in geostatistical classifi-
cation parameters (vario parameters) (step (4)). Depending on the geological appli-
cation, instrumentation and data quality, different types of parameters are needed
to discriminate surface types or provinces. We shall see in Sect. 4 that a one-
dimensional approach to describing spatial surface roughness or complexity is in-
sufficient, hence feature vectors, composed of several parameters, are utilized as the
basis of classification (step (5)). Each feature vector represents a sample image or
line segment of data.

In the last step (6), methods that may be known as classification methods in their
own right serve to associate an object to a class. A classifier may be formulated as
a deterministic discrimination algorithm (deterministic geostatistical classification)
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or be represented by a neural network (connectionist-geostatistical classification).
Through steps (1–5), the geological object is now given to the classifier as a feature
vector, hence the classification is more successful and computationally less costly,
and overtraining is less likely. In a colloquial sense, the geostatistical parameters tell
the neural net where to look.

Individual components of the classification method are introduced in a sequence
that advances from simple to more complex geophyscial situations. First, we will
give definitions of characterization, classification and segmentation and of con-
cepts that are essential for classification, such as surface roughness (Sect. 3).
With the goal of making the paper more easy to read and more interesting for
the applied scientist, the method will be developed here along a series of ap-
plied examples from various fields of the geosciences. Each example will moti-
vate a new methodological component or two. The examples, in the order of the
paper, are: Sea-floor segmentation: the first automated geostatistical classification
(Sect. 4), Glacier roughness surveys of the Greenland Ice Sheet: classification pa-
rameters to discriminate simple from complex processes (Sect. 4), Snow-surface
roughness in an alpine environment: vario functions of higher order (Sect. 6), Sea
ice in the Alaskan Arctic: retrieving information from complex and noisy signals
using the hyperparameter concept (Sect. 7), Crevasse patterns as indicators of dy-
namics in Jakobshanvs Isbræ, West Greenland: mapping of dynamic provinces from
ASTER satellite imagery (Sect. 8), and Classification of deformation types during
the surge of Bering Glacier: application of the connectionist-geostatistical method
Sect. 9).

The following list of theoretical topic sections is provided for the reader inter-
ested in the classification method and as a reference:

Components of the Geostatistical Classification Method:

(a) Spatial Surface Roughness, Homogeneity and Surface Provinces,
Characterization–Classification–Segmentation: Theory Topics I, II, III, Sect. 3

(b) Variograms and (First-Order) Vario Functions: Theory Topic IV, Sect. 3
(c) Vario Functions of Higher Order: Theory Topic VIII, Sect. 6
(d) On Vario Functions versus Variograms: Theory Topic IX, Sect. 6
(e) On Interpolation versus Classification: Theory Topic IX, Sect. 6
(f) Vario Parameters (Geostatistical Classification Parameters) I: Parameters for

Simple Geologic Situations pond, mindist, p1, p2: Theory Topic V, Sect. 4
(g) Vario Parameters II: Parameters for Analysis of Complex Geologic and Mor-

phologic Situations (Parameter Types, p3, . . ., p12, avgspac, deriv): Theory
Topic VI, Sect. 4

(h) Vario Parameters III: Hyperparameters: Theory Topic X, Sect. 7
(i) Derivation of Roughness Length from Spatial Surface Roughness: Theory Topic

VII, Section 5
(j) Feature Vectors Sects. 4 and 7
(k) Class Association: Deterministic Discrimination and Connectionist Association

Sects. 4, 8 and 9
(l) Spatial Classification and Scale Dependence Discussion, Sect. 10
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3 Principles and Concepts

Theory Topic I: Spatial Surface Roughness
Surface roughness is defined as the spatial derivative of surface elevation. Morpho-
logic properties at any scale are not captured by absolute elevation (above an imagi-
nary zero reference, such as sea level) but rather by changes of elevation in space. At
larger scale this is topographic relief, at small scale roughness. For instance, spatial
ice surface roughness is a morphologic characteristic of ice surfaces. (Note that here
we use the convention of “large scale” for low resolution and “small scale” for high
resolution, which is opposite to the convention used in cartographic scale.)

Using this definition, surface roughness contains the complete morphologic in-
formation of the surface under study. This may sound trivial, but in some disciplines
surface roughness is commonly understood as roughness length, a one-dimensional
parameter, or root-mean-square roughness, a one-dimensional statistical approxi-
mation. For instance, aerodynamic roughness (length) is used in meteorology (e.g.
Oke, 1987). However, roughness length can be derived from (spatial) surface rough-
ness (see section (5.) and Herzfeld et al., 2006a).

Theory Topic II: Characterization – Classification – Segmentation
The objective of (mathematical) characterization is to determine a set of parameters
that uniquely describe an object. The objective of classification is to associate a
given object to one of a number of classes; so that the class association can be car-
ried out for each case automatically, a rest class is required to collect all objects
that do not belong to any of the characteristic classes. In each new application, the
characterization problem must be mastered before the classification problem. By
moving a classification operator over a large spatial data set, such as an image, each
window is associated to a class, and a segmentation may be achieved. A segmenta-
tion into reasonably coherent subsets or segments may require smoothing; however,
in a good classification this is not necessary (see Herzfeld and Higginson (1996) for
examples and details). The sea-floor study (Sect. 4) is an example of a classification
and segmentation of an area into geologic provinces.

Theory Topic III: Concepts of Homogeneity and Surface Province
Extraction of parameters requires the concept of homogeneity: An area is called
homogeneous with respect to surface structure if the area has the same surface struc-
ture throughout, but the structure may be complex and resulting from several mor-
phogenetic events, phases, or processes, as long as all those processes have affected
the entire area in the same way. The term heterogeneous is reserved to mean “not
homogeneous”.

The concept of homogeneity matches the definition of a surface province, which
is an area of maximal extent that is homogeneous with respect to surface type, seen
in the field as a collection of morphologic features (e.g., for snow and ice surfaces:
sastrugi, crevasses, ablation ridges, melt ponds, ablation runnels, fields of melt-
water streams, new snow surface, or complex combinations of any of the above).
In surveys, the size of the area needs to be selected such that the largest feature
occurs several times.
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A complex surface is one that has experienced several morphogenetic processes.
The resultant forms may be superimposed on each other. The selection of parameters
in the geostatistical classification need to reflect and capture the complexity of the
surface.

Theory Topic IV: How do we Analyze Spatial Surface Roughness? – Variograms and
(First-Order) Vario Functions
Spatial surface roughness may be analyzed as the derivative in analytical mathe-
matics, or by investigating a spatial structure function, such as the variogram or the
vario function.

Recalling that morphology is related to the spatial derivative rather than to the
absolute value of elevation, we need to calculate the spatial derivative from a data
set. One way to do this is by building differences of measured values over given
distances. Forming the (mathematical) limit of such expressions, for distance incre-
ments approaching zero, yields the value of the surface slope in a given location:

limx→x0

z(x0)− z(x)
x0 − x

(1)

For elevation measurements, this approach gives a local slope value, the slope
at point x0, for snow-depth measurements, the local change in snow-layer thickness
at x0.

If we are interested in characterizing the surface structure in a given area, then
the actual value at each location is not as relevant as parameters that describe the
morphology more generally for the whole study area. Therefore, we form differ-
ences of measurement values again, but average over all points that have the same
common distance (or, distance and direction), creating vario functions.

v1(h) =
1
2n

n

∑
i=1

[z(xi)− z(xi +h)]2 (2)

for pairs of points (xi,z(xi)), (xi + h,z(xi + h)) ∈ D , where D is a region in R2

(case of survey profiles) or R3 (case of survey areas) and n is the number of pairs
separated by h; the distance value h is also termed “lag” (∈-element of; R2,R3-
two- and three-dimensional space of real numbers (coordinates), respectively). The
function v1(h) is called the first-order vario function. This function exists always
and has a finite value, because only finitely many data points enter the calculation.

Geostatisticians note that the first-order vario function is formally equivalent
to the variogram, however, the variogram is defined for a data set that may be
considered a realization of a spatial random function satisfying the intrinsic
hypothesis (see Matheron, 1963). A discussion of the theoretical and practical dif-
ferences between vario functions and variograms is given in Sect. 6.

Vario functions are more robust analysis tools than the covariance function and
the power spectrum (power spectral density) and exist under conditions where
those functions do not exist. This makes them particularly useful in geoscience
applications. In the geostatistical classification method, the vario function is used
akin to the spectrum, but in contrast to the spectrum, it is not easily perturbed
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by disturbances over small scales, which is an important aspect in the study of
roughness characteristics.

4 Sea-Floor Segmentation: The First Automated
Geostatistical Classification

The geostatistical classification method was originally developed for the classifica-
tion of sea-floor provinces, based on bathymetric data, as described in Herzfeld and
Higginson (1996), based on mathematical principles derived in Herzfeld (1993).
The objective of this project is to identify and map geologic provinces and thus to
derive a segmentation of an area of the sea floor. Automated mapping from bathy-
metric data is a useful approach to geological mapping, since naturally the sea floor
is, other than terrestrial areas, only accessible via remote sensing, with punctual
sampling through drilling or dredging. The study area is located on the western
flank of the Mid-Atlantic Ridge near 26◦ North, between the Kane Fracture Zone in
the south and the Atlantis Fracture zone in the north. Dominant geological processes
in the area are generation of crust at the ridge axis, submarine volcanism, sea-floor
spreading and sinking of the crust with increasing age and distance from the ridge
axis, and sedimentation (see Macdonald et al., 1991; Tucholke and Lin, 1994). Each
of these processes leads to specific morphological forms: the ridge, submarine vol-
canoes, abyssal hill terrain (fields of near parallel ridges and valleys) and sediment
ponds. Spacing of abyssal hills and occurrence and sizes of sediment ponds are in-
dicative of age of the crust.

During a seven-week marine geophyscial experiment, the bathymetry of a 150
by 100 km large area near 26◦ North was surveyed using the HYDROSWEEP in-
strument. Bathymetric data were collected along dense profiles to almost cover the
study area, and the classification is based on gridded data with gaps (see Fig. 1).
Bathymetry and azimuth maps give a visual impression of the area, however, the
goal is now to map geologic units automatically. Following steps (1–6) of the
geostatistical classification method, as outlined in Sect. 2, classification maps –
geological maps – were derived. Examples are given in Fig. 1. We used parame-
ters as given in the next section and a deterministic classification algorithm. The
classes in step (6) are simply color-coded, which results in a thematic map (here, a
geological map).

Theory Topic V: Vario Parameters (Geostatistical Classification Parameters) I:
Parameters for Simple Geologic Situations
Maximum vario-function value (pond parameter) is the simplest parameter, used
to distinguish flat areas from areas with topographic relief. For instance, the vario
function of an evenly-spaced hill-and-valley profile in topography is a sinusoidal
wave. Then the lag to the first minimum in the sine curve is the characteristic spacing
of hills and valleys in the topographic relief. The mindist parameter is defined as the
lag of the first minimum after the first maximum in the vario function. mindist gives
the spacing of parallel ridges, for instance, in the abyssal hill terrain. We further
define the significance parameters p1 and p2:
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Bathymetry Parameter p1

Azimuth Parameters pond and mindist

Fig. 1 Geostatistical seafloor classification, based on bathymetric data of an area on the west-
ern flank of the Mid-Atlantic Ridge. Left top: Bathymetry of study area. Depth increasing on
continuous color scale with blue 2,300 m, light blue 3,600 m, green 3,900 m, yellow 4,000 m,
orange 4,300 m, dark orange 4,500 m. Black stripes are survey gaps. Left bottom: Azimuth of
seafloor gradient. Directions (with 0◦N, increasing clockwise) on continuous color scale with
blue 145◦, light blue 180◦, green 215◦, orange 252◦, dark orange 288◦, red 360◦. Right top:
Classification based on parameter p1, significance of abyssal hill terrain (slope). Dark blue:
p1 < 0.5, light blue: 0.5 ≤ p1 < 1.0, green: 1.0 ≤ p1 < 2.0, yellow: 2.0 ≤ p1 < 4.0, orange-
red: 4.0 ≤ p1 < 6.0, red: 6.0 ≤ p1, black: p1 not defined. Right bottom: Classification based on
combination of parameters pond and mindist. Light blue: pond for residual variogram smaller
than 5000 m2. For all other colors, the pond criterion does not apply, and mindist has the fol-
lowing values (in meters): Dark blue: mindist < 2000, green: 2000 ≤ mindist < 4000, yellow:
4000 ≤ mindist < 6000, orange: 6000 ≤ mindist < 7600, black: parameters not defined. Study
area located at easting 300,000–450,000, northing 2,850,000–2,950,000 UTM zone 23 (central
meridian 45◦W), 47◦–45◦30′W/25◦45′–26◦40′N. Depth approx. 2300–4500 m. (after Herzfeld
and Higginson, 1996, Figs. 8 and 10, reprinted with permission from Computers & Geosciences)

p1 =
γmax1 − γmin1

hmin1 −hmax1

(3)

p2 =
γmax1 − γmin1

γmax1

(4)

p1 is the slope parameter and p2 the relative significance of the first minimum min1

after the first maximum max1, and hx and γx denote lag and vario-function value of
x, respectively (Herzfeld and Higginson, 1996). In this notation,
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mindist = hmin1 (5)

(for illustration, see Fig. 2). A large parameter p1 together with a large mindist value
characterizes structures that are absolutely big in size and also significant. A large
value of p2 indicates an area of structures that are relatively significant for their size,
but may be absolutely small, for instance, small, pronounced features may have a
large p2 value. (Note that p2 is always positive and absolutely less or equal than 1).
The definition of parameter p1 includes absolute size, but the definition of p2 does
not, this property makes parameter p2 and its generalizations (see Theory Topics VI
(Sect. 4 and X (Sect. 7) useful for comparison of features among different data sets
and across scales.

To study anisotropy, one investigates variograms of different directions (direc-
tional variograms) and compares parameters, for example, dirmin is the direction in
which mindist is smallest. In the seafloor study, dirmin identifies the across-strike
direction of the abyssal hills.

Results of Application: By application of the automated geostatistical classifi-
cation method, it is possible to identify and discriminate, characterize and classify
marine geological prototypes: submarine volcanoes, Mid-Atlantic Ridge, abyssal
hill terrain, and sediment ponds (see Fig. 1). Differences in the distribution and sizes
of sediment ponds in one ridge segment indicate that this segment was older than the
other segments, and the orientation of the ridges, as characterized by the parameters
dirmin and mindist, shows that the segment was also rotated, which together with
a smaller significance parameter p2 pointed at a more complicated geological his-
tory (see also Herzfeld and Higginson 1996, and Tucholke and Lin 1994). The key
to success of a relatively simple classification approach lies in two facts: (1) the
geological situation is relatively simple, and (2) the data situation is good. (1) The
situation is that only few morphological types exist, and these are directly related
to certain geologic processes: Volcanoes are near-symmetrical, near-round cones or
hills, abyssal hill terrain consists of fields of near-parallel ridges and valleys, their
spacing being related to age, and sedimentation occurs in those valleys over time.
Sediment ponds have a smooth surface, compared to other geological provinces. (2)
The data accuracy is in the decimeter to meter range, and the geological features
are tens to hundreds of meters in relief. Hence a solution is possible with only five
parameters and one maximum-minimum sequence.

5 Glacier Roughness Surveys of the Greenland Ice Sheet:
Classification Parameters to Discriminate Simple
from Complex Processes

In a project to study ice-surface morphogenetic processes in the Greenland Ice
Sheet and to provide high-resolution field information for ERS Synthetic Aperture
Radar (SAR) data, micro-topographic and surface roughness data were collected
with the Glacier Roughness Sensor (GRS), and instrument specifically designed for
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this purpose (Herzfeld et al., 1997, 1999, 2000a,b). The GRS is a field instrument
that is pulled by a skier across the ice surface, recording surface elevation in eight
channels with mechanical measurements and electronic transmission, instrument
position using differential GPS and instrument attitude using clinometers, all stored
in an on-board computer (Fig. 3). GRS data have about 10-cm along-track spacing,
20-cm across-track spacing and sub-centimeter accuracy (Fig. 4).

Compared to the sea-floor example, the ice surface is more complex, several pro-
cesses including snowfall, wind deposition and erosion of snow, melting and distant
crevassing all affect the ice surface repeatedly and interact with each other. Conse-
quently, more parameters are required. To give an example, parameters are needed
that can discriminate simple processes from overprinted ones. Their definition

Fig. 3 Surveying with the Glacier Roughness Sensor in the Jakobshavns Isbræ Drainage Basin
south of the South Ice Stream. Top: Spring 1997 (MICROTOP97) (from Herzfeld et al., Zeitschrift
für Gletscherkunde und Glazialgeologie, vol. 35, 1999, reprinted with permission). Bottom: Sum-
mer 1999 (MICROTOP99). Note differences in ice-surface roughness: The sping surface is formed
by snowfall, melting, wind and distant crevassing. The ice surface is generally smoother in spring
than in summer, at the scale of decimeters to several meters, due to formation of pronounced abla-
tion ridges, melt runnels, cryoconite holes and other ablation features (Fig. 4 and text)
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Fig. 4 Comparison of spatial surface roughness in area “above ice camp” (cf. Fig. 3). Left panels:
GRS data, right panels: variograms, one per channel, and global variograms (top). For explana-
tions, see text

involves automatically examining more sequences of maxima and minima in the
variogram or vario function.

Theory Topic VI: Vario Parameters II: Parameters for Analysis of Complex Geologic
and Morphologic Situations

We define p2-type parameters pt2(·, ·) as
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pt2(maxi,min j) =
γmaxi − γmin j

γmaxi

(6)

for i ≤ j. These are useful if γmaxi ≥ γmin j , which is easily checked because it is the
case if and only if pt2 ≤ 0. With this notation, we define significance parameters for
the first few minima in the vario function:

p3 = pt2(max1,min2) (7)

p4 = pt2(max2,min2) (8)

p5 = pt2(maxs,min2) (9)

Parameter p3 is the significance of the second minimum min2 relative to the first
maximum, p4 is the significance of the second minimum min2 relative to the second
maximum max2, p5 is the significance of the second minimum min2 relative to the
highest previous maximum maxs, where γmaxs is the maximum of γmax1 and γmax2 .
So if the first maximum is higher than the second, p5 equals p3, otherwise it equals
p4. Using p5 rather than p3 or p4 serves to better characterize morphologies with
smaller features superimposed on larger ridge structures. Note that γmaxi ≥ γmin j is
the case if and only if pt2 ≤ 0.

Similarly, slope parameters, or p1-type parameters pt1(·, ·) are defined by gen-
eralizing the definition of p1 as

pt1(maxi,min j) =
γmaxi − γmin j

hmin j −hmaxi

(10)

for i ≤ j. As noted for p2-type parameters, p1-type parameters are useful if γmaxi ≥
γmin j , which is easily checked because it is the case if and only if pt1 ≤ 0. Useful
p1-type parameters are

p6 = pt1(max1,min2) (11)

p7 = pt1(max2,min2) (12)

p8 = pt1(maxs,min2), (13)

for instance p8 is the slope parameter analogous to significance parameter p5. In
case the resolution of the vario function is high relative to the feature size, checking
more minima is useful:

p9 = pt2(max3,min3) (14)

p10 = pt2(max1,min3) (15)

p11 = pt2(max2,min3) (16)

p12 = pt2(max4,min4) (17)

The avgspac parameter, defined as the weighted average of lags to all minima in a
vario function, also measures the spacing of dominant structures. It is of importance
if structures in a vario function repeat regularly, but do not start clearly at the first
minimum:
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avgspac =
1
n

n

∑
i=1

1
i

hmini (18)

calculated typically for n = 3 or n = 4. We also use conc, the concavity of the vario
function before the first maximum, and deriv, the derivative or slope of the vario
function at its origin, approximated by

deriv =
γ(3h0)− γ(h0)

2h0
(19)

All these parameters are employed in analyses of snow and ice data. As a result,
we are able to characterize a variety of surface forms that occurr in the ablation
zone of the Greenland Inland Ice, including ridges, formed by an interaction of
snow accumulation and melting, small melt runnels, melt ponds, cryoconite holes
(formed by dust particles with primitive plants). Some forms remain characteristi-
cally the same for several years, while other forms depend on season, and others yet
on weather (Fig. 4). For instance, a dominant ablation structure of about 4 m spacing
with a subordinate structure of 2 m characteristic scale remains for at least several
seasons, but the overall roughness, indicated by the maximal vario value or pond pa-
rameter, is much higher in summer than in spring (Figs. 3 and 4). In the photographs
(Fig. 3) one can see that roughness, on a scale of few decimeters to meters, is larger
in summer (bottom panel) than in spring. However, a larger parameter p2 for the
spring surface than for the summer surface indicates that spring features are more
pronounced (Herzfeld et al., 2000a,b). More generally, this example demonstrates
that several parameters are necessary to characterize the spatial roughness of the ice
surface at several scales (see also, Discussion and Outlook, Sect. 10).

6 Derivation of Roughness Length z0z0z0 from Spatial Surface
Roughness (Theory Topic VII)

Geostatistical classification parameters can be applied to relate spatial surface
roughness measurements to aerodynamic roughness length z0. Empirical relation-
ships between geometrical surface properties and z0 can be employed (see also
Lettau, 1969; Kondo and Yamazawa, 1986) to derive the following approximation
formulas (Herzfeld et al., 2006a): In case the vario function fluctuates around a sill
(for larger distances), the pond parameter is only slightly higher than the sill and
can be used for a first approximation:

z0 = z0 f 1′ =
1
2

√
2pond (F1′) (20)

However, formula (F1) likely overestimates z0, because the surface elements in
the geometric derivation are implicitly assumed to be rectangular. A formula using
vario-function components resultant from surface features of different sizes is
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z0 = z0 f 3 =
1
2
∑nk

k=1 hmink

√
2γmaxk

∑nk
k=1 hmink

(F3) (21)

Summation is over significant features of different scale and involves classifica-
tion parameters hmink (distance to minimum k) and γmaxk (vario-function value of
maximum k). (F3) is a scale-dependent equation.

7 Snow-Surface Roughness in an Alpine Environment:
Vario Functions of Higher Order

One might think that snow-surface observations are similar to ice-surface ob-
servations. However, a new problem arose in a project to study snow-surface
changes related to environmental conditions throughout a winter and summer, in
an Alpine snowfield (Niwot Ridge Saddle at 3250 m above sea level, Indian Peaks,
Colorado Front Range, see Caine, 1995a,b; Losleben, 1990 for hydrology and cli-
mate, Herzfeld et al., 2003). Snow surface features are much smaller in size than
the ice-surface features observed in the Greenland Inland Ice (amplitudes to 2 me-
ters for ice-surface features versus amplitude of a few centimeters to ca. 30 cm for
snow-surface features on Niwot Ridge, cf. Figs. 4 and 5a), so the temporal and spa-
tial variability in a snow-surface GRS data set comes close to the limit of accuracy
of the GRS—and hence one is now looking at a mathematically ill-posed problem.

We recall that the derivation of geostatistical classification parameters depends
on the ability of an automated routine to detect sequences of minima and maxima
in the vario function. For snow-surface data, minima cannot be determined easily
in a variogram or (first-order) vario function (Fig. 5). This motivates the introduc-
tion and investigation of a second-order vario function (see Theory Topic VIII). In
Fig. 5, the second-order vario function of the same data set clearly shows a mini-
mum at 7 m. The minimum corresponds in size to the ground patterns underlying
the snowpack, which indicates that melting and compaction of snow is influenced
by the ground patterns on a scale of several meters. In contrast, at a smaller scale
self-organisational processes dominate (Herzfeld et al., 2003).

Here, using variograms of variogams provided a practical solution—and with it
a mathematical problem, really a reincarnation of the old problem of geostatistics,
that of the “ensemble” and the “population” in geostatistics, in case only one
data set is recorded. Whereas for the variogram that problem has been discussed
(e.g. Matheron, 1973; Armstrong, 1984; Journel, 1985; a summary of solutions
in other disciplines is given in Herzfeld 1992, e.g. Kaula, 1967; Grafarend, 1975;
Lauritzen, 1977; Tarantola and Valette, 1984), reviewers of the vario-of-the-vario
idea were critical, although the approach had already proven itself useful in identi-
fying snow hydrological processes (Herzfeld et al., 2003). So what was wrong? The
method or the calculation? The same numerical calculation rewritten in the frame-
work of discrete mathematics rather than stochastics leads to vario functions rather
than variograms, and the vario functions can be taken to higher order without much
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Fig. 5 GRS data of snow-surface roughness on Niwot Ridge Saddle, vario function and 2nd-order
functions resvar and varres. For explanations, see Eq. (22) and text

complication. Vario functions exist for every discrete data set, but their theoretical
introduction requires a bit of a framework, such as criteria for homogeneity of a data
set (see Herzfeld, 2002).

Theory Topic VIII: Definition of Vario Functions of Higher Order
Vario functions, defined for discrete spatial data sets with a domain in 2 or 3 dimen-
sions in Theory Topic IV (Section 3), can be generalized to higher order. If we let
the values of the first-order vario function take the place of the data in Eq. (2), we
can calculate the second-order vario function v2, termed varvar function for short
and defined as

v2(k) =
1
2s

s

∑
j=1

[v1(h j)− v1(h j + k)]2 (22)

with ((h j,v1(h j)),(h j + k,v1(h j + k))) ∈ V1 = (h,v1(h)), the first-order
vario-function set. Higher-order vario functions are defined recursively, following
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an analogy to Eq. (22). The varvar functions allow the detection of shallow large-
scale features in the presence of locally dominating small-scale features, and the
detection of morphologic features in presence of strong sampling artefacts.

Matching the concept of the residual variogram in geostatistics, we have also in-
troduced residual vario functions of first and higher order, through a res operator.
The res operator compensates for a drift component, hence res functions facilitate
modeling of spatial structures in presence of a trend or drift. Noting that vario func-
tions are calculated for sampling neighborhoods, it is possible to analyze phenomena
with non-linear trends, since in effect the “residual” operator takes out a piecewise
linear drift. At each order, the res operator and the var operator can be applied,
creating resvar and varres functions. A more formal treatment and discussion of
properties of higher-order vario functions is given in Herzfeld (2002).

Theory Topic IX: On Vario Functions and Variograms. On Interpolation Versus
Classification.
Although the equation of the first-order vario function (Eq. 2) has the same form as
the equation of the variogram (or semi-variogram), the functions are not the same.
The vario-function theory is set in a discrete-mathematics framework, whereas
the variogram is defined in the stochastic framework typically employed in geo-
statistics, the theory of regionalized variables (Matheron, 1963; Journel and Hui-
jbregts, 1989). There are practical advantages persuant to these theoretical differ-
ences which manifest themselves in numerous applications (for a theoretical discus-
sion, see Herzfeld, 2002).

In geostatistical estimation the role of the variogram is to quantify the transitive
behavior of the regionalized variable from typically good covariability of closely
neighboring samples to poor covariability of samples spaced farther apart, and to
use the resultant quantitative model to solve kriging equations. The experimental
variograms, calculated from the data, are usually reduced to variogram models,
which are selected from a small and useful zoo of prototypes, including the spher-
ical model, the linear model with sill and the Gaussian model. Variogram models
from the zoo share the properties that (1) any ordinary or universal kriging system
built with such a model has a unique solution, and (2) the variogram models may be
characterized by their function type and a small number of parameters: sill, range,
and nugget effect. However, if solving kriging equations is not the objective, then
the zoo of models is no longer helpful but rather limiting, because much of the struc-
tural information is potentially lost in the reduction to such a model (cf. Herzfeld,
1999).

For lags exceeding a certain distance, the variogram “fluctuates” around a sill
value, indicative of the total variance. In the stochastic framework of classic geo-
statistics, these fluctuations are attributed to the random nature of the variogram for
lags exceding a certain range, which is also the range of covariation. In geostatistical
classification, these are the source of information, and their cause is by no means
random, but related to small-scale geophysical processes. Different parameters are
needed for classification. (Simulations of superimposed almost sinusoidal processes
and their cova functions given in Herzfeld (1990) may serve to demonstrate basic
relationships between processes of different scales).
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Casting out probability renders the geostatistical classification method not geo
statistical in the strict sense any more, however, as “The deterministic side of geo-
statistics” (Journel, 1985) has tradition in geostatistics as well, the vario function is
only a logical step for a useful tool away from probabilistic concepts, so we kept the
name. Notably, the new definition was motivated by a practical application and is
not just an exercise in mathematical theory. The change in concept does, however,
open the door to a practically oriented philosophy: If a tool yields useful results,
then it is a good tool. This view is more at home in connectionism—if a Neural Net
works, we can use it, and do not need to understand the processes involved (which
is actually also possible, but a black-box attitude of “it just does it, like the human
brain” is more well-known. Neural Networks are related to mathematical optimiza-
tion, see Herzfeld and Zahner (2001)). The open view at tools motivated to try a few
of those—see Sect. 8.

8 Sea Ice in the Alaskan Arctic: Retrieving Information
from Complex and Noisy Signals using the Hyperparameter
Concept

As part of a validation campaign for satellite passive microwave data from AQUA
AMSR-E over Arctic sea ice, we analyze snow-depth data collected on the sea ice
in several offshore provinces in Arctic Alaska (Herzfeld et al., 2006b; Maslanik
et al., 2006). In the neighborhood of Point Barrow, Alaska, the Chukchi and Beau-
fort Seas meet, and together with ice types encountered in near-by Elson Lagoon, ice
provinces in the area represent a good subset of Arctic sea-ice regimes. Not much is
known about sea-ice properties, spatial characteristics of older versus younger ice,
and processes that lead to sea-ice formation. An example of snow-depth data over
sea-ice is given in Fig. 6. The complexity of sea ice, together with the properties of
manually collected snow-depth data, provided new challenges for the classification
method:

The variable complexity of sea-ice morphogenetic processes finds an expression
in the variable number of max-min sequences that needs to be studied to find rele-
vant parameters, i.e. geostatistical classification parameters that tell the “story” of
sea-ice formation. For marine geophysical studies, the first application of the clas-
sification method, the needed number of max-min sequences is 1, for Jakobshavns
area Glacier Roughness Sensor (GRS) data, 2, for SAR data of the same region, 4
(Herzfeld and Higginson, 1996; Herzfeld et al., 1999; Herzfeld et al., 2000b); but
for sea-ice snow-depth data now it is unknown and variable (Fig. 7). As an answer,
we are developing a robust search algorithm for newly defined hyperparameters in
complex geo-data sets, which automatically determines relevant “bigger” max-min
sequences and associated generalized parameters, and also the optimal group size
for the data set at hand. In this work, we apply software modules of a new clas-
sification library that realize the mathematical algorithms introduced in this paper
and accompanying data-handling functions (Geostatistical Classification Software
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Fig. 6 Snow-depth data on sea ice (top), 1st-order vario function (center) and 2nd-order vario
function (bottom), Beaufort Sea. From 2nd-order vario function, a characteristic length of 210 m is
easily determined automatically

Library “geoclass”, by U.C. Herzfeld and S. Williams; for information on the geo-
class system, write to ute.herzfeld@colorado.edu).

Theory Topic X: Hyperparameters
Again, the classification starts by determining sequences of minima and maxima in
a vario function, on which parameter calculations are based. We determine bigmax,
the largest maximum in a group of g maxima, and then bigmin, the smallest min-
imum in a group of g minima following bigmax. For a fixed group size g, several
big minima and maxima can be determined, starting the search for the first one,
bigmin1 at the first max−min sequence of the vario function, and continuing to find
bigmin2, bigmin3 after that. As for parameters, we distinguish p1-type and p2-type
hyperparameters, in generalization of p1-type and p2-type parameters.

pt1(bigmaxi,bigmin j) =
vbigmaxi − vbigmin j

hbigmini −hbigmax j

(23)

and

pt2(bigmaxi,bigmin j) =
vbigmaxi − vbigmin j

vbigmaxi

(24)
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Fig. 7 A segmentation of a profile across Elson Lagoon, Alaska: Parameters and hyperparameters
derived from second-order vario functions quantify specific characteristics for each segment
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In the characterization of Point-Barrow sea-ice provinces, we will most fre-
quently use the first hyperparameters, written p1big and p2big for simplicity, where

p1big = pt1(bigmax1,bigmin1) (25)

and
p2big = pt2(bigmax1,bigmin1) (26)

Similar to the original parameters, p1big and p2big can now be used to quantify the
relative size of small-scale features on top of large-scale features, for those large fea-
tures whose characteristic spacing is identified by hbigmin1 = mindistbig. The spacing
of the small-scale features may be derived automatically, by counting the interme-
diate minima in the varvar function plots; the intermediate minima are the minima
between two consecutive bigmins and lead to a varvar function that is reminiscent
of a sawtooth pattern.

The optimum groupsize g can also be determined automatically, here we have
applied a criterion to find stable groupsizes, such that the bigmax-bigmin pair stays
the same for 3 consecutive groupsizes, and in addition, such that bigmax-bigmin se-
quences that are multiples of previous ones are avoided. This rule leaves one with
the first one or two (or more) maxima and minima in a sequence, even if it is over-
printed with variations caused by smaller surface features or sampling noise.

Application continued. Good examples are given in the Elson Lagoon profiles,
where subordinate features are significant relative to the largest features (Fig. 7).
Application of classification with hyperparameters composed into feature vectors
leads to a segmentation of Elson Lagoon into sea-ice provinces (Fig. 8).

Feature vectors of the following form

v = (z0,z0(SLT ), pond,mindistbig, p1big, p2big) (27)

were utilized, where z0 denotes surface roughness, z0(SLT ) roughness associated
with the thickness of the snow layer on top of the sea ice, pond a vario parameter
and mindistbig, p1big, p2big hyperparameters as defined above. We note that linear
relationships (z0,z0(SLT )) yield different outcomes in many clustering and opti-
mization routines than quadratic ones (z0, pond), whereas a neural network can be
trained to recognize that pond,z0,z0(SLT ) are always related.

In the Beaufort profiles, where structures are chaotic but large features dominant,
an analysis of second-order vario functions with the usual parameters (p1, p2) leads
to a classification (Fig. 6). One may think of this as hyperparameters defaulting
to usual parameters when the vario functions are not overprinted by “sawtooth”
patterns. Based on the geostatistical classification from feature vectors that consist
of parameters and hyperparameters, applied to snow-depth data from Beaufort Sea,
Chukchi Sea and Elson Lagoon, a first morphogenetic model for development of
sea-ice types is derived (Herzfeld et al., 2006b).

The hyperparameter concept is still in development. It provides tools for signal
processing that fit in the context of geostatistical structure analysis and as such is
generally applicable to spatial data analysis, without the context of classification. As
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Fig. 8 Segmentation of snow-depth-on-sea-ice profiles, derived using geostatistical classifica-
tion with 6-component feature vector (Eq. 27), superimposed on color-composition of aerial
Polarimetric Scanning Radiometer (PSR) data. Color-coding of snow-depth segments according
to increasing complexity of snow-depth structures (green-yellow-orange-brown-red-purple-blue),
indicating increasing complexity of sea-ice types. Segments are (on Elson-Beaufort profiles, trend-
ing SW-NE): Elson segment 1 (yellow), Elson segment 2 (purple), Elson segment 3 (brown), Elson
segment 4 (red), Elson segment 5 (orange), Beaufort (blue), on Chukchi profiles: Chukchi main
profile segment mod1 (green), Chukchi main profile segment mod2(12-15) (yellow), Chukchi main
trends SE-NW; Chukchi cross profile (grey). Underlying PSR data are shown as composition of
data from three channels, 10.7 GHz H-Polarization (red), 19 GHz H-Polarization (green), 37 GHz
H-Polarization (blue). Note that snow-layer segments match areas that appear homogeneous in
PSR-data composition, and that increasing complexity matches a progression of colors in homoge-
neous areas, indicating a relationship between snow-depth provinces, and hence sea-ice provinces,
and PSR-data (Herzfeld et al., 2006b, reprinted with permission from IEEE Transactions on Geo-
science and Remote Sensing)

far as passive microwave data are concerned, application of geostatistical characteri-
zation with hyperparameters has demonstrated that complexity of spatial snow depth
structures as captured in multi-dimensional feature vectors directly influences the
passive microwave signal received from sea-ice with snow cover, and, less directly,
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snow-depth and surface roughness length (Herzfeld et al., 2006b). These results in-
dicate that passive microwave data in general may be affected by spatial snow-depth
and surface roughness, with a dependence on scale and quantified by geostatistical
classification.

9 Crevasse Patterns as Indicators of Dynamics in Jakobshavns
Isbræ, West Greenland: Mapping of Dynamic Provinces
from ASTER Satellite Imagery

In satellite imagery, the problem is typically one of undersampling rather than over-
sampling, because the resolution of any satellite image is limited. Hence we return
to using the primary parameters pond, mindist, p1 and p2, calculated in several
direction and distance classes. If property mapping or segmentation is the goal for
a large image, the entire classification is performed as a moving-window operation
(as in the Jakobshavns example in this section). If the goal is to associate the en-
tire image to a class, then every step from vario-function calculation to parameter
derivation and class association is undertaken for one entire image at a time (see
the Bering Glacier example in Sect. 9. The optimal window size depends on the
problem and the data set.

Our next example stems from a mapping of deformation structures in Jakobshavns
Isbræ, West Greenland, the Earth’s constantly fastest-moving glacier, which a few
years ago (in 1999) has entered a state of rapid retreat (for literature on Jakob-
shavns Isbræ see Echelmeyer and Harrison, 1990; Echelmeyer et al., 1991; Bennike
et al., 2004; Podlech and Weidick, 2004; Krabill et al., 1999; Thomas et al., 1993;
Mayer and Herzfeld, 2000, 2001).

Figure 9 shows the retreating ice front, the North Ice Stream and part of the
longer South Ice Stream, whose crevasses can be followed 80 kilometers up into the
Greenland Ice Sheet. The calving front is located near (69◦N, 50◦W ).

Crevasses are the manifestation of deformation on the surface and in the upper
layer of a glacier. Although they are conspicuous, little research has attended to their
interpretation, largely because of the connection of physical glaciology to the princi-
ples of mechanics of a continuous medium (which in itself does not negate structural
failure); for exceptions, see Hambrey and Milnes (1977), Mayer et al. (2002), and
Herzfeld et al. (2004). Our approach is based on the principles of structural geology,
where deformation history is deduced from inspection of the image or the material
itself and the patterns left by the deformation processes (for a modern treatment of
the topic, see Ramsay and Lisle (2000), for applications to glaciology see Mayer
and Herzfeld, 2000, 2001; Herzfeld et al., 1997, 2003).

The structural glaciology approach can be combined with the classification
method, (1) by mathematically exploiting the geometry of movement (Herzfeld
et al., 2004), (2) by mapping vario parameters and relating them to deformation,
and (3) by associating structure and deformation as in the next Sect. 9. Following
avenue (2), we apply the classification to ASTER data in Fig. 9. Here, we use the
new software library “geoclass”, which in addition to parameter and hyperparameter
algorithms also contains utility functions for satellite data conversion.
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Fig. 9 Jakobshavns Isbræ North Icestream. May 28, 2003 (ASTER Data)

Parameter maps may already be considered classification maps, when displayed
with a colour-coded contouring algorithm as in Fig. 10. (Parameter maps are simply
given as matrices, which may be input into an image analysis software or a contour-
ing program). In the seafloor example (Sect. 4), we went a step further, mapping
provinces based on a deterministic class-association algorithm, based on a combi-
nation of parameters and criteria. Fig. 10a which shows the pond parameter iden-
tifies areas of increased roughness, which generally coincide with crevassed areas,
while low pond-parameter areas coincide with non-crevassed areas (compare Figs. 9

(a) (b)

Fig. 10 Parameter maps, created with geostatistical classification library from ASTER data of
Jakobshavns Isbræ, North Icestream in Fig. 9. (a) Parameter pond (directly related to roughness
length). (b) Significance parameter p2 (relative size and significance). Note that different structural
provinces (in Fig. 9) have different parameter values
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and 10). This tells us where deformation occurred, but not what type of deforma-
tion. A step to identification of deformation type is given by the example of the map
showing parameter p2 values: A large p2 indicates dominance of structures that are
significant relative to their size, such as fields of clear-cut crevasses developed under
rapid movement. Combinations with criteria derived from other parameters narrow
down a characterization. This process can be pursued until a full characterization is
achieved, or a neural network may be built: see next Sect. 9.

10 Classification of Deformation Types During
the Surge of Bering Glacier: Application
of the Connectionist-Geostatistical Method

Rather than further explore and develop the relationships of parameters to structural
or geological processes in a deterministic way, one may resort to the connectionist
approach and train a neural network to recognize deformation types from surface
imagery.

A glacier surge is a sudden acceleration of a glacier to a multiple of its nor-
mal velocity (typically 100 times its speed, for Bering Glacier, see Herzfeld, 1998).
The ice surface breaks up into fields of square-cut fresh crevasses. Surges occur
quasi-periodically (for Bering Glacier, about every 25 years). It is not known why
some glaciers surge and others do not, in fact, Bering Glacier surges but neighbour-
ing Steller Glacier only pulses (Post, 1972), and other glaciers which flow out of
Bagley Ice Field, the source of Bering and Steller glaciers, do not surge at all. On
the scale of mountain ranges, surge glaciers are geographically clustered; there are
surge glaciers in Alaska, in Greenland, and in Antarctica and there were some in
the Alps in the last century. For background on the surge phenomenon, see Meier
and Post (1969), Weertman (1964), Post and LaChapelle (1971), Dolgushin and
Osipova (1975), Raymond (1987), Clarke (1987), Kamb et al. (1985),
Herzfeld (1998). We detected the onset of the 1993–1995 Bering Glacier surge sud-
denly (Lingle et al., 1993) and by good fortune (a surge of a huge glacier is an
impressive and beautiful sight), and with no geophysical survey program in place
that could possibly handle the complexity of the surge. Instead, video data, collected
for media reports, became our data of opportunity at the start of the surge in 1993.
In overflights in 1994 and 1995, we collected more aerial video data and GPS ob-
servations, having by then realized that video data may be treated and analyzed as a
source of geophysical information.

“How can video data of crevassed ice surfaces be used to extract information
on ice deformation and kinematics?” became the more sophisticated form of the
question “What does a geophysicist do if there are no geophysical data?” During
flights over Bering glacier we observed that crevasse fields exhibit the same surface
type for large, connected deformation provinces, inside which the patterns repeat
(see Fig. 11), and with sharp boundaries to neighboring fields of a different crevasse
type. This observation suggests using vario functions and classification parameters
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class 0–undisturbed surface,
moraines, rocks

class 1–
chaos

class 2–
parallel crevasses

class 3–parallel crevasses
filled with snow

class 4–acute angle
bidirectional crevasses

class 5–bidirectional with
one dominant direction

class 6–square-top blocky
pattern

class 7–
rhombic pattern

class 8–
en-´echelon crevasses

Fig. 11 Crevasse types for connectionist-geostatistical classification of deformation structures.
Bering Glacier surge 1993–1995. Video images

for a basic analysis. On the other hand, the multitude of data (video frames) and the
complexity of surface patterns motivates us to try the connectionist approach (i.e., to
build a neural net). Using geostatistical processing as a first step in the classification,
the data for each video-frame subset are reduced to three-directional vario functions.
This creates a manageable input for network training, having efficiently captured the
salient information in the image data (Herzfeld and Zahner, 2001).

Using a neural network rather than tediously working out deterministic rules
sounds advantageous at first, but a neural net requires training, and this in turn re-
quires a thorough understanding of the geological situation and background. In this
instance, expert knowledge on how to deduce the type of deformation that a given
piece of material (rock or ice) experienced from a single picture of the deformed
material is needed to create a near-exhaustive collection of possible deformation
types (unless one wants to end up with a large rest class of cases that prospective
NN cannot assign). We used the crevasse types shown in Fig. 11.
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The selection of the type of neural net and other technical and mathematical
information on neural net training, as well as on the geostatistical processing is given
in Herzfeld and Zahner (2001). The resultant network is 95% correct in associating
images of the ice surface to the deformation type, for video frames not previously
known to the neural net. A notable disadvantage of the connectionist approach is,
however, that a new net needs to be trained for eachapplication, whereas parameter
maps (as in Sect. 8) can be calculated from any image data set and often provide a
good “first cut” at segmentation into structural provinces.

11 Summary, Discussion and Outlook

Summary
The objective of this paper has been to exploit hidden information in data, as a means
to learn about geophysical properties and processes that are secondary, or hard to
observe, or not in the variable that was originally measured, or measured directly
but overprinted by too much noise or other effects. In this paper, we have outlined
the classification approach using examples from different geophysical fields as well
as from different types of data sets. The geostatistical characterization and classi-
fication method utilizes statistical and analytical spatial functions and proceeds by
extraction of parameters from those functions, composition of feature vectors, and
association of classes by application of deterministic and connectionist algorithms.

Discussion and Outlook
Generalizations and Applications
The examples presented in this paper stem from marine geology, cryospheric sci-
ences and climate research. However, the geostatistical characterization and classi-
fication method may be generally applied to any problem of image analysis, signal
processing or classification based on regularly or irregularly distributed data. Poten-
tial fields for applications may be in forestry, medical tomography, any discipline
of human and physical geography, oceanography, archaeology, planetary research,
biology and ecology.

Limitations of the method lie in the symmetry of vario functions, and a resolution
here may lead to inclusion of higher-order moments. More generally, new types of
generalized functions in the spatial and spectral domain may be utilized. As one
direction of future research, we discuss the topic of spatial classification and scale
dependence.

Spatial Classification and Scale Dependence
The problem of spatial classification is related to the problem of scale dependence,
as geophysical phenomena, data sets, spatial resolution, and characteristic lengths
are each given at a specific scale, or range of scales. Two examples are compared in
Table 1. At small scale, we may study spatial surface roughness of the Greenland
ice sheet, resulting from morphogenetic processes forming melt runnels, sastrugi,
ridges, etc, as described in Sect. 4. At large scale, spatial structure resulting from
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Table 1 Spatial classification problems

Small-Scale Large-Scale

GRS measurements SAR data, ASTER data
complex classification parameters simple classification parameters

(pond, mindist, p1, . . . , p12, conc, avgspac) (pond, mindist, p1, p2)
spatial surface roughness spatial structure analysis
surface forms deformation state

(ridges, melt runnels) (crevasse patterns)
morphogenetic processes kinematic and dynamic processes

deformation processes in glaciers may be analyzed, based on satellite rather than
field data. Whereas the field data analysis typically yields a situation of oversam-
pling, satellite data analysis usually concerns undersampled situations, because the
energy in a signal is measured and averaged over the footprint of the instrument,
which is usually larger than some surface features. In the geostatistical classifica-
tion, complex parameters are used for extraction of information in oversampled situ-
ations, as described for field data of sea ice, Greenland inland ice and snow surfaces
in Sect. 4, 6 and 7. In undersampled data situations, simple parameters are better uti-
lized. As indicated in the table, we may study different types of processes at different
scales. An interesting question in geophysical investigations is that of scaling versus
scale-dependence, and parameters of type pt2 facilitate direct comparison of signif-
icance of surface features across scales. The examples in this paper already demon-
strate that different processes reign at different scales. Ongoing research concerns
the definition and application of transfer functions that relate spatial characteristics
at the field scale to those at the regional scale and at continental scale. Results are
relevant for climatic and atmospheric modeling and to study the interaction between
the ice surface and the atmosphere.
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Abstract Jakobshavns Isbræ in West Greenland (terminus at ≈69◦ 10′N/50◦ W), a
major outlet glacier of the Greenland Ice Sheet and a continuously fast-moving ice
stream, has long been the fastest moving and one of the most productive glaciers
on Earth. It had been moving continuously at speeds of over 20 m/day with a stable
front position throughout most of the latter half of the 20th century, except for rela-
tively small seasonal changes. In 2002 the ice stream apparently suddenly entered a
phase of rapid retreat. The ice front started to break up, the floating tongue disinte-
grated, and the production of icebergs increased.

In July 2005, we conducted an extensive aerial survey of Jakobshavns Isbræ to
measure and document the present state of retreat compared to our previous field
observations since 1996. We use an approach that combines structural analysis of
deformation features with continuum mechanics to assess the kinematics and dy-
namics of glaciers, based on aerial imagery, satellite data and GPS measurements.
Results from interpretation of ERS-SAR and ASTER data from 1995 to 2005 in
combination with aerial imagery from 1996 to 2005 shed light on the question of
changes versus stability and their causes in the Jakobshavns Isbræ dynamical sys-
tem. The recently observed retreat of Jakobshavns Isbræ is attributed to climatic
warming, rather than to an inherent change in the glaciodynamic system. Close to
the retreating front, deformation structures are characteristic of extension and dis-
integration. Deformation provinces that do not border the retreating front have had
the same deformation characteristics throughout the past decade (1996–2005).
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1 Introduction

Jakobshavns Isbræ (Sermeq Kujalleq) calves into Jakobshavns Isfjord (Ilulissat
Isfjord, Kangia) at 69◦ 10′N/50◦ W in West Greenland. Jakobshavns Isbræ is known
as the continuously fastest-moving glacier on Earth, moving at speeds of 20.6 m/d
(7.5 km/yr, Pelto et al., 1989; 8.360 km/yr according to Echelmeyer and Harrison,
1990) at the calving front, and one of the most productive with 36.6 km3/yr dis-
charge, which corresponds in volume to 6% of the total accumulation of the Green-
land Ice Sheet. The heavily-crevassed fast-moving south ice stream can be identified
in the slow-moving Greenland inland ice up to about 80 km from its calving front.
Most conspicuous is the wide shear margin that forms between the fast-moving
ice and the slow-moving inland ice (approximately 0.3 m/d). The shorter northern
branch (North Ice Stream) joins the south ice stream below a bulge termed “rumple”
and continues side-by-side with the south ice stream, with a linear feature termed
“the zipper” as the delimiter (both terms by Echelmeyer and Harrison, 1990). Jakob-
shavns Isbræ follows a geologic trough that exists in the bed of the Greenland Inland
Ice and hence draws ice from a large drainage basin surrounding the trough into fast
motion. The drainage basin covers 6.5% of the inland ice (Echelmeyer et al., 1991).
The trough is 1200 m deep (below sea level) at the calving front and continues in
the ice fjord. The terminus of the ice stream is about 800 m thick at its front and
floating. Drift of icebergs into Disko Bay is obstructed by a large sea-floor shoal.
Work on Jakobshavns Isbræ is summarized in Bennike et al. (2004). Ilulissat, a
town of 5000 inhabitants and the commercial center of northwest Greenland with
a harbour, an airport, a hospital, 6 elementary schools and a high school-boarding
school, is situated two kilometers north of the mouth of the ice fjord on the shore of
Disko Bay.

In terms of its glacial dynamics, Jakobshavns Isbræ has been considered the
prototype of an autonomous dynamic system, which does not share the seasonal ve-
locity variations of other glaciers (Echelmeyer and Harrison, 1990). An autonomous
dynamic system is a dynamic system whose dynamic behaviour is time-independent
(A(x(t)) = A(x) for all times t in the time domain under consideration). Notably, an
autonomous system can exhibit complex dynamics and, in case of a glacier, the po-
sition of the front can change. For Jakobshavns Isbræ changes in the front position
have been documented by Weidick (in Bennike et al. 2004). In contrast, velocity
variations have been noted in recent observations (Joughin et al., 2004 report veloc-
ities of 6700 m/yr in 1985, 5700 m/yr in 1992, 9400 m/yr in 2000 and 12600 m/yr in
2003, see also Zwally et al., 2002). In recent years, likely starting in 1999 accord-
ing to our observations and culminating in 2005, Jakobshavns Isbræ has entered
a state of drastic retreat, accompanied by considerable surface lowering (Zwally
et al., 2002; Thomas et al., 2003; Abdalati et al., 2003; Joughin et al., 2004; Podlech
and Weidick, 2004; see also Krabill et al., 1999).

More generally, fast-flowing ice streams are important, because they play a key
role in the problem of possible instability of the Earth’s ice sheets (Hollin, 1962;
Alley and Whillans, 1991; Thomas, 1977; van der Veen, 1985; Muszynski and
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Birchfield, 1987; Thomas and Bentley, 1978; Clarke, 1987; Schubert and Yuen,
1982). Under the influence of climatic warming, whether attributed to the usual vari-
ations in insolation (Milankovich cycles) or caused by increased atmospheric CO2,
the Antarctic ice sheets will probably not melt away slowly, but break up catastroph-
ically, starting from the fast-moving ice streams (calculation: Huybrechts, 1993;
Mercer, 1978; Hughes, 1973). That catastrophic disintegration of ice does indeed
occur, has been documented by the recent break-up of Wordie Ice Shelf, Antarctica
(Vaughan, 1993), Larsen Ice Shelf (in spring 2003) and other ice shelves around the
Antarctic Peninsula.

Now the question is, where in relationship to these existing models of disintegra-
tion does Jakobshavns Isbræ fall? Is the retreat of Jakosbhavns Isbræ a dynamically
or climatically forced event? Will it reverse? Or, at the other extreme, is it the start
of a disintegration of the entire Greenland ice sheet?

For the Greenland ice sheet, meteorologic observations indicate that the annual
mean air temperature in central Greenland increased by 2◦ C for the time period
1995–1999 compared to the standard decade 1951–1960 (Steffen and Box, 2001),
while the mean temperature change decreased to approximately 1◦ C for the eleva-
tion 1000–2000 m. Changes in temperature lead to changes in small-scale surface
structures, which may be summarized as spatial surface roughness. Melt energy
depends with a factor of two on surface roughness for the range of measured
roughness values (Herzfeld et al., 2006), and hence a self-enhancing process may
be perpetuated involving warming, roughness and ablation in the Greenland ice
sheet.

Surveys of high-resolution surface features in the area south of Jakobshavns
Isbræ were undertaken during MICROTOP 1997 and 1999 expeditions with the
Glacier Roughness Sensor, to provide subscale information for ERS SAR data and
to study the morhpogenesis of the ice surface in the ablation area throughout sev-
eral seasons (see Herzfeld et al., 1999, 2000a,b, Herzfeld and Mayer, 2003). While
surface features in the largely non-crevassed area yield information on environmen-
tal processes, large-scale crevasse fields provide insight in the glacier’s dynamic
behavior (Mayer and Herzfeld, 2000, 2001; Herzfeld et al., 2004).

In July 2005, we undertook systematic aerial photographic, videographic and
GPS surveys of Jakobshavns Isbræ with the objectives (1) to observe and docu-
ment the extent of recent changes in the ice stream, and (2) to investigate whether
the front retreat is accompanied by a change in deformation structures in the inte-
rior of the glacier, which may be attributed to an internally caused change in the
glacier’s dynamic system, or whether the retreat may be attributed primarily to cli-
matic warming. The focus of this paper is on the presentation of aerial photographic,
videographic and GPS data collected in summer 2005 and structural-glaciological
analysis of this data material in comparison with satellite and photographic data
from 1995–2003, covering both the changes in the location and appearance of the
ice front, of the South and North Ice streams, and the surface structure of deforma-
tion provinces in central and upstream areas.
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2 Calving Front

1995–1999. As is documented by a time-series of Synthetic Aperture Radar (SAR)
data sets from ERS-1 and ERS-2, the position of the calving front changed only
locally about a decade ago (Fig. 1c). In the three years 1995–1997, spring posi-
tions were generally more downstream (May/June 1995–1997) than autumn posi-
tions (September 1995–1997). For comparison with 2003 ASTER data (Fig. 2) and
2005 aerial photographs of the front position, it is worth noticing the calving-front
position relative to the southern and northern headlands that mark the termination of
Jakobshavns Isfjord and the start of the Greenland Inland Ice. The ice fjord is 7 km
wide, measured from the westernmost end of the northern land (east of a small bay
that is bordered by Nunatarsuaq in the west) to the north shore of Qeqertaarsunnguit
Nunataat in the south (which is west of the embayment visible in the SAR data).
The extension of the northern land segment is 12.9 km from the aforementioned
small bay to the tip of the northern headland (Vandrekort Nordgrønland, Ilulissat,
1995/1996). The front position is about 10.1 km west of the tip of the northern head-
land in the May 1995 ERS-2 SAR (Fig. 1c) and at a similar position in spring 1996
and 1997, with about a 3.5 km seasonal fluctuation (the calving front is located far-
ther east in September 1995–1999 than in spring of the same years). At the south-
ern edge of the ice fjord, the floating ice front appears to be tied to a point at the
northwestern head of Qeqertaarsunnguit Nunataat, while the retreating front forms
an almost rectangular concave edge part-way across the northern limit of the bay
between Qeqertaarsunnguit Nunataat, Isua, the southern headland, and the trough
of the ice fjord that continues under the floating tongue. On 19 July 1999, at the
end of the MICROTOP 1999 expedition to the inland ice, we noticed that the front
in the area of the bay had retreated much farther (a few kilometers) than in pre-
vious years, and strong waterfalls had formed along the southern edge. The rapid
retreat, reported by others as starting in 2002 or 2003 (Abdalati et al., 2003; Joughin
et al., 2004) may have begun in the summer of 1999.

2003. A satellite image derived from ASTER data of 28 May 2003 shows
the front of Jakobshavns Isbræ with several characteristics of a rapid retreat and
disintegration (Fig. 2). The Advanced Spaceborne Thermal Emission and Reflec-
tion Radiometer (ASTER) aboard NASA’s TERRA satellite (http://terra.nasa.gov/
About/ASTER/about-aster.html; http://asterwebjpl.nasa.gov) is the result of a coop-
erative effort between NASA and Japan’s Ministry of Economy and Trade. ASTER
data, collected in 14 different wavelengths of the electromagnetic spectrum from
visible to thermal infrared light with three telescopes (VNIR, SWIR, and TIR)
at high resolution (15–90 m2 per pixel) may be considered the next generation in
remote-sensing imaging, compared to LANDSAT Thematic Mapper and the JERS-1
OPS scanner. ASTER data from the three high-resolution bands of the scene have
been processed and color-enhanced using ENVI (Research Systems Incorporated,
Boulder, Colorado, USA), such that the contrast created by crevasses and edges is
emphasized, in order to facilitate a visual interpretation of deformation structures as
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(a)

(b)

(c)

Fig. 1 (continued)
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Fig. 2 Jakobshavns Isbræ Front Position. May 28, 2003 (ASTER Data, processed by U.C.
Herzfeld)

captured by crevasse patterns. The result is a false-color composite, parts of which
are shown in the figures in this paper.

In May 2003, the calving front meets the northern shore at 2.2 km from the tip of
the headland, which is 7.9 km upstream from the May 1995 position. The calving
front forms an arc, with the farthest-upstream-located point at the zipper, in a posi-
tion that is 2.4 km upstream of the connecting line from the south shore to the north
shore, and only 2.5 km downstream from the lower end of the “rumple”. The arc
reaches a point closest to the south shore that coincides with the eastern tip of the
southern headland and extends 3.5 km westward across the bay in a small stripe of
floating ice (the entire bay is 12 km wide in east-west, measured along the edge of
the main ice fjord). This indicates that once the floating ice had disconnected from
the tie point at the western edge of the bay, it retreated more rapidly from the bay
than from the main ice fjord, which is an effect related to the presence of the bay
rather than the retreat of Jakobshavns Isbræ.

�
Fig. 1 Jakobshavns Isbræ(Sermeq Kujalleq, Ilulissat Icestream), West Greenland. (a) Overview
of Jakobshavns Isbræ and its structural glaciologic provinces, based on a structural segmentation
of an ERS SAR-data composition (from Mayer and Herzfeld, Zeitschrift für Gletscherkunde und
Glazialgeologie, vol. 37, 2001). (b) Location of Jakobshavns Isbræ in West Greenland (modified
after Google Earth). (c) Lower Jakobshavns Isbræ and position of the calving front, May 1995.
Based on ERS-2 SAR data (European Space Agency)
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Large floes of crevassed ice that appear to have just recently calved off are float-
ing in front of the south ice stream. The fjord is filled with dense brash ice for a few
kilometers within the front, as was also the case in 1995–1997 (see the SAR im-
ages in Fig. 1). Large transverse crevasses indicative of increasingly fast extensional
movement are visible in the lower North Ice Stream, in particular near the rumple
where they extend 3.5 km upstream. Pieces in the North Ice Stream within the low-
est kilometer may form the next icebergs. Strong extensional crevassing affects the
lowest 1.5 km of the South Ice Stream, and much weaker extensional crevassing can
be seen up to 7 km upstream of the calving front. This means that the lowest part
of the North Ice Stream is affected most drastically by disintegration, whereas the
South Ice Stream appears stiffer and more connected, which allows the extensional
forces to be propagated higher up this branch of the ice stream (visibly to 7 km). We
defined this as the areas neighboring the calving front and define the interior areas
as those not apparently affected by the rapid extension that accompanies the retreat
(deformation provinces that do not border the calving front; see Sect. 3).

2005, compared to previous decade. On 16 July 2005, we undertook an extended
aerial survey of Jakobshavns Isbræ North and South Ice streams, to study front re-
treat and deformation changes. Photographic and videographic and GPS data were
collected from a helicopter during several longitudinal and transverse profile flights.
Calving-front-GPS positions obtained during overflights were 69◦ 13.07′N/49◦

43.76′W and 69◦ 13.148′N/49◦ 43.683′W (Pt 55) for the North Ice Stream and
69◦ 9.75′N/49◦ 39.87′W and 69◦ 11.084′N/49◦ 40.738′W (Pt 58) for the South Ice
Stream. Positions were obtained with the onboard GPS of the aircraft and with a
handheld GPS, flying directly over the front in direction normal to the front position
and looking straight down, and interpolating/averaging multiple measurements.

In Fig. 3, we present photographs from aerial observations undertaken in August
1996 and July 2005 that capture the essential deformation features of Jakobshavns
Isbræ near the calving front, front position, morphology and calving activity. The
1996 image (Fig. 3a) clearly exhibits the autonomous behavior: A very regular sur-
face structure is created by continuous movement throughout time, the same types
of forces break up crevasses and move them along downstream, which leads to the
formations of braided features and grouping of crevasses in longitudinal bands (see
also Sect. 3). The “zipper” is seen in the upper center of the image, starting in a
triangular area at the foot of the “rumple” (in center of image), at this time about
8 km from the front; the South Ice Stream is on the left and the North Ice Stream
on the right. This area is near the calving front in 2005 (see below). The ice fjord is
filled with large icebergs and brash ice; the open waters of Disko Bay are visible in
the background and the ice-capped mountains of Disko Island are on the horizon on
the right. View-direction is almost due west.

Figure 3b (Photograph gro2005-6-11) shows the location of the calving front in
July 2005, looking southeast. The North Ice Stream, in the foreground, is retreating
drastically, and ice near the headland is melting. Compared to 2003 (Fig. 2), the
calving front still forms an arc, but has retreated farther, the contact point with the
northern headland is now almost at the tip (a retreat of approximately 2 km since
2003, 6 km since September 1996, and 10 km compared to 1995–1997 spring po-
sitions. The upstream maximum of the arc has almost reached the bottom of the
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(a) Aug.1996 (b) gro2005-6-11

(c) gro2005-7-29 (d) gro2005-6-16

(e) gro2005-7-10 (f) gro2005-11-37

(g) gro2005-8-2 (h) gro2005-8-4

Fig. 3 (continued)
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“rumple” (seen in Fig. 3b in the left and in the center of Fig. 3f), which indicates an
8 km retreat along the joint of the North and South Ice streams since summer 1996.
The contact point of the calving front on the southern shore is best seen in Fig. 3c
(gro2005-7-29), near a transform fault in the center of the headland (approximately
2.6 km from the position in May 2005).

Figure 3d shows extensional crevasses in longitudinal bands in the North Ice
Stream. While the crevasse patterns in this province still bear the characteristics of
their formation, a large gash has formed along the base of the “rumple” (Fig. 3f), de-
taching the North Ice stream from the “rumple” and the South Ice Stream. Water and
ice brine stream out along a corridor following this gash, at a high velocity indicated
by the linear patterns in the photograph and observed from the air during the survey
flight. This is the same area that showed largest extensional crevassing in the 2003
ASTER image. The gash is also visible left of the center and left of the “rumple”
in Fig. 3f (gro2005-11-37). The nature of the calving and the structure of the front
area of the South Ice Stream are essentially the same as in 2003, the near-front ice
bears the characteristics of deformation provinces in 1996, but more large ice floes
have broken off. Extensional crevasses open up wider, as the fast-moving ice nears
the front and the backholding force of lower parts of the ice tongue is disappearing
with the calving events and with decreasing distance from the front. Extensional
crevassing reaches less far upstream in 2005 than in May 2003 (the retreat may not
be accelerating any more?). Widening of extensional crevasses affects in particular
the southern half of the south ice stream, as seen in Fig. 3g (gro2005-8-2), reaching
upstream for a few kilometers (about 4 km). A close-up view of the calving front in
this area (Fig. 3h, gro2005-8-4) shows that huge pieces calve off the front, seracs
are collapsing, leaving ice-debris cones at the base of the front, because the calved-
off pieces cannot float off fast enough to clear the area of new-calve-ice production
before more calving occurs. The black piece in the front must stem from a medial
moraine or other rocky debris enclosed in the glacier farther upstream. In summary,
the entire scene is one of rapid and very active disintegration.

�
Fig. 3 Aerial photographs of the calving front of Jakobshavns Isbræ (all photographs by H. Mayer
and U.C. Herzfeld). (a) Lower Jakobshavns Isbræ looking downstream from above the “rumple”
(junction of north and south ice streams) along the “zipper” and out over Jakobshavns Isfjord
(covered with icebergs and brash ice). Open water of Disko Bay in distance. Disko Island on right.
August 1996. (b) Front position in July 2005, looking southeast. North Ice Stream in foreground,
rumple at left center, South Ice Stream in upper half of image (gro2005-6-11). (c) Front position
in July 2005, looking westsouthwest over the ice fjord (covered with icebergs and brash ice). Open
water of Disko Bay in distance (gro2005-7-29). (d) Crevasse fields of lower North Ice Stream
neighboring calving front, July 2005 (gro2005-6-16). (e) Disintegrating front of North Ice Stream
in foreground, South Ice Stream front in left half, looking south to southern headland. July 2005
(gro2005-7-10). (f) Front position has receded to “rumple” (in center), North Ice Stream on left,
South Ice Stream on right, looking northeast (gro2005-11-37). (g) Active calving at front of South
Ice Stream and extensional crevasse fields, looking eastsoutheast. July 2005 (gro2005-8-2). (h)
Close-up of calving front of South Ice Stream (detailed view of area in center of (g)). July 2005
(gro2005-8-4)
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3 Interior Areas

Motivated by the observation that structural provinces that border the calving front
are affected by increased extensional crevassing, caused by lack of backholding
force, we define the interior area of Jakobshavns Isbræ as the union of the areas of
any provinces that are not bordering the calving front (this matches the mathematical
definition of the interior of a set in topology, if a point with a neighborhood is trans-
lated into a structural province). As is seen on most photographs and in the ASTER
data, structural provinces are clearly delineated. Inside a structural province, or de-
formation province, the same forces reign, creating a homogeneous crevasse pattern.
We derive deformation characteristics from structural patterns, in this case, crevasse
patterns, and deduce information on the kinematics and dynamics of the ice in a
given province, and in the system of provinces (see Mayer and Herzfeld, 2001).
This structural glaciological approach utilizes principles of structural geology and
continuum mechanics in a semi-quantitative way, i.e. relative velocities and sizes of
forces can be deduced, but not absolute values. The advantage is that more com-
plex situations can be analyzed than, for instance, by calculating the velocity field
or using other one-parameter approaches.

A structural segmentation of Jakobshavns Isbræ was undertaken based on 1995
ERS-SAR data (Mayer and Herzfeld, 2001, see also Mayer and Herzfeld, 2000).
We compare to this in the sequel, to investigate the question whether deformation
provinces of Jakobshavns Isbræ have changed their characteristics, location and ex-
tension in a principal way, and ultimately, whether Jakobshavns Isbræ has undergone
a change as a glacio-dynamical system.

Figure 4 shows the South Ice Stream of Jakobshavns Isbræ near the most promi-
nent and southernmost bend in a subset of the 28-May-2003 ASTER data set. The
South Ice Stream has the characteristics of a continuously fast-moving ice stream
with a wide shear margin on its north and south sides. It is evident that ice stream-
ing in from the side joins the central core of fast flow in the main trough (see an
area in the bottom center of the image). Localized bulges, as are particularly visible
in the lower left of the image, indicate where the glacier overcomes obstructions
and the ice is slowed down, and accelerates below, as compressional features form
on the upstream side of an obstacle and extensional crevasse fields on the down-
stream side. The fast-flowing core of the center appears smooth, compared to the
heavily crevassed wide shear margin; the core is actually segmented into five lon-
gitudinal bands per side, as sketched in Fig. 5; the definition of the bands is given
in the figure caption. The center is smoothest and has a braided pattern (Mayer and
Herzfeld, 2001).

Our 1996 aerial surveys extended to about 48◦ W (about 62 km from the tip of
the northern headland near 49◦ 49′W), and from a survey altitude of 3000 m a.s.l.
one can see much further, to beyond the highest crevasses. In 2005 we flew to an
easternmost position of 69◦ 10.012′N/49◦ 13.699′W about 18 km East of the present
calving front at the South-Ice-Stream center and 23 km east of the headland’s tip. At
the easternmost location, we gained altitude with the helicopter, to get an overview
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Fig. 4 Jakobshavns Isbræ South Ice Stream. May 28, 2003 (ASTER Data, acquired through
U.S. Geol.Survey/ EOS, processed by U.C. Herzfeld)

Fig. 5 Longitudinal zonation of the focused core of Jakobshavns Isbræ South Ice Stream, based on
1996 aerial photograph. From center (left) to margin (right), view in flow direction: (1) closed com-
pressional and conjugate shear faults, (2) very smooth surface with pervasive shear deformation,
(3) closed conjugate shear faults with one dominant direction curving into flow direction towards
center, (4) closed conjugate shear faults, (5) slightly open extensional crevasses in multiple direc-
tions. Zones repeat symmetrically on other side of center. (from Mayer and Herzfeld, Zeitschrift
für Gletscherkunde und Glazialgeologie, vol. 37, 2001)
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over a much larger area. Crevasse patterns in the upper part of the glacier appeared
unchanged from those of 1996 in photographic material and in the field.

In Fig. 6, we analyze and compare surface structures observed in 2005 with those
observed in earlier years (1996, 1997, 1999). For more photographs and their analy-
sis from the last decade, the reader is referred to Mayer and Herzfeld (2000, 2001).
Figure 6a shows the longitudinal bands of Jakobshavns Isbræ in August 1996 and
the wide shear margin on the north and south sides (south is on the right-hand side
of the image and north is on the left, the view is upstream). Figure 6b shows the
same central area of Jakobshavns Isbræ (also looking upstream). The succession of
longitudinal bands is the same as in 1996, indicating that the dynamics in the core
center of the ice stream has remained unchanged. Surficial water is indicative of a
warm glacier, as the ice is melting on the surface during summer and not connected
to subglacial channels (else it would drain). Surficial lakes existed in August 1996
also, for example, the lake in Mayer and Herzfeld (2001, Fig. 11) is in the same lo-
cation as the central lake in Fig. 6b (gro2005-9-2), and another melt pond is forming
on the outside of the bend where a larger one was located in August 1996.

Notably, surface structures in both the fast-moving part of Jakobshavns Isbræ and
in the adjacent slow-moving parts of its drainage basin remain essentially unchanged
throughout at least several seasons, modulo changes due to short-term weather,
snowfall, and wind, albeit for different reasons (see Herzfeld and Mayer, 2003).
The edges of the crevasses in some photographs may appear somewhat less sharp,
which may be a consequence of warmer surface temperatures, or in the noise of im-
age accuracy. A count of the distribution, size and time of occurrence of melt ponds
on the surface of Jakobshavns Isbræ and its drainage basin may be a worthwhile
number to derive from satellite imagery; one assumes that with warmer tempera-
tures as reported in Steffen and Box (2001) the melt ponds would increase, which
appears to be the case (J. Box, pers. comm).

Figure 6c (gro2005-8-17) provides a cross-section of the longitudinal zones in
the South Ice Stream, this aerial view also serves to demonstrate that the concept
of provinces is an appropriate one, as the zones are clearly delineated. Figure 6d
(gro2005-10-21) gives a close-up view of zones 1–5 ((1) closed compressional and
conjugate shear faults, (2) very smooth surface with pervasive shear deformation, (3)
closed conjugate shear faults with one dominant direction curving into flow direc-
tion towards center, (4) closed conjugate shear faults, (5) slightly open extensional
crevasses in multiple directions). The symmetry of the longitudinal zones in the cen-
ter of the core is still prevailing, as is documented by Figure 6e (gro2005-9-3). Fig-
ure 6f demonstrates that clear borders exist between structural provinces, also in the
shear margin. If the dynamics of the ice stream had undergone a significant change,
such as a surge or another type of large acceleration, then at least some provinces
would show signs of another type or generation of deformation overprinting the
patterns observed in previous years (see Herzfeld and Mayer, 1997, Herzfeld, 1998,
Mayer and Herzfeld, 2000). However, the surface patterns in all interior provinces
are essentially the same as throughout the last decade (since 1995).

We conclude that Jakobshavns Isbræ is still a continuously fast-moving glacio-
dynamic system with a distribution of structural provinces as observed in 1996 (see
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(a) Aug.1996 (b) gro2005-9-2

(c) gro2005-8-17 (d) gro2005-10-21

(e) gro2005-9-3 (f) gro2005-9-33

Fig. 6 Aerial photographs of ice-surface structures in interior areas of Jakobshavns Isbræ (all
photographs by H. Mayer and U.C. Herzfeld). (a) Central and upper Jakobshavns Isbræ South
Ice Stream, looking upstream (east). Heavily-crevassed marginal areas and comparatively smooth
central core of fast-moving ice stream. August 1996. (b) Central and upper Jakobshavns Isbræ
South Ice Stream, looking upstream (east). Photographer’s position is farther upstream than in
(a). Heavily-crevassed marginal areas and comparatively smooth central core of fast-moving ice
stream. Surficial melt lakes. July 2005 (gro2005-9-2). (c) Detailed view of longitudinal structural
zones of southern half of South Ice Stream (cf. Fig. 5), looking southsoutheast. July 2005 (gro2005-
8-17). (d) Close-up of longitudinal structural zones of South Ice Stream (cf. Fig. 5). July 2005
(gro2005-10-21). (e) Symmetry of longitudinal structural zones around the central longitudinal
axis, South Ice Stream. July 2005 (gro2005-9-3). (f) Clear borders between structural provinces,
shear margin, South Ice Stream. July 2005 (gro2005-9-33)
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Fig. 2 in Mayer and Herzfeld, 2001). For an interpretation of the recently observed
changes in the front, the actual distribution of deformation provinces is less im-
portant than the conclusion that the glacio-dynamic system in the interior has not
changed significantly. Hence the retreat of the ice front is not caused by an internal
forcing in the dynamics, but should primarily be attributed to climatic warming and
related melting.

Discussion. We distinguish between the observed changes and the potential
causes of such changes. Changes in velocity, in particular near the ice front, as
deduced from analysis of satellite data (Joughin et al., 2004, Luckman and Mur-
ray, 2005) are naturally associated with the retreat and advance of the ice front,
both during the retreat and during seasonal changes in earlier years. In the sense of
the definition of an autonomous dynamic system, the velocity field of Jakobshavns
Isbræ is not time-independent any more, i.e. the glacier system does not constitute
an autonomous system at present. There are divergences in the literature concern-
ing the question whether it is correct that Jakobshavns Isbræ was an autonomous
system, as stated by Echelmeyer and Harrison (1990).

Two important questions have been investigated: The first one concerns the extent
of the area that is affected by the observed present changes. The second one concerns
the physical explanation of the observed changes – are they caused by an internal
change in the glacio-dynamic system, or are the changes caused by external forces,
which may include environmental causes? A key to answering the second question
lies in the answer to the first one, hence we have divided our investigations into
those of the front and the interior areas. Large velocity variations are observed in
the floating part, and are clearly associated with front-position changes, as have
been seasonal variations of smaller magnitude in earlier years. Velocity variations
farther upglacier are much smaller.

Luckman and Murray (2005) derive velocity fields from feature tracking applied
to ERS-SAR data of 1998–2000, which is possible for an area near the front and
areas of inflowing ice around the fast-moving part of Jakobshavns Isbræ. Large
velocity changes occurred within a few kilometers of the front and rapidly increased
from ≈16 m/d in 1992, 1995–1999 to ≈25 m/d in 2000 at a location “just down-
stream of the grounding line” (Luckman and Murray, 2005), whereas velocity at a
point 30 km upstream varied only within the error bar of the analysis and increased
slightly in 2000 (from 4.2 to 5.1 m/d). According to our observations, the glacier
has now (by July 2005) retreated to the location of the previous grounding line. The
decrease in velocity gradients with distance from the front matches our observations
of drastic changes in the deformation state of structural provinces bordering the re-
treating front, and essentially stable deformation types in interior areas. With the
front retreat, the extensional forces travel back up the glacier. Since the South Ice
Stream has a lower gradient than the North Ice Stream, backpropagation of the relax-
ation reaches farther upstream in distance. Relatively small and gradually occurring
velocity changes do not change the deformation type significantly, whereas defor-
mation changes occurring during a glacier surge lead to overprinting of crevasses,
indicating a different deformation state (Herzfeld and Mayer, 1997; Herzfeld, 1998;
Mayer and Herzfeld, 2000; Herzfeld et al., 2004).



The Rapid Retreat of Jakobshavns Isbræ, West Greenland 127

We explain the changes in velocity and front position as a consequence of cli-
matic warming, which has been observed in Greenland (Steffen and Box, 2001).
Melt-induced acceleration has also been given as an explanation in Zwally et al.
(2002). Warming may have led to increased surface ablation and that to increased
run-off on Jakosbhavns Isbræ. In addition, the contributions of ice that flows into
the fast-moving part from slow-moving parts of the drainage basin may have varied
with local ablation, surface topography and bed topography, causing some fluctu-
ations with an overall positive trend. The reason that the deformation provinces in
the interior are largely unchanged may lie in the existence of the large subglacial
trough, which maintains its geological position and is the cause for the continued
fast flow of the central ice stream. At present, changes in the mass of flowing ice are
small in comparison, hence the flow and deformation patterns in the interior remain
the same. However, if the warming trend continues and the temperature of the ice
rises, its hydrological properties and viscosity may change, which may in turn affect
the dynamic behavior and enhance or counteract variability.

4 Calve-ice in Jakobshavns Isfjord and Disko Bay

The increased production of calve-ice caused by the rapid retreat of Jakobshavns
Isbræ brings changes to the fjord and the ocean areas in its neighborhood. In this
context, we briefly study the ice cover of the fjord. In the interpretation of Fig. 3g,h
it was already noted that the drift of calve-ice away from the calving front is over-
whelmed by the increasing production. The entire fjord is filled with icebergs and
brash ice, more densely in a several-kilometer-wide area near the front. The largest
icebergs are more than a kilometer in diameter.

The entrance of Jakobshavns Isfjord is protected by a seafloor shoal, which forms
a barrier to large icebergs, drifting out of the ice fjord. The large icebergs stranded

(a) gro2005-13-6 (b) gro2005-13-25

Fig. 7 Drift of icebergs of Jakobshavns Isbræ (a) Large icebergs and brash ice in Ilulissat Ice
Fjord (Jakobshavns Isfjord), open water in Disko Bay. Drift of icebergs out of the fjord is im-
peded by large seafloor shoal. July 2005 (gro2005-13-6). (b) Comparative sizes of icebergs from
Jakobshavns Isbræ in Disko Bay and houses (Ilulissat). July 2005 (gro2005-13-25)
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on the shoal hold the smaller bergs and brine back, to some extent. Whenever the
pressure of following ice exceeds a threshold, the large icebergs burst out into Disko
Bay, across the shoal. This has occurred each spring and been related to seasonal
front retreat. Figure 7a (gro2005-13-6) demonstrates that the shoal is still in exis-
tence in July 2005 and has not been eroded by the passage of large icebergs, which
increasingly cross the shoal now during break-outs. The size of icebergs floating in
Disko Bay and stranded near the shore is illustrated in Fig. 7b, in comparison to
houses on the coast in Ilulissat.

5 Summary and Conclusions

Aerial observations of the surface structure and front position of Jakobshavns Isbræ
led to the following results: The glacier is at present (July 2005) retreating rapidly,
likely since 1999. The retreat of the front is 8–10 km, compared to 1995–1997,
depending on season of comparison and location along the calving front. Ice areas
near the front show characteristics of very active calving and extensional crevassing.
The lower parts of the North Ice Stream are more heavily affected by disintegration,
whereas the extensional forcing that is related to increasing lack of back-pressure
propagates farther up the South Ice Stream than the North Ice Stream. The joint
of the two ice-stream branches is replaced by a corridor in the rumple area, along
which ice from the North Ice Stream flows out beyond the calving front into the
fjord.

While glacial structural provinces near the front are affected by the retreat, all
interior areas of Jakobshavns Isbræ exhibit the same deformation characteristics
as in the past decade (compared to 1995–1999 and 2003 data). In conclusion, the
recently observed retreat of Jakobshavns Isbræ is attributed to climatic warming,
rather than to a change in the glaciodynamic system caused by internal forcing.

The seafloor shoal at the entrance of Jakobshavns Isfjord is still in existence and
holds back large icebergs, until a threshold is reached and a break-out of bergs into
Disko Bay occurs, as has been observed throughout past decades. As a result of the
increased production of Jakobshavns Isbræ more icebergs are present in Disko Bay
near Ilulissat than in previous years.
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Abstract A series of rainfalls observed in central Japan from noon on the 13th to
midnight on the 14th, August 1999 (36 h) has been analyzed by spatiotemporal
variograms in order to reveal the continuity of rain precipitation in a 3-D space de-
fined by geographic coordinates and time. All instances of zero precipitation are
considered, but have been treated as four different cases: Case 0 excludes all zero
data, Case 1 includes a zero datum neighboring to each finite value, Case 2 in-
cludes a zero neighboring to each finite value and the next neighboring zero, and a
fourth case (termed Case A) includes all zeros. Hourly precipitation has a statistical
distribution best approximated by a Weibull model, and somewhat less well by a
normal distribution, in all four cases. A rectangular variogram of measured values
of total precipitation shows that the best continuity appears approximately along
the N-S direction (the ranges given by directional variograms are 500 and 80 km in
the N-S and W-E directions, respectively). In contrast, temporally stacked rectan-
gular variograms of hourly precipitation shows that the best continuity direction is
W-E in all cases (the ranges in Case A are 50 and 100 km along the N-S and W-E
directions, respectively). A spatial variogram gives a spatial range independently
of time, whereas a temporal variogram gives a temporal range. When geographic
coordinates are normalized by the spatial range (here 80 km given by the tempo-
rally stacked omnidirectional variogram in Case A), and time is normalized by the
temporal range (here 7 h given by the spatially stacked temporal variogram), geo-
graphic coordinates and time can be treated as equivalent variables. Consequently,
a spatiotemporal variogram can be calculated along a given direction in 3-D space
using the normalized coordinates. The continuity direction of a series of rainfalls
can be best understood by display on a Wulff net, where each range value is writ-
ten at a point corresponding to the direction. The direction of the best continuity is
N0◦W + 20◦ in the normalized space. A rectangular variogram in the normalized
space, in which the horizontal and vertical axes represent N-S direction and time,
respectively, suggests that the series of heavy rainfalls examined here had a continu-
ity pattern that was elongated from west to east (the range values are 20–30 km and

Tetsuya Shoji
School of Frontier Sciences, The University of Tokyo, Kashiwa 277-8583, Japan,
e-mail: t-t shoji@jcom.home.ne.jp

G.F. Bonham-Carter, Q. Cheng (eds.), Progress in Geomathematics, 131
c© Springer-Verlag Berlin Heidelberg 2008



132 T. Shoji

100 km along N-S and W-E, respectively), and that migrated from south to north
with a speed of 30 km/h.

Keywords Rain · hazard · spatiotemporal · variogram · Wullf net · stacking · Japan

1 Introduction

Topographically Japan is characterized by many mountains and active volcanoes,
because it is tectonically located on or near boundaries between continental and
oceanic plates such as the European (continental), the North American (continen-
tal), the Philippine Sea (oceanic) and the Pacific (oceanic) plates. The mountainous
topography means that the land is steep in many places. Meteorologically, Japan is
characterized by high rainfall, with frequent heavy rain, because it is climatolog-
ically located in the western Pacific monsoon zone. Because of the topographical
and meteorological character, therefore, Japan has many natural hazards caused by
heavy rain such as floods, landslides and other problems. Understanding the spatial
and temporal continuity of a series of heavy rainfalls may be an important contribu-
tion in predicting such kinds of natural hazards.

The purpose of this paper is to obtain fundamental knowledge for predicting natu-
ral hazards caused by heavy rain on the basis of statistical and geostatistical analysis
of rainfall data. Rainfall data are recorded as functions of space and time. Therefore,
analysis of rainfall is one of the most interesting themes in the spatiotemporal re-
search field, and hence many papers have been already published. For example,
Cox and Isham (1988) proposed a simple spatiotemporal model of rainfall in which
storms arrive in a Poisson process, each storm consisting of a circular region of rain
which moves with random velocity for a random time. They did not apply, however,
the model to real data. Wheater et al. (2000) examined the spatial and temporal
structure of rainfall in SW England by cross correlations and autocorrelations. The
structure is shown, however, only in a geographic space and a temporal space inde-
pendently, but not in a spatiotemporal space. Although the research field has many
objectives, this paper focuses mainly on understanding spatiotemporal continuity of
rainfall. A continuity structure in a 3-D geometric space can be recognized easily
by stereographic projection using a Wulff net, on which range values of directional
variograms are shown (e.g. Shoji et al., 2000). In contrast to a geometric space, a
spatiotemporal space has a time axis which is very different from geometric axes.
In order to use a Wullf net, consequently, time and geometric coordinates have to
be transformed as they are equivalent. This paper tries to solve this problem by tem-
poral and spatial stacking as discussed later. The objective is to obtain a result in
which the spatiotemporal continuity of rainfall is shown visually.

This paper, parts of which were already presented orally (Shoji, 2005, 2006a),
uses rain data in the period from noon (1200 h) on the 13th to midnight (2400 h)
on the 14th of August 1999 (36 h). This rain event caused a severe flood in the
Kanto district, which consists of a wide plain, the widest plain in Japan. The data
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were obtained from AMeDAS (Automated Meteorological Data Acquisition Sys-
tem) published by the Japan Meteorological Agency. The data are the same as those
used in Shoji and Kitaura (2001, 2006), in which the rain data in the Kanto dis-
trict and mountainous Chubu district (respectively located east and west in central
Japan), were analyzed statistically and geostatistically. The main results are as fol-
lows: (1) hourly, daily and annual precipitations show lognormal distributions in-
dependently of the districts, whereas only monthly precipitation shows exponential
distributions; (2) spatial variograms of annual precipitation has ranges of 130 km in
both districts; (3) temporal variograms of hourly precipitation through a year have
ranges of 8 h independently of the district; (4) if it rains heavily in a wide area with
a series of rainfalls, spatial variograms of hourly precipitation in Kanto show clear
ranges, which are generally 50–70 km; (5) ranges of variograms increase with in-
creasing accumulation time, and become constant at 120–150 km over 3–5 h; and
(6) ranges of temporal variograms are about 16 h in the situation when it rained
for 30 h.

Sample stations at elevations lower than 200 m were selected, in order to re-
move the influence of topography. The district is about 2.1 · 104 km2 in area, and
includes 81 stations. Of these, 78 stations have complete rainfall records for the pe-
riod under study (Fig. 1). The spatial density of stations is, accordingly, about 1/270
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Fig. 1 A map showing locations of AMeDAS rainfall stations. Kanto district is bounded by broken
line. Precipitation values (mm/36h) accumulated from 1200 h August 13 to 2400 h August 14, 1999
are coded by size: large > 200, middle = 200–100, small < 100, and open = unrecorded
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station/km2. Thus the nearest interstation distance is about 16 km in a tetragonal
grid or 18 km in a trigonal grid.

2 Statistical Distribution Models

First, basic statistics were obtained from hourly and total precipitation data in the
study period. Normal (Fig. 2), lognormal (Fig. 3), exponential (Fig. 4), and Weibull
(Fig. 5) distribution functions were examined. Total precipitation values are finite at
all stations, but hourly precipitation values are zero at many stations and intervals
(ca. 50% ≈ 1416/2811). For the rain precipitation data, “zero” is interpreted in two
ways: “absolutely zero” and “practically zero” (Shoji and Kitaura, 2006). “Abso-
lutely zero” is for a sunny day, and “practically zero” represents almost immeasur-
able accumulation rain precipitation. Since these data show a series of rainfall events
over the studied interval, most of “zero” data values can be treated as “practically
zero”. In this paper zero data were treated in four ways, termed here as “cases”:
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Fig. 2 Statistical plot of total and hourly precipitation values on a normal probability diagram.
Horizontal and vertical axes represent precipitation rates (cm/36 h for total precipitation, and mm/h
for hourly precipitation) and cumulative normal frequency, respectively. Symbols: plus = total
precipitation, open triangle = hourly precipitation excluding all zero data (Case 0), solid triangle
= hourly precipitation including a zero datum neighboring to each finite value (Case 1), open circle
= hourly precipitation including zero data neighboring to each finite value and next neighboring
zero (Case 2), and solid circle = hourly precipitation including all zero data (Case A). Each dashed
line shows a fitted probability model calculated by least-square method. See sample coefficients of
determination summarized in Table 1 for fitness of each model
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Fig. 3 Statistical plot of total and hourly precipitation values on a lognormal probability diagram.
Axes and symbols are same as those in Fig. 2
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Fig. 4 Statistical plot of total and hourly precipitation values on a semi-log diagram. Axes and
symbols are same as those in Fig. 2
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Fig. 5 Statistical plot of total and hourly precipitation values on a Weibull probability diagram.
Axes and symbols are same as those in Fig. 2

(i) all zero data were excluded (Case 0), (ii) any zero data value occurring next to
a positive value in time at a particular station is included (Case 1), (iii) any zero
data value observed within the second neighbor (in time and at the same station)
of a positive value is included (Case 2), and (iv) all zero data values are included
(Case A).

Table 1 summarizes sample coefficients of determination (square of correlation
coefficient) between precipitation values and the corresponding values of the in-
verse function for the four distributions. In the hourly precipitation data, the highest
correlation is seen for the combination of Case 0 (i.e. excluding all zeros) and the
Weibull distribution, and the coefficient of determination is 0.993 (r = 0.996). The

Table 1 Sample coefficients of determination (square of correlation coefficient) between precipi-
tation and frequency cumulated from high-value side in some statistical distribution models

Statistical Model

Data Case∗ No. of Data Normal Lognorm. Exponen. Weibull

Hourly Precipitation 0 1395 0.966 0.951 0.972 0.993
1 1805 0.965 0.926 0.974 0.987
2 2006 0.972 0.916 0.974 0.980
A 2811 0.982 0.892 0.973 0.958

Total Precipitation 78 0.884 0.943 0.959 0.968

∗ Case 0 excludes all zero data, Case 1 includes a zero datum neighboring to each finite value,
Case 2 includes a zero neighboring to each finite value and the next neighboring zero, and Case A
includes all zeros.
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fitness of the Weibull distribution models deteriorates gradually with an increasing
number of zero data taken into account. The second highest coefficient of determi-
nation is for the combination of Case A and the normal distribution (r2 = 0.982 and
r = −0.991). Contrary to the Weibull distribution, however, the fitness of the nor-
mal distribution deteriorates when a decreasing number of zero data are taken into
account.

The empirical values of hourly precipitation show a bend at about 30 mm/h (e.g.
Fig. 4). The slope is steep on the right side compared with the left side in any of the
empirical distributions. The bending seems to suggest that the hourly precipitation
data may come from two populations. The cause for the bending is not clear at
present. For this reason, the present analysis does not take this point into account.

In contrast to the hourly precipitation values, total precipitation values do not
show such large coefficients (Table 1). The Weibull distribution shows the largest
coefficient of determination value (0.984). The exponential distribution has the next
largest coefficient, followed by the lognormal distribution.

It seems to be satisfactory to calculate sample variograms using measured values
of hourly precipitation, because a normal model fits these values well. However,
hourly precipitation values studied previously over a longer time period of a year
show a lognormal distribution (Shoji and Kitaura, 2006). For this reason, sample
variograms were also calculated using logarithmic values of hourly precipitation,
and compared with variograms of untransformed values. In this paper, the logarith-
mic hourly precipitation values are referred to as Case L (zero data are excluded in
this case).

3 Spatial Variograms of Total Precipitation Values

Three types of sample variograms were calculated. The first and second types
are omnidirectional variogram and directional variogram, respectively. The third
type is rectangular variogram, in which distance vector h is given as (ξ ,η) in
rectangular coordinates. All variograms were calculated by a program written in
MS-Excel/VBA, see Appendix, (Shoji, 2002a,b) under the condition that the lag
interval and lag tolerance were 5 km and ±10 km (a circle whose radius is 10 km
in the 2-D variogram calculation), respectively. A spherical model for every sample
directional variogram was fitted as the following procedure and condition: (1) the
spherical model of each omnidirectional variogram was calculated, and (2) a spher-
ical model of each directional variogram was calculated under the condition that the
nugget and sill values were equal to those of the omnidirectional variogram. This
means that anisotropy is assumed to be geometric.

Omnidirectional and directional sample variograms of measured and logarith-
mic values of total precipitation values were calculated, and spherical models
for the directional variograms were fitted. When measured values are used, the
range of the omnidirectional variogram is 110 km, and the ranges of the direc-
tional variograms vary from 80 to 510 km. When logarithmic values are used, on
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Fig. 6 Omnidirectional variograms (circle), N-S directional variogram (rhomb), and W-E direc-
tional variogram (triangle) of measured (solid symbol) and logarithmic (open symbol) values of
total precipitation values. Solid lines (untransformed value) and dashed lined (logarithmic value)
show fitted spherical models. Models of N-S and W-E directional variograms are calculated under
condition that their nugget and sill values are equal to those of omnidirectional variogram

the other hand, the range of the omnidirectional variogram is 160 km, and the
ranges of the directional variograms vary from 110 to 680 km. Figure 6 shows
omnidirectional variograms together with N-S and W-E directional variograms
of measured and logarithmic values of total precipitation. When the variograms
are compared between measured and logarithmic values, the omnidirectional vari-
ograms and the W-E directional variograms are similar each other, whereas the N-S
directional variograms are different. This difference is clearly shown by correlation
coefficients between variogram values calculated from measured values and loga-
rithmic values, where a data pair consists of variogram values calculated from mea-
sured values and logarithmic values at a given lag: they are 0.93, 0.07 and 0.98 in
omnidirection, N-S direction and W-E direction, respectively. Figure 6 also shows
spherical models, each of which is fitted for the corresponding sample variogram.
The calculated ranges are 480 and 84 km along the N-S and W-E directions in the
case of measured values, respectively, and 580 and 120 km along the N-S and W-E
directions in the case of logarithmic values, respectively. (If two sample variograms
are perfectly similar in form to each other, the correlation coefficient between vario-
gram values of the variograms is 1, where two values consisting of a data pair for
calculating the coefficient are connected with a lag vector. It is expected, therefore,
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Fig. 7 A rectangular variogram of measured values of total precipitation. Degree of darkness rep-
resents values of variogram in (mm/36 h)2: dark > 20000, moderate = 20000–5000, light < 5000.
Broken lines (parts of a rose diagram) with open circles show ranges of directional variograms

that a high correlation coefficient of two sample variograms indicates the similarity
between both variograms is also high.)

Figures 7 and 8 show rectangular variograms of measured and logarithmic values
of total precipitation, respectively. The rectangular variograms are similar. In prac-
tice, the correlation coefficient between the two variograms is 0.80. Figures 7 and 8
show also ranges of directional variograms as rose diagrams (note that a rectangular
variogram is point-symmetric), although their north and south parts are drawn out of
the figures. Both rectangular variograms indicate that the best continuity direction
is N-S, and that the worst one is W-E. Since the continuity along the N-S direction
is good, the directional variograms along N-S do not reach the sills (Fig. 6), and the
rose diagrams are open at north and south (Figs. 7 and 8).

The N-S directional sample variograms gradually increase with increasing lag,
and do not reach the sills within the drawn range: that is, the variograms increase
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Fig. 8 A rectangular variogram of logarithmic values of total precipitation. Degree of darkness
represents values of variogram in log2(mm/36 h): dark > 0.5, moderate = 0.5–0.1, light < 0.1. A
rose diagram with open circles shows ranges of directional variograms

linearly. A variogram of the linearly increasing type is frequently obtained when
a variable increases or decreases monotonously. According to Fig. 1, precipitation
values are greatest in the west and least in the east. The variogram might thus be ex-
pected to increase linearly along the W-E direction. In practice, however, the ranges
of the E-W variograms are clear. In contrast, the ranges of the N-S variograms are
too long in the diagram, although precipitation values do not appear to increase
or decrease monotonicly in the N-S direction. It is concluded, therefore, that the
long range of the N-S variogram does not result from such a precipitation pattern,
with precipitation being much greater on one side than the opposite side. The omni-
directional variograms increase with increasing lag, but decrease for lags greater
than 150 km. This trend may be caused by occurrence of large precipitation values
observed in the western side of the study area.
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4 Spatial and Temporal Variograms of Hourly Precipitations

An omnidirectional sample variogram of hourly precipitation values was calculated
at every hour with a lag tolerance of ±10 km in all cases, and was approximated
individually by a spherical model. The ranges vary from 10 to 550 km except vario-
grams of the linearly increasing type. An averaged omnidirectional variogram is
obtained by the following equations:

γ(hs) =∑
t
γt(hs)nt(hs)

/

∑
t

nt(hs) (1)

where hs is distance, and γt(hs) and nt(hs) represent variogram value and pair
number at time t, respectively. Let us use “temporally stacked” as the modifier
representing a weighted average given by Eq. (1) (i.e. Eq. (1) gives a temporally
stacked spatial variogram). The ranges of the temporally stacked omnidirectional
variograms are 78, 66, 60, 50 and 88 h in Cases A, 2, 1, 0 and L, respectively. This
indicates that the range values decrease with a decreasing number of zero data val-
ues taken into account, except for Case L.

Directional sample variograms of the temporally stacked type were also calcu-
lated by the following equation:

γ(hs,θs) =∑
t
γt(hs,θs)nt(hs,θs)

/

∑
t

nt(hs,θs) (2)

where θs denotes azimuth given at every 10 degrees. Spherical models for the di-
rectional variograms were fitted. Figure 9 shows the omnidirectional variogram and
some directional variograms together with their fitted spherical models in Case A
as examples of temporally stacked variograms. The ranges of the directional vario-
grams of measured values vary from 40 to 100 km, and those of logarithmic val-
ues are from 70 to 120 km. Figure 10 shows ranges in Cases A, 2, 1, 0 and L as
rose diagrams, which show ranges obtained from spherical models fitted for tempo-
rally stacked directional variograms. Figure 10 shows that the ranges of directional
variograms increase with increasing number of zero data as with the omnidirec-
tional variograms. All rose diagrams shown in Fig. 10 are elongated along the W-E
direction. This implies that the best continuity direction of hourly precipitation val-
ues is W-E, whereas the worst continuity direction is N-S. This continuity pattern
is contrary to the continuity pattern of total precipitation, where the best continuity
direction is N-S.

Rectangular sample variograms were also stacked temporally by the following
equation:

γ(ξs,ηs) =∑
t
γt(ξs,ηs)nt(ξs,ηs)

/

∑
t

nt(ξs,ηs) (3)

where (ξs,ηs) denotes lag vector h, and γt(ξs,ηs) and nt(ξs,ηs) represents vario-
gram value and pair number at time t, respectively. Figure 11 shows a temporally
stacked rectangular variogram calculated using all measured values (Case A) as an
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Fig. 9 A temporally stacked omnidirectional variogram (solid circles) and some temporally
stacked directional variograms calculated by Eqs. (1) and (2), respectively (open triangles = N0◦E,
crosses = N40◦E, open rhombi = N90◦E, and pluses = S40◦E) of hourly precipitations, and fitted
spherical models (solid lines). Applied tolerance is a circle whose radius is 10 km.

example. Temporally stacked rectangular variograms in the other cases (i.e. Cases
2, 1, 0 and L) are similar to the pattern shown in Fig. 11. The spherical models are
shown on the rose diagram by a broken line with open circles in Fig. 11 (the rose
diagram is the same as shown in Fig. 10).

Shoji and Kitaura (2006) also calculated temporal variograms using the same
data in order to reveal spatial and temporal continuities in short term. Figure 12
shows some of the temporal variograms at the stations where rain was recorded for
longer than 26 h. Figure 13 shows the variogram summarized in the district, which
is obtained by the following equations:

γ(ht) =∑
s
γs(ht)ns(ht)

/

∑
s

ns(ht) (4)

where ht is time lag, and γs(ht) and ns(ht) represents variogram value and pair num-
ber at station s, respectively. Let us modify an average weighted by Eq. (4) with
“spatially stacked” (i.e. spatially stacked temporal variogram). The ranges of the
spatially stacked temporal variograms are 7, 9, 10, 19 and 19 h in Cases A, 2, 1, 0
and L, respectively. The ranges decrease with increasing number of zero data values.
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Fig. 10 Rose diagrams showing ranges of spherical models fitted for directional sample vario-
grams stacked temporally by Eq. (2) under condition where nugget and sill values equal to those
of omnidirectional variogram. From center outwards, roses with solid rhombi, open rhombi, solid
circles, open circles and solid triangles show Cases 0, 1, 2, A and L, respectively

Cases 0 and L, which exclude all zero data, show extremely long ranges. It may be
suggested, therefore, that the long ranges result from excluding zeros.

5 Spatiotemporal Variogram of Hourly Precipitations

In order to calculate a spatiotemporal sample variogram, geographic coordinates
(i.e. northing and easting) and time data were normalized by the range (80 km) of
the temporally stacked omnidirectional variogram, and the range (7 h) of the spa-
tially stacked temporal variogram in Case A, respectively. This normalization makes
every coordinate dimensionless, and hence makes all coordinates equivalent. Direc-
tional variograms were calculated with a lag tolerance of 0.2 (i.e. 16 km and 1.4 h) in
the normalized spatiotemporal space. A spherical model was fitted for every sample
variogram, where nugget and sill values were equal to those of the omnidirectional
variogram. Figure 14 shows range values of directional variograms in the normal-
ized spatiotemporal space on an upper hemisphere of a Wulff net, where left-right
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Fig. 11 A temporally stacked rectangular variogram of hourly precipitation values including all
zero data, which was calculated by Eq. (3) (Case A). Degree of darkness represents variogram
values in (mm/h)2: dark > 0.4, moderate = 0.4–0.3, light <0.3. Applied tolerance is a circle
whose radius is 10 km. A rose diagram with open circles shows ranges of spherical models fitted
for directional sample variograms under condition where nugget and sill values are equal to those
of omnidirectional variogram

and top-bottom correspond to west-east and north-south in the geographic coor-
dinates, respectively, and the center corresponds to future in the temporal coordi-
nate (past if a lower hemisphere is used). When the ranges are approximated by an
ellipsoid in the normalized space, the directions of the longest and shortest ranges
are N3◦W+18◦ and S55◦E+62◦ on a Wulff net, respectively.

The direction of the best continuity is N3◦W+18◦ (i.e. ca. N0◦E+20◦) as stated
previously. Considering this direction, Fig. 15 shows a 2-D variogram on the plane
including the N-S azimuth (looking westwards), where the horizontal and vertical
axes represent normalized N–S distance and normalized time, respectively. The best
continuity direction runs from lower left (south-past) to upper right (north-future)
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Fig. 12 Selected temporal sample variograms and fitted spherical models of hourly precipita-
tions including all zero data (Case A) at stations which recorded rain more than 26 h. Sta-
tions: Kamisatomi = star, Fujioka = open rhomb, Kumagaya = plus, Hatoyama = solid rhomb,
Hanno = open triangle, Oume = solid triangle, Hachioji = cross, Sagamiko = solid square,
Sagamihara = open circle, and total area = solid circle

in the diagram, and the slope is about 20◦. A unit on the horizontal axis is 80 km,
whereas a unit on the vertical axis is 7 h. Therefore, the slope is about 0.03 h/km
(≈ 7 h/80 km× tan20◦). The slope value suggests that the rain pattern migrated
from south to north with a speed of about 30 km/h (≈ 1/0.03 h/km). In other words,
the zone of heavy rain was expected to have been observed at about 30 km north of
the present position after 1 h, and at 60 km after 2 h.

The exact definition of “hourly precipitation” is the precipitation accumulated
for one hour. This means that the range value of temporal variograms of hourly pre-
cipitation is determined by the combination of continuity of momentary rainfall and
migration of rain areas. The range value along the N-S direction is 50 km as stated
previously. On the other hand, the rain is estimated to have migrated from south to
north with a speed of 30 km/h. These two values indicate, therefore, that the range
value of momentary precipitation values along the N-S direction was 20 or 30 km
(≈ 50 km−30 km/h×1 h). Contrary to the N-S direction, the range values of to-
tal precipitation and hourly precipitation are similar as respectively 110 and 80 km
along the W-E direction. This similarity suggests that the rain scarcely migrated
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Fig. 13 Spatially stacked temporal variograms and fitted spherical models of hourly precipita-
tion values in total area in five cases: Case 0 = open rhomb, Case 1 = solid rhomb, Case 2 =
open circle, Case A = solid circle, and Case L = solid triangles (right scale). Stacking was car-
ried out by Eq. (4)
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Fig. 14 Range values represented on an upper hemisphere of a Wulff net where left-right and
top-bottom correspond to W-E and N-S, respectively, and center corresponds to time. Unit of ge-
ographic coordinates is normalized by range of temporally stacked spatial omnidirectional vari-
ogram (80 km), and that of time by range of spatially stacked temporal variogram (7 h). Size of
symbols represents values of ranges: large > 2, moderate = 2–1, small < 1
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Fig. 15 A 2-D variogram where horizontal and vertical axes represent geographic coordinates
(le f t = S and right = N) and time (bottom = past and top = future), respectively. Unit of horizontal
axis is 80 km, and that of vertical axis is 7 h

along the direction. It is concluded, therefore, that the series of heavy rainfalls stud-
ied here had a continuity pattern elongated from west to east, and migrated from
south to north.

The variogram range of momentary precipitation along the N-S direction is esti-
mated to be 20–30 km. In contrast, the interstation distance is 16–18 km. This value
is almost equal to the variogram range, and therefore seems to suggest that the ob-
servation system of rainfall should be denser. The temporal accumulation is always
necessary in order to obtain precipitation data. Viewing from the rain, it is consid-
ered that a station migrated 30 km in an hour (i.e. during an accumulation interval
of the measurement). This migration distance is 1.5 times the interstation distance.
Each recorded precipitation is regarded, accordingly, to have been an average of
values measured at 1.5 stations. In order to avoid such averaging, therefore, it is
concluded that the accumulation interval should be shorter.

6 Conclusions and Remarks

Spatiotemporal variograms of the heavy rain events observed on August 13–14,
1999, in central Japan indicate the following features: (1) hourly precipitation val-
ues show statistical distributions approximated by the Weibull model and somewhat



148 T. Shoji

less well by the normal distribution; (2) a rectangular variogram of total precipita-
tion shows that the continuity is the best approximately along the N-S direction (the
ranges given by directional variograms are 500 and 80 km along the N-S and W-E
directions, respectively); (3) rectangular variograms of hourly precipitation values
show that the best continuity direction is W-E (the ranges are 50 and 100 km along
the N-S and W-E directions, respectively); (4) the direction of the best continuity
is N0◦W + 20◦ in the normalized space (i.e. on a Wulff net), where geographic co-
ordinates are normalized by the spatial range (here 80 km given by the temporally
stacked omnidirectional variogram in Case A), and time is normalized by the tem-
poral range (here 7 h given by the spatially stacked temporal variogram); (5) the
series of heavy rainfalls treated here had a continuity pattern elongated from west to
east (the range values are 20–30 km and 100 km along N-S and W-E, respectively),
and migrated from south to north with a speed of 30 km/h.

The present conclusions indicate that geostatistical analysis is one of powerful
tools for predicting natural hazards caused by heavy rainfall. They are not enough,
however, at many points. For instance, treating the data non-parametrically (e.g.
a normal score transform) may give another result. The treatment seems to have
to be taken into account, especially when kriging is applied for estimating rainfall
amounts in spatiotemporal space. In order to predict natural hazards caused by heavy
rain, rainfall amounts in a spatiotemporal space have to be simultaneously forecast.
Often, actual forecasts are carried out using fewer data than in the present anal-
ysis, but are restricted by the time and circumstances of the forecast. This means
the accuracy of many forecasts is often low compared with the present result. In
contrast, however, the present results indicate the need for a denser station network
and a shorter accumulation time. One of the most important research topics as a
followup to this paper is, accordingly, to reveal forecast accuracies as functions of
station densities and accumulation intervals. This paper did not compare the results
obtained by geostatistical analysis with weather charts, because the main objective
was to reveal the spatiotemporal continuity of rainfall visually. However, compari-
son between geostatistical results and meteorological charts is an important future
research topic.
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Appendix

The software used in this paper is written in MS-Excel/VBA, and can give three
types of sample variograms: omnidirectional and directional variograms, and rect-
angular variograms (Shoji, 2002). In a 2-D space, directional variogram values
are given as a function of distance h and azimuth θ of lag vector h (only h for
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omnidirectional variogram) in polar coordinates, whereas rectangular variogram
values are given as a function of W-E component ξ and N-S component η of h
in rectangular coordinates. Either a fan or a circle is applied for tolerance in the
calculation of a 2-D variogram. Fan-shaped tolerance can fill up a 2-D space exclu-
sively and thoroughly, but the shape changes depending on h. On the other hand,
circle tolerance has a shape independent of h, but is partly overlapped when it fills
up a 2-D space thoroughly. The interval between neighboring lag classes is given
independently of tolerance, and hence neighboring lag classes are overlapped when
the lag class interval is shorter than the width (given by tolerance) of each lag class.
Prepared variogram models are linear, spherical, exponential and Gaussian. Each
of them is fitted by the following algorithm: (1) assume a range value; (2) obtain
nugget and sill values of a variogram model approximating sample variogram val-
ues by least squares or weighted least squares (for a linearly transformed function if
possible, otherwise of successive approximation), where weight is number of pairs
at each lag value, and lags longer than the range are considered to be the range value
for linear and spherical models; (3) calculate the deviation, which is sum of squared
differences between the sample variogram and the variogram model; (4) return to
Step 1, if the deviation is larger than the given permissible value. This fitting gives
three parameters (nugget, sill and range) of a variogram model. If nugget and sill
values are given, then only range is calculated (if either nugget or sill is given, range
and another parameter are calculated). When data are 3-dimensional, the software
can give 247 directional sample variograms automatically. A range value (nugget or
sill value, too) of each directional variogram model obtained in a 3-D space can be
represented by a figure or a symbol on a point of a Wulff net corresponding to the
direction (e.g. Fig. 14), where positions of squares show 247 directions along which
directional sample variograms are calculated. The software can be downloaded from
the homepage of Japan Society of Geoinformatics (http://www.jsgi.org/).
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Abstract In this paper we consider a anisotropic scaling approach to understanding
rock density and surface gravity which naturally accounts for wide range variabil-
ity and anomalies at all scales. This approach is empirically justified by the growing
body of evidence that geophysical fields including topography and density are scal-
ing over wide range ranges. Theoretically it is justified since scale invariance is a
(geo)dynamical symmetry principle which is expected to hold in the absence of sym-
metry breaking mechanisms. Unfortunately to date most scaling approaches have
been self-similiar, i.e. they have assumed not only scale invariant but also isotropic
dynamics. In contrast, most nonscaling approaches recognize the anisotropy (e.g. the
strata), but implicitly assume that the latter is independent of scale. In this paper, we
argue that the dynamics are scaling but highly anisotropic i.e. with scale dependent
differential anisotropy.

By using empirical density statistics in the crust; and a statistical theory of high
Prandtl number convection in the mantle we argue that P(K, kz) ≈ (|K/ks|Hz +
|kz/ks|)−s/Hz is a reasonable model for the 3-D spectrum (K is the horizontal
wavevector and K is its modulus, kz a vertical wavenumber), (s, Hz) are fundamental
exponents which we estimate as (5.3, 3), (3,3) in the crust and mantle respectively.
We theoretically derive expressions for the corresponding surface gravity spectrum.
For scales smaller than ≈ 100 km, the anisotropic crust model of the density (with
flat top and bottom) using empirically determined vertical and horizontal density
spectra is sufficient to explain the (Bouguer) gz spectra. However, the crust thickness
is highly variable and the crust-mantle density contrast is very large. By considering
isostatic equilibrium, and using global gravity and topography data, we show that
this thickness variability is the dominant contribution to the surface gz spectrum
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over the range ≈ 100–≈ 1000 km. Using estimates of mantle properties (viscosity,
thermal conductivity, thermal expansion coefficient etc.), we show that the mantle
contribution to the mean spectrum is strongest at ≈ 1000 km, and is comparable
to the variable crust thickness contribution. Overall, we produce a model which is
compatible with both the observed (horizontal and vertical) density heterogeneity
and surface gravity anomaly statistics over a range of meters to several thousand
kilometers.

Keywords Geogravity · geopotential theory · fractals · multifractals · scaling

1 Introduction

1.1 Gravity as a Probe of the Earth’s Interior: Gravity Anomalies
and Depths to Sources

The Earth’s gravity field is highly variable over a very wide range of spatial scales.
There are two approaches which have been used to understand this. The most com-
mon has been to seek one to one (deterministic) relations between the fluctuations
in surface gravity at a given scale and density anomalies at corresponding depths. In
local or regional studies, this idea is commonly used to infer the depth to the source
of gravity anomalies from the spectral peaks of surface gravity [e.g. Bullard and
Cooper (1948), Spector and Grant (1970), Maus and Dimri (1996); the methods of
wavelet analysis represent the most recent development in this type of application
(e.g. Fedi et al. (2005))]. The second (neglected) approach has aimed at understand-
ing and explaining the overall scale dependence of the statistics and the relations be-
tween the rock density and surface gravity statistics. Both approaches exploit a basic
result of potential theory which shows that the contribution to the surface gravity at
horizontal wavenumber K falls off exponentially with the depth of the layer.

Globally, the deterministic approach has attempted to interpret the separation
of the density heterogeneities from different rheological layers – the lithosphere,
asthenosphere, lower mantle, and core in order to understand the relationship be-
tween geodynamic processes and planetary gravity fields (see Bowin (2000) for a
recent review). Figure 1 shows the earth geoid up to 360th order the EGM96 model,
Lemoine et al. 1998, indeed it is plausible that the breaks at scales corresponding
to ≈ 3000 km and to ≈ 100− 200 km can be associated with the depths of core-
mantle and mantle-crust boundaries. That the break at 100 km–200 km is indeed
the reflection of the crust-mantle boundary with the mechanism of isostatic com-
pensation can be confirmed by the comparison of the gravity and topography power
spectra (Fig. 1). For uncompensated topography, the two spectra must be parallel (as
they appear to be at high wave numbers). If the topography is completely compen-
sated, the low wavenumber gravity power spectrum will be attenuated depending
on the depth of compensation. The exact wavenumber where the break occurs de-
pends on the flexural rigidity which varies locally presumably in a scaling manner.
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Fig. 1 Comparison of the surface gravity spectrum (bottom, shifted vertically for ease of compar-
ison) with the ETOPO5 topography spectrum (middle) and continental US (top, two strips, each
512× 65526 pixels long, each pixel, 90 m, also shifted vertically for clarity). The red reference
line has slope −2.1. Wave number units: km−1. Black, lower left shows the (isotropic) (spher-
ical harmonic) global surface gravity spectrum calculated from the data discussed in Lemoine
et al. 1998. The modes 1, 2 have been excluded since they go far off-scale. The extreme high
frequency (k = 360) corresponds to ≈ 100 km

The topography for wavenumbers < (200 km)−1 (see Sect. 3.5) is apparently fully
compensated whereas for wavenumbers > (100 km)−1 − (200 km)−1, it is not. Fi-
nally, the break at ≈ 3000 km in Fig. 1 could be a manifestation of the mantle core
discontinuity.

A final note before continuing: we use the terms “crust” and “mantle” some-
what loosely; we recognize that in many cases the terms “lithosphere” and “as-
thenosphere” might be more technically exact.

1.2 Geophysical Scaling and Surface Gravity

The deterministic approaches have been most successful in determining characteris-
tic scales – either of rheological transitions, or of the depths of anomalies. They give
no information about – nor understanding of – the statistics as functions of scale be-
tween the break points, nor of the statistics of strong anomalies at fixed scales. In
order to understand the observed wide range variability, some scaling (scale invari-
ant) type assumptions are virtually mandatory since otherwise a (largely ad hoc)
hierarchy of individual (nonscaling) sources of variability would have to be invoked
every factor of 2 or 3 in scale.

Indeed there have been scaling models in solid earth geophysics ever since
Vennig-Meinesz (1951) suggested that the spectral density1 at horizontal wave num-
ber K in the topography spectrum follows:

1 This is the (horizontal) angle integrated spectrum not the angle averaged spectrum; see discussion
below.
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E(K) ≈ K−βtop (1)

with βtop = 2. Figure 1 shows that even with modern data, Vennig-Meinesz’s spec-
trum is still an excellent approximation even down to scales of below 1 km (although
βtop ≈ 2.1, see Gagnon et al. 2003, 2006). If we perform isotropic scale reductions

by a factor λ such that horizontal vectors are transformed as X → λ−1X then the
corresponding wave vectors are transformed as K → λK; we see that the power
law form of E(K) is conserved (it is “scaling”); the exponent β is “scale invariant”.
Spectra of this form are therefore expected if the underlying dynamical processes are
also symmetric with respect to isotropic scaling transformations (systems symmet-
ric with respect to such isotropic scaling transformations are called “self-similar”).

The implications of the scaling of the topography for the gravity field have also
been considered for some time. Kaula (1963) noted that the spectrum of the earth’s
geoid follows a power law of the type (1) but with βgeoid ≈ 3. Since βgeoid = βg +2,
and over the range 3000–200 km, Fig. 1 shows a flat gravity spectrum (βg ≈ 0) a
value βgeoid ≈ 2 is more realistic. Kaula already noted that the power spectrum of the
gravity potential due to uncompensated surface topography should have βgeoid = 4
corresponding to a much more rapid fall-off than that observed. The discrepancy re-
flects the fact that the surface topography is by and large isostatically compensated.

Although studies of the scaling properties of rock density do not cover the same
range of scales as those of gravity or topography, they have also tended to sup-
port the idea that various rock properties are scaling over wide ranges. For exam-
ple, several recent (1-D) studies Leary (1997); Pilkington and Todoeschuck (1993),
Shiomi et al. (1997) and Marsan and Bean (1999) have shown the rock density in
boreholes to be scaling over the range ≈ 2 m to ≈ 1 km. The discovery of such em-
pirical scalings have encouraged and Maus and Dimri (1995, 1996), Maus (1999) to
explore the consequences for the surface gravity implied by assuming self-similar
(isotropic, unstratified) scaling rock density fields; their basic result is βg = βρ + 2
where βρ is the exponent of the 3-D isotropic rock density spectrum.

1.3 Anisotropic Scaling, Geomagnetism, Geogravity

The assumption of isotropic rock density statistics is quite unrealistic if only because
it contradicts the obvious fact of geological stratification. This anisotropy has been
noted and quantified for the magnetic susceptibility by Pilkington and Todoeschuck
(1995), and – more extensively – for various different physical properties (including
density) by Leary (1997, 2003) who compared the spectra of horizontal and ver-
tical boreholes. These authors (and recently Tchiguirinskaia (2002) for hydraulic
conductivity in both the vertical and horizontal) made the important point that the
scaling is obeyed in both horizontal and vertical directions, but with different expo-
nents in the different directions. In Lovejoy and Schertzer (2007), we review these
and other scaling properties of intensive quantities such as rock density, magnetic
susceptibility etc.
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If the statistics in the horizontal and vertical directions are both scaling but differ-
ent, then the overall system will be symmetric with respect to a scale change more
general than isotropic reductions. The general formalism for handling scaling trans-
formations is Generalized Scale Invariance (GSI; Schertzer and Lovejoy (1985a,b)).
GSI shows that scale invariance is a (nonclassical) dynamical symmetry principle;
as usual with symmetries; they are expected to hold in the absence of symmetry
breaking mechanisms. A generic consequence of wide range GSI scaling are the ex-
istence of fractal structures with multifractal statistics; these features have now been
reported in many areas of geophysics (including the topography analyzed in Fig. 1,
Gagnon et al. (2003, 2006) and scaling has been proposed as a unifying paradigm for
geodynamics Schertzer and Lovejoy (1991), Lovejoy and Schertzer (1998). These
papers also argued that the development of scaling models in geophysics has been
held back because of the all too frequent reduction of scaling to the isotropic special
case of self-similarity.

In a pair of papers [Lovejoy et al. (2001), Pecknold et al. (2001)], we explicitly
proposed that the earth’s magnetization (M) respects such an anisotropic scaling
symmetry. Using potential theory and with the help of multifractal simulations of
M and the associated surface magnetic field (B) we explored the consequences for
the B field anomalies and the relationships between the M and B statistics. Not
only were we able to renconcile stratified, anisotropic M scaling with the surface
B scaling, we also showed that the anisotropy leads to a qualitatively new scaling
regime which could explain the intermediate scale (100–2000 km scale) surface B
statistics.

Our aim in this paper is to extend these results to gravity which – also being a
potential field – has several similarities. For example, as with magnetism, an im-
portant success of anisotropic scaling models is evident at scales smaller than that
of the crust thickness. This is because the isotropic (self-similar) relation between
gravity and rock density spectral scaling exponents (βg = βρ +2) is untenable since
regional Bouguer gravity surveys have βg ≈ 5 (see Sect. 3.2.2) whereas empirically,
βρ ≈ 1 (see Sect. 3.2.1). However, since we show theoretically that2 βg = βρ+1+Hz

and the rock spectra indicate the anisotropy exponent Hz ≈ 3, we will see that the
small scale gravity exponent is correctly predicted by the theory and the rock density
exponents.

Beyond these regional scales, the magnetism and gravity problems have
important differences. For example, below the Curie depth (which is above the
crust-mantle boundary), the magnetization vanishes whereas on the contrary, the
corresponding gravity field has a source in the convective mantle. Although our in-
formation on the mantle density fluctuations is quite limited and indirect, a recent
anisotropic scaling theory of high Prandtl number convection (Sect. 3.3) predicts
that over the range ≈ 20–≈ 3000 km the density should indeed respect anisotropic
scaling (also with Hz = 3); we calculate the corresponding surface gravity statistics
and compare them to the global gravity spectra. An additional difference between
magnetism and gravity is that M does not appear to have a sharp discontinuity at

2 This formula is valid if βρ is the horizontal density exponent and Hz > 1; see Sect. 3.
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the Curie depth so that the horizontal variation in the cut-off depth does not seem
to generate a strong surface B anomaly. On the contrary, the density contrast at
the crust-mantle boundary is large and is best modeled as a discontinuity across a
(multi) fractal surface. We do not consider scales larger than ≈ 3000 km, so that
we ignore core and possible core-mantle boundary contributions. Although several
of the present calculations are similar to those in the magnetism problem, by mak-
ing a small change in our scale function ansatz, we are able to obtain many exact
results and therefore can make precise comparisons between the gravity theoreti-
cally predicted from the density observations/models, and both global and regional
surface gravity surveys. Although a full statistical characterization of the fields re-
quires statistics of all orders for relative simplicity, we here limit ourselves to spec-
tra (which are 2nd order). While for quasi Gaussian (e.g. monofractal) models these
spectral results fully characterize the statistics, for multifractal models they only
give a partial characterization.

This paper is structured as follows. In Sect. 2 we review the basic theory of
anisotropic scaling and relevant results of potential theory and derive the connec-
tions between the second order rock density and surface gravity statistics (in both
real and fourier space). In Sect. 3, we apply the results to the crust, we develop a
scaling model of mantle convection and apply the result to the mantle and estimate
the contribution to surface gravity of a scaling mantle-crust interface/topography
model. In Sect. 4 we conclude.

2 Symmetries and the Relation Between the Density
and Gravity Fields

2.1 The Standard Density – Gravity Relations

In order to show how anisotropic scaling of the rock density field (ρ(r)) can lead to
a scale break in the surface gravity (gz) or gravitational potential (φ), first recall the
solution of the Poisson equation:

g = −∇φ ; φ(r) = G
∫

ρ(r′)
1

|r− r′|dr′ (2)

where G is the universal gravitational constant. The convolution in the above can be
regarded as a fractional integration of order 1, hence if the problem (including the
surface boundary conditions) were isotropic, the relative orders of singularity of the
two fields (ρ,φ) would be simply shifted by one, leading to simple relations between
the multifractal statistics of the two fields. However, the boundary conditions are
clearly not isotropic, the classical assumption being that the rock is distributed over
a half-volume bounded at z = 0. This amounts to ignoring the topography3 and
sphericity of the earth.

3 or, to assuming that its effects can be removed/“corrected”.
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With this half-volume boundary condition, we obtain (e.g. Naidu (1968), Blakely
(1995)) the following particularly simple expression for the horizontal fourier
transform of the surface gravity:

g̃z(K) = 2πG

∞∫

0

ρ̃(K,z)e−zKdz; z ≥ 0 (3)

the horizontal wavevector is K = (kx,ky), K2 = |K|2 = k2
x + k2

y , and ρ̃(K,z) is the
horizontal fourier transform of the density at depth z. We use the following conven-
tion for the D-dimensional fourier transform pair f̃ (k), f (x):

f̃ (k) =
∞∫

−∞

f (x)e−ik·xdDx; f (x) =
1

(2π)D

∞∫

−∞

f̃ (k)eik·xdDk (4)

and also the convention that z > 0 downward. Equation (3) shows that the con-
tributions of deep layers are exponentially attenuated. Defining the three-vector
k = (K,kz), a more convenient equivalent expression is obtained in terms of the
3-D Fourier transforms ρ̃(K,kz):

g̃z(K) = 2πG

∞∫

−∞

ρ̃(K,kz)
dkz

−K + ikz
(5)

If we now assume statistical translational invariance, then the various fourier
modes are statistically independent (Eq. 7) and the horizontal spectral density is
easily obtained by multiplying the above by the complex conjugate and ensemble
averaging:

Pg(K) = 2(2πG)2

∞∫

0

Pρ(K,kz)dkz

(K2 + k2
z )

(6)

(the additional factor of 2 comes from the contributions for kz < 0), and Pρ, Pγ
are the spectral densities of ρ,gz and (from statistical translational invariance) we
have used:

〈ρ̃(k)ρ̃(k′)〉 = Pρ(k)δ (k + k′); 〈g̃z(k)g̃z(k′)〉 = Pg(k)δ (k + k′) (7)

Note that here and below, the symbol “<>” denotes ensemble (statistical)
averaging.

We have used the symmetry f̃ (k) = f̃ ∗(−k) (complex conjugate) valid when f (x)
is real.

If we now assume horizontal statistical isotropy, then the horizontal spectral den-
sity is a function only of K, and we define the isotropic spectrum (E(K)) by:

E(K) = 2πKPg(K); K = |K| (8)
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The isotropic spectrum E is usually used in the turbulence literature; in isotropic
systems it has the advantage that (contrary to P), it is independent of the dimension
of space (e.g. 1-D cross-sections will have the same E as for the full three dimen-
sional system; this is not true for P).

2.2 Anisotropic Scaling

Up until the 1980s, scaling was restricted to isotropic systems with unique fractal
dimensions. Since then two generalizations have been important for geophysical ap-
plications. First, the treatment of statistics of all orders (not only second order): mul-
tiscaling/multifractality, second the extension to anisotropic differentially stratified,
and/or rotating systems: Generalized Scale Invariance (GSI, Schertzer and Love-
joy 1985a,b). In the following, for simplicity we pursue the second order statistics.
Our results will be valid for both anisotropic fractal and multifractal rock density
models although in the latter, they will only provide a rather limited characteriza-
tion of the statistics.

In order to understand GSI it is helpful to introduce the dimensionless “scale
function” ‖(X ,z)‖ which is the physically relevant notion of scale. The scale func-
tion satisfies the functional scale equation:

‖Tλ(X ,z)‖ = λ−1‖(X ,z)‖ (9)

where Tλ is the scale changing operator:

Tλ = λ−G (10)

and G is the generator. The scale function defines the physically relevant notion of
size, scale, it is analogous to a norm, but need not respect the triangle inequality4.

In the special case where the statistics of the anisotropy are independent of loca-
tion (but not on scale), G is a matrix (linear GSI) and there exists conjugate fourier
space scale functions which satisfy:

‖ T T
λ (K,kz) ‖= λ−1 ‖ (K,kz) ‖ (11)

where the “T ” indicates the transpose (note the scale function in Eq. (10) is not
generally the same as the real space counterpart which satisfies Eq. (9).

If we have pure (scaling) stratification in the z direction, we may take the gener-
ator to be diagonal (this leads to self-affine statistics):

G = GT =

⎛

⎝
1 0 0
0 1 0
0 0 Hz

⎞

⎠ (12)

4 It need only define a series of decreasing balls: i.e. if Bλ = TλB1 then λ′ > λ⇒ Bλ ⊂ Bλ′ .



Anisotropic Scaling Models of Rock Density and the Earth’s Surface Gravity Field 159

(the first two rows/columns refer to kx, ky, the last to kz), and an anisotropic spectral
density may be written:

Pρ(K,kz) = P0‖(K,kz)‖−s (13)

where s is the spectral density exponent and P0 is a constant determining the ampli-
tude of the spectrum; if ρ is in Kg m−3, then P0 is in Kg2 m−3. A convenient, but
not unique, choice of ‖(K,kz)‖ is:

‖(K,kz)‖ =

((
K
ks

)Hz

+
kz

ks

)1/Hz

(14)

where we have introduced a “sphero-wave number” ks at corresponding sphero-
scale ls = 2π/ks (note that K, ks, kz > 0). At this scale, Pρ(ks,0,0) = Pρ(0,ks,0) =
Pρ(0,0,ks), i.e. Pρ is roughly constant over a sphere, since ‖(ks,0,0)‖ = ‖(0,ks,0)‖
= ‖(0,0,ks)‖ = 1 horizontal and vertical fluctuations have the same variance. In-
deed, here and in the following, any scale function satisfying linear GSI (i.e. includ-
ing those in which G has off-diagonal elements, as long as its eigenvalues are real5)
will give essentially the same qualitative results (including for the gravity spectrum)
as those discussed here.

Using the sphero-scale as a reference scale, dimensional analysis gives:

P0 = Cρ2
s l3

s = Cρ2
s (2π)3k−3

s (15)

where ρ2
s is the density variance at the sphero-scale and C is a dimensionless con-

stant which depends on the exact definition of ρs and of the unit ball.

2.3 Second Order Horizontal and Vertical Density
Statistics; the Crust

The above choice of Pρ (Eqs. 16, 17) determines the second order horizontal and
vertical density statistics. The horizontal spectrum is:

Eρ(K) = 2πK

∞∫

0

Pρ(K,kz)dkz = Aρxρ2
s k−1

s

(
K
ks

)−βx

;

βx = (s−Hz −1); (if s > Hz) (16)

(if s < Hz, then there is a high wavenumber divergence; if we prevent the diver-
gence by using a finite high frequency cut-off, then βx = −1). Here and below, the
dimensionless constants will be denoted by A (spectral), B (real space), C (other)

5 The case of complex eigenvalues involves an infinite number of rotations of structures as the
scale is varied from 0 to ∞; it is probably not relevant to the vertical stratification problem. See
Pecknold et al. (2001) for applications in surface magnetic anomaly mapping.
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Table 1 A comparison of various density and gravity formulae assuming s > Hz > 1 (applicable
to the crust), see Appendix 1

Crust Statistics

Spectra Structure Functions

Density,
horizontal

Eρ (K) =

Cc2(2π)4 Hz
s−Hz

ρ2
s k−1

s

(
K
ks

)1+Hz−s
; s > Hz

Sρ (ΔX ,0) = ρ2
s

(
ΔX
ls

)s−Hz−2

Density,
vertical

Eρ (kz) =
Cc(2π)4Γ

(
2

Hz

)
Γ
(

s−2
Hz

)

HzΓ
(

s
Hz

) ρ2
s k−1

s

(
kz
ks

)(2−s)/Hz
;

s > 2

Sρ (0,0,Δz) =

Bρzρ2
s

(
Δz
ls

)
(

s−2
Hz

)
−1

; s−2 > Hz

Column
integrated
density
fluctuation

EIρ (K) = 2Cc(2π)4ρ2
s k−3

s

(
ks
kc

)1+s/Hz
(

K
ks

)
;

K << ks

(
kc
ks

)1/Hz

SIρ (∞) =

BIρ (2π)2ρ2
s k−2

s

(
kc
ks

)−
(

s−2
Hz

)
−1

EIρ (K) =

2Cc(2π)4ρ2
s k−3

s
Hz+s

Hz

(
ks
kc

)(
K
ks

)1−s
;

K >> ks

(
kc
ks

)1/Hz

Surface
Gravity

Eg(K) = Agchρ2
s k−3

s G2
(

K
ks

)−s
;

K >> ks; Hz > 1

Sg(ΔX) ≈ Agch

8π2 G2ρ2
s

ΔX2

s−3

Eg(K) = Agcl<ρ2
s k−3

s G2
(

K
ks

)−s/Hz
;

s < Hz; K << ks

Eg(K) = Agcl>ρ2
s k−3

s G2
(

K
ks

)−s−1+Hz
;

s > Hz

Geoid Egeoid(K) = Eg(K)
g2

z K2 Sgeoid(ΔX) ≈ Agch

8π2
G2

g2
z
ρ2

s
ΔX2

s−1 ;

ΔX < ls

BIρ = Cc

4πΓ
(

2
Hz

)
Γ
(

s−2
Hz

)

(s−2+Hz)Γ
(

s
Hz

) ; Agch = Cc
(2π)7

2
; Agcl< = Cc(2π)7

Cos
(

π
2

(
1− s

Hz

))

Cos
(

π
2

(
1− 2s

Hz

)) ; s < Hz

Agcl> = Cc2(2π)6 Hz

s−Hz
; s > Hz

and can when necessary be found by comparing the exact results in Tables 1, 2
with the corresponding formulae in the text (see appendices 1, 2 respectively). The
corresponding vertical spectrum is:

Eρ(kz) = 2π
∞∫

0

Pρ(K,kz)KdK = Aρzρ2
s k−1

s

(
kz

ks

)−βz

;

βz = (s−2)/Hz ; (s > 2) (17)
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Table 2 A comparison of various formulae for s = Hz with an exponential high wave number
cut-off at ks and ρs as defined such that Rρm(0,0,0) = ρ2

s corresponding to the mantle convection
model, see Appendix 2. For the mantle model, take Hz = 3

Mantle Statistics

Spectra Structure Functions

Density,
horizontal

Eρ (K) ≈
2Cm(2π)4ρ2

s k−2
s K log

(
ks
K

)Hz
; K << ks

Rρ (ΔX ,0) ≈
2HzCmρ2

s

(
ls
ΔX

)2
; Δx >> ls

Density,
vertical

Eρz(kz) = Cm(2π)4
(

2−Hz
H2

z

)
Γ
(

2
Hz

−1
)
×

Γ
(

1− 2
Hz

)
ρ2

s k−1
s

(
kz
ks

)2/Hz−1

Rρz(0,0,Δz) =

Bρzρ2
s

(
ls
Δz

)2/Hz
; Δz >> ls

Column
integrated
density
fluctuation

EIρ (K) =

2Cm(2π)4ρ2
s k−3

s

(
ks
K

)2 (
ks
km

−1
)

; K > ks

(
km
ks

)1/3

Cm(2π)4ρ2
s k−4

s K

((
ks
km

)2
−1

)

; K < ks

(
km
ks

)1/3

Surface
Gravity

Eg(K) ≈ 4Cm(2π)6G2ρ2
s

k2
s K

log
(

ks
K

)
; K << ks Sg(ΔX ,0) ≈

Eg(K) = 2Cm(2π)6G2ksρ2
s K−4; K >> ks 2Cm

(
(2π)2G k−1

s ρs

(
log
(

ksΔX
2

)

downward continuation distance zc: + γE
))2

ΔX >> ls
Egd(K) = Eg(K)e−2Kzc

Geoid Egeoid(K) = Eg(K)
g2

z K2 Sgeoid(ΔX ,0) ≈
Cm

(
4π2Gρsk−1

s ΔX log ks
km

)2

ΔX >> ls

Hz = 3;Cm =
1

(2π)2Γ
(

2
3

) ;Bρz = Cm2(2π)3−2/Hz H−1
z cos

(
π
Hz

)

Γ
(

1− 2
Hz

)

Γ
(

2
Hz

)2

(if s < 2, then there is a high wave number divergence; using a finite high frequency
cut-off, we obtain βz = 0).

Although ks is the sphero-wave number as defined by the spectrum Pρ, we
note that:

Eρ(kz = ks)
Eρ(K = ks)

=
Γ
(

2
Hz

)
Γ
(

s−2
Hz

)
(s−Hz)

2H2
z Γ
(

s
Hz

) (18)

which is not exactly unity (for the empirical crust exponents, s = 5.3, Hz = 3, we
obtain a ratio 0.18; Γ is the usual gamma function). This fact points to the inherent
inaccuracy of estimates of the sphero-scale obtained from 1-D spectra E (rather
than from the spectral density P). We also note that here, the elliptical dimension
characterizing the rate of increase in volumes of typical structures6 is del = 2+Hz.

6 This type of spectrum was first proposed in the atmosphere Schertzer and Lovejoy (1985a) where
the values βx ≈ 5/3, βz ≈ 11/5 (hence del = 23/9 = 2.555 . . .) were derived from dimensional
analysis and confirmed by observation.
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When Hz = 1, we obtain the isotropic value del = 3, with the corresponding isotropic
relation between exponents: βz = βx = s−2.

It will also be convenient to express the statistics in real space via the correlation
function (R) and structure functions (S). For statistically horizontally homogeneous
systems these are defined by:

R(Δx) = 〈 f (x) f (x+Δx)〉 (19)

S(Δx) = 〈( f (x)− f (x+Δx))2〉 = 2(R(0)−R(Δx))

¿From the Wiener-Khintchin theorem we have:

R(Δx) =
1

(2π)D

∞∫

−∞

P(k)eik·ΔxdDk; S(Δx) =
2

(2π)D

∞∫

−∞

P(k)(1− eik·Δx)dDk (20)

For the models discussed here which are anisotropic in the vertical plane, but
isotropic in the horizontal, we have:

R(0,0,Δz) =
1
π

∞∫

0

Cos(kzΔz)E(kz)dkz;

S(0,0,Δz) =
2
π

∞∫

0

(1−Cos(kzΔz))E(kz)dkz (21a)

R(ΔX ,0) =
1

(2π)2

∞∫

0

E(K)J0(KΔX)dK;

S(ΔX ,0) = 2

∞∫

0

(1− J0(KΔX))E(K)dK (21b)

where ΔX = (Δx, Δy) is a horizontal vector; ΔX = |ΔX | is the 2-D modulus and J0

is the 0th order Bessel function.
Equations (16, 17) have been derived by assuming that the scaling of P is re-

spected for all K, kz; see Appendix 1 for the effect of finite cut-offs (necessary in
particular to account for the finite crust thickness). The constants Aρx, Aρz have been
chosen so that ρ2

s is the (horizontal) sphero-scale density fluctuation variance (struc-
ture function):

Sρ(ΔX ,0) = ρ2
s

(
ΔX
ls

)βx−1

s > Hz

Sρ(0,0,Δz) = Bρzρ2
s

(
Δz
ls

)βz−1

; s > Hz +2

(22)
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i.e. by definition of ρs, Sρ(ls,0,0) = ρ2
s . Note that rather than defining the sphero-

scale via the fourier space ks using ls = 2π/ks, one could define the sphero-scale in
real space (lrs) using for example Sρ(lrs,0,0) = Sρ(0, lrs,0) = Sρ(0,0, lrs). Since Bρz

is of order unity, the difference will generally not be large. However, if theβ’s are close
enough to one (as is apparently the case in the crust), the difference can be large, see
Appendix 1. Here and throughout, we use the fourier space definition ls = 2π/ks.

2.4 Second Order Horizontal and Vertical Density
Statistics; the Mantle

The mantle model is discussed in Sect. 3.3, the spectrum is of the same general
form as that discussed for the crust, hence it is appropriate to discuss the corre-
sponding gravity formulae here. Although the mantle and the crust formulae share
the same basic anisotropic scaling form, there are nevertheless significant differ-
ences. For example, for the mantle s = Hz(= 3) whereas for the crust, s > Hz. This
is significant since when s = Hz there must be a high wavenumber cut-off at the
sphero-scale to assure convergence of the horizontal spectra, i.e. formula 16 is only
valid for K, kz < ks. Physically, the convection model upon which the density scal-
ing law is based breaks down for these scales, the corresponding Peclet number is
less than one, convection becomes ineffective. The necessity of a large wavenumber
cut-off poses a technical problem: what is the most realistic/and or mathematically
tractable cut-off? A related problem is the definition of the sphero-scale fluctua-
tion variance ρ2

s . The model choices made in dealing with these issues are con-
sidered in Appendix 2; they will alter the constants in the following by a factor
of order unity (comparison of various models indicates that the factors may be as
large as 4).

In the special case s = Hz, we have:

Eρ(K) ≈ Aρxρ2
s k−2

s K log

(
ks

K

)Hz

K << ks (23a)

Eρ(kz) ≈ Aρzρ2
s k−1

s

(
kz

ks

)2/Hz−1

; kz << ks (23b)

Similarly, in real space:

Rρ(ΔX ,0) ≈ Bρxρ2
s

(
ls
ΔX

)2

Δx >> ls (24a)

Rρ(0,0,Δz) = Bρzρ2
s

(
ls
Δz

)2/Hz

Δz >> ls (24b)
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(for the mantle, put Hz = 3 in the above). The correlation (rather than structure)
function is used since the corresponding spectrum is an increasing function of hori-
zontal wave number up to the cut-off so that R rather than S is a pure power law (see
Eq. 20 for the relation between them). Following the discussion in Appendix 2, the
optimum choice is the exponential cut-off model with the definition of ρs such that
Rρ(0,0,0) = ρ2

s ; these choices were used in determining the theoretical constants in
Table 2.

2.5 Symmetries, Symmetry Breaking and the Gravity Statistics

We have seen that the gravitational potential φ is the convolution denoted “∗” of
density ρ with the Green’s function |r|−1:

φ ∝ ρ∗ 1
|r| (25)

(Eq. 2; |r| is the usual norm/distance) however, the Green’s function is symmetric
with respect to scale changes with isotropic generator G = 1:

∣
∣
∣
∣λ

−G 1
r

∣
∣
∣
∣= λ

1
|r| ; G =

⎛

⎝
1 0 0
0 1 0
0 0 1

⎞

⎠ (26)

The result is that φ has broken symmetry. A direct calculation of the horizontal
spectrum of the vertical component of gravity (with low frequency cut-off; kc) gives:

Eg(K) = 2(2π)3G2K

∞∫

0

Pρ(K,kz)dkz

|(K,kz)|2
= 2(2π)3G2K

∞∫

0

dkz

|(K,kz)|2‖(K,kz)‖s

= 2(2π)3G2K

∞∫

0

dkz

(K2 + k2
z )[(K/ks)Hz +(kz/ks)]s/Hz

(27)

We now consider in turn the two cases s > Hz, s = Hz.
i) s > Hz:
For the crust, (s > Hz, no high frequency cut-off), this yields:

Eg(K) = Agchρ2
s k−3

s G2
(

K
ks

)−βh

K >> ks

Eg(K) = Agclρ2
s k−3

s G2
(

K
ks

)−βl

K << ks (28)

i.e. there are two distinct regimes with high and low wavenumber exponents βh, βl
given by:
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βl = s+1−Hz; s > Hz

βl = s/Hz; Hz > s > 1 Hz > 1

βh = s (29a)

This result shows that the incompatibility of the anisotropic scaling of the density
with the isotropic scaling of the gravitational Green’s function produces a break at
the sphero-scale.

The corresponding formulae for Hz < 1 are:

βl = s−2;

βh = s−3+Hz; s > Hz; Hz < 1

βh = 2/Hz −2; s < Hz (29b)

¿From Eqs. (33a,b) we see that if s > Hz, then for any Hz : βh − βl = Hz − 1.
However, we shall see that the empirical rock density spectra constrain s > 1 and
from Fig. 1 we see that all of the transitions have βh − βl > 1 so that anisotropic
scaling with Hz < 1 cannot explain them. In addition, we will see that the empirical
evidence is fairly clear that βx > βz for various rock properties including density,
implying Hz > 1 (see also the survey Lovejoy and Schertzer, 2007). Final evidence
that Hz > 1 is that βh ≈ 5 so that Hz < 1 would imply (Eq. 39b) that s ≈ 8, βx, βz > 6
which are much too large. In what follows, we shall concentrate on the parameter
range Hz > 1 (in particular, the values s = 5.3, Hz = 3 give a reasonable fit to the
high wavenumber rock and gravity spectra). Note that for s > Hz > 1, we have
βl = βρx +2 which provides a strong constraint on models since the mantle regime
((≈ 3000 km)−1 < k < (≈ 200 km)−1), has βg ≈ 0, and βρx ≈ 1. This rules out
a simple linear GSI model for the crust/mantle transition. Finally, when Hz = 1
(isotropy), we recover the standard result βl = βh = s = βρx +2 = βρz +2.
ii) Hz = s:

For the mantle (s = Hz = 3), we obtain:

Eg(K) ≈ Agmx,l
G2ρ2

s

k2
s K

log

(
ks

K

)

; K << ks (30a)

Eg(K) = Agmx,hG2ksρ2
s K−4; K >> ks (30b)

Note that this formula ignores the downward continuation factor e−2Kzc neces-
sary to take into account the fact that the mantle is at a depth zc below the crust. The
corresponding real space results are given in Table 2 and in Appendix 2.

It is also of interest to calculate the corresponding formulae for the geoid. The
relation of the geoid and gravity spectra is:

Egeoid(K) =
Eg(K)
g2

z K2 (31)

Corresponding formulae are given in Tables 1, 2 and the Appendices 1, 2.
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We have already noted that breaks in the gravity spectra introduced by the
anisotropy of the rock density scaling, cannot in themselves explain the shape of
the gravity spectrum (Fig. 1) if only because the latter has two breaks. Since the
effect of low wave number cut-off is not trivial; and an understanding is helpful in
evaluating this and other (more realistic) models discussed in Sect. 3, we give details
of the effect of a cut-off in Appendix 1.

3 Scaling Models of the Density of the Crust, Mantle,
Topography and Interface

3.1 Discussion

In modeling the density of the crust-mantle system, we will need hypotheses about
the topography, the crust-mantle spatial correlations and the nature of their interface;
the latter being important because of the large (typically ≈ 400 Kgm−3) crust-mantle
density contrast. Because of isostatic equilibrium the crust-mantle interface and the
topography contributions are intimately connected; (see Sect. 3.4). The spatial cor-
relations between the crust and the mantle are most simply dealt with by considering
them to be statistically independent systems. Physically, the most unrealistic con-
sequence of this neglect of mantle “roots” of crustal structures is that it implies a
strong statistical discontinuity in structure at the interface; however since the inter-
face will be treated as a (statistically independent) fractal discontinuity surface, this
lack of statistical crust-mantle continuity may be less significant.

This model leads to the following equation (c.f. Eq. 3) for the surface Fourier
transform:

g̃z(K) =
zc∫

0

ρ̃c(K,z)e−zKdz+ e−zcK

zm−zc∫

0

ρ̃m(K,z)e−zKdz;z ≥ 0 (32)

where crust and mantle parts are indicated with indices “c”, “m” and the crustal
region is down to depth zc, and the mantle between zc and zm. With the assumption
of statistical independence of the crust and mantle (but also of fourier components,
Eq. 7), we obtain

Pg(K)=
〈
|g̃z|2

〉
≈

∞∫

kc

[Pc(K,kz)+ e−2KzcPm(K,kz)]
K2 + k2

z
dkz

+e−2Kzc

kc∫

km

Pm(K,kz)
K2 + k2

z
dkz (33)

Where the factor e−Kzc takes into account the fact that the mantle layer starts at a
depth zc, not at z = 0 and where we have used the more convenient step-function
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fourier space cut-offs: kc ≈ 1/|zc|,km ≈ 1/|zm − zc| ≈ 1/|zm| (i.e. take zm >> zc).
Equation (33) shows how the crust and mantle contributions to the surface gravity
may be combined.

3.2 The Crust

3.2.1 Empirical Estimates of Model Parameters

Unfortunately, very few data exist on spectral exponents for the rock density.
Leary, (1997) has probably the most extensive analyses with both horizontal and
vertical spectra from similar regions. Due to strong (presumably multifractal) inter-
mittency/ variability, (see Marsan and Bean (1999), Pecknold et al. (2001) individual
boreholes have a fair amount of spectral variability (recall that the spectrum is an en-
semble averaged quantity; the scaling is almost surely violated on every individual
realization).

Before proceeding, it is useful to invert the relations (16–17) to obtain:

Hz =
(βx −1)
(βz −1)

(34)

which is a convenient formula for estimating Hz from spectra.
The difficulty in estimating Hz (and the sphero-scale) is that Leary’s results give

roughly βz ≈ 1, βx ≈ 1; his precise analysis of 45 spectra (30 vertical, 15 horizon-
tal) yields βz ≈ 1.1± 0.12,βx ≈ 1.34± 0.12, yielding Hz ≈ 3 (the nearest integer).
A comparable value (Hz ≈ 2−3) was obtained for the magnetization (M) (Lovejoy
et al. (2001), Pecknold et al. (2001)); in obvious notation, if HzM = Hzρ and sM = sρ,
then a statistical version of Poisson’s relation may hold7. The spectrum from the
much longer KTB borehole yields: βz ≈ 1.2 Lovejoy and Schertzer (2007); simi-
larly Shiomi et al. (1997) obtains βz ≈ 1.1−1.3 for sedimentary, βz ≈ 1.3−1.6 for
volcanic rock. Finally, we should note that Leary also gives nearly identical values
for the exponents for gamma decay and sound velocity; this supports the idea that
the value of Hz (and hence del) may be the same for different physical properties
and hence supports the notion that it may be a fundamental characteristic of the
geological stratification.

The poor estimates of Hz (due to their small horizontal/vertical difference) leads
to great uncertainty in estimating the sphero-scale. It can be roughly estimated using
Leary’s spectra (which are over the range ≈ 1− 103 m), by extrapolating the hori-
zontal and vertical spectra to their crossing point (although he gives exponents for
45 spectra, he only shows a single horizontal and a single vertical density spec-
trum). For the above exponents, this gives a crude estimate of the sphero-scale

7 Poisson’s relation is between magnetic and pseudo-gravity potentials and should not be confused
with Poisson’s equation. More precisely, if M has a constant direction and is everywhere propor-
tional to ρ then both Poisson’s relation and HzM = Hzρ and sM = sρ follow. However, the latter does
not necessarily imply the former.
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to be8 ≈ 100 km, but this value is very sensitive to the exact values of βx, βz.
In order to improve the reliability of this estimate and to use Shiomi’s (vertical
only) density spectra, we first graphically estimated the prefactors in the formulae
Eρ(kz)≈ E0zk−1.1

z , Eρ(K)≈ E0xK−1.3; these are shown in the table below where the
units are rad m−1 for k, Kg2m−5 for E (Shiomi obtained an exponent 1.27, but this
is not too different from the 1 value from Leary). Shiomi normalized his densities by
an unknown mean; from the graph of his borehole data, we estimated a mean density
of ρ0 = 2.5×103 Kgm−3 and we used his graph to estimate the E0ρz in Table 3.

The second step in obtaining a reliable estimate of ρs, ks, was to use the DNAG
Bouguer gravity data (Fig. 2). These anomalies were from 8 continental regions
in North America; the compilations were made for the Decade of North Ameri-
can Geology (DNAG); resolution ≈ 5 km, 1024× 1024 pixels. We note that the
high wave number regime, down to 10−4 rad m−1 or so is fairly linear on a log-
log plot with slope s ≈ 5.3 as predicted by the high frequency gravity (approxi-

mately given by Eg(K) = Chρ2
s k−3

s G2
(

K
ks

)−s)
. In this power law regime, we es-

timate Eg(K) ≈ E0gK−5.3 with E0g = 3.0× 10−25. Using this high wave number
gravity formula, leads to ρ2

s k2.3
s = 2.0 × 10−7 which can then be used as a con-

straint in the density spectrum (which also depends on ks, ρs, see Eqs. 16, 17).
Unfortunately, due to the low wavenumber cut-off, these theoretical formulae are
not too precise. However, numerics (assuming the crust thickness in the range
40–160 km, see Fig. 2 for the limited dependence on kc) give the solutions in Table 3
for ks, ρs the overall “best” values being ρs = 215 Kgm−3, ls = 2π/ks = 250 km,
lsρs = 5.4×107 Kgm−2. The fact that ks < kc (the crust cut-off) means that ρs cannot
be interpreted as the actual sphero-scale variance; it is simply a dimensional parame-
ter. In passing, we may note that the assumption of self-similar rock scaling (Hz = 1)
is untenable since the DNAG estimate s ≈ 5 for the surface gravity exponent would
imply βx = βz = 5−2 = 3 which is much to steep to be compatible with the borehole
data; indeed, the difference is so large that we can probably safely rule out the use of
self-similar models in explaining the high wave number surface gravity variability.

Table 3 A comparison of various parameters estimated for the density field using the constraint
from the DNAG gravity that Eg(K = 10−4rad m−1) = 5×10−4 m3 (and crust thickness = 80 km,
but the result is not too sensitive to this, see Fig. 2)

E0 ks (rad m−1) ls (km) ρs (Kgm−3) ρsls (Kgm−2)

Shiomi et al. (1997)∗ (vertical) 1.17×104 10−4.5 250 233 5.8×107

Leary 1997 (vertical) 1.92×104 10−4.7 310 300 9.5×107

Leary (horizontal) 2.3×103 10−4.3 125 113 1.4×107

Overall 10−4.5 250 215 5.4×107

∗(For the Shiomi relative density fluctuations, we assumed a mean density ρ0 = 2.5×103 Kg m−3).
+These values assume E = E0k−β with β = βx = 1.3 (horizontal), β = βz = 1.1 (vertical), and
units of k in rad m−1, units of E in Kg2 m−5.

8 For comparison for gamma emission, we obtain ≈ 1 m, whereas for the velocity we find ≈ 1 km,
but these are all quite inaccurate. In addition, for magnetic susceptibility, Lovejoy et al. 2001
estimate a sphero-scale at ≈ 104 −105 km.
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Fig. 2 A comparison of the crust model thickness 10, 20, 40, 80, 160 km with the DNAG spectrum
(from North American continental Bouguer data over an area ≈ 5000 km across). The parameters
ρs = 215 Kgm−3, ls = 250 km have been adjusted to fit the function at K = 10−4 rad m−1, 80 km
thick, and the Shiomi and Leary borehole density data as above. The latter curve agrees well with
the gravity data up to log10K ≈−4.5 i.e. up to about 200 km. The model low wave number slope is
+1, the high wave number slope −s = −βh = −s = −5.3 (the intermediate wave number regime
discussed in the text is not visible since kc > ks)

3.2.2 Crust Density and Gravity Spectra, Structure Functions (<300 km)

Figure 2 shows that with these parameters the measured horizontal and vertical rock
density statistics up to scales of a kilometer can be extrapolated up to vertical scales
comparable to the crust thickness and horizontal scales of at least the order of sev-
eral hundred kilometers without contradicting the surface gravity spectra. We ar-
gue in Sect. 5 that the breakdown at the larger horizontal scales is due to the large
contribution from the fractal crust-mantle boundary which dominates for scales >
100–300 km rather than because of a break in the horizontal scaling of the rock den-
sities. Indeed, since the crust contribution to surface gravity falls off at low wave
numbers with βl = −1 (see Fig. 2), the crust contribution to the spectrum rapidly
becomes smaller than the contribution from the crust-mantle interface or mantle.
From the gravity spectrum alone, we cannot rule out the possibility that the hori-
zontal crust density scaling continues up to planetary scales.

Using these parameters, we can numerically calculate the crust statistics; these
are shown in Fig. 3a–d.

3.3 The Mantle

3.3.1 Theoretical Statistics Far from Boundaries

The basic starting point is the consideration of very large (most often taken as in-
finite) Prandtl number convection (Pr = ν/κ = viscosity/diffusivity; typical values
for the mantle yield 1024). This implies that inertial terms are totally negligible
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Fig. 3a Horizontal density
spectrum with crust thickness
2π/kc = 10, 20, 40, 80,
160 km (bottom to top),
ls = 2.5×105m,
ρs = 215 Kgm−3. The
maximum is proportional to
(kc/ks)(1−s/Hz); see
Appendix 1

(a)

Fig. 3b Horizontal density
structure function Sρ(Δx)
showing the variance of the
density fluctuations as a
function of separation
distance Δx. The curves are
for crust thickness 10, 20, 40,
80, 160 km, ls = 2.5×105m,
ρs = 250 Kgm−3. The
maximum is
≈ (kc/ks)(1+(2−s)/Hz), see
Appendix 1: at 80 km it is
about (160 Kg m−3)2

(b)

Fig. 3c The surface gravity
structure function
corresponding to 3b for
ls = 2.5×105m,
ρs = 215 Kgm−3 and
lithosphere thickness 10, 20,
40, 80, 160 km.
Sg = 10−10 m2s−4

corresponds to 1(mGal)2

(c)

Fig. 3d The horizontal
gravity spectra corresponding
to ls = 2.5×105m,
ρs = 215 Kgm−3 and
lithosphere thickness 10, 20,
40, 80, 160 km

(d)
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(e.g. the Reynolds number Re = vL/ν ≈ 10−19 for typical values L = 3× 106 m,
v = 10−8m/s, ν = 3× 1017 m2s−1). The standard approach to mantle convection
concentrates on either a) the boundary layer where most of the temperature drop
occurs; one nondimensionalizes the equations with typical external lengths, temper-
ature gradients etc. or b) the linearized nondimensional equations which are used to
estimate the critical Rayleigh number (Ra) for the onset of convection (the latter is
typically estimated at 1000–2000, however the Ra for the entire Mantle is probably
> 106 so that chaotic behaviour (as found in high resolution numerical models) is
expected.

Lovejoy et al. (2005) describe a turbulence-type approach which is expected to
be valid far from boundaries within high Prandtl number convection with quasi-
constant heat flux. The basic argument is that if we are interested in the statistics in
the interior mantle region far from boundaries, then the type of statistics should not
depend on the outer boundaries; our approach is analogous to that used to obtain the
Kolmogorov spectrum in fully developed turbulence (the latter is also expected to be
insensitive to the nature of the forcing and boundaries). The most satisfying way to
derive the Mantle convection scaling laws is to start from the basic convection equa-
tions for the fluctuations around the conductive solutions (see e.g. Busse (1989)):

∇ ·u = 0 incompressibility (35)

ν−1
(
∂u
∂ t

+u ·∇u

)

= − ∇p
νρ0

+∇2u−gαν−1T velocity equation

(Boussinesq approx.) (37)

∂T
∂ t

+u ·∇T = −∇ ·H
cpρ0

+
J

cpρ0
+

vzQ
κcpρ0

Temperature equation (36)

H = −κρ0cp∇T +Qẑ Heat diffusion equation (38)

T , p are respectively the temperature and pressure differences with respect to
a reference temperature and pressure (the solutions of the static equations), H is
the heat flux, J is a volume heat source. We now ignore J with respect to the heat
originating in the core, and take a typical value of (H)z = Q, the vertical heat flux
imposed by the bottom heating, top cooling. The vz term in the temperature equation
arises because of the use of fluctuating T ; as does the Qẑ term in the heat diffusion
equation (ẑ is the vertical unit vector).

Consider first the velocity Eqs. (35, 36). Due to the very low Reynold’s number
we take Du/Dt ≈ 0 (“D/Dt” is the advective derivative). In addition, as usual the role
of the pressure term is simply to maintain the incompressibility condition. Therefore

Eq. (36) depends only on the dimensionless combination
gα
ν

.

Considering the temperature equation, various arguments show that with the as-
sumption about the imposed vertical heat flux boundary condition, that the main
variations are in the z direction, i.e.:
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vz
∂T
∂ z

≈ 1
cpρ0

∂ (H)z

∂ z
(39)

Integrating over a layer and using a typical value of (H)z = Q, this implies that
only the combination of variables Q

cpρ0
enters into the problem. Finally, we can note

that the heat conductivity equation only contains the dimensionless combination
κcpρ0.

We thus see that the dynamics depend on the three combinations: gα
ν , Q

cpρ0
,κcpρ0;

since there are also three fundamental dimensions (temperature, distance, time), we
obtain the unique dimensional quantities:

ls ≈
(
ρ0cpνκ2

gαQ

)1/4

(40)

τs ≈
(

cpρ0ν
Qgα

)1/2

Ts ≈
(

Q3ν
gαρ3

0 c3
pκ2

)1/4

¿From these, we may derive a characteristic density and velocity:

ρs = ρ0αTs ≈
(

α3ρ0Q3ν
gc3

pκ2

)1/4

(41)

vs = ls/τs

The significance of these numbers can be seen by considering the fluctuation
Peclet number Pe = lsvs

κ for fluctuations at scale ls, velocity vs. This dimensionless
group characterizes the typical ratio of the dynamic heat transport terms to the heat
diffusion terms. Using the above dimensional quantities, we obtain:

Pe =
lsvs

κ
= 1 (42)

i.e. for scales smaller than ls, the heat transport is dominated by conduction, con-
vection can be neglected, ls is therefore the inner scale of the convection regime. We
have used the subscripts “s” in anticipation of the fact that the inner scale is also a
sphero-scale (see below).

Before continuing, we can note that using standard empirical estimates for the
various parameters, we obtain quite reasonable values for ls, vs, ρs. In the final col-

umn, we give the combination ρsls =
(
αρ0Qν

gcp

)1/2

since according to Eq. (30a)

(ignoring log corrections) this is the quantity that determines the mantle contribu-
tion to the surface gravity:

To obtain the behaviour of the statistics, we must perform a more detailed anal-
ysis of the equations. This may be done by considering the horizontal and vertical
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extent of convective plumes. In particular, it is possible to obtain two fundamental
empirical laws relating the horizontal and vertical extent of laboratory generated
plumes (C. Jaupard private communication). If these laws are applied to an ensem-
ble of plumes, the following anisotropic scaling results:

ΔT (Δx) = Ts

(
Δx
ls

)−1

ΔT (Δz) = Ts

(
Δz
ls

)−1/3

Δv(Δx) = vs

(
Δx
ls

)1

Δv(Δz) = vs

(
Δz
ls

)1/3

(43)

the density fluctuations may be obtained by multiplying the temperature equations
by αρ0. these equations justify the interpretation of ls as the sphero-scale of the
convection. Comparing this with Eq. (24) we see that s = Hz = 3. Physically, the
decrease of temperature differences for points increasingly seperated (the negative
exponents) seems reasonable since it reflects the ability of the convection to better
uniformize the temperatures over larger distances.

3.3.2 Mantle Parameters: Density, Gravity, Spectra, Structure
Functions (> 100 km)

We may see that Eq. (43) predicts reasonable typical external velocities, temper-
atures. Taking the following values from Table 4, Ts = 375 K, ρs = 30 Kgm−3

and ls = 20 km, vs = 2 mm/yr, and defining λ as the scale ratio λ = L
ls

where
L ≈ 3000 km is the thickness of the mantle and ls = 20 km, we obtain λ = 150,
so that the typical temperature, velocity, density horizontal and vertical fluctuations
with Δx = Δz = 3000 km are:

ΔT (Δx) = Tsλ−1 ≈ 2.5K; ΔT (Δz) = Tsλ−1/3 ≈ 70K

Δv(Δx) = vsλ≈ 45cm/yr; Δv(Δz) = vsλ1/3 ≈ 1.5cm/yr

Δρ(Δx) = ρsλ−1 ≈ 0.5K; Δρ(Δz) = ρsλ−1/3 ≈ 6K

(44)

This shows that at large enough scales, the free convection zone far from bound-
aries is indeed nearly isothermal (these values are fluctuations with respect to the
static diffusive solutions of the equations). The typical vertical velocity horizontal
shear of 45 cm/yr is also a rough estimate of the horizontal advection velocity at
the top. Finally, we can consider the Rayleigh number (Ra) which must be high for
convection. We obtain:

Ra =
gαΔTΔz3

νκ
=
(
Δz
ls

)8/3

(45)

Using the largest scale Δz = 3000 km, ls = 20 km, we obtain Ra ≈ 106 which is
comparable to but a little smaller than other estimates (see e.g. the review in Jarvis
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and Pelletier (1989) where values 7× 106–6× 107 are suggested depending on the
exact specification of the boundary conditions).

We can now use these values to calculate the second order surface gravity statis-
tics; the main additional assumptions that are needed concern the details of the high
wave number convection cut-off (these details are discussed in Appendix 2 and im-
ply uncertainties of a factor of four or so). All the following mantle calculations use
an exponential cut-off at the sphero-scale defined in real space at ls = 20 km as the
value for which R(ls,0,0) = ρ2

s . The upper bounds of the mantle are considered to
be flat, lying directly underneath the crust (only the mantle contribution is shown);
downward continuation to this depth is used; see Fig. 4a,b for the effect of varying
depths to the top of the mantle. An additional assumption affecting the low wave
number behaviour is necessary at the lower bounds of the mantle. Since there is
additional variability in the core, putting a drastic truncation at the wave number
corresponding to the bottom of the mantle km would underestimate the true variabil-
ity; hence a cutoff corresponding to 6000 km rather than 3000 km was used. As seen
in Fig. 6, this difference is only noticeable at the lowest wave numbers.

(a)

Fig. 4a Mantle gravity spectrum the curves correspond to downward continuations of 10, 20, 40,
80, 160 km (right to left), ls = 20 km, ρs = 30 Kgm−3. Mantle thickness is 6000 km so as to partially
account for the core

(b)

Fig. 4b Mantle gravity structure functions, ls = 20 km, ρs = 30 Kg m−3, the curves correspond to
with downward continuations of 10, 20, 40, 80, 160 km (top to bottom)
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Fig. 5 Global and DNAG gravity (the bottom, top empirical curves respectively), the thin theo-
retical curves are for the optimum estimates ρsls = 6× 105; the thick continuous curves are the
corresponding curves for double this: ρsls = 1.2×106. In each case, the thick upper curves are for
mantle thickness 6000 km (to avoid an artificial drastic low wave number truncation), the lower
thin curves for 3000 km. All four model curves assume a downward continuation of 80 km

The surface gravity field provides one of few ways of empirically testing the
model, we therefore compared the theoretical predictions with both the global and
DNAG spectra (Fig. 5). With the optimum parameters (Table 4), the figure shows
that the contribution of the mantle to the surface gravity spectrum is barely dis-
cernable. However, in the next section we see that out to about log10 K ≈−5.7 (i.e.
3000 km) that the surface gravity can be explained quite adequately by a fractal
mantle-crust density discontinuity, so that this result is not surprising. Indeed, had
the model predicted an effect larger even for a factor of only 4 or so – then the
absence of a clear signature would have been difficult to explain. We should note
that these conclusions are for ensemble averaged effects only; we may expect local
regions to have somewhat larger mantle contributions to surface gravity, in these
regions, a mantle gravity signature may be visible.

3.4 Topography and the Crust/Mantle Interface Regime
(≈≈≈ 300–3000 KM)

Up until now, we have considered the earth’s surface as well as the mantle-crust
boundary to be flat. However, Fig. 1 showed clearly that the topography is on the
contrary scaling up to planetary scales, in addition processes of isostatic equilibrium
imply that the variations in high wave number surface topography are associated
with particularly deep “roots” (mantle-crust boundary depths). This suggests that
we can use the observed surface topography as a statistical surrogate for the overall
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crust thickness if we assume that on average, the two are related by a numerical
factor χ . The following derivation corresponds thus to the Airy model of isostatic
equilibrium.

In order to determine the implications of varying crust thickness for the surface
gravity, consider a crust with thickness varying as h(R) where R = (x,y) is a surface
position vector. This thickness takes into account the entire thickness of the crust
(including the topography), except that all the corresponding mass is considered to
reside in a column of uniform density ρ(R′,z), and the top of the column is z =
0. The typical crust/mantle density contrast Δρm = ρm − ρc is about 400 Kgm−3

(= 3300− 2900). This uniform density approximation should not be too bad for
scales comparable to or larger than the thickness.

If we assume that the “roots” of the topography are χ times larger, then we have:

h′(R) = χht(R) (46)

where ht is the altitude of the topography. Using this model (see Appendix 4), we
obtain:

Eg(K) ≈ G2Δρ2
mh2

0χ2Eht (K)K2; K < 1/H (47)

i.e. in this range, Eht (K) ∝ Egeoid(K) (see Eq. 31). h0 represents a mean crust thick-
ness about which the topography with “roots” represents a fluctuating part and
H > h0 is the thickest part of the crust encountered. Since K ≈ (1 − exp(h0K))
(see eq. 3), this formula is essentially the small K limit of a layer thickness h0; we
have ignored the flexural rigidity of the crust which – if fixed – would break the
scaling; presumably a scaling rigidity model is required which is beyond our scope.

We can test out the implications of the above by comparing Eg with K2Eht . If
the latter is multiplied by the factor 2.1× 1017 G2 we obtain the excellent agree-
ment indicated below over the range 300–3000 km. If h0 = 100 km, this implies
χ = 11 which seems reasonable (see Fig. 6). We therefore conclude that such a
fractal crust-mantle discontinuity surface can reasonably account for the surface
gravity field all the way up to several thousand kilometers in scale.

3.5 Buoyancy Forces

One of the interesting properties of scaling models is the very long range of the
implied correlations. In particular, fluctuations of column-integrated densities can
be much larger than one would expect from classical (non scaling, Markov pro-
cess type) statistical models. Horizontal variations in column integrated density will
give rise to buoyancy forces; if these are large enough they could play a signifi-
cant dynamical role. In Appendix 3, we also obtain an analytic approximation to
the maximum variance of the difference in column integrated densities. Using the
empirical values of the constants (with zc = 80 km), we estimate that for the crust
the maximum standard deviation is the equivalent of about 100 m of rock (this oc-
curs for horizontal distances of about Δx = 170 km). The corresponding numerically
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Fig. 6 Above: comparison of the global gravity spectrum (magenta), with that simulated from the
global topography (blue) using the parameter Δρ2

mh2
0χ2 = 2.1× 1017Kg m−2. Putting in Δρm =

4× 102Kg m−3, h0 = 100 km, we obtain χ = 11. The global gravity and that simulated from the
topography agree over the range of 300–3000 km

determined spectra and structure functions are shown in Figs. 7a,b. This is substan-
tially smaller than the observed topographic variations, and is not likely to be an
important effect. However a similar calculation for the mantle gives a much larger
effect because of the much greater mantle thickness, in this case we estimate the
maximum buoyancy force to be the equivalent of ≈ 1.5 km of rock (Figs. 7c,d).
Since extremes may be several times larger (especially since due to the likely mul-
tifractal nature of the density, we expect long or fat-tailed probability distributions),
this may imply a direct role for mantle convection in orogenesis. Indeed, particu-
larly large fluctuations – perhaps several times this value – might explain volcanic
“hot spots”.

Fig. 7a Spectrum of total column integrated density for zc = 10, 20, 40, 80, 160 km (bottom to
top) with ρs = 250 Kgm−3, ls = 215 km
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Fig. 7b The structure function corresponding to zc = 10, 20, 40, 80, 160 km (bottom to top) with
ρs = 250 Kgm−3, ls = 215 km. Using a mean lithosphere density of 3× 103 Kgm−3, the value
SIρ = 1011 Kg2 m−4 corresponds to fluctuations of the order of 100 m of rock. The maximum at
160 km thick is 1012.4 i.e. about 500 m of rock

Fig. 7c Total vertically integrated fluctuations with ρs = 30 Kgm−3, mantle thickness 3000 km,
sphero – scale 10, 20, 40, 80, 160 km (bottom to top)

Fig. 7d The structure function of the vertical integral of the rock density with mantle thickness =
3000 km with sphero− scale = ls = 10, 20, 40, 80, 160 km (bottom to top), with ρs = 30 Kgm−3.
If ρ0 = 4×103 Kgm−3, then the equivalent thickness of the rock is Δz = (SIρ (Δx))1/2/ρ0 i.e. 1 km
of rock corresponds to SIρ ≈ 1013.2
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4 Conclusions

The recently published high resolution spectrum of the earth’s geoid shows two
breaks in the scaling at distances of roughly 3000 km and 100–200 km. The first
clue to modeling the corresponding surface gravity field is to note that the contri-
bution to the spectrum at horizontal wave number K falls off exponentially with
the depth of the source. These breaks are therefore naturally associated with funda-
mental changes in the earth’s internal structure: i.e. to the thicknesses of the crust
and mantle. While this classical explanation is valid as far as it goes, it can do no
more than explain the characteristic scales of the breaks. A second clue to model-
ing the geoid is to note the ubiquity of the horizontal and vertical scaling of geo-
physical fields including the properties of the rocks (e.g. density, magnetization,
radioactivity, seismic velocity). This suggests the use of scaling models. For scales
smaller than tens of kilometers in the crust, this approach has been adopted by sev-
eral researchers (e.g. Maus and Dimri 1995,1996; Dimri and Vedanti, 2005) and
would follow if over wide ranges, the nonlinear dynamical processes responsible
for the variability had no characteristic scale; they were scale invariant or “scal-
ing”. The use of scaling models has the great advantage of automatically generating
“red-noise” type scaling regimes similar to that observed in boreholes. In addition,
scaling processes have long range correlations, huge nonclassical fluctuations, they
display potentially realistic anomalies at all scales. The first models of this type
were isotropic, “self-similar”. However, as we showed in Sect. 2.3, the high vari-
ability (slow spectral fall-off, β≈ 1) in borehole rock spectra and the corresponding
low variability (rapid spectral fall-off, βh ≈ 5) of the small scale (< 100 km) surface
gravity are not compatible with self-similar (isotropic) models of rock density. A fi-
nal flaw of the self-similar models is that they are not compatible with the observed
horizontal/vertical stratification of the rocks.

Following the approach used in Lovejoy et al. (2001), Pecknold et al. (2001),
Lovejoy and Schertzer (2007) we argue that while scaling is indeed a necessary in-
gredient in realistic models it must be anisotropic. Using a simple analytical model
of the scaling spectrum, the first part of this paper (with various technical appen-
dices) works out the consequences for second order statistics of the surface gravity
field. In addition to the inner and outer breaks associated with any physical scal-
ing regime, there is an additional source of scale breaking due to two incompatible
symmetries: that of the isotropic gravitational Green’s function (r−2 law for grav-
ity) and the anisotropic rock density statistics. This introduces a scale break at the
“sphero-scale” (ls) where the density anomalies are roughly isotropic (“roundish”).

We apply such anisotropic scaling models to both crust and mantle density fields.
First, using (limited) borehole density data (from horizontal and vertical boreholes),
combined with continental (Bouguer) gravity survey spectra, we estimate the funda-
mental exponents for the crust as Hz ≈ 3, s ≈ 5.3 and the sphero scale at ls ≈ 250 km
with the corresponding density fluctuations ≈ 215 Kg m−3. Since Hz > 1 at scales
smaller than ls, the rocks will be increasingly stratified. This model can thus read-
ily explain both the horizontal and vertical density statistics and the surface gravity
anomalies up to 100–300 km.
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We then considered the contributions to surface gravity coming from the man-
tle (important at larger scales). For this purpose we developed a theoretical model
of rock density variations in the mantle. This model was based primarily on dimen-
sional analysis of the equations of convection at high Prandtl and Rayleigh numbers,
and predicts Hz = s = 3 and ρs = 30 Kg m−3, ls = 20 km. The mantle contribution to
the (mean) surface gravity spectrum predicted by this model was of the same order,
but somewhat smaller than the observed surface gravity spectrum at about 1000 km
scales.

The final source of surface gravity that we consider arises from the large crust-
mantle density contrast and the topography. Using a simple model combined with
the ETPO5 global topography data (at 5’ of arc), as a surrogate for the crust thick-
ness (corresponding to an assumption of Airy isostacy), we were able to quantita-
tively account for the surface gravity statistics over the range 300–3000 km. We did
not explicitly discuss flexural rigidity since it presumably requires a scaling model
which is outside our scope.

The overall combined density/gravity model advocated here (see Table 5 for a
summary, see Lovejoy and Schertzer (2005) and the site www.physics.mcgill.ca/
∼gang/multifrac/index.htm corresponding multifractal simulations) thus involves
separate anisotropic scaling regimes for the mantle and crust separated by a fractal
density discontinuity and seems capable of explaining the surface gravity statistics
from scale of at least meters out to about 3000 km (where core/mantle boundary and
core contributions are important). Since the mantle contribution to surface gravity
was found to be smaller than that due to the fractal crust-mantle boundary, the over-
all model involved four internal parameters (Hz, s, ls, zc), and one additional exter-
nal parameter (the crust/topography thickness ratio χ , see Table 5). Since the model
predicts the second order statistical behaviour of the density field in both horizontal
and vertical directions, as well as the gravity spectrum, it is still fairly parsimonious.
Although this study was deliberately confined to second order (spectral) statistics;
the full scaling will likely show the density and the gravity to be multifractals (see
Pecknold et al. 2001). They may enable us to make realistic multifractal models of
the density and gravity.

Table 5 The various exponents and values used here. The mantle exponents are purely theoretical,
Ps, Psls are from Table 4 whereas the crust values are purely empirical, mostly being obtained
from Leary (1997) and Shiomi et al. (1997) density data with a single DNAG (Bouguer) gravity
constraint

Hz s ls ρs ρsls

Mantle (from theory) 3 3 20 km 30 Kgm−3 6×105 Kgm−2

Crust (from Leary and Shiomi data) 3 5.3 215 km 250 Kgm−3 5.4×107 Kgm−2
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Appendix 1: Details of the Crust Density Formulae

1.1 The Basic Scaling of the Crust Density: Infinite Crust
Thickness Results

For Hz �= s, the horizontal spectrum is:

Eρ(K) = 2πP0K ·2
ko∫

kc

dkz
((

K
ks

)Hz
+ kz

ks

)s/Hz

= −4πP0K
Hz

s−Hz
ks

((
K
ks

)Hz

+
kz

ks

)−s/Hz+1
∣
∣
∣
∣
∣
∣

ko

kc

(48)

where kc, ko are the inner and outer crust scales (there is a factor of 2 for the negative
kz). Taking kc = 0, ko = ∞, we have:

Eρ(K) = Cc2(2π)4 Hz

s−Hz
ρ2

s k−1
s

(
K
ks

)1+Hz−s

; s > Hz (49)

i.e. βx = s−Hz −1. Similarly, for the vertical spectrum:

Eρ(kz) = 2π
∞∫

0

KdK
((

K
ks

)Hz
+
(

kz
ks

))s/Hz
(50a)

Eρ(kz) =
Cc(2π)4Γ

(
2

Hz

)
Γ
(

s−2
Hz

)

HzΓ
(

s
Hz

) ρ2
s k−1

s

(
kz

ks

)(2−s)/Hz

; s > 2 (50b)

i.e. βz = (s−2)/Hz. We can calculate the (2-D) horizontal structure function using:

S(ΔX ,0) =
2

(2π)2

∞∫

0

(1− J0(KΔX))E(K)dK (51)

and the (1-D) vertical structure function with:

S(0,0,Δz) =
2
π

∞∫

0

(1−Cos(kzΔz))E(kz)dkz (52)

(there is an extra factor of 2 from the integration from −∞ to 0). Using ls = 2π
ks

we
obtain:



Anisotropic Scaling Models of Rock Density and the Earth’s Surface Gravity Field 183

Sρ(ΔX ,0) = ρ2
s

(
ΔX
ls

)s−Hz−2

; s > Hz +2 (53)

(i.e. Sρ(ΔX ,0) ∝ ΔXβx−1). If Cc is chosen to be equal to:

Cc =
πHz−s(s−Hz)Γ

(
s−Hz

2

)

8Hz

(
−Γ
(

1+ Hz−s
2

)) (54)

then Sρ(ls,0,0) = ρ2
s i.e. ρ2

s is the sphero-scale fluctuation variance. Since there is a
low wave number divergence, this is the only natural choice of reference scale for
defining ρs. Putting s = 5.3, Hz = 3, we obtain Cc = 8.66×10−4. With this choice
for Cc in Eq. (54), we obtain the following for the vertical structure function:

Sρ(0,0,Δz) = Bρzρ2
s

(
ksΔz
2π

)
(

s−2
Hz

)
−1

= Bρzρ2
s

(
Δz
ls

)
(

s−2
Hz

)
−1

; s−2 > Hz (55)

with the constant Bρz given by:

Bρz = Cc(2π)2+
(

s−2
Hz

)Γ
(

2
Hz

)
Γ
(

s−2
Hz

)
Γ
(

s−2
Hz

+1
)

sin
(

π
2

(
s−2
Hz

))

HzΓ
(

s
Hz

) (56)

(i.e. Sρ(0,0,Δz) ∝ Δzβz−1). Putting s = 5.3, Hz = 3, we obtain Bρz = 0.124. The
fact that this dimensionless constant is not unity reflects the fact that the real space
and Fourier space sphero-scales are not identical. Indeed, if we define the real space
sphero-scale lrs as the scale at which the vertical and horizontal structure functions
are equal, (S(lrs,0,0) = S(0, lrs,0) = S(0,0, lrs)) then we obtain:

lrs

ls
= B

1
βx−βz
ρz (57)

which with the above values i.e. βx = 1.3, βz = 1.1 yields a ratio 2.96× 10−5. Us-
ing ls = 250 km, this predicts lrs ≈ 1 m, but this value is so sensitive to the small
difference βx–βz that it should not be taken too seriously. In addition, this estimate
does not take into account the finite crust thickness which will affect lrs as deter-
mined by the structure functions as defined here (but will not affect ls). However the
smallness of the difference does indicate that direct (real space) measurements of lrs

(from rock outcrops for example) are likely to be highly variable.
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1.2 The Effect of Finite Crust Thickness on Density
and Gravity Statistics

The finite thickness of the lithosphere is important so that we must consider the
case kc �= 0 (the results will be insensitive to the high wave number cut-off which
we therefore put at ∞). For the horizontal density spectrum, from Eq. (48), we have:

Eρ(K) = 4πP0
Hz

s−Hz
ksK

((
K
ks

)Hz

+
kc

ks

)−s/Hz+1

; s > Hz (58)

With respect to the infinite lithosphere behaviour, we see that there is a new
Eρ(K) ≈ K regime for K < ks(kc/ks)1/Hz.

For the corresponding horizontal structure function, there is no simple analytic
expression, however, for the total variance:

Rρ(0,0,0) = 〈ρ2〉 =
∞∫

0

Eρ(K)dK =
∞∫

kc

Eρ(kz)dkz

= 2Cc(2π)4ρ2
s

(
kc

ks

)1+ 2−s
Hz Γ

(
2

Hz

)
Γ
(

s−2
Hz

−1
)

HzΓ
(

s
Hz

−1
) (59)

This expression diverges as kc− > 0 (explaining why we did not take ρs to be
defined as the total variance). This determines the maximum of the density structure
function.

The corresponding gravity spectrum is:

Pg(K) = (2πG)22

ko∫

ki

Pρ(K,kz)
dkz

K2 + k2
z

= 2(2πG)2 P0c

K
(Is,Hz(K,ko)− Is,Hz(K,ki)) (60)

where, for s �= Hz:

Is,Hz(K,kz) =
(

Hz

s−Hz

)

2F1Im

[
‖(K,kz)‖Hz−s

‖(K,−iK)‖Hz
2F1

((

1− s
Hz

)

,1,

(

2− s
Hz

)

,
‖(K,kz)‖Hz

‖(K,−iK)‖Hz

)]

2F1(a,b,c,z) =
Γ(c)

Γ(b)Γ(c−b)

1∫

0

tb−1(1− t)c−b−1(1− tz)−adt (61)



Anisotropic Scaling Models of Rock Density and the Earth’s Surface Gravity Field 185

(the K−1 is used in the definition of I so as to make the latter dimensionless) where
2F1 is the hypergeometric function with integral representation indicated. For the
case ko = ∞, and large K, we obtain the simple result independent of Hz, as long
as Hz > 1:

Is,Hz(K,∞) ≈ π
2

(
K
ks

)−s

; K >> ks

Is,Hz(K,0) ≈ O

((
K
ks

)1−s−Hz

logK

)

; K >> ks (62)

Hence for any s > 0, Hz > 1 the low kz contribution is negligible, so that:

Eg(K) = Chρ2
s k−3

s G2
(

K
ks

)−s

; K >> ks (63)

with the dimensionless constant Ch, given by:

Ch =
Cc

2
(2π)7 (64)

Using s = 5.3, Hz = 3, we obtain Ch = 167.
Using this formula to estimate the structure function of the surface gravity and

geoid, integrating in the horizontal from high frequencies down to ks, we obtain:

Sg(ΔX ,0) ≈ Ch

8π2 G2ρ2
s k−2

s
(ΔXks)2

s−3
; ΔXks < 1

Sgeoid(ΔX ,0) ≈ Ch

8π2

G2

g2
z
ρ2

s k−2
s

(ΔXks)2

s−1
; ΔXks < 1 (65)

In the case of gravity, the structure function saturates at distances a little larger
than Δx = ls; for the geoid it changes to another power law.

Also, for the low frequency regime, we obtain (to leading order):

Is,Hz(K,∞) ≈ π
Cos
(

π
2

(
1− s

Hz

))

Cos
(

π
2

(
1− 2s

Hz

))
(

K
ks

)−s/Hz

; K << ks; (66)

whereas:

Is,Hz(K,0) ≈− Hz

s−Hz

(
K
ks

)−s−1+Hz

; K << ks (67)

hence the contribution from large kz dominates for s < Hz, while for s > Hz > 1, the
small kz contribution dominates, overall, we obtain for the energy spectrum:
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Eg(K) = Clρ2
s k−3

s G2
(

K
ks

)−s/Hz
; s < Hz

K << ks

Eg(K) = Clρ2
s k−3

s G2
(

K
ks

)−s−1+Hz
; s > Hz

(68)

with the dimensionless constant Cl , given by:

Cl = Cc(2π)7
Cos
(

π
2

(
1− s

Hz

))

Cos
(

π
2

(
1− 2s

Hz

)) ; s < Hz

Cl = 2Cc(2π)6 Hz

s−Hz
; s > Hz (69)

Using s = 5.3, Hz = 3, we obtain Cl = 140. Hence for the parameters Hz > s, we
obtain:

Eρ(K)
Eg(K)

=
Hz

2π3(s−Hz)G2 k2
s

(
K
ks

)1+Hz

; K >> ks

Eρ(K)
Eg(K)

=
K2

(2π)2G2 ; K << ks (70)

For the case Hz = s = 3, see below. This shows clearly that for Hz > 1, the strati-
fication does not affect the low wave number regime, while on the contrary, it totally
determines the high wave number behaviour.

In the case of the surface gravity, the finite cut-off at kc leads to a third regime
as outlined in Lovejoy et al. 2001 for the aeromagnetic case. This can be seen by
defining the variable z:

z =
‖(K,kc)‖Hz

‖(K,−iK)‖Hz
(71)

we then have for kc > ks, have three regimes:

z ≈ 1 K >> ks

(
kc

ks

)1/Hz

z ≈ kc

kc

(
K
ks

)−Hz

ks

(
kc

ks

)1/Hz

> K > ks

z ≈ ikc

kc

(
K
ks

)−1

ks < K (72)

However using the estimate kc/ks ≈ 3 (ks = 2π/250 km, kc = 2π/80 km) we
find that the middle regime (which has k−(s−1) behaviour; see Lovejoy et al. (2001))
holds over a mere factor of 31/3 and is thus is too limited in range to be noticeable.
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Appendix 2: Details of the Mantle Density Statistics

2.1 The High Wavenumber Cut-Off

Contrary to the crust case with s > Hz, for the mantle, the convection model gives
s = Hz = 3 which implies high wave number divergences. However, the sphero-
scale plays the role of high wave number cut-off, with the result that many of the
statistics are somewhat sensitive to the exact high wave number details. Given a
model for the cut-off, a related problem is to find the most physically appropriate
definition of the sphero-scale. In this appendix, we discuss both of these issues. The
question of the cut-off will be illustrated by comparing two simple models.

1) Wavenumber truncation:

If we introduce a drastic cut-off in Fourier space at kz = ks, then we obtain the
following horizontal density spectrum:

Eρ(K) = 2πP0K ·2
ks∫

0

dkz
(

K
ks

)3
+ kz

ks

= 2Cm(2π)4ρ2
s k−2

s K log

(

1+
(

ks

K

)3
)

(73)

(the factor of 2 is from the integration over negative wave numbers) thus:

Eρ(K) ≈ 2Cm(2π)4ρ2
s k−2

s K log

(
ks

K

)3

; K << ks (74)

the above is the (log corrected) βx = −1 behaviour of the mantle convection theory.
We can now calculate the total variance of the density fluctuations:

〈ρ2〉 = R(0,0,0) =
1

(2π)2

ks∫

0

Eρ(K)dK = 2Cmρ2
s (2π)2

√
3
π
6

(75)

The drawback of this drastic Fourier space cut-off is that it is physically unrealis-
tic and mathematically that it leads to a correlation function with artificial nonphys-
ical oscillations about zero:

Rρ(ΔX ,0) =
1

(2π)2

∞∫

0

Eρ(K)J0(KΔX)dK

≈ 2CK(2π)2ρ2
s

ksΔX
J1(ksΔX); ΔX >> k−1

s (76)

2) Exponential cut-off:

It is more physical to use an exponential cut-off which is less drastic and has
the additional advantage of involving a more realistic correlation function. For this
model, we take the modified spectrum:
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Pρ(K,kz) = P0e−‖(K,kz)‖3 ‖(K,kz)‖−3 (77)

We thus obtain:

Eρ(K) = 4πP0KksΓ

(

0,

(
K
ks

)3
)

(78)

where Γ(0,x) =
∞∫

x
t−1e−tdt is the incomplete Gamma function. For K < ks, we have

the following expansion:

Eρ(K) ≈ 4πP0Kks

(

−γE − log

(
K
ks

)3

+
(

K
ks

)3

+ . . .

)

(79)

Where γE = 0.57 . . . is the Euler Gamma. Note that the leading behaviour for small K
is K logK3 which is identical to the result for the truncated high frequency spectrum,
but the −2πP0KksγE is new. Also,

Rρ(0,0,0) = 〈ρ2〉 =
1

(2π)2

∞∫

0

Eρ(K)dK =
2P0k3

sΓ
(

2
3

)

4π
(80)

We also have a more realistic (nonoscillating) correlation function:

Rρ(ΔX ,0) =
1

(2π)2

∞∫

0

Eρ(K)J0(KΔX)dK ≈ 2HzCm

(
2πρs

ksΔX

)2

= 2HzCm

(
ρsls
ΔX

)2

; ΔX >> k−1
s (81a)

(with Hz = 3). This exponential cut-off probably gives us the best estimate of Cm.

2.2 The Definition of ρs

Given the cut-off model, there are three obvious choices of definition of ρs:

ρ2
s1 = Rρ(0,0,0)

ρ2
s2 = Rρ(ls,0,0) = Rρ

(
2π
ks

)

ρ2
s3 =

(
ΔX
ls

)2

Rρ(ΔX ,0,0); ΔX >> ls (81b)

Depending on which we use, we obtain different constants Cm. Rρ(0,0,0) gives
the physically significant total variance. The second and third definitions are not
very different; they only differ because the power law behaviour of the correlation
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Table 6 This table shows how two different definitions of ρs and different high wave number cut-
offs affect the constant Cm. Since the exponential cut-off is probably more realistic, and physically,
ρ2

s = total variance is more significant, we use the value Cm = 0.0187

ρ2
s1 = Rρ(0,0,0) ρ2

s3 =
(

ΔX
ls

)
Rρ(ΔX) ρs2

ρs1
=
(

Rρ(ls,0,0)
Rρ(0,0,0)

)1/2

Exponential
cut-off

Cm = 1
(2π)2Γ( 2

3 )
= 0.0187 Cm = 1/6 = 0.166 2.98

truncation Cm =
√

3
4π3 = 0.0139 Cm = 0.25 4.23

function is only asymptotically exact. The main choice is between either of these or
the first, with the difference arising because of the non abrupt cutoff in the variance
at the sphero-scale (a fourier space truncation will in fact have variance at scales
< ls comparable to the exponential cut-off). We favour the first definition since it
seems more physically relevant; in any case the differences are not large as Table 6
indicates.

Appendix 3: Column Buoyancy

The spectrum of the running vertical integral of the density responsible for the total
column buoyancy force for a column thickness lz is given by:

PIlz,ρ(K,kz) =

∣
∣
∣
∣
∣
∣

lz∫

0

eikzzdz

∣
∣
∣
∣
∣
∣

2

Pρ(K,kz) (82)

where the first term is modulus squared of the indicator function of the Fourier
transfrom of the integration interval. This yields:

PIlz,ρ(K,kz) =

⎛

⎝
2sin

(
kzlz
2

)

kz

⎞

⎠

2

Pρ(K,kz) =
4sin2

(
kzlz
2

)
P0

k2
z

((
K
ks

)Hz
+ kz

ks

)s/Hz
(83)

To calculate the horizontal spectrum of the vertical integral, we integrate as usual
over the entire crust (due to a low frequency divergence, a low frequency cut-off is
indeed necessary). We use for this the simplest Fourier truncation model at wave
number kc = 2π/lc, lc = crust thickness:

EIlz,ρ(K) = 4πKP0

∞∫

kc

4sin2
(

kzlz
2

)
dkz

k2
z

((
K
ks

)Hz
+ kz

ks

)s/Hz
(84)
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If we integrate over the entire column, then lc = lz and we obtain:

EIρ(K) = 4πKP0

∞∫

kc

4sin2
(

kzπ
kc

)
dkz

k2
z

((
K
ks

)Hz
+ kz

ks

)s/Hz
(85)

The sine factor is mostly important for kz < kc, but the latter wave numbers are
cut-off anyway, hence it makes a small change to the results. For many calculations
we can therefore use the following approximation:

EIρ(K) ≈ 4πKP0

∞∫

kc

dkz

k2
z

((
K
ks

)Hz
+ kz

ks

)s/Hz
(86)

Note that the large distance bound on the structure function is:

SIρ(∞) = 2RIρ(0) = 2〈ρ2
I 〉 =

1
π

∞∫

kc

Eρ(kz)
dkz

k2
z

(87)

Using this approximation, we obtain the analytic result:

SIρ(∞) = BIρ(2π)2ρ2
s k−2

s

(
kc

ks

)−
(

s−2
Hz

)
−1

BIρ = Cc

4πΓ
(

2
Hz

)
Γ
(

s−2
Hz

)

(s−2+Hz)Γ
(

s
Hz

) (88)

If we include the sine factors, the corresponding expression is the same as the
above but with corrections involving hypergeometric functions; numerically for
s = 5.3, Hz = 3, the difference is a factor of 1.76 (see Fig. 7).

Putting the high frequency cut-off at ∞, we obtain:

EIρ(K) = 2Cc(2π)4ρ2
s k−3

s

(
ks

kc

)1+s/Hz
(

K
ks

)

2

F1

(
s

Hz
,1+

s
Hz

,2+
s

Hz
,−
(

ks
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)(
K
ks

)Hz
)

s > −Hz (89)

This has the following low and high wave number regimes:

EIρ(K) = 2Cc(2π)4ρ2
s k−3

s

(
ks
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)1+s/Hz
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ks

)

; K << ks

(
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)1/Hz

EIρ(K) = 2Cc(2π)4ρ2
s k−3

s
Hz + s

Hz

(
ks
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)(
K
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)1−s

; K >> ks

(
kc
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)1/Hz

(90)
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Appendix 4: Estimating the Contribution from the Crust/Mantle
Interface, Topography

If we now consider the case |(R−R′)|> h(R′), we have the following approximation
to the Green’s function in Eq. 2:

gz(R|R′) ≈ Gρc(R′)h(R′)2

2|(R−R′)|3

(

1− 3
4

(
h(R′)

|(R−R′)|

)2

+ . . .

)

;

h(R′) << |(R−R′)| (91)

where gz(R|R′) indicates the gravity at the surface location R due to a column at
R′. We now use the same approximation on a column in the mantle (density ρm),
assumed to lie between depths h and hm >> h. Using the same approximation, and
summing the contribution from the crust and mantle, we obtain:

gz(R|R′) ≈− G
2|(R−R′)|3 (h(R′)2Δρm +h2

mρm); h(R′) << |(R−R′)| (92)

The fluctuations in the column to column average mean column density (h2
mρm)

can be neglected compared to the term h(R′)2Δρm due to the contrast of the means
(Δρm ≈ 400 Kgm−3). This can be seen by estimating the statistics of the column
integrated density fluctuations which for the crust yields ρI ≈ hmρm ≈ 13 Kgm−3

which is much smaller than Δρm (the analogous calculation for the mantle yields a
column averaged variation of only 2–3 Kgm−3).

Neglecting the h2
mρm term we obtain:

gz(R) ≈−GΔρm

2

∫

|R−R′|>H

h2(R′)d2R′

|R−R′|3 (93)

The range of integration must be such as to respect the thin crust approximation
(|(R−R′)| > h(R′) > H; H is the typical thickness; it should be of the order of the
largest h values encountered). For these scales the above power law convolution is a
fractional differentiation of order 1 (integration order –1), so that in Fourier terms,
we have the following relation between 2-D transforms:

g̃z(K) ≈−GΔρm

2
h2(K)K; K < 1/H (94)

taking the complex conjugate equation and multiplying the two and ensemble aver-
aging, we finally obtain:

Eg(K) ≈ G2Δρ2
m

4
Eh2(K)K2; K < 1/H (95)
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Where Eh2(K) is the horizontal spectrum of the square of the thickness. We can
estimate the latter by considering that h is a constant thickness h0 plus a fluctuating
part h′:

h(R) = h0 +h′(R) (96)

So that:
Eh2(K) = Eh2

0
(K)+4h2

0Eh′(K)+Eh′2(K) (97)

The term Eh2
0
(K) is proportional to δ (K), and if h0 is larger than the typical

fluctuation, Eh′2(K) < Eh(K) so that:

Eh2(K) ≈ 4h2
0Eh′(K) (98)

To test the consequences for the gravity spectrum, we can use the topography as
surrogate for h′. If we assume that the “roots” of the topography are χ times larger,
then we have:

h′(R) = χht(R) (99)

where ht is the topography. Overall, we obtain:

Eg(K) ≈ G2Δρ2
mh2

0χ2Eht (K)K2; K < 1/H (100)

i.e. in this range, Eht (K) ∝ Egeoid(K) (see Eq. 31), (see Fig. 6).

References

Blakely RJ (1995) Potential theory in gravity and magnetic applications. Cambridge University
Press, Cambridge, pp 441

Bowin C (2000) Mass anomaly structure of the earth. Rev Geophys 38: 355–387
Bullard EC, Cooper RIB (1948) The determination of the mass necessary to produce a given grav-

itational field. Proc R Soc Lond A 194: 332–347
Busse FH (1989) In: Peltier WR (eds) Fundamentals of thermal convection, in mantle convection,

plate tectonics and global dynamics—. Gordon and Breach publisher, New York, pp 23–95
Dimri VP, Vedanti N (2005) Scaling evidences of thermal properties in earth’s crust and its impli-

cations. In: Dimri VP (ed) Fractal behaviour of the earth system, Springer, Heidelberg
Fedi M et al (2005) Regularity analysis applied to well log data. In: Dimri VP (ed) Fractal be-

haviour of the earth system, Springer, Heidelberg
Gagnon JS, Lovejoy S, Schertzer D (2003) Multifractal surfaces and topography. Europhys Lett

62: 801–807
Gagnon JS, Lovejoy S, Schertzer D (2006) Multifractal earth topography. Nonlinear Proc Geophys

13: 541–570
Kaula WM (1963) Elastic models of the mantle corresponding to varaitions in the external garvity

field. J Geophys Res 68: 4967–4978
Jarvis GT, Pelletier WR (1989) In: Pelletier WR (ed) Convection models and geophysical ob-

servations, in Mantle convection: plate tectoonics and global dynamics, Gordon and Breach,
New York, pp 479–592

Leary P (1997) Rock as a critical-point system and the inherent implausibility of realiable earth-
quake prediction. Geophys J Int 131: 451–466



Anisotropic Scaling Models of Rock Density and the Earth’s Surface Gravity Field 193

Leary PC (2003) Fractures and physical heterogeneity in crustal rock. In Goff JA Hollinger K (ed)
Heterogeneity in the crust and upper mantle. Kluwer Academic, New York, pp. 155–186

Lemoine FG, Kenyon SC, Factor JK, Trimmer RG, Pavlis NK, Chinn DS, Cox CM, Klosko SM,
Luthcke SB, Torrence MH, Wang YM, Williamson RG, Pavlis EC, Rapp RH, Olson TR (1998)
The Development of the joint NASA GSFC and NIMA geopotential Model EGM96, NASA
Goddard Space Flight Center, Greenbelt, Maryland, 20771 USA, July

Lovejoy S, Pecknold S, Schertzer D (2001) Stratified multifractal magnetization and surface geo-
magnetic fields, part 1: spectral analysis and modelling. Geophys J Int 145: 112–126

Lovejoy S, Schertzer D (1998) Stochastic chaos and multifractal geophysics. In: Guindani FM,
Salavadevi G (eds), Chaos, Fractals and models 96. Italian University Press, pp 38–52

Lovejoy S, Schertzer D (2007) Scaling and multifractal fields in the solid earth and topography.
Nonlinear Proc Geophys 14: 465–502

Lovejoy S, Schertzer D, Gagnon JS (2005) Multifractal simulations of the Earth’s surface and
interior: anisotropic singularities and morphology. In: Cheng GB-CQ (ed) GIS and Spatial
Analysis, Proceedings of the. International Association for Mathematical Geology, pp 37–54

Marsan D, Bean CJ (1999) Multiscaling nature of sonic elocities and lithography in the upper
crystalline crust: evidence from the KTB main borehole. Geophys Res Lett 26: 275–278

Maus S, Dimri V (1995) Potential field power spectrum inversion for scaling geology. J Geophys
Res 100: 12605–12616

Maus S, Dimri V (1996) Depth estimation from the scaling power spectrum of potential fields.
Geophys J Int 124: 113–120

Maus S (1999) Variogram analysis of magnetic and gravity data. Geophysics 64: 776–784
Naidu P (1968) Spectrum of the potential field due to randomly distributed sources. Geophysics

33: 337–345
Pecknold S, Lovejoy S, Schertzer D (2001) Stratified multifractal magnetization and surface geo-

magnetic fields, part 2: multifractal analysis and simulation. Geophys Int J 145: 127–144
Pilkington M, Todoeschuck J (1993) Fractal magnetization of continental crust, Geophys Res Lett

20: 627–630
Pilkington M, Todoeschuck J (1995) Scaling nature of crustal susceptibilities. Geophys Res Lett

22: 779–782
Poirier JP (1991) Introduction to the physics of the earth’s interior. Cambridge University Press,

Cambridge, p 264
Schertzer D, Lovejoy S (1985a) The dimension and intermittency of atmospheric dynamics. In:

Launder B (ed) Turbulent Shear Flow 4, Springer-Verlag, Berlin, pp 7–33
Schertzer D, Lovejoy S (1985b) Generalised scale invariance in turbulent phenomena. Physico-

Chemical Hydrodynamics J. 6: 623–635
Schertzer D, Lovejoy S (1991) Nonlinear geodynamical variability: multiple singularities, uni-

versality and observables. In: Schertert D, Lovejoy S (eds) Scaling, fractals and non-linear
variability in geophysics. Kluwer, Dordrecht, pp 41–82

Shiomi K, Sato H, Ohtake M (1997) Broad-band power-law spectra of well-log data in Japan.
Geophys J Int 130: 57–64

Spector A, Grant FS (1970) Statistical models for interpreting aeromagnetic data. Geophysics 35:
293–302

Tchiguirinskaia I (2002) Scale invariance and stratification: the unified multifractal model of
hydraulic conductivity. Fractals 10(3): 329–334

Vennig-Meinesz FA (1951) A remarkable feature of the Earth-s topography. Proc K Ned Akad Wet
B Phys Sci 54: 212–228



Non-linear Theory and Power-Law Models
for Information Integration and Mineral
Resources Quantitative Assessments

Qiuming Cheng

Reprinted from Mathematical Geosciences DOI: 10.1007/s11004-008-9172-6, when
citing this article please use the DOI number.

Abstract Singular physical or chemical processes may result in anomalous amounts
of energy release or mass accumulation that, generally, are confined to narrow inter-
vals in space or time. Singularity is a property of different types of non-linear natural
processes including cloud formation, rainfall, hurricanes, flooding, landslides, earth-
quakes, wildfires and mineralization. The end products of these non-linear processes
can be modeled as fractals or multifractals. Hydrothermal processes in the Earth’s
crust can result in ore deposits characterized by high concentrations of metals with
fractal or multifractal properties. Here we show that the non-linear properties of
the end products of singular mineralization processes can be applied for prediction
of undiscovered mineral deposits and for quantitative mineral resource assessment,
whether for mineral exploration or for regional, national and global planning for
mineral resource utilization. In addition to the general theory and framework for
the non-linear mineral resources assessment, this paper focuses on several power-
law models proposed for characterizing non-linear properties of mineralization and
for geoinformation extraction and integration. The theories, methods and computer
system discussed in this paper were validated using a case study dealing with hy-
drothermal Au mineral potential in southern Nova Scotia, Canada.

Keywords Non-linear theory · singularity · mineralization · information
integration · mineral potential mapping · GIS

1 Introduction

Prediction of undiscovered mineral deposits and quantitative assessments of mineral
resources in an area of various scales ranging from a mineral district, to a region, to
a nation, and to the globe often require delineation of target areas for undiscovered
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mineral deposits, delineation possible areas of new mineral deposits, estimation of
probable sizes of undiscovered mineral deposits, and the total mineral resource of
various mineral deposit types (Cheng 1989). Identifying the target areas favorable
for undiscovered mineral deposits is essential for not only estimating the total min-
eral resource potential in the study area but also for exploration for new mineral
deposits. Previous studies have been devoted to development of new techniques and
models facilitating the process of prediction of undiscovered mineral deposits (e.g.
Bonham-Carter 1994). These studies have led to various approaches such as the
weights of evidence, logistic regression, and artificial neural network for mapping
mineral potential and identifying areas favorable for undiscovered mineral deposits
(Bonham-Carter 1994, Singer 1993, Harris 1984, Zhao 1998). These methods in-
tegrate multiple geoscience layers of information (i.e. evidence) associated with
the occurrence of mineral deposits. The layers of spatial evidence are often de-
rived from multiple data sources, at multiple scales and in various formats. Inte-
grating these types of geoinformation can reduce the spatial extent of target areas
and update information about the sought-after mineral deposits. Depending on the
integration methods used, the geoinformation can be expressed either as posterior
probability of a unit area containing a mineral deposit as used in logistic models
(Bonham-Carter 1994), as the favorability of a unit area for containing a specific
mineral deposit as used in characteristic analysis method (McCammon et al. 1983),
as a fuzzy membership value of a unit area containing mineral deposits as used
in the fuzzy logic method (An et al. 1991), as a fuzzy probability as used in the
fuzzy weights of evidence method (Cheng and Agterberg 1999), or finally as a sim-
ple additive score used in an index overlay model available in most GIS systems
(Bonham-Carter 1994). Taking the posterior probability used in logistic models as
an example, the more relevant layers of information are integrated, the smaller the
extent of the target areas and the higher the posterior probability that a small area
will contain one or more mineral deposits (Cheng 2004a).

Understanding the processes of information integration and the spatial-frequency
distributions of the target areas is essential for development and application of math-
ematical models for mineral resource quantitative assessments. The current paper
will address these issues and investigate new solutions from a non-linear point of
view. It was shown that the significant information accumulation in the processes
of integrating multiple layers of information is similar to the progressive concentra-
tion metal during multiplicative cascade processes. These integration processes can
generate singularities following power-law frequency distribution between posterior
probability or favorability and the size of target areas (Cheng 2007a). These types
of power-law distributions may be useful not only for characterization of target ar-
eas as geological anomalies but also for delineation of target areas. Other types of
non-linear models previously developed for characterizing singularity of mineraliza-
tion can also be used in mineral resources assessment. For example, number – size
model for describing mineral deposits (Agterberg 1995, Cheng and Agterberg 1996,
Cheng 1997), density-distance model for modeling mineral deposit distribution
(Agterberg et al. 1994, Cheng 1997, Singer 2008), local singularity model for map-
ping geochemical anomalies (Cheng 1999, 2007a, Cheng and Agterberg 2008), and
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the S-A model for separation of anomalies from background on the basis of gener-
alized self-similarity (Cheng et al. 2001, Cheng 2004b), just to name a few.

The main proposition supporting the non-linear theory and application of
power-law models is that mineralization can result from singular processes and min-
eral deposits can be regarded as the products of singular processes that may be char-
acterized by power-law models (fractal models/mulitifractal models) (Cheng 2007a).
The formation of mineral deposits is often associated with anomalous geological
environments or geoanomalies (Zhao 1998). In this paper the applications of non-
linear theories and models in the field of mineral deposits and mineral resources
assessment will be reviewed followed by detailed discussions of new non-linear
models. A case study will be used for mineral potential mapping for hydrothermal
gold mineral deposits in southern Nova Scotia, Canada.

2 Singular Mineralization Processes and Singularity

Singular geo-processes including physical, chemical and biological processes may
result in anomalous amounts of energy release or mass accumulation and con-
centration of matter that are, generally, confined to narrow intervals in space or
time (Cheng 2007a). Singularity is a property of different types of non-linear
natural processes including cloud formation (Schertzer and Lovejoy 1987), rain-
fall (Veneziano 2002), hurricanes (Sornette 2004), flooding (Malamud et al. 1996,
Cheng 2008a,b), landslides (Malamud et al. 2004), forest fires (Malamud et al. 1996)
and earthquakes (Turcotte 1997, Cheng et al. 1994a). The end products of these
non-linear processes have in common that they can be modeled as fractals or multi-
fractals. Hydrothermal processes are a special type of singular processes that occur
in the Earth’s crust, and can result in ore deposits characterized by high concentra-
tions of metals with fractal or multifractal properties (Cheng et al. 1994b, Cheng and
Agterberg 1996, Agterberg 1995, Mandelbrot 1989, Cheng 2007b). Non-linear pro-
cesses which are widespread in nature are often characterized by positively skewed
frequency distributions with Pareto upper-value tails. Total amount of ore and met-
als in hydrothermal ore deposits often have Pareto tails (Turcotte 1997, Cheng
et al. 1994b, Agterberg 1995, Cheng 1997). Hydrothermal mineral deposits also
can exhibit non-linear characteristics in ore-elements and associated toxic element
concentration values in rock and related surface media such as water, soil, stream
sediment, till, humus and vegetation (Cheng 2007a, Agterberg 2007a, Cheng and
Agterberg 2008).

To characterize mineralization and its products (mineral deposits or geo-anoma-
lies) from singular processes point of view is of general interest for not only for
the study of mineral deposits, but also for mineral exploration and mineral resource
assessment. This paper explores non-linear modeling techniques suitable for char-
acterizing singular mineralization and for predicting locations of mineral deposits
based on spatial data characterizing the geological features on the earth’s surface
or subsurface obtained by geological survey or other earth observation techniques
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such as geological, geophysical, geochemical and remote sensing techniques. The
patterns or fields observed over a mineral district or metallogenic zone can be pro-
cessed and analyzed using non-linear methods for identifying and characterizing
local singularities associated with mineralization and locations of mineral deposits
(Cheng 2007a, Cheng and Agterberg 2008).

To show how these models work some mathematical notations used in the sin-
gularity context need to be introduced. A measure μ representing either the amount
of metal in a small area of linear measuring size -C (for 2-D problem) or the amount
of energy released in a small time interval -C satisfies <μ(-C)> ∝ <-Cα>, where
∝ stands for “proportional to” when scale -C approaches zero, and α is the singu-
larity index also known as the Hölder exponent (Mandelbrot 1989). Usually this
power-law exists statistically as represented in expectation form <>. According to
the distribution of α the entire mapped area or time domain can be classified into
subsets or fractals each with different singularity and accordingly different fractal
dimensions (Cheng 1997). This is the reason that the field of μ has been described
by the term multifractality. For simplicity the subsequent discussion of this paper
will use 2-D field as an example introducing the principle the singularity. Similar
discussions can be applied to temporal multifractals.

In a 2-D spatial problem, the small area with linear size -C, A( -C), can be used
as the area to define the measure μ[A( -C)]. For example, A could be a square of
size -Cor any other shape with linear size -C, where -C ∝

√
A. With this notation the

power-law relation between μ (or density ρ) and A can be expressed as

<μ [A(-C)]> ∝ <Aα/2> (1)

<ρ[A(-C)]> ∝ <Aα/2−1>. (2)

The distribution of singularity α in the mapped area can be described by the
fractal dimension spectrum function f (α) which implies that for a conservative field
the majority of the area has values of α that are close to 2, whereas the areas with
values α > 2 or α < 2 are more irregular or unusual (Cheng 1999). The statistical
power-law distribution can be approximated numerically by sampling areas with
different boxes of variable size. For example, in some locations the mean density
values averaged for pixels at different resolutions might be independent of pixel
size. In other situations the mean value might depend on pixel size. The former case
indicates nonsingular background areas with singularity index α close to 2, whereas
the latter corresponds to singular components where the value α > 2 or < 2.

This singularity property has been frequently observed in exploratory geochem-
ical and geophysical fields (Cheng et al. 1994b, Cheng 1997, 1999, 2000, Xie
et al. 2007) and flood events (Cheng 2008a,b). Numerically, μ defined for a set
of small areas, (i.e. squares of variable sizes (-C km on a side)) can be used to ap-
proximate the relations shown in (1) and (2) above. In this case the power-law re-
lationship between measure μ and cell size -C can be expressed as μ( -C) = c · -Cα

where c is a constant, and α is the estimate of singularity; the values of α and
c can be estimated by measuring the slope of the straight line in a log-log plot
of μ against -C. More complex windows can be used to quantify the anisotropic
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power-law. Keep in mind, if element concentration values are considered as realiza-
tions of a stationary random variable with a constant population mean, then α ≈ 2
represents non-singularity. “Singular” locations where α < 2 may indicate enrich-
ment of the element concentration and those with α > 2 may indicate element con-
centration depletion. Further discussion on the existence and property of singularity
can be found in Cheng (2007b, 2008c).

The index α can be estimated in several additional ways besides the above simple
method using regular windows. For example, a set of contours can be used as A(-C) or
wavelet functions can be used to estimate the values of α and c (Cheng 2007c). The
index, α is the exponent of the power-law relationship which can be expressed as:

α =
dμ [A]

dA
2

ρ[A]
(3)

or

μ(n)(A) =
dnμ [A]

dnA
= cAα/2−n = cA−Δnα (4)

where μ(n)(A) stands for the n-th derivative of μ(A), and the exponent, −Δnα =
α/2−n, is the difference between the Holder exponent (singularity index, α/2) and
the orders of derivative n. This quantity characterizes the degree of singularity of
the measure μ. From (3 to 4) we can see that the singularity index is related to a
high-pass filter transformation of μ. The relation (4) indicates that only if n = α/2
the derivative has a finite definition. If there is an integer n that satisfies Δnα ≤ 0 and
Δn+1α > 0, then we can term this α-order singularity which gives a zero value of
nth order derivative, but an infinite value of the n+1 order derivative. This indicates
that if the α-value is not an integer then the power-law (1) always displays α-degree
of singularity. For a problem with a 2D support, the α-value is usually around 2 and
for those locations where the α-value is close to 2 the behavior of the distribution
shows non-singularity or linearity. Therefore, the singularity index can be used to
characterize the distribution of singularity. The constant c in the power-law relation
stands for a type of density of μ measured in α-dimensional space and has a unit
such as g/cmα. If the value of α is not integer then c stands for a fractal density. Sin-
gular locations correspond to areas with a fractal density of element concentration,
whereas background areas have a normal element concentration density.

3 Power-law and Generalized Self-Similarity

It can be seen that the relations (1) and (2) involve only one scaling parameter
-C, which usually corresponds to isotropic scaling or a power-law. More complex
scaling transformations can be applied to these relations to take into account an
anisotropic scaling property. For example, windows with area A can be defined by
a self-affine transformation which involves two different scaling rates in horizontal
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and vertical directions. These types of power-law relations characterize self-affinity
(stratification). More complex transformations can be applied such as GSI (gener-
alized scale invariance transformation) (Schertzer and Lovejoy 1987) and irregular
contours (Cheng 2005). These types of power-law relations characterize general-
ized self-similarity which shows diversity in the space domain and self-similarity in
a special domain such as the frequency domain (Cheng 2004b) and Eigen domain
(Cheng 2005). Identification of generalized self-similarity can be useful for separat-
ing anomalies according to distinctive generalized self-similarity observed in other
domains. Several power-law models including C-A, S-A and N-λ have been devel-
oped in space, frequency and Eigen domains for separating anomalies from back-
ground for mineral resources assessments (Cheng et al. 1994b, Cheng et al. 2001,
Cheng 2004b, 2005, Li and Cheng 2004). The S-A method will be applied to the
case study in a following section.

4 Power-law and Fractal Dimension Spectrum

One of the unique properties of singular processes is the resulting power-law
distribution of its end products. For example, the frequency distribution of the
singularity, number-size distribution of mineral deposits, grade-tonnage of mineral
deposits, and posterior probability of a unit area containing mineral deposits may
follow power-law distributions (Cheng 2003). Recognition of these types of power-
law distributions will be essential for mineral resources quantitative assessment.
Several power-law models will be applied to the case study in this paper.

5 Multiplicative Cascade Processes and Multifractal
Distributions

The theories and concepts of multiplicative cascade processes play a fundamental
role in quantifying turbulent intermittency and other non-linear processes (Schertzer
and Lovejoy 1985, Schertzer et al. 1997). A relatively simple 2-dimensional mul-
tiplicative cascade model is the model of de Wijs (de Wijs 1951, Agterberg 2001,
2007a). Other modified models are also available, for example, a cascade model
with functional redistribution rate (Agterberg 2007b) and a cascade model with vari-
able partition processes (Cheng 2005). The de Wijs cascade model involves partition
of area into two sub-areas of constant shape and size. The concentration value (ρ)
of a chemical element in the block then can be written as (1 + d) · ρ for one half
and (1− d) · ρ for the other half so that total mass is preserved. The coefficient
of dispersion d is independent of block size. For the first cell at the beginning of
the process, ρ can be set equal to unity. The index of dispersion (d) is indepen-
dent of cell-size. In 2-D space, two successive subdivisions into quarters result in 4
and 16 cells with concentration values. The maximum element concentration value
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after k subdivisions is (1 + d)k, and the minimum value is (1− d)k; k is even in
2-dimensional applications in order to preserve mass. In a random cascade, larger
and smaller values are assigned to cells using a discrete random variable. The fre-
quency distribution of the element concentrations at any stage of this process is
called “logbinomial” because logarithmically transformed concentration values sat-
isfy a binomial distribution. The logbinomial converges to a lognormal distribution
although its upper and lower value tails remain weaker than those of the lognor-
mal (Agterberg 2007a). Because of its property of self-similarity, the model of de
Wijs was recognized to be a multifractal by Mandelbrot (1989) who adopted this
approach for applications to the Earth’s crust. The multifractal patterns generated
by this cascade process have many local maxima and minima with singularity ex-
pressed as follows

α = 2− ξ ln (1+d)+(1−ξ ) ln (1−d)
ln2

= ξamax +(1−ξ )amin (5a)

f (α) = −2
ξ lnξ +(1−ξ ) ln(1−ξ )

ln2
(5b)

where ξ is a value with 0 ≤ ξ ≤ 1. The maximum and minimum values of
α from (5a) are αmax = α(0) = 2 − log2(1 − d) = log2[4/(1 − d)] and αmin =
α(1) = log2[4/(1 + d)]. Form (5b) shows the fractal dimension spectrum f (α)
which characterizes the distribution of singularity. It can be seen that the range
of singularity α is related to the choice of d, Δαmax = αmax −αmin = log2[(1 +
d)/(1− d)]. As the value d approaches 0, the smaller the singularity value range.
If d = 0 then Δαmax = 0. From the fractal dimension point of view, the areas with
maximum and minimum singularity have dimension f (α(0)) = f (α(1)) = 0 and
the areas with α(1/2) = 2 − log2[(1 − d2)] = 1/2(αmax + αmin) have dimension
f (α(1/2)) = 2.

6 Multiplicative Cascade Process for Information Integration

6.1 Multiplicative Cascade Process

The weights of evidence method is a spatial decision support model integrating
map layers of information for prediction of spatial events (often but not limited to
point events) (Bonham-Carter et al. 1988). Successive overlay of evidential layers
progressively partitions the study area into smaller sub-areas with updated poste-
rior probability of containing points per unit area. In this paper it will be shown
that the process of integrating layers of information using the weights of evidence
method is similar to a non-linear multiplicative cascade process introduced in sec-
tion 5. For convenience, we will use binary evidential layers as an example to il-
lustrate this relationship. Each layer of a binary pattern when combined can divide
the study area into two sub-classes: favorable and unfavorable areas for predicting
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mineral deposits. If we take the prior probability, P(D), as the initial measure of
density of mineral deposits in the entire study area, then subsequent additions of
an evidential layer of binary pattern (A or Ã) will result in one sub-area with in-
creased posterior probability, P(D|A) > P(D), and the other sub-area with decreased
posterior probability, P(D|Ã) < P(D). Suppose we have several evidence layers
(A, B and C) represented as map layers that are positively correlated to the dis-
tribution of mineral deposits of the given type D, then the objective of the weights
of evidence method is to integrate the information carried by each evidential layer
to update the posterior probabilities of a small area containing mineral deposits,
P(D|ABC) (Bonham-Carter et al. 1988, Agterberg 1989a,b, Agterberg and Bonham-
Carter 1990, Bonham-Carter 1994, Cheng et al. 1996, Cheng and Agterberg 1999).
Overlaying each evidence layer reduces the study area into successively small areas
with different combinations of evidence (i.e. unique condition map). The posterior
probabilities of these small areas having point D per unit area can be calculated
according to the combination of evidence.

In order to apply the principle of multiplicative cascade processes to the process
of information integration, a number of notations and operators must be introduced.
If we assume a multiplicative cascade process applied to a unit area (in 2-D situa-
tion) with a series of partitions that split the areas at one step into smaller sub-areas
at the next step is defined as

An = βAn−1 (6)

where An and An−1 represent the two maps showing sub-areas at two steps and
β < 1 are the coefficients ensuring that the sub-areas divided at the n-th generation
is smaller than those in the (n-i)-th generation. The sizes of sub-areas on these two
maps with respect to the total area can be denoted as their probabilities P(An) and
P(An−1). At each successive step, the unit mass quantity is redistributed into the
smaller sub-areas on An and their portions are denoted as μ(An) and μ(An−1), re-
spectively. The relationship between the mass quantities in each of the sub-areas on
these two maps can be associated and expressed as

μ(An) = λμ(An−1) (7)

where μ(An) and μ(An−1) represent the mass quantities defined in sub-areas on
maps An and An−1, respectively, and λ < 1 are the coefficients. For simple binary
partitions, one can assume each step of partition splits the areas on map An−1 into
two different cases corresponding to the presence and the absence of a binary pat-
tern. Combining relations (6) and (7) gives

μ(An) = (An/An−1)
logλ
logβ μ(An−1) = (An/An−1)αμ(An−1) (8)

where α is the singularity index in the context of multifractals. The value of α in-
dicates the changing rate of measure (λ) versus the changing rate of the area (β)
applied to each sub-area on map An. If the changing rates of these two values are
the same then α = 1 and, otherwise, if the measure μ increases faster than that of
the area when the area decreases, then α < 1, and if the measure μ increases slower
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than that of area when the area decreases then α > 1. In the case where α < 1,
this indicates that the density of mass quantity in the sub-area tends to increase. In
terms of a mineralization process, those areas where mass quantity increases are de-
lineated as areas favorable for mineral exploration. In the other case where α > 1,
this indicates that the density measure in the reduced area tends to decrease which
implies element depletion during mineralization processes (i.e. unfavorable area for
mineralization).

In order to use the principle of multiplicative cascade processes for integrating
multiple layers of geoinformation, binary maps will be used again as an example.
We assume each evidence layer to be integrated is a binary map with two types of
patterns labeled as A and Ã, respectively. Each layer will further divide the areas
on the map An−1 into two groups with favorable patterns indicated as presence and
absence, An = AAn−1 or An = ÃAn−1

P(An) =

{
P(A|An−1) P(An−1) = β1P(An−1)

P(Ã|An−1) P(An−1) = β2P(An−1)
(9)

where β1 = P(A|An−1) and β2 = P(Ã|An−1), representing the two coefficients of the
transformation corresponding to the presence and absence of the pattern A, respec-
tively.

If we define the mass quantity in relation (2) as the probability of mineral deposits
on patterns An, P(D|An) then

P(D|An) = λP(D|An−1) (10)

where λ has two values corresponding to the two cases of β.
Combining (10) and (9) gives

P(D|An) = P(D|An−1)

{
P(A|An−1)a(A)−1

P(Ã|An−1)a(Ã)−1
(11)

where α = logλ/ logβ. Form (11) gives the general form associating probabilities
of D on An and An−1, respectively. We assume the layers follow the dominant ratio
assumption (Cheng 2008d),

P(An|D)
P(An|D̃)

=
P(A|D)P(An−1|D)
P(A|D̃)P(An−1|D̃)

(12)

which is weaker than the conditional independence assumption made in the ordinary
weights of evidence method

P(An|D) = P(A|D)P(An−1|D), P(An|D̃) = P(A|D̃)P(An−1|D̃) (13)

The Eq. (11) can be further simplified. For example, assume that A1, A2 and A3

consist of three binary patterns each with two classes labeled as A, B, and C for
presence and Ã, B̃ and C̃ for absence, we have the following relations (here only
show relations for A but similar results are applicable to other patterns B and C):
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P(A|D) = λ(A)P(A), P(Ã|D) = λ(Ã)P(Ã)

P(A|D̃) = λ̃(A)P(A), P(Ã|D̃) = λ̃ (Ã)P(Ã)
(14)

and

P(A) = β (A), P(Ã) = β (Ã) (15)

Therefore, the singularity indexes of these patterns are

a(A) =
logP(A|D)
logP(A)

, a(Ã) =
logP(Ã|D)
logP(Ã)

ã(A) =
logP(A|D̃)
logP(A)

, ã(Ã) =
logP(Ã|D̃)
logP(Ã)

(16)

By applying the odds transformation to the posterior probability (11) we can
obtain

O(D|A∗B∗C∗) =
P(D|A∗B∗C∗)
P(D̃|A∗B∗C∗)

= O(D)P(A∗)a(A∗)−ã(A∗)P(B)a(B∗)−α̃(B∗)P(C)α(C)−ã(C∗) (17)

where ∗ stands for either presence (A, B, C) or absence (Ã, B̃,C̃). Further applying
log-transformation to both sides of (17) gives

Logit(D|A∗B∗C∗) = log it(D)+ [a(A∗)− ã(A∗)] logP(A∗)
+[a(B∗)− ã(B∗)] logP(B∗)+ [a(C∗)− ã(C∗)] logP(C∗) (18)

Applying the inverse odds transformation to form (17) gives the posterior proba-
bility as follows

P(D|A∗B∗C∗) =
P(D)P(A∗B∗C∗|D)

P(D)P(A∗B∗C∗|D)+P(D̃)P(A∗B∗C∗|D̃)

=
P(D)P(A∗)a(A∗)−1P(B∗)a(B∗)−1P(C∗)a(C∗)−1

P(D)P(A∗)a(A∗)−1P(B∗)a(B∗)−1P(C∗)a(C∗)−1 +P(D̃)P(A∗)a(A∗)−1P(B∗)a(B∗)−1P(C∗)a(C∗)−1
(19)

Equation (19) gives a new model associating conditional probability
P(D|A∗B∗C∗) on patterns and the singularity index (weights α) of each individual
layer.

6.2 Properties of the Weights and Implementation of the Model

We will examine the properties of the weights α in order to understand the model
and to interpret the results. As explained previously, the weights index in (16) is
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similar to the singularity index defined in the multiplicative cascade multifractal
models. It has the following properties:

(1) α has positive value varying around 1,
(2) α = 1 iff D and A are independent, P(A|D) = P(A)
(3) α < 1 iff D and A are positively correlated and P(A|D) > P(A),
(4) α > 1 iff D and A are negatively correlated and P(A|D) < P(A).

The above properties indicate that α can be viewed as a statistical index measuring
the correlation of pattern A and the deposits D. If these two patterns are independent
then α = 1. In this case P(DA) = P(D)P(A) or P(D|A) = P(D) implying the con-
dition A does not provide any information to reduce the uncertainty of D. If α < 1,
then P(D|A) > P(D) implying that given pattern A the conditional probability of D
is higher than the prior probability of P(D), implying that patterns A and D are pos-
itively correlated. On the contrary, if α > 1 then P(D|A) < P(D) implying that the
conditional probability of D given pattern A is lower than the prior probability of
P(D). It shows pattern A and D are negatively correlated. Similarly the uncertainty
of the weights and the posterior probability can be estimated by means of variances
related to these statistics.

In order to calculate the posterior probability of mineral deposits given various
combinations of layers, several situations can be considered:

(a) If we assume these binary maps A, B, and C are completely independent
from each other as is usually assumed in multiplicative cascade processes, then the
conditional posterior probability P(D|A∗B∗C∗) can be simply calculated by

P(D|A∗B∗C∗) = P(D)P(A∗)a(A∗)−1P(B∗)a(B∗)−1P(C∗)a(C∗)−1 (20)

(b) In Eq. (19) if we further assume P(D̃)≈ 1 and P(A|D̃)−P(A)≈ 0, then the
conditional posterior probability can be calculated by the following simplified form

P(D|A,B,C,E)

≈ P(D)P(A)a(A)P(B)a(B)P(C)a(C)P(E)a(E)

P(D̃)P(A)P(B)P(C)P(E)+P(D)P(A)a(A)P(B)a(B)P(C)a(C)P(E)a(E) (21)

This form no longer involves ã. This approximation is possible because in most
situations the measuring unit chosen is so small that the number of units occu-
pied by mineral deposits is much smaller than the number of units without mineral
deposits.

In a special case, if all evidential layers are conditionally independent and their
singularity values are close to a constant, then the posterior probability calculated
using the Eq. (19) may follow a power-law distribution when several layers are inte-
grated, P(D|ABC) = P(D)P(ABC)α−1, where α is related to the weighted average
values of singularity values of all the evidential layers.

a =
a(A) logP(A)+a(B) logP(B)+a(C) logP(C)

logP(ABC)
(22)
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In the following section, the relationship between the singularity and the weights
defined in the weights of evidence model will be discussed.

6.3 Singularity and Weights of Evidence Method

Comparing the singularity form defined in (16) and the ordinary weights defined in
weights of evidence method (Bonham-Carter 1994)

W+
A = Log

P(A|D)
P(A|D̃)

, W−
A = Log

P(Ã|D)
P(Ã|D̃)

(23)

gives
W+

A = logP(A)[a(A)− ã(A)], W−
A = logP(Ã)[a(Ã)− ã(Ã)] (24)

This shows that the singularity is related to the weights of evidence.

7 Case Study – Application of Power-Law Models in Mineral
Resources Assessment

7.1 Study Area

The case study deals with prediction of gold deposits and for mineral resources
assessment in the southwestern Nova Scotia, Canada. The geology of the study
area is illustrated in Fig. 1(A). The study area (≈ 7780 km2) is mainly underlain
by Cambro-Ordovician greenschist to amphibolites grade metamorphosed sedimen-
tary rocks and Devonian granitoid rocks. The South Mountain Batholith (SMB) is
a complex of multi-phase granites covering nearly one-third of the entire study area
(Reynolds et al. 1987, MacDonald et al. 1992). A number of Au, U, W, and Sn de-
posits have been found in the area. About 20 Au mineral occurrences are found in
the sedimentary rocks shown as dots in Fig. 1(A). The data available for the study in-
clude lake-sediment geochemical data, airborne magnetic data, ground based gravity
data, airborne gamma ray-spectrometer data and a geological map. The geochemi-
cal lake-sediment data include 671 samples with concentration values of Cu, Pb, Zn,
Ag, F, Li, Nb, Sn, Zr, Ti, Au, Sb, As, Th and W (Rogers et al. 1987). The sampling
density was about 1 sample per 5 km2. More information about the study area and
dataset is referred to Xu and Cheng 2001).

7.2 Data Processing and Information Extraction

Data pre-processing is needed for most of the data layers in order to create patterns
(i.e. binary patterns) directly associated with the location of mineral deposits. The
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394555.8/4832390

Fig. 1 Map on the left shows simplified geology and distribution of known mineral deposits in
southern Nova Scotia, Canada (after Chatterjee, 1983). The solid black lines represent the anticline
axes, and black dots for Au mineral deposits. Map on the right represents the locations of lake-
sediment samples (N = 671) in the area. Data provided by Mineral Resources Division, Department
of Mines and Energy, Nova Scotia, Canada.

following examples show some recently developed methods for data processing and
information extraction.

7.2.1 Singularity Analysis and Anomaly Identification

The values of As, Cu, Pb, and Zn from the 671 lake sediment samples (shown in
Fig. 1(B)) have been mapped both by the ordinary kriging and by the multifractal
data interpolation method (Cheng 1999). Results can be found in Cheng (2006).
The distribution of α-values was created using a moving window method (square
window) with a maximum size rmax = 15km (as half-side of the square) or 30 km
(as the size of the square window). It was shown that patterns with α < 2 are mainly
distributed either in the south of SMB as linear patterns with NW-SE orientation or
aggregated around the contacts of SMB, especially in those places where faults or
transition zones between different granitoid phases exist. Some of the clusters with
low α-values show strong spatial correlation with the locations of Au deposits (more
detailed discussions are referred to Cheng 2006).

7.2.2 Application of S-A Method for Separation of Multiple Element
Anomalies from Background

In order to use multiple element data to delineate anomalous areas for predic-
tion of location of undiscovered hydrothermal Au mineral deposits, a principal
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component analysis was applied to the 16 elements including Cu, Pb, Zn, Ag, F,
Li, Nb, Sn, Zr, Ti, Au, Sb, As, Th, and W. Four components were created based
on correlation coefficients. The results of loadings and scores on the first and
third components are shown in Figs. 2– 3, respectively. From the loadings of el-
ements on components one can see that the first component (Fig. 2(A)) is associ-
ated with most of the elements and the dominant elements include Cu, Pb, Zn, F,
Li, Ru, Zr, Ti, As, and Th (Fig. 2(A)). The areas with positive scores as shown
in Fig. 2(B) correspond to the regional anomaly of the mineralization and the ar-
eas favorable for mineralization. The loadings of elements on the third compo-
nent (Fig. 3(A)) show that this component is mainly dominated by elements Sn,
Au, As, and W, which is a mineralization-associated component. The areas with
positive scores as shown in Fig. 3(B) correspond to the areas favorable for min-
eralization. Although these two components are associated with mineralization the
patterns may reflect the overlapped effects of mineralization and background pro-
cesses as well as random errors. Considering that the area of these anomalies is
so large, further analyses may be required to reduce the anomalous areas with
more well defined anomalies directly related to mineralization and locations of
mineral deposits. Therefore, the score maps were further analyzed using the S-
A method so that the maps were further decomposed into components. First, the
score maps were converted into the frequency domain by means of Fourier trans-
formation. Two components: power spectrum density and phases, were created for
each score map by Fourier transformation. The power spectrum density can be used
to define filters as explained previously and the implementation is also shown be-
low. The results calculated by Fourier transformation from the two score maps are
shown in Figs. 4(A) and 5(A), respectively. These two figures plot the data of S
and A(≥ S) on a log-log scale. In Fig. 4(A) the pattern shows a general linear
trend and two straight-line segments were fitted to the data by means of a Least
Square (LS) method. This gives two ranges of power energy spectrum S that main-
tain distinct scaling properties of the S-A relation. Two ranges of S were identified
with a cutoff value S0 = 391. The slopes and intercepts of the two straight-lines
are −1.788 and −1.701 (slopes) and 14.635 and 14.143 (intercepts), respectively.
The standard errors related to these two linear fits are 0.028 and 0.0023, respec-
tively. The cutoff value S = 391 was used to define two filters: one consists of wave
numbers with S ≤ 391 as the anomaly filter and the wave number with S > 391
as background filter. Applying these two filters obtained from the S-A plot to the
Fourier transformed functions and then converting them back to the spatial domain
generated the two decomposed maps. The result obtained with the anomaly filter
is shown in Fig. 4(B). According to the properties of Fourier transformation, the
map obtained from the anomaly filter defined by S < 391 mainly contains the high
frequency signal of the original scores of multiple elements on the first principal
component. This may include local anomalous values of the first component as well
as some random noise related to the data interpolation. These local anomalies de-
pict a linear trend in the northwest-southeast direction and show a general spatial
association with locations of most of the discovered mineral deposits. Comparing
the filtered anomaly (Fig. 4(B)) with the score map (Fig. 2(B)), the anomalies on
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(A)

(B)

Fig. 2 Results obtained using Principal Component Analysis (PCA) on 16 elements. (A) Shows
the loadings of elements on the first component and (B) shows the distribution of scores on the first
component. Dots are mineral deposits for reference
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(A)

(B)

Fig. 3 Results obtained using Principal Component Analysis (PCA) on 16 elements. (A) Shows
the loadings of elements on the third component and (B) shows the distribution of scores on the
third component. Dots are mineral deposits for reference
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(A)

(B)

Fig. 4 Results obtained using S-A filtering method on the loadings of elements on the first com-
ponent: (A) S-A plot; (B) Results obtained using high-pass filter
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(A)

(B)

Fig. 5 Results obtained using S-A filtering method on the loadings of elements on the first com-
ponent: (A) S-A plot; (B) Results obtained using low-pass filter
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the filtered map show clear patterns with an orientational distribution which might
be related to the ore-controlling faults developed in the area.

Similar processes were applied to the score map related to the third princi-
pal component Fig. 3(B). The relationships between S and A(> S) are shown in
Fig. 5(A) which were fitted with three straight-line segments by means of Least
Square (LS) method. These three straight-line segments yield two main cutoff val-
ues S0 = 64.2, and S1 = 257.5. The slopes and intercepts of the three straight-lines
are −1.03, −2.86, and −3.80 (slopes) and 11.95, 19.63 and 24.83 (intercepts), re-
spectively. The standard errors related to these three LS fits are 0.0001, 0.0104 and
0.0024, respectively. After some experiments the second cutoff value 257.5 was cho-
sen as the threshold forming two filters one with power spectrum density S > 257.5
and the other with S < 257.5. Applying these two filters allowed the score map to be
decomposed into two components. The result obtained with the filter with S > 257.5
is shown in Fig. 5(B). The patterns shown in Fig. 5(B) mainly correspond to the
dominant patterns of scores on the third principal component with the influence of
high frequency signals reduced. The anomalies outline the areas surrounding the
contacts between the Goldenville and Halifax Formations and contain most of the
discovered mineral deposits.

So far we have extracted two patterns from multiple element concentration values
using integrated principal components analysis and the S-A anomaly decomposition
method. These two maps will be further used for mapping areas for undiscovered
mineral deposits.

7.2.3 Optimum Distance Determination and Construction of Evidence Layers

In order to define binary patterns to be used for information integration, it often nec-
essary to define an optimum threshold to classify maps. There are several methods
for determination of optimum distance or cutoff values. One of these methods is
to use the buffer function available in most GIS in conjunction with contrast statis-
tics (C) or student statistics value (t) provided in the weights of evidence method
(Bonham-Carter 1994). This method was used here for determining: (1) the op-
timum distance between location of mineral deposits and anticline axes interpreted
from integrated information of geology and airborne magnetic data; (2) the optimum
distance between location of mineral deposits and the contacts between Goldenville
and Halifax formation; and (3) optimum cutoff values separating geochemical pat-
terns on the bases of the decomposed geochemical anomaly maps. The results ob-
tained are shown in Fig. 6(A–D). It was determined that 2.5 km and 4 km are the
optimum distances between location of mineral deposits and anticline axes and the
contacts between Goldenville and Halifax formation, respectively. The cutoff val-
ues were determined for separating the decomposed geochemical anomaly maps in
Figs. 4(B) and 5(B) into binary evidence layers as shown in Fig. 6(C,D), respec-
tively. The four binary maps obtained and shown in Fig. 6(A–D) will be overplayed
to form a posterior probability map in the next section.
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Fig. 6 Binary maps obtained on the basis of optimum distances and optimum cutoff values deter-
mined by the contrast provided in the weights of evidence method: (A) from anticline axes; (B)
from contacts of Goldenville and Halifax Formations; (C) based on Fig. 4B; and (D) based on
Fig. 5B

7.3 Map Integration and Information Updating

In order to delineate the areas for prediction of mineral deposits, we need to integrate
all these four layers of binary patterns that were proven to be statistically associated
with location of mineral deposits.
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7.3.1 Cascade Processes

It was discussed previously that each information layer (binary pattern) to be com-
bined divides the study area into two subclasses with areas reduced: favorable
and unfavorable areas for predicting mineral deposits. If we define a square of
size 1 × 1 km2 as the measuring unit then the total study area occupies about
7779.9 units. The decimal value is due to incomplete squares occupied partially
by the study area. There are in total 20 units occupied by mineral deposits from
which the prior probability of a randomly chosen square from the area contain-
ing mineral deposits can be estimated as P(D) = 20/7779.9 = 0.00258. Simi-
larly, one can calculate the numbers of units occupied by binary patterns and
the units occupied by both binary patterns and mineral deposits. The Table 1
gives the results obtained from the four binary maps: optimum distance (2.5 km)
from anticline axes, optimum distance (4 km) from the contacts between Gold-
enville and Halifax formations, and two geochemical anomaly maps based on
factor 1 and factor 3, respectively. The second and third columns in Table 1
show the areas of the favorable patterns of each binary maps (A, B, C, E) and
the numbers of mineral deposits occurring in each of the patterns (# points on
pattern). ¿From these two columns one can calculate the probabilities of pat-
terns of the fours binary maps, for example, P(A) = 3065/7779.9 = 0.394 and
P(Ã) = (7779.9− 3065)/7779.9 = 0.606, representing the probabilities of pattern
within 2.5 km and beyond 2.5 km from anticline axes as defined in the first bi-
nary map. One can also calculate the probabilities of a unit area on binary pat-
terns containing mineral deposits, for example, P(A|D) = 15.4/20 = 0.773 and
P(Ã|D) = 4.6/20 = 0.227, representing the conditional probabilities of mineral
deposits on and off pattern A, respectively. From these probabilities and condi-
tional probabilities one can calculate the singularity indexes for each binary pat-
terns, for example, α(A) = logP(A|D)/ logP(A) = log(0.773)/ log(0.394) = 0.276
and α(Ã) = logP(Ã|D)/ logP(Ã) = log(0.227)/ log(0.605) = 2.960. Similarly the
statistics for other binary patterns are shown in Table 1.

¿From the results in the Table 1 we can see that these four binary maps all
give strong singularity indexes α(A) < 1 and α(Ã) > 1, implying that the patterns
A, B, C, and E are positively associated with the occurrence of mineral deposits
whereas Ã, B̃, C̃ and Ẽ are negatively associated with the occurrence of min-
eral deposits. This means that the areas covered by A, B, C, and E are favorable
for occurrence of mineral deposits whereas the areas covered by Ã, B̃, C̃ and Ẽ

Table 1 The statistics obtained from each of the four layers of binary maps

Area # point P(A) P(Ã) P(A|D) P(Ã|D) α(A) α(Ã)

Anticline (A) 3065 15.5 0.394 0.606 0.773 0.227 0.276 2.960
Contact (B) 4418 19.1 0.568 0.432 0.953 0.046 0.084 3.657
Factor 1 (C) 3095 17.8 0.398 0.602 0.891 0.109 0.125 4.370
Factor 3 (E) 1508 10.5 0.194 0.806 0.526 0.474 0.391 3.465
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are not favorable for occurrence of mineral deposits. This can be confirmed by
calculating the conditional probability of mineral deposits on each of binary patterns
of these maps from the data in Table 1, for example, P(D|A) = 15.5/3065 = 0.0050,
about 2 times higher than the prior probability P(D) = 0.00258, and P(D|Ã) =
(20−15.5)/(7779.9−3065) = 0.000963, about 3 times smaller than the prior prob-
ability. Integrating an additional layer of binary pattern (B orB̃) on A and Ã further
partition the area into four sub-areas labeled as AB, AB̃, ÃB, ÃB̃, respectively. In-
tegration of these two layers of binary maps is similar to two generalizations of
multiplicative cascade processes. The consequence of any generalization of cascad-
ing processes causes two sub-areas with posterior probabilities updated: one area
with posterior probability increased and other areas with posterior probability de-
creased, P(D|AB) > P(D|A) and P(D|ÃB) > P(D|Ã), and other two sub-areas with
probability decreased P(D|AB̃) < P(D|A) and P(D|ÃB̃) < P(D|Ã). These cascade
processes involve irregular partition of area, meaning each partition does not guar-
antee the same proportions of sub-areas. The other difference between this process
and the ordinary multiplicative cascade process is that the measure redistribution
rate does not remain constant, in other words, the posterior probability changing
rate differs from layer to layer. Therefore, this process can be considered as a more
generalized form of a multiplicative cascade process. For comparison purposes, the
results obtained by weights of evidence method were also calculated and shown in
Table 2. The results show that the all four binary layers are significantly correlated
with the location of mineral deposits.

Special consideration of this generalized multiplicative cascade process is that
the partitions in different generations might be not independent. This is because the
binary maps are generally not independent. Therefore the consequence of integrat-
ing these binary layers would not be the same as an ordinary multiplicative cas-
cade process which usually involves independent consecutive partition processes.
In order to calculate the posterior probability of mineral deposits given various
combinations of layers, several situations can be considered: (a) If we assume that
these binary maps are completely independent from each other, as is usually as-
sumed in multiplicative cascade processes, then the conditional posterior probability
P(D|ABCE) can be simply calculated according to (20), P(D|ABCE) = 0.0504; (b)
If we assume the binary maps follow the dominant ratio assumption then the poste-
rior probability can be calculated according to (19), P(D|ABCE) = 0.0497; and (c)
If we assume the maps meet the dominant ratio assumption and takes the approx-

Table 2 The statistics obtained using weights of evidence method

Area # point W+ s(W−) W− s(W−) C s(C) t-value

Anticline (A) 3065 15.5 0.67 0.25 −0.97 0.47 1.64 0.53 3.10
Contact (B) 4418 19.1 0.57 0.23 −2.23 1.00 2.81 1.03 2.73
Factor 1 (C) 3095 17.8 0.81 0.24 −1.68 0.67 2.49 0.71 3.52
Factor 3 (E) 1508 10.5 1.00 0.31 −0.53 0.32 1.53 0.45 3.41
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Fig. 7 (A) Posterior probability map with results adjusted using the method introduced in the text.
(B) Areas delineated and labeled for further mineral exploration. Green triangles represent the
location of intersections of anticline axes and contacts of Goldenville and Halifax Formations

imation P(D̃) = 0.9974 ≈ 1 and the difference between conditional probabilities
P(.|D̃) and P(.) of all four binary maps P(.|D̃)−P(.) ≈−0.001 ≈ 0 and the values
of ã is close to 1, ã(.) ≈ 1.0033, then the conditional posterior probability can be
calculated according to (22), P(D|ABCE) = 0.0490.

In the above discussion, one can see the difference between the posterior proba-
bilities with or without the assumption is only 0.0007, which is much smaller than
the prior probability 0.00258. This level of difference might be acceptable for this
application. Using model (19), four layers of binary maps were combined and the
posterior probability map was created and shown in Fig. 7(A). The highest poste-
rior probability calculated is 0.0497 which is close to the highest value calculated in
relation (19). The areas with high posterior probability values contain most of the
known mineral deposits and can be considered as target areas for further mineral
exploration. In order to make sense of these calculations, in the next section we will
discuss some issues related to the results.

7.3.2 Conditional Independence and Adjustment of Posterior Probability

As we can see the posterior probability map in Fig. 7(A) was constructed accord-
ing to the relation (19) under an assumption of binary layers meet the dominant
ratio assumption (12). Due to the intrinsic association of these binary layers with
respect to the occurrence of mineral deposits, the dominant ratio condition (12)
or conditional independency (13) sometimes may not be met. Therefore, the val-
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ues of the posterior probability may be biased. The assumption of conditional
independency or dominant ratio assumption often needs to be validated if a large
number of layers are used in the integration. Several statistical tests have been
developed for testing the conditional independence hypothesis, for example, om-
nibus test (Bonham-Carter 1994) and CI test (Agterberg and Cheng 2002). Other
approaches to overcome this problem include making combination of layers so that
the reduced number of layers may meet the conditional independence or dominant
ratio assumption (Agterberg 1989b, Cheng et al. 1994c). The other method is to ad-
just the posterior probability results so that it can overcome or reduce the effect due
to the violation of this assumption (Kemp et al. 2001). It was noticed that the overlay
processes involved in the integration of multiple layers may significantly affect the
posterior probability, but be less significant on the general pattern of the posterior
probability. On the other hand, overlay of layers can reduce the size of areas with
updated information, as long as all layers are physically meaningful and they are
associated with the location of mineral deposits. Therefore, integrating these lay-
ers will provide more information about the mineral deposits, unless these layers
are not completely dependent. Otherwise if some layers are completely dependent
on others, they should be removed since their contributions are already contained
in those of the other layers. The patterns defined by the combination of layers are
always useful even if the layers are not completely dependent. The actual poste-
rior probability given each combination of layers has to be estimated. The models
introduced in (19) to (21) only provide some simple ways to calculate the poste-
rior probability under an assumption of independence. These models will inevitably
involve some bias in approximating the real posterior probability. The question is
whether the biased result is acceptable for the application.

Solutions to solving the problem need two considerations: on the one hand, if
the estimation has some strongly biased values, then the results must be revised. On
the other hand, if the layers are really close to conditionally independence, partic-
ularly if only a small number of mineral deposits are known and more deposits are
expected, then the bias may be acceptable. Since it is impossible to fully validate
the assumption, overlaying these layers assuming independence may provide extra
information to show not only the posterior probabilities of areas with discovered
mineral deposits used as training dataset, but also some new areas with elevated
potential for new discovery. Probably the best advice is to understand the meaning
of the layers and their contributions from a geological point of view. In Arc-SDM
program an option is provided that rescales the posterior probability linearly to sat-
isfy the omnibus test (Kemp et al. 2001). If there is a good training dataset, then the
following direct estimation method can be used to adjust the results so that unbiased
posterior probability values are ensured.

If we assume that the dataset includes a representative sample of mineral de-
posits, then the calculated posterior probability can be considered as new layer as-
sociated with occurrence of mineral deposits. Just like geochemical maps, the biased
posterior probability values can be tested for association with the mineral deposits.
If this posterior probability map is classified into discrete classes, then the area of
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Fig. 8 Relationship between posterior probabilities calculated from weights of evidence model
with assumption of weak conditional independency and from the actual training dataset, respec-
tively. G stands for area classified on the basis of posterior probability map

each class and the number of mineral deposits in each class can be measured, and a
revised posterior probability for each class can be estimated. For example, the pat-
tern was reclassified into classes with a posterior probability interval of 0.000433.
Seven classes were classified with posterior probability above the thresholds set
as multiples of 0.000433. Then we calculate the adjusted posterior probability of
deposits in each class using the number of actual deposits in each class and the
area of the class. Figure 8 shows a general linear trend between these two sets of
values. From the linear relation we can calculate the adjusted posterior probabil-
ity from the unadjusted posterior probability values for each class. It can be seen
that although the relation between these two sets of values is linear, the values ob-
tained in Fig. 7(A) are generally larger than those obtained using the actual training
dataset.

7.4 Non-linear Properties of Posterior Probability

7.4.1 Power-law Model for Frequency Distribution of Posterior Probability

In order to test whether the distributions of posterior probability show a singu-
larity property, we plot the posterior probability against the area of each class.
Figure 9(A,B) show the results obtained using original posterior probability and
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Fig. 9 Relationship between posterior probabilities of mineral deposits fell in the class G and the
probability of G. Log-transform is 10-based. (A) The original posterior probability calculated using
weights of evidence method and (B) the adjusted posterior probability

adjusted posterior probability against the area of each class. In order to reduce the
effect of the classification of the classes, accumulative areas and corresponding pos-
terior probabilities were converted and plotted in Fig. 9(A,B). The horizontal axes
represents the log–transformation of area of class with posterior probability above
a threshold divided by the total study area, which gives the estimation of P[G]. The
vertical axes represent the log-transformation of posterior probability logP[D|G].
Both results obtained from original posterior probability and adjusted posterior
probability show power-law relations between the accumulative area and the cutoff
value of posterior probability. The relations obtained for the original posterior
probability is P[D|G] = 0.00457P[G]−0.783. This result gives the estimated value,
α(G) = 0.217, which is close to the average value of α(A) to α(E)(0.219). The rela-
tions obtained from the adjusted posterior probability is P[D|G] = 0.00254[G]−0.616.
This result gives the estimated value, α(G) = 0.384, which is greater than the av-
erage value of α(A) to α(E) (0.219). This discrepancy between the estimated sin-
gularity from the original posterior probability and that from the adjusted posterior
probability may provide evidence indicating the four input layers are not completely
conditionally independent.

7.4.2 Power-law Model for Predicting Undiscovered Mineral Deposits

For predicting undiscovered deposits and estimate the number of undiscovered min-
eral deposits, the unbiased posterior probability map should be used. The poste-
rior probability map with the adjusted values can be used as unbiased estimator.
From these results, we can establish the relationship between posterior probability
and accumulative number of mineral deposits as seen in Fig. 10. Figure 10 gives
two curves based on the posterior probability with and without the adjustment.
Although these two results both yield power-law relations between the accumu-
lative number of mineral deposits and the posterior probability, the model based
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on adjusted posterior probability generally gives fewer mineral deposits than that
the model based on the original posterior probability values, at the given probabil-
ity level. The model associating posterior probability and number of mineral de-
posits can be used in predicting the number of undiscovered mineral deposits in
an area.

Based on the adjusted posterior probability, a classification identifies target areas
as labeled in Fig. 7(B). Some areas are with known mineral deposits, but others have
not yet discovered deposits, and these areas should be considered as favorable for
further exploration. This model can also be used in geologically similar surrounding
areas for mapping target areas.

The number of mineral deposits can be estimated for each area on the ba-
sis of posterior probability and the relation between the posterior probability and
the number of mineral deposits. The predicted numbers of undiscovered mineral
deposits can be further used for total mineral resource estimation using grade-
tonnage model. The estimation of total mineral resource can then be conducted
using Monte-Carlo simulation according to number of mineral deposits (N) and
grade – tonnage (G-T). In this situation, these three parameters (N, G and T) are
random variables, each following its own probability distribution. It has been shown
that both grade and tonnage usually follow a power-law frequency distribution



222 Q. Cheng

(Turcotte 2002, Cheng 2003). Power-law distributions should be used for total min-
eral resource simulation.

8 Conclusions and Discussions

Singularity theory and power-law models have been demonstrated as suitable for char-
acterizinghydrothermalmineralizationandformappingmineralpotential.Singularity
can be considered as a usual property of mineralization which involves enhancement
and depletion of ore and associated elements in the Earth’s crust, as well as in other
relevant secondary media such as tills, soils, lake and stream sediments, humus and
vegetation. Mapping such singularity is an effective way to delineate areas favorable
for occurrence of mineral deposits and for estimating mineral resources.

The local singularity analysis provides an effective new tool for mapping loca-
tions and quantification of anomalies, especially for weak anomalies related to min-
eralization. Generalized self-similarity is useful for forming fractal filtering models
for separating mixing anomalies caused by different geological processes especially
between mineralization and other regional geological processes. The fractal spec-
trum provides necessary power-law distribution models for representing spatial and
frequency distributions of mineralization in which the causative consequences are
anomalies and mineral deposits.

To support decision making and to map areas for prediction purposes, multi-
ple layers of information from diverse sources often need to be combined. Treating
the process of information integration as a general form of a multiplicative cascade
process makes it possible to interpret the information updating process from a non-
linear process viewpoint. The singularity index and weights of evidence are shown
to be related indexes for measuring the spatial association between binary patterns
and location of mineral deposits. The former involves ratio of log-transformations of
probabilities and the value is independent of the type of log-transformation applied,
whereas the latter is a log-transformation of ratio of conditional probabilities there-
fore the values of the weights are dependent on the log-transformation. Whereas
the weights defined in the weights of evidence method characterize the statistical
spatial association of the binary patterns and the location of mineral deposits, the
singularity index explicitly characterizes the property of information enrichment or
depletion due to the application of the binary patterns.

The layers involved in information integration often violate the conditional de-
pendence or weak conditional independence (dominant ratio) assumption required
by weights of evidence method for data integration. The solution proposed here is to
adjust the results created by using multiple layers, even if dependency is present be-
tween layers. With this adjustment, the weights of evidence can be used to integrate
multiple layers that can be dependent as long as these layers are associated with the
occurrence of mineral deposits, and are geologically meaningful. Comparing poste-
rior probabilities before and after adjustment, allows the conditional independence
assumption to be tested.
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Abstract Mineral potential within the Greater Nahanni Ecosystem was modelled in
a Geographic Information System (GIS) for four different deposit types: 1. SEDEX
(stratiform shale-hosted sedimentary exhalative Zn-Pb-Ag), 2. “Carbonate-Fault”
(carbonate-hosted zinc-lead-silver associated with major faults), 3. “Intrusion-
Related” (includes skarn, rare metals and gemstones), and 4. Carlin-Type gold as
lode and/or derived placer deposits. This mineral potential modelling study inte-
grates data collected during the Nahanni Mineral and Energy Resource Assessment
(MERA) undertaken from 2003 to 2007. The results have contributed to the process
of determining the geographic boundaries of the proposed expansion of the Nahanni
National Park Reserve.

Four mineral potential maps were produced (one for each deposit type) using a
knowledge-driven approach. A weighting scheme based on integrated mineral de-
posit and regional geological knowledge was derived for the various evidence maps
for each deposit model using expert opinion. The four potential maps were then
combined into a final potential map using a maximum (MAX) operator. Plots show-
ing the efficiency of the models (mineral potential maps) for predicting the known
occurrences of the four deposit types show that partial data sets provide reasonable
predictions of the remaining known mineral prospects, occurrences and deposits.
Hydrocarbon potential from Nahanni MERA 1 was added to the final potential map
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to ensure that both mineral and energy potential data were incorporated into the park
configuration modelling.

Keywords GIS · spatial modelling · mineral potential · Nahanni · MERA

1 Introduction

This paper documents the application of a GIS (Geographic Information System)-
based on a knowledge-driven approach to model mineral potential within the Greater
Nahanni Ecosystem using one single and three composite deposit models: 1. SEDEX
(stratiform shale-hosted sedimentary-exhalative Zn-Pb-Ag), 2. “Carbonate-Fault”
(carbonate-hosted base-metals associated with major faults), 3. “Intrusion-Related”
(includes skarn, rare metals and gemstones), and 4. “Carlin-Type” gold as lode
and/or derived placer. The composite models are not formally recognized deposit
types in the literature, but are informal amalgamations of several deposit types used
specifically for this resource assessment, because their component types have so
many attributes in common. They are capitalized throughout for ease of recognition
by the reader, and defined in the DEPOSIT MODELS section later.

This work was carried out as part of the formal Mineral and Energy Resource
Assessment (MERA) process (Government of Canada, 1995). An initial MERA
(referred to herein as MERA 1) was conducted for two smaller regions adjacent
to the existing Nahanni National Park Reserve between 1985 and 1988 (Jefferson
and Spirito, 2003). MERA 2, conducted from 2003–2007 covers an expanded region
including the entire catchment for the Nahanni River (Fig. 1).

The GIS analysis was undertaken with the purpose of producing mineral poten-
tial maps as systematically and quantitatively as possible from the suite of minerals-
related studies completed under MERA 1 and MERA 2. The relative potential is
estimated for the study area only, and there is no intent in this paper to imply ab-
solute values of potential for undiscovered mineral resources. The results generated
from the GIS mineral deposit modelling were transferred to Parks Canada for use in
their GIS modelling related to defining park boundary options.

1.1 Mineral Potential Modelling Methods

Numerous modelling methods for producing mineral potential maps using a GIS
have been developed over the past twenty years. These methods can be divided into
two basic categories: data-driven and knowledge-driven techniques, for which re-
views can be found in Bonham-Carter (1994) and Wright and Bonham-Carter (1996).
A knowledge-driven approach was used in this study because only one producing
mine (Canada Tungsten) is present in the study area. This is not a sufficient train-
ing set to enable a data-driven approach. The knowledge-driven technique used in
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this study consists of a simple weighting system in which each type of evidence for
each mineral potential model was assigned a relative weight (reflecting importance)
ranging in value from 1 to 10. This is based on expert opinion of the third and fifth
authors of this paper and their exploration knowledge of the area.

Data-driven methods make use of the location of mineral deposits with respect
to individual evidence maps to derive the weights for each evidence map (Bonham-
Carter, 1994, Chap. 9). In this study, the location of mineral occurrences of a given
deposit type were divided into four classes (defined resources, advanced prospect,
showing and anomaly), assigned a weight and incorporated as evidence maps in the
modelling process. Thus information on mineral occurrences was incorporated in
the modelling process albeit using a different strategy than that used for data-driven
approaches.

Hydrocarbon resource potential was not specifically assessed in the Nahanni
MERA 2 but has been assessed by Osadetz et al. (2003). Three areas (see later
figure) with significant hydrocarbon potential within the Greater Nahanni Ecosys-
tem were identified in the southeast portion of the study area: Twisted Mountain
Anticline, Mattson Anticline and the Etanda Dome. A hydrocarbon potential map
was constructed comprising these three areas and converted to a binary map in which
all three areas were given a high weight based on exploration knowledge (Osadetz,
pers comm., 2007).
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Particular weight was given to evidence derived from the studies supported by
Nahanni MERA 2 that focused on significant local mineral occurrences and are re-
ported in Barnes et al. (2007), Charbonneau (2007), Cousens (2007), Paradis (2007),
Rasmussen et al. (2007), and Yuvan et al. (2007).

The assessment process used in this study employs GIS quantitative spatial anal-
ysis techniques to produce semi-quantitative relative mineral potential maps. This
differs from all previous MERA studies which employed a completely subjective
and much less systematic “light table” approach whereby analogue maps were over-
laid and judged with respect to mineral potential. A powerful asset of the new GIS
approach is to provide direct input to the GIS-based park planning system that does a
cost-benefit analysis of biotic, physiographic and ecosystem attributes of importance
to modern park sustainability to develop boundary options for public consultation
purposes.

1.2 Study Area

The area being assessed for this study is located in the southwestern corner of the
Northwest Territories (Fig. 1). It includes the entire length and catchment area of the
South Nahanni River and a small extension to the northeast that includes the Ram
Plateau. This assessment area is known as the Greater Nahanni Ecosystem (GNE). It
is approximately 400 km long and 150 km across, from latitude 63◦00’ to 60◦45’N
and from longitude 123◦50’ to 129◦45’W. The total area of the GNE is approxi-
mately 39,000 km2. In this assessment the existing Nahanni National Park Reserve
was excluded from the area of data collection, therefore the additive modelling pro-
cess automatically produces an artificially depressed mineral potential within its
boundaries. Data from the areas assessed in the MERA 1 study collected between
1985 and 1988 (Jefferson and Spirito, 2003) were integrated into this GIS study to
provide seamless mineral potential maps throughout the balance of the GNE.

1.2.1 Geological Setting

In paleogeographic terms, this region was situated on the western margin of the
North American Craton from more than 800 million years ago until the Middle
Devonian, about 350 million years ago. Along this margin, the sedimentary rocks
of the western two-thirds of this region were deposited in the shaly, deep-marine
Selwyn Basin, whereas the eastern third of the strata are shallow marine carbonate
shelf facies of the MacDonald Platform. After the Middle Devonian, conglomerate
and black shale were derived from colliding terranes to the west and silty shale
was derived from distal orogens to the east. These two different shale successions
were roughly coeval and their interface in the central part of the study area is poorly
known. The western part of the study area was uplifted due to continued mountain
building in the west, and a mixture of foreland shale, limestone, and coal-bearing
sandstone were deposited in the southern and eastern areas.
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The next geological phase of this region was dominated by structural and ig-
neous activity. The Mackenzie Mountains were produced by compressional fold-
ing and thrusting of the above sedimentary units during the Jurassic (∼170 Ma)
to Cretaceous (∼100 Ma). Major granitoid batholiths (Selwyn Plutonic Suite)
intruded these rocks during a Cretaceous collision of an island arc with western
North America. The majority of the plutons are quartzofeldspathic and have acces-
sory minerals within a narrow range of compositions that permit the plutons to be
classified as biotite-muscovite (‘two-mica’), biotite-hornblende or biotite (Gordey
and Anderson, 1993; Rasmussen et al., 2007). Right-lateral strike-slip motion along
major faults began in the Tertiary (∼ 40 Ma) and continues today.

The present landscape and exposed rock units (Fig. 2) are a result of recent
weathering and erosion by water and ice during and after tectonic uplift. The eastern
section of the study area is a dissected plateau exposing broadly folded karst (ver-
tical dissolution of carbonate rocks by rain water produced sinkholes and caves) on
the north side of the Nahanni River and coal-bearing sandstone and shale with mi-
nor limestone on the south side. Continental glaciers carried till and mud east from
the Canadian Shield into the eastern part of the study area. Mountain glaciers carved
the U-shaped valleys and cirques into the Selwyn Ranges (Duk-Rodkin et al., 2007).

Fig. 2 Geology used for spatial modelling of Nahanni MERA 2 study area, after Jefferson
et al. (2003), Okulitch (2005a,b) and Rasmussen et al. (2007). Units are combined in different
ways (favourite rock units) for different mineral deposit models as listed in Tables 1–4
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Fig. 2 (continued)

More details on the geology of the study area are provided by Jefferson et al. (2003),
Okulitch (2005a, in review) and Falck (2007).

1.3 Data Collection

A critical component of the Nahanni MERA was to compile existing data in addi-
tion to data collected during the MERA 2 project into a digital, georeferenced GIS
database. A comprehensive digital database covering the entire study area is essen-
tial to conduct the mineral and energy resource assessment and mineral potential
modelling using GIS-based analytical methods. In total the current GIS database
contains over 200 layers of digital geoscience data including bedrock geology,
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surficial geology, geochemistry, geophysics, mineral deposits, and topographic data
(Lemkow et al., 2007).

A selection of the bedrock geology compiled by Okulitch (2005b; 2005a, in
review) at a scale of 1:1,000 000 is included in the digital GIS database. The bedrock
geology map (Fig. 2) is a simplified classification of the major bedrock lithologi-
cal groupings based on Okulitch (2005a). This fundamental framework locates key
geological attributes associated with the four deposit models that in turn embrace
the most likely deposit types to be found in the study area. These lithologic at-
tributes include primary sedimentary rock types, products of diagenetic alteration
(e.g. Manetoe facies; Morrow et al., 1990), structure (faults and folds) and intru-
sive rock types (granitic plutons). All of these lithologic attributes provide indirect
evidence for sources, transport, and deposition of elements that may have formed
mineral deposits.

A total of 2463 stream sediment samples and 2068 stream water samples were
collected (Fig. 3a) by various surveys within the Greater Nahanni Ecosystem and
geochemically analyzed to help model mineral potential. Over half these sam-
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Fig. 3 Locations of data collected for Nahanni MERA 1 and 2. (a) Locations of stream sediment
and water samples collected by Spirito and Jefferson (2003) in MERA 1 areas and by McCurdy
et al. (2007) for MERA 2 under National Geochemical Reconnaissance (NGR) program. (b) Lo-
cations of geophysical surveys as reported by Charbonneau (2007). (c) Locations of spring water
sample sites, from Hamilton et al. (2003) for MERA 1 areas, and from Caron et al. (2007). Anoma-
lous springs are shown by black dots. (d) Locations of mineral occurrences from NORMIN.db.
Deposit models are explained in text
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ples (1374 stream sediment and 1378 stream water samples) were collected by
McCurdy et al. (2007) as part of MERA 2 during the 2004 and 2005 field seasons
and combined with additional geochemical data for stream sediments and wa-
ters from previous surveys: 396 sediment samples from the first Nahanni MERA
(Jefferson and Spirito, 2003); 693 sediment samples and 683 water samples from
previous National Geochemical Reconnaissance surveys (Friske et al., 2001; Day
et al., 2005). All of these data are included in the GIS database and were spatially
analysed herein.

Detailed public domain airborne geophysical data were not available for the study
area prior to this MERA study. Therefore, as part of the Nahanni MERA 2 project,
three airborne surveys were flown at 135 m nominal terrain clearance along lines
spaced at 500 m for a total of 16,000 line kilometres over three areas shown in
Fig. 3b. These areas were considered most likely to generate conflicts between min-
eral potential and other competing land uses. The geophysical data provide addi-
tional evidence to help build the mineral deposit knowledge base, refine the mineral
potential modelling, and may help resolve future planning issues. For each area, ten
themes of data were generated including total radioactivity, potassium (K%), equiv-
alent uranium (eU, ppm), equivalent thorium (eTh, ppm), eU/eTh, eU/K, eTh/K,
ternary radioactive plots (K, eU, eTh), residual magnetic total field (nT), and calcu-
lated magnetic vertical gradient (nT/m). Key aspects of these surveys are discussed
and illustrated by Charbonneau (2007). The full primary data sets have been pub-
lished (Carson et al., 2007a,b,c) and are included in the GIS database (Lemkow
et al., 2007).

Spring water geochemistry can be an effective tool for investigating regional
compositional trends and for indirectly detecting buried mineral deposits that were
transected by sub-terranean flow paths. Spring water geochemistry surveys reported
by Hamilton et al. (2003) and Caron et al. (2007) contributed to the Nahanni
MERA 1 and MERA 2 respectively. A total of 95 samples (Fig. 3c) collected from
78 springs for those studies were compiled and integrated for this GIS analysis.

Mineral deposit data (Fig. 3d) were compiled and rationalized for the Nahanni
MERA 1 over the entire watershed (Jefferson and Spirito, 2003). This data, a sig-
nificant contribution to the NORMIN database (Department of Indian Affairs and
Northern Development, 2006), was augmented by mineral deposit studies conducted
as part of the Nahanni MERA 2 (Rasmussen et al., 2006; Paradis, 2007; Barnes
et al., 2007; Cousens, 2007; Yuvan et al., 2007, Rasmussen et al., 2007). All known
mineral showings in the study area as determined from the NORMIN database and
the current MERA study were classified into the four deposit models outlined in the
following section.

2 Deposit Models

Four different deposit models were designed to incorporate the most important min-
eral deposit types for this region (Fig. 3d), using the minimum number of GIS op-
erations. The SEDEX (stratiform sediment-hosted exhalative Zn-Pb-Ag) model is
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a single deposit type that is well documented and pre-eminent in the region. The
three other models are composites of two or more deposit types with spatial and
genetic affinities, Carbonate-Fault Type, Intrusion-Related Type, and Carlin-Type
gold (Carlin or other types of intrusion-related lode gold and/or derived placer de-
posits). Each of these models is reviewed as follows.

2.1 SEDEX (Stratiform Sediment-hosted Exhalative Zn-Pb-Ag)

The SEDEX mineral potential map created in this study is based on a well known set
of attributes summarized by Carne and Cathro (1982), Lydon (1995),
Goodfellow (2007), and Cousens (2007). These include favourable host lithology
(black, graphitic, siliceous shale with rapid lateral facies changes including con-
glomerate tongues), structural features (known faults, and faults inferred from fa-
cies changes), as well as direct and indirect pathfinder elements that are detected
by stream sediment, stream water and spring water geochemistry surveys, and the
locations of SEDEX-type mineral occurrences (Table 1).

Table 1 The SEDEX mineral potential map created in this study is based on a well known set of
attributes summarized by Carne (1982), Lydon (1995), Goodfellow (2007), and Cousens (2007)

Favorable rock units Weight

1. Transitional to deep basinal strata (Cambrian to
Early Devonian+Middle Devonian to Early Mississippian are established
producers)

10

2. Basinal Windermere strata (theoretical producing rock package) 3

Structural Features

3. Cambrian and Ordovician volcanic units (like fault, represents deep
crustal structure favouring hydrothermal fluid flow)

10

4. Volcanic: 10 km buffer outside units 3
5. Growth faults (north-northwesterly faults along Broken Skull River and

parallels, parallels to the carbonate-shale facies change (#5), and parallels
to the northeasterly Leith Ridge and Fort Norman structures are
interpreted as Laramide expressions of deep crustal weaknesses by
steeply dipping breaks discordant to regional fold and thrust trends): 3 km
buffer

2

6. Carbonate-shale facies change (Ordovician-Devonian platform edge from
Morrow, represents depositional structure favourable for SEDEX): 3 km
buffer

2

7. All other faults (mainly southwest-dipping thrusts): 2 km buffer 1

Geochemistry; anomalous direct and indirect pathfinder elements

8. Stream sediment, direct: Ag, Cu, Pb, Zn. (each element map was
normalized (to provide equal influence) and then all elements were
summed and the mean value was calculated – this map was divided into a
5 class map reflecting high to low concentration – class thresholds based
on natural breaks in the data histogram)

10, 7, 2, 1, 0
by class
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Table 1 (continued)

Favorable rock units Weight

9. Stream sediment, indirect: (As, Ba, Bi, Cd, Cr, F, Hg, Mn, Mo, Ni, P, Sb,
V) (each element map was normalized (to provide equal influence) and
then all elements were summed and the mean value was calculated – this
map was divided into a 5 class map reflecting high to low concentration –
class thresholds based on natural breaks in the data histogram)

6, 4, 2, 1, 0
by class

10. Stream water, direct: Ag, Cu, Pb, Zn. (each element map was normalized
(to provide equal influence) and then all elements were summed and the
mean value was calculated – this map was divided into a 5 class map
reflecting high to low concentration – class thresholds based on natural
breaks in the data histogram)

10, 7, 2, 1, 0
by class

11. Stream water, indirect: As, Ba, Cd, Cr, F, Mn, Mo, Ni, P, pH, Sb, V
(each element map was normalized (to provide equal influence) and then
all elements were summed and the mean value was calculated – this map
was divided into a 5 class map reflecting high to low concentration –
class thresholds based on natural breaks in the data histogram)

6, 4, 2, 1, 0
by class

12. Spring-water sample sites: all SEDEX from Table 5.12 of Hamilton
et al., 2003 and selected springs from Table 6 of Caron et al. (2007)
anomalous in one or more of 14 pathfinder elements: direct: Ag, Cu, Pb,
Zn; and indirect: As, Ba, Cd, Cr, Mn, Mo, Ni, pH, Sb, V. buffer = 3 km.

2

13. Ph – sampled from water chemistry – data were interpolated and map
divided into 8 classes reflecting acid to basic conditions

10, 9, 8, 7, 4,
3, 2, 0

14. Mineral occurrences of the SEDEX type were assigned to one of 4
categories: defined resources (weight 10), advanced prospect (weight 7),
showing (weight 4), anomaly (weight 2). Buffer = 3 km.

10, 7, 4, 2

TOTAL of 17 evidence maps used for producing the SEDEX potential map.

SEDEX deposits are most likely to occur within the early Cambrian to Mid-
dle Devonian Selwyn Basin that comprises the deep-water euxinic (oxygen-poor)
portions of the western North American passive margin sedimentary sequence.
Two main districts at Macmillan Pass and Howard’s Pass are defined by lin-
ear belts of such occurrences near the margins of the Selwyn Basin. The only
past-producing SEDEX deposits in the Selwyn Basin are those of the Anvil Dis-
trict hosted by basal Cambrian shay strata near Whitehorse. The deposits in the
Howard’s Pass district contain some of the largest base metal accumulations in the
world.

2.2 Carbonate-Fault

Favourable rock units, structural features, geochemistry and the location of
Carbonate-Fault-associate mineral occurrences (Table 2) were used to produce a
mineral potential map.

The composite Carbonate-Fault deposit model accounts for the spatial associ-
ation of zinc-lead-silver deposits of at least three types: (1) vein quartz-carbonate,
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Table 2 “CARBONATE – FAULT” (3 spatially associated types of zinc-lead-silver massive
sulphide: stratabound, Mississippi Valley, and vein quartz-carbonate of the Prairie Creek camp
as summarized by Paradis, 2007)

Favourable rock units Weight

1. Diagenetic Facies (vuggy recrystallized dolostone of the Devonian to
Cretaceous Manetoe (PM), Presqu’ile (Pp), and Grizzly Bear (PGB)
formations)

10

2. Middle Devonian (all strata: limestone, dolostone and shale) 5
3. Cambrian to Early Devonian Platformal (limestone and dolostone) 5
4. Cambrian to Early Devonian Transitional to Deep Basinal (shale) 2
5. Buffer around Diagenetic Facies: 3 km buffer only in #3 to 5 5

Structural Features

6. Growth faults (as for SEDEX): 3 km buffer 2
7. Carbonate-shale facies change (as for SEDEX): 3 km buffer 2
8. All other faults (as for SEDEX): 2 km buffer 1

Geochemistry; anomalous direct and indirect pathfinder elements

9. Stream sediment, direct: Ag, Cu, Pb, Zn (each element map was
normalized (to provide equal influence) and then all elements were
summed and the mean value was calculated – this map was divided
into a 5 class map reflecting high to low concentration – class
thresholds based on natural breaks in the data histogram)

10, 7, 2, 1, 0
by class

10. Stream sediment, indirect: Cd, F, Hg, Sb (each element map was
normalized (to provide equal influence) and then all elements were
summed and the mean value was calculated – this map was divided
into a 5 class map reflecting high to low concentration – class
thresholds based on natural breaks in the data histogram)

6, 4, 2, 1, 0
by class

11. Stream water, direct: Ag, Cu, Pb, Zn. (each element map was
normalized (to provide equal influence) and then all elements were
summed and the mean value was calculated – this map was divided
into a 5 class map reflecting high to low concentration – class
thresholds based on natural breaks in the data histogram)

10, 7, 2, 1, 0
by class

12. Stream water, indirect: Cd, F, Sb. (each element map was normalized
(to provide equal influence) and then all elements were summed and
the mean value was calculated – this map was divided into a 5 class
map reflecting high to low concentration – class thresholds based on
natural breaks in the data histogram)

6, 4, 2, 1, 0
by class

13. Spring-water sample sites: Prairie Creek mine water from Table 5.12
of Hamilton et al., 2003 and selected anomalous springs from Table 6
of Caron et al., 2007) anomalous in one or more of 6 pathfinder
elements: direct: Ag, Cu, Pb, Zn and indirect: Cd and
Sb. Buffer = 3 km.

2

14. Mineral occurrences of the CARBONATE-FAULT type were
assigned to one of 4 categories: defined resources (weight 10),
showing (weight 4); buffer = 3 km.

10, 4

TOTAL of 15 evidence maps used for producing the CARBONATE – FAULT potential map.
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(2) SEDEX and, (3) Mississippi Valley. Fluids trapped during sedimentation
combined with fluids derived from deeply buried basement rocks may have leached
metals from basement rocks as they flowed along more permeable zones, driven by
pressure due to increased burial near basin centres, by differential tectonic uplift or
subsidence, or by thermal convection. Where the fluids encountered fault zones in
competent rocks, the permeability was locally enhanced, thereby focusing the flu-
ids. As these fluids passed through other layers including different aquifers, reaction
with the wall rock or mixing with fluids from other aquifers may have altered the
parameters of the fluid sufficiently for metals to precipitate. The Manetoe digenetic
alteration facies (Morrow et al., 1990) is an example of the alteration of carbon-
ate layers due to basinal fluids. Mississippi Valley-type base-metal deposits (MVT)
such as the classic past-producing Pine Point district are typically associated with
this style of alteration. Faults especially reactivated vertical growth-faults, locally
facilitated fluid transportation and mixing at Pine Point, as well as in variants of
MVT, such as the Irish-type of carbonate-hosted Zn-Pb-Ag deposits. Faults may
also have allowed great fluctuations in fluid pressure regimes, allowing the forma-
tion of breccias, stockworks and veins.

2.3 Intrusion-Related (Includes a Variety of Skarn, Rare Metal
and/or Gemstone Types)

Favourable host lithology, distance to plutons of various types, structural features,
favourable pathfinder elements in stream sediments, stream waters, and springs, and
the locations of Intrusion-Related mineral occurrences (Table 3) were used to pro-
duce an Intrusion-Related potential map.

Intrusions provided both primary metaliferous fluids and heat for metal redis-
tribution and reconcentration. In addition to mineral concentrations which are di-
rect products of the magma (rare element-bearing pegmatites and gemstones) the
introduction of magmatic and meteoric fluids driven by heat energy from the in-
trusion and their interaction with reactive host rocks can produce many differ-
ent styles of mineral deposits. These include the extensive skarn family, mantoe,
chimney, epithermal, endoskarn, porphyry and high temperature replacement de-
posits. A wide range of metal assemblages and rare metals is associated with the
Intrusion-Related family of deposits, including one or more of W, Cu, Zn, Pb, Ag,
Au, As, Sb, Li, Ta, Cs, and Sn (refer to Barnes et al., 2007). For this Nahanni
MERA 2 GIS analysis, gold (Au) is treated separately as described in the next
section.

In order to form intrusion-associated metal concentrations a number of additional
factors are important, to optimize the effects of heat energy and chemical reactions
with host rocks. Fluid pathways are essential to channel fluids through and away
from metal sources and focus them in zones where the deposition of metals can build
up economic concentrations. Because the plutons intruded deformed sedimentary
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Table 3 INTRUSION (Pluton) – RELATED: skarn tungsten or zinc-lead-silver, rare metals
and/or gemstones (excludes Carlin Gold), modelled after Dawson et al. (1992), Barnes et al. (2007),
Rasmussen et al. (2007), and Yuvan et al. (2007)

Favourable rock units Weight

1. High-to very high potential granitic bodies (include hornfels): 1, 5 and
20 km buffers; weights 10, 5 and 2 respectively (inside and outside of
margins only)

10, 5, 2

2. Moderate potential granitic bodies (include hornfels): 1, 5 and 10 km
buffers; weights 5, 2 and 1 respectively (inside and outside of margins
only)

5, 2, 1

3. Low potential granitic bodies: 1 and 5 km buffers, weights 3 and 1
respectively

3, 1

4. Shaly limestone units. Sedimentary units within a 20 km buffer of all
granite bodies are weighted 1–10 for SKARN potential based on the
presence of impure limestone units, with the #10 rank going to
heterogeneous units (Vampire and Sekwi). Sedimentary unit values are
added to the buffer values of the respective plutons

Structural Features

5. Fault density map based on line density algorithm (assigned weights
based on low, medium and high fault density)

5, 3, 1

Geochemistry

6. Stream sediment, direct: Cu, Pb, W, Zn (each element map was
normalized (to provide equal influence) and then all elements were
summed and the mean value was calculated – this map was divided into
a 5 class map reflecting high to low concentration – class thresholds
based on natural breaks in the data histogram)

10, 7, 2, 1, 0
by class

7. Stream sediment, indirect: Ag, As, Au, Bi, Sb, Sn, Te. (each element
map was normalized (to provide equal influence) and then all elements
were summed and the mean value was calculated – this map was divided
into a 5 class map reflecting high to low concentration – class thresholds
based on natural breaks in the data histogram)

6, 4, 2, 1, 0
by class

8. Stream water, direct: Cu, Pb, W, Zn. (each element map was normalized
(to provide equal influence) and then all elements were summed and the
mean value was calculated – this map was divided into a 5 class map
reflecting high to low concentration – class thresholds based on natural
breaks in the data histogram)

10, 7, 2, 1, 0
by class

9. Stream water, indirect: Ag, As, Au, Bi, Sb, Sn, Te (each element map
was normalized (to provide equal influence) and then all elements were
summed and the mean value was calculated – this map was divided into
a 5 class map reflecting high to low concentration – class thresholds
based on natural breaks in the data histogram)

6, 4, 2, 1, 0
by class

10. Spring-water sample sites: three “tungsten skarn” from Table 5.12 of
Hamilton et al., 2003 and selected springs from Table 6 of Caron
et al. (2007) anomalous in one or more of 6 direct pathfinder elements:
W, Cu, Pb, Zn; and 8 indirect: Ag, As, Au, Bi, F, Sb, Sn,
Te. Buffer = 3 km.

2

11. Mineral occurrences of the INTRUSION type (after Rasmussen
et al., 2007 and NORMIN, 2007) were assigned to one of 4 categories:
defined resources (weight 10), advanced prospect (weight 5), showing
(weight 2), anomaly (weight 1). Buffer = 3 km.

10, 5, 2, 1

TOTAL of 14 evidence maps used for producing the INTRUSION potential map.
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rocks, such pathways were generally along pre-existing structures (faults, fold axes
and permeable strata) that may also have constrained the upward ascent of magma
to form the intrusions.

Another critical aspect of these deposits is that the focusing parameters under
which metals are carried in solution must have changed in order to form an ore
deposit rather than disperse the metals distally from the source and dilute them.
Mechanisms to focus precipitation include chemical reaction with the wall rock
(such as changes in pH (acidity), Eh (oxidation), trace element contents, cooling
of the fluid and/or depressurization). For example, a hot, acidic, high-pressure fluid
passing through a carbonate unit will be cooled and neutralized. This explains why
limestone, dolomite and calcareous shale layers are common hosts to skarn. Skarn
deposits tend to be best developed in the first relatively pure limestone layer in
a mixed stratigraphic assemblage that the hydrothermal fluids encounter on their
ascent from the related intrusion.

Depressurization of mineralizing fluid related to an active fault system can also
be important; thus the presence of faults as a transport mechanism and a concentra-
tion mechanism is also an important factor for localizing intrusion-related deposits.
Ponding due to physical “traps” may also concentrate metals as the movement of
fluids is impeded giving them time to cool.

Some deposits are located within a pluton, caused by ingress of fluid from coun-
try rock, concentrating alteration within the upper portion of the pluton (termed
endoskarn). Endoskarn may be recognised by the presence of metamorphosed rem-
nants of wall rock preserved in the pluton as roof pendants. Such alteration in-
troduces more potassium into the pluton resulting in crystallization of potassic
feldspar, muscovite and/or sericite clay, and registered by high K/U, and K/Th ra-
tios. Gamma ray spectrometer data is useful for detecting potassium enrichment, and
thereby targeting alteration associated with such deposits. Gamma ray data were
acquired in three strategic areas located in Fig. 3b and interpreted as reported by
Charbonneau (2007). The gamma ray data (K channel) were used as signature of
potassic alteration.

Skarn deposits in the Canadian Cordillera are abundant, diverse and econom-
ically significant. In the study region skarn occurrences are localised where the
Middle Cretaceous Selwyn Plutonic Suite discordantly intrudes the lowest and/or
thickest limestone unit of an upper Proterozoic to lower Paleozoic shelf-carbonate
pelite sequence. The broad thermal aureole at the contact between a Cretaceous
quartz monzonite stock and a Lower Cambrian limestone unit is the setting of the
world-class Cantung Mine. A belt of W, Cu (Zn, Mo) skarn showings to deposits
follows an arcuate trend of generally small mid Cretaceous granitoid plutons from
the southwestern Northwest Territories to the Dublin Gulch District of the Yukon
Territory. This trend contains some of the largest and highest grade resources of
skarn tungsten in the world, mainly in the Cantung Mine and in the Mac Tung
deposit at Macmillan Pass. Thus proximity to a pluton, especially where in con-
tact with an appropriate carbonate unit, is an important vector for Intrusion-Related
deposits.
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2.4 Carlin-Type (Intrusion- or Fault-Associated Lode Gold
and/or Related Placer Deposits)

Favourable rock units, structural features, favourable stream sediment, stream water
and spring water geochemistry, potassium anomalies detected by airborne gamma
ray spectrometer data and the locations of intrusion-associated placer and lode gold
mineral occurrences (Table 4) were used to produce a Carlin-Type mineral poten-
tial map.

Table 4 CARLIN &/or PLACER: Intrusion-related lode gold and associated placer deposits
(after Cline et al., 2005; Emsbo et al., 2006)

Favourable rock units Weight

1. High-to very high potential granitic bodies (include hornfels): 1, 5 and
20 km buffers; weights 10, 5 and 2 respectively (inside and outside of
margins only)

10, 5, 2

2. Moderate potential granitic bodies (include hornfels): 1, 5 and 10 km
buffers; weights 5, 2 and 1 respectively (inside and outside of margins
only)

5, 2, 1

3. Low potential granitic bodies: 1 and 5 km buffers, weights 3 and 1
respectively.

3, 1

4. Reactive limestone units. Carlin uses same sedimentary units and
additive weighting as for SKARN

Structural Features (Hydrothermal flow corridors)

5. Growth faults as for SEDEX, within 20 km of granite bodies, treat as
vertical: 2 km buffer each side

1

6. All other faults, within 20 km of granite bodies 2 km buffer down dip to
SW

1

7. Fault intersections, within 20 km of granite bodies, treat as vertical: 2 km
buffer

2

8. Anticlines: 2 km buffer 1
9. Volcanic units regardless of age: 5 km buffer 2

Geochemistry; anomalous direct and indirect pathfinder elements

10. Stream sediment, direct: Au. (interpolated map – divided into 5 classes
based on high to low concentration)

10, 8, 2, 1, 0

11. Stream sediment, key indirect: As, Sb, Hg, Te. (each element map was
normalized (to provide equal influence) and then all elements were
summed and the mean value was calculated – this map was divided into
a 5 class map reflecting high to low concentration – class thresholds
based on natural breaks in the data histogram)

6, 4, 2, 1, 0
by class

12. Stream sediment, possible indirect: Ag, Ba, Cs, Cu, Fe, Mo, Pb, Se, Si,
Te, Tl, W, Zn. (each element map was normalized (to provide equal
influence) and then all elements were summed and the mean value was
calculated – this map was divided into a 5 class map reflecting high to
low concentration – class thresholds based on natural breaks in the data
histogram)

4, 3, 2, 1, 0
by class
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Table 4 (continued)

Favourable rock units Weight

13. Stream water, key indirect: As, Sb, Hg, Te. (each element map was nor-
malized (to provide equal influence) and then all elements were summed
and the mean value was calculated – this map was divided into a 5 class
map reflecting high to low concentration – class thresholds based on nat-
ural breaks in the data histogram)

6, 4, 2, 1, 0
by class

14. Stream water, possible indirect: Ag, Ba, Cs, Cu, Fe, Mo, Pb, Se, Si, Te,
Tl, W, Zn (each element map was normalized (to provide equal influence)
and then all elements were summed and the mean value was calculated –
this map was divided into a 5 class map reflecting high to low concentra-
tion – class thresholds based on natural breaks in the data histogram)

4, 3, 2, 1, 0
by class

15. Springs with CARLIN signature anomalous in Ag, Sb, As, Au, Ba, Hg,
Ti, Tl. : Buffer 3 km

2

16. Placer gold occurrences only where they fit Rasmussen’s local derivation
criteria: around Selwyn Plutonic Suite and within buffer of springs with
Carlin signature. Buffer = 5 km

5

17. Lode mineral occurrences of the Carlin and other granite-related types
(after Rasmussen, (2007); Cline et al., 2005; and NORMIN) were as-
signed to one of 2 categories: showing (weight 2), or anomaly (weight
1); 3 km buffer

2, 1

18. Airborne gamma ray spectrometry should detect potassic alteration zones
that may be expressed as illite, dickite or potassium feldspar. (binary map
of anomalous potassium concentration

1

19. Ph – sampled from water chemistry – data were interpolated and map
divided into 8 classes reflecting acid to basic conditions

10, 9, 8, 7,
4, 3, 2, 0

TOTAL of 20 evidence maps used for producing the CARLIN potential map.

Explanatory notes for Tables 1–4 inclusive:

• Anomalous cut-offs were determined by separate statistical analysis of frequency distribution
of results for samples in each of the rock units used for each deposit model.

• The “Buffer” for each sample is calculated by interpolation within a data-determined zone of
influence.

• Each sample location is assigned to a rock unit based on straightforward spatial intersection.
Although most individual stream catchment areas and spring water flow paths intersect mul-
tiple rock types, their relative proportions were NOT taken into account in determining the
background rock influence on each sample. In a few cases, the location is just inside a rock unit
that did not contribute significantly to the sample medium.

• Stream water pH data were included in stream sediment geochemistry as well as stream water
geochemistry for spatial modelling (see discussion in text under SEDEX).

Carlin-Type gold is a special, possibly Intrusion-Related deposit model that for
this study comprises at least two basic genetic hypotheses. Recent research has de-
termined many of the associated empirical factors involved in these highly eco-
nomic and commonly very large gold deposits (Poulsen, 1996; Cline et al., 2005;
Emsbo et al., 2006). The characteristics of these gold deposits range from stratiform
disseminations, breccia zones, sinters, and vein stockworks to bonanza-style vein
systems. Richards (1989) and Rowan (1989) recognized some of the geochemical
attributes of such deposits in the Selena Creek area. Work under MERA 2 reported
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by McCurdy et al. (2007) and Charbonneau (2007) focused on this area to further
test the premise that As, Sb, Hg, Ti +/−Ba bearing placer-gold occurrences here
were derived from one or more Carlin-Type lode-gold deposits.

Depending on the deposit being examined, the genesis of Carlin-Type gold has
been ascribed to a number of different mechanisms. The varied appearances and set-
tings of the different deposits have resulted in a range of hypotheses describing their
possible origins, and these are summarized here by two generalized hypotheses. The
first hypothesis emphasizes the common proximity of the deposits to granitoid in-
trusions (plutons) which are considered to have been the thermal engines that drove
fluid flow and were themselves the source for much of the fluid that carried the gold
and associated trace metals.

The second hypothesis for Carlin deposits emphasizes the regional linear trends
of the gold deposits that geologists have divided into regional “trends” (i.e. The Car-
lin trend, the Battle Mountain trend, etc.). According to this hypothesis the plutons
were not responsible for the heat, but were simply accessories. Instead, the exten-
sional tectonic regime resulted in high heat flow that mobilized metal-bearing fluids
to form the deposits. The fluids themselves were derived from meteoric water that
penetrated the crust along deep-seated fracture systems created by the same exten-
sional tectonism.

The metal contents of Carlin deposits, regardless of their hypothetical origins,
tend to be distinctive with As, Sb, Hg, Ti and Ba accompanying Au and Ag. The
suite of pathfinder elements is controlled by the geochemistry of the transporting
fluids, especially at the cool temperatures at which these deposits tend to form.

The host rocks are primarily impure carbonate strata, typically argillaceous lime-
stone and dolostone that were effective at channeling fluids while at the same time
providing the reactive elements (CaCO3) to alter the pH of the transporting fluids
resulting in the precipitation of sulphide minerals.

Active fault systems are also thought to play a role in the formation of Carlin-
Type deposits by localizing and concentrating deposits along fault traces with a
reduction in ore thickness away from the fault zones. The faults act as fluid conduits
transporting and concentrating fluids from large regions into focused flow zones.
Intersections of conjugate fault systems where permeability is the greatest are highly
prospective zones.

Deformation structures such as anticlines may also play a significant role in the
formation of Carlin-Type deposits. Although these structures may not have been
active during the mineralization events, folding and modification of the sedimentary
sequence in many cases resulted in an increase in permeability, especially in the
dilational, anticlinal axis zones.

In the search for the Carlin-Type of deposit, the presence of other mineral de-
posits is often used as a vector, including linear strings of seemingly unrelated metal
concentrations. Long-lived, deep-seated crustal sutures along which continents may
have amalgamated are commonly the locus of a variety of metal-bearing fluids de-
rived from intrusive and extrusive magma, regional metamorphic events and from
the surface. As such deeply buried structures are rarely exposed and difficult to
identify using geophysical techniques, they are often identified by the linear pattern
formed by the deposits themselves.
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More direct indicators of Carlin-Type deposits are fine-grained placer gold de-
posits with pathfinder elements that represent weathered and locally transported lode
gold deposits. Placer-gold occurrences in many places have provided the first evi-
dence of the presence of Carlin and other types of lode gold deposits.

The westernmost Nahanni River region has been identified as one of the most
prospective in Canada for hosting Carlin-Type deposits (Rowan, 1989; Richards,
1989; Poulsen, 1996; Rasmussen et al., 2007). All of the elements identified as
critical to the formation of a fine-grained disseminated sediment-hosted gold deposit
(Carlin-Type) discussed above have been identified in the study area, except for the
regional extensional tectonism.

3 Applied Methodology

3.1 Overview: Production of Mineral Potential Maps

Figure 4 provides a summary of the modelling process used to produce the various
potential maps. For each deposit model, vectors (indicators) to mineralization were
selected based on the exploration criteria discussed previously, in concert with ex-
ploration knowledge of the area. Evidence maps (thematic data layers) were created
based on these vectors and each map was weighted (Tables 1–4). The weights for
each evidence map were subjective and are based on expert opinion (of the 3rd and
5th authors) in conjunction with regional exploration knowledge derived from lit-
erature searches and discussions with geologists from industry and provincial and
territorial governments. It should be noted that weighted mineral occurrences for
each style of mineralization were also used as evidence maps in the modelling
process.

One primary potential map was produced for each of the four deposit mod-
els and one other for hydrocarbon potential This was accomplished by combin-
ing the weighted evidence maps for each model, using a simple additive technique
(weighted index-overlay) followed by normalization to a scale of 1–50 to ensure
each of the four deposit maps had equal weight in the final, combined model. The
hydrocarbon map was also normalized so that each of the three high potential ar-
eas had a weight of 50 reflecting their high potential for hydrocarbons (K. Osadetz,
pers comm., 2007). These four individual potential maps (one for each model) were
divided into 5 classes based on natural breaks in the histograms with 5 being the
highest mineral potential. The 4 multi-class maps and the fifth hydrocarbon poten-
tial map (already converted into 1 class of very high potential) were then combined
into one final mineral potential map using a MAX operator as outlined in Fig. 4.
The rationale behind the MAX operator is that high potential for any one deposit
model is sufficient on its own. If the additive function were to be used at this stage,
this process would subdue a high potential rating that is based on only one deposit
model compared to a similar high potential rating that is derived for two or more
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Modelling Method

Deposit Models

- SEDEX
- Carbonate-Fault
- Intrusion Related
- Carlin Related
- Hydrocarbon

5 mineral potential maps:

Multi-class potential maps
(Figures 8a, b, c, d)

Normalized mineral potential maps

Final Composite otential map
(including hydrocarbons)

by potential classes(Fig.9a)

Mineral P
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natural breaks in histogram
of data distribution

Efficiency of Model (SRC) plots
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(exploration vectors) for

each model (see Tables 1-4)
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weighted evidence
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Combine
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Max (map 1,2,3,4)

Sum
by planning

units

Fig. 4 Flow chart for GIS modelling operations reported in this paper
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deposit models.The final step was to partition the geologically based mineral poten-
tial map into drainage-defined planning units developed by Parks Canada for park
planning purposes.

Plots showing the efficiency of the model (i.e. how well the potential map pre-
dicts the known occurrences; termed an SRC plot) for the final additive potential
map was generated for each of the four deposit models to assess how well the map
predicts the individual occurrences as organized by deposit type. These graphs were
produced by plotting cumulative area of each potential map (from highest to lowest
potential) against the number of deposits predicted (Chung and Fabbri, 2003 and
Harris et al., 2006a,b).

Space does not permit showing the individual evidence maps for all four models.
However to demonstrate the methodology, a complete set of evidence maps is shown
in Fig. 5 for the SEDEX model only.

3.2 SEDEX Model

A total of 17 weighted evidence maps (Table 1; Fig. 5) were used to create an ad-
ditive SEDEX mineral potential map (see Final Model section). The individual evi-
dence maps are described below.

3.2.1 Favourable Rock Packages

Favourable rock packages included Cambrian to mid-Devonian transitional to deep
basinal strata (Fig. 5a) which are established SEDEX hosts, as well as basinal Neo-
proterozoic Windermere Supergroup strata (shaly sandstone) (Fig. 5b). These strata
may have been the source of metals to form the overlying SEDEX deposits as well as
having potential to host SEDEX deposits in their own right. The former rock pack-
age is highly weighted (see Table 2) whereas the latter is assigned a lower weight
due to its speculative genetic ties to the SEDEX model.

The early Silurian portion of the generally black, calcareous, graptolitic, Cam-
brian to Silurian shale in the Road River Group hosts the Howard’s Pass deposits.
These collectively represent one of the few giant to super giant SEDEX-type camps
of the world. Of similar age but different in lithology, the carbonaceous cherty black
shale of the Whittaker Formation also hosts similar stratabound zinc and lead sul-
phide minerals at Prairie Creek (one of the three types that constitute the fault-
associated composite model). The total extent of the SEDEX portion of Prairie
Creek is not known, but its presence supports the concept of a broader mineral-
izing event in the late Silurian. A second series of SEDEX-type mineral deposits,
characterized by the Tom and Jason deposits in the Macmillan Pass area, is hosted
by late Devonian to Mississippian siliceous black shale and conglomerate of the
Earn Group. All of the Cambrian to Mississippian basinal strata together constitute
the highly weighted first lithological evidence map.
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East of the Earn Group tract, the contemporaneous grey silty shale units and the
Besa River and Horn formations are not known to host mineral deposits. Neither
formations display facies changes such as siliceous or highly carbonaceous zones,
or conglomerate. Therefore these units are characterized as an unfavourable rock
package and given no weight in this analysis.

3.2.2 Structural Features

Cambrian and Ordovician volcanic units (Fig. 5c), as well as proximity to these
units (Fig. 5d), are modelled in a similar fashion to faults, in that they represent deep
crustal zones of weakness that may have channeled hydrothermal fluid flow. Growth
faults (Fig. 5e) are interpreted as Laramide expressions of northeast-trending deep
crustal offsets, the Leith Ridge and Fort Norman structures (Aitken and Pugh, 1984).
These are interpreted as zones of weakness that caused subtle lateral facies changes
and could have focused the transport of hydrothermal fluids during sedimentation.
They are now interpreted as reactivated in terms of steeply dipping cross faults that
are discordant to northwesterly regional fold and thrust trends.

All other faults (excluding growth faults) (Fig. 5f) are mainly southwest dipping
thrusts, some of which may have been primary depositional extensional faults that
could have channeled mineralizing fluids but were reversed during the compres-
sional Laramide deformation that formed the Selwyn and Mackenzie mountains.

A major carbonate-shale facies change (Fig. 5g) along the Ordovician to Devo-
nian platform edge is interpreted as yet another favourable location for the develop-
ment of structures that could have transported hydrothermal fluids.

3.2.3 Stream Sediment and Stream Water Geochemistry

Elements considered to reflect both direct and indirect evidence for SEDEX de-
posits (Table 1) were extracted from the stream sediment and water geochemi-
cal data sets (Fig. 3a). Variograms were constructed for each pathfinder element
in order to determine a “zone of influence” around each sample point (see Harris

�
Fig. 5 Evidence maps used for modelling SEDEX deposit type, (a) transitional to deep basinal
strata, wt = 10; (b) basinal Windermere strata, wt = 3; (c) Cambrian to Ordovician volcanic units,
wt = 10; (d) 3 km buffer around volcanic units, wt = 5; (e) 3 km buffer around growth faults,
wt = 2; (f) 2 km buffer around faults, wt = 1; (g) carbonate-shelf facies change, 3 km buffer,
wt = 1; (h) stream sediment geochemistry, direct indicators; (i) stream sediment geochemistry,
indirect (pathfinder) indicators; (j) stream water geochemistry, director indicators; (k) stream wa-
ter geochemistry, indirect (pathfinder) indicators; (l) pH, water geochemistry; (m) 3 km buffer
around anomalous springs, wt = 2; (n) 3 km buffer around SEDEX occurrences, defined resources,
wt = 10; (o) 3 km buffer around SEDEX occurrences, wt = 7; advanced prospects, wt = 5; (p) 3 km
buffer around SEDEX occurrences, showings, wt = 2; and (q) 3 km buffer around SEDEX occur-
rences, anomalies, wt = 1
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et al., 2001). The zone of influence (typically 3 km) was used as a search radius
for an inverse-distance-weighted (IDW) algorithm used to interpolate the data over
selected favourable rock units. An advantage of this approach which utilizes a fixed
radius is that areas characterized by a low density of sample points are not interpo-
lated, thus reducing the introduction of artifacts and thereby increasing the certainty
in the interpolation process. The interpolated map of each element was then normal-
ized from either ppm or ppb to byte data (0–255) so that in the additive processes
of combining the data all of the included elements would be equally weighted pre-
venting any one element to dominate based on a wider data distribution range. A
map showing mean normalized concentration was then produced by summing the
normalized interpolated element maps and dividing by the number of elements. For
example, the evidence map of direct SEDEX pathfinder elements obtained from
stream sediment data was created by using the following formula:

(nAg+nCu+nPb+nCu)/4

where n = normalized value
This map was then broken into 5 classes based on natural breaks in the his-

tograms of the normalized data. The classes were assigned subjective weights of 10,
7, 2, 1, and 0 for the highest to lowest mean concentrations respectively. The entire
data processing method (applied to the geochemical data for all deposit models) is
summarized in Fig. 6.

This same process was repeated for the indirect SEDEX pathfinder elements: As,
Ba, Cd, Cr, F, Mn, Mo, Ni, Sb, and U. However the lower weights assigned to the 5
class normalized mean map (6, 4, 2, 1, 0) reflect the lower predictive power of the
indirect pathfinder elements.

The same process was applied to the water geochemical data, excluding those
pathfinder elements that were not determined (see Table 1). Fig. 5h,i,j,k show the
final 5 class normalized mean maps for the direct and indirect elements from the
stream sediment and water geochemical data used to produce the SEDEX mineral
potential map

3.2.4 pH (Acidity of Stream Water)

The pH is lowered by the oxidation of sulphidic minerals under aqueous conditions
to produce sulphuric acid. The pH in turn influences the transport of metals in water
and their adsorption onto particulate matter in stream sediments. Low pH (acidic)
water has enhanced capacity to transport most metals and may thereby enhance their
geochemical expression. In neutral to alkaline environments the chemical mobility
of many metals, including Zn, Ag, and Pb, and to a lesser extent As and Cd, is
severely restricted (Plant and Raiswell, 1994). Conversely, metals such as U, Mo,
and V are relatively mobile. As the pH of stream waters exceeds 7.0 in much of
the survey area because of the dominance of limestone, the geochemical dispersion
of many elements is reduced in those areas. It is expected that pH will tend to be
buffered consistently within rock units except for anomalous sites.
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Fig. 6 GIS modelling
process to determine a “zone
of influence” around sample
points for interpolation of
geochemical data between
sites of stream sediment,
stream water and spring water
samples Select over favourable lithologies

(normalize geochemical population to
rock units of interest)

Variogram
(range = 3 km)

Interpolate
-use inverse distance-weighted (IDW)
with a fixed search radius equal to the

range distance (3km)

Normalize geochemical data distributions
to byter ange (0-255)

Additive( normalized) mean maps for
direct element indicators and pathfinder

elements

Multi-class (5 classes) weighted map

10, 7, 2, 1,0 - for direct indicators
6, 4, 2,1,0 - for direct indicators (pathfinder)
4, 3, 2, 1,0 - for indirect indicators (pathfinder)

Sample points
- stream sediment geochemistry
- stream water geochemistry

range = 3 km

Using the above knowledge, an evidence map of pH was produced from the wa-
ter geochemical data using the following method. The point data were interpolated
using IDW with a 3 km fixed search radius as determined from a variogram (Fig. 6).
This interpolated map was then divided into 8 equal classes based on quartiles with
the following weights (10, 9, 8, 7, 4, 3, 2, 0) representing extremely acidic to ba-
sic pH conditions, respectively (Fig. 5l). The more acidic conditions were given
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a higher weight to reflect more favourable environments assuming that the cause
of the acidity was sulphide minerals such as sphalerite (zinc + /− silver), galena
(lead + /− silver) and tetrahedrite (copper + silver), recognizing that pyrite and
carbonaceous shale that contain no base metals also reduce pH.

3.2.5 Spring Water Geochemistry

Spring water sample sites were subjectively classified as favourable for SEDEX,
based on anomalous pathfinder elements (all SEDEX anomalous springs from
Table 5.12 of Hamilton et al., (2003) and selected anomalous springs characterized
as SEDEX from Table 6 of Caron et al. (2007)). The following pathfinder elements
were considered as direct evidence: Ag, Cu, Pb, Zn; and as indirect evidence: As,
Ba, Cd, Cr, Mn, Mo, Ni, pH, Sb, V. Those sites considered as anomalous for one or
more elements indicating SEDEX were buffered to 3 km and assigned a weight of
two (Fig. 5m).

3.2.6 Mineral Occurrences

Mineral occurrences of the SEDEX-type were assigned to one of four categories:
defined resources (weight 10), advanced prospect (weight 7), showing (weight 4),
and anomaly (weight 2). The weighted points were then buffered to 3 km represent-
ing a “zone of influence” (Fig. 5n,o,p,q). A distance of 3 km was chosen based on
observations with respect to mineralization and alteration made in the field.

3.3 Carbonate-Fault Model

A total of 15 weighted evidence maps (Table 2) were used to create an additive
Carbonate-Fault mineral potential map. This map indicates relative potential for
the presence of undiscovered zinc-lead-silver massive sulphide deposits that fit this
composite model as described above in the deposit model overview section. The
evidence maps are as follows.

3.3.1 Favourable Rock Units

Favourable host rocks include dolostone of the Devonian to Cretaceous Manetoe,
Presqu’ile and Grizzly Bear formations (diagenetic facies) (weight 10), middle
Devonian strata (weight 5), Cambrian to early Devonian carbonate platform strata
(limestone, dolostone) (weight 5), Cambrian to early Devonian calcareous shale
(weight 2) and proximity to the diagenetic facies listed above (3 km buffer,
weight 5).
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The Manetoe and Presqu’ile facies are diagenetic and/or hydrothermal alter-
ation products of carbonate lithofacies (limestone and dolostone) that constitute the
Mackenzie Platform (Morrow et al., 1990). This style of alteration is associated
with reef-related dolomite diagenesis and with the passage of hydrothermal fluids,
an alteration style that is present in and around significant carbonate-hosted base-
metal deposits in western Canada (i.e. Pine Point, Robb Lake, and near Prairie Creek
(Paradis, 2007)).

3.3.2 Structural Features

Growth faults (3 km buffer, weight 2), all other faults (2 km buffer, weight 1) and the
trend of the facies change between the Devonian carbonate and shale assemblages,
as per the SEDEX model (2 km buffer, weight 1) were used as evidence maps for
the presence of undiscovered Carbonate-Fault-related deposits. As for the SEDEX
deposit model, these features were likely to have focused the flow of hydrothermal
fluids.

3.3.3 Stream Sediment and Stream Water Geochemistry

Four evidence maps were created based on direct and indirect elements for
Carbonate-Fault- related mineralization from the stream sediment and stream water
geochemical data. The processing and weighting strategy was the same as described
for the SEDEX model, however, different suites of pathfinder elements were used
as listed in Table 2.

3.3.4 Spring Water Geochemistry

Spring water sample sites were subjectively classified as favourable for Carbonate-
Fault deposits based on anomalous pathfinder elements (Prairie Creek mine water
from Table 5.12 of Hamilton et al., (2003) and selected anomalous springs from
Table 6 of Caron et al., (2007)). The following pathfinder elements were considered:
direct (Ag, Cu, Pb, Zn) and indirect (Cd and Sb). Those considered anomalous for
one or more of these elements were assigned a weight of 2 with a 3 km buffer.

3.3.5 Mineral Occurrences

Mineral occurrences classified in the Carbonate-Fault model were assigned to one
of two categories: defined resources (weight 10) and showing (weight 4). These
classified points were buffered to 3 km representing a potential “zone of influ-
ence” reflecting the same distance rationale as discussed above for the SEDEX
model.
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3.4 Intrusion-Related Model

A total of 14 weighted evidence maps (Table 3) were used to create an additive
Intrusion-Related mineral potential map. These are described below.

3.4.1 Favourable Rock Units

Each intrusion (pluton) was assigned to one of three groups based on qualitative
geological assessment of their potential (high, medium, or low) to host or be spa-
tially associated with undiscovered Intrusion-Related deposits, following the classi-
fication of Rasmussen et al. (2007). Additional geological knowledge provided by
Barnes et al. (2007) and Yuvan et al. (2007) was also considered. For modelling pur-
poses, any mapped hornfels associated with the margin of a pluton was included as
part of that pluton, based on the assumption that hornfels (contact metamorphosed
sedimentary rock) was caused by a shallowly underlying portion of a pluton below
the hornfels. The plutons were buffered at 3 different distance intervals and within
each pluton itself reflecting zones of different alteration intensity as observed from
various field studies and mapping initiatives. The proximal zone (1 km buffer outside
and inside each pluton representing a zone of maximum alteration) was assigned the
highest weight.

Shaly limestone units situated within 20 km of any pluton were also weighted
for their potential to host undiscovered skarn deposits (Fig. 7). Units thought to
have the highest potential for skarn deposits are defined by their content of impure
limestone. The highest rank of 10 was assigned to the heterogeneous limestone-
bearing units (Vampire and Sekwi formations) that include the immediate host of
the Cantung Mine.

3.4.2 Structural Features

A fault density map was produced from a vector file of faults using a line density
algorithm in the GIS. The basic premise is that faults acted as conduits for mineral-
izing fluids either from the plutons themselves or remobilized from the host rocks as
a result of pluton emplacement. This algorithm produces a density map based on the
number of faults within a 5 by 5 km neighbourhood. This map was divided into 3
classes based on natural breaks in the; high, medium and low density; and assigned
weights of 5, 3 and 1, respectively.

3.4.3 Stream Sediment and Stream Water Geochemistry

Two multi-class additive and normalized maps were produced showing direct and
indirect pathfinder elements from the stream sediment data. Two maps were similarly
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Quartz monzonite - Selwyn Plutonic Suite and Earn Group shale

No potential in model

Weighted Lithologic Units
(for SKARN potential)

Dolostone, limestone and shale (various formations)

Sandstone, siltstone (various formations)
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Fig. 7 Rated geology within areas of influence of intrusions in Selwyn Plutonic Suite, used for
modelling Intrusion-Related and Carlin-Type gold deposit potentials. Dark shades are assigned to
low potential, light shades to high

produced from the water geochemical data. The same geochemical processing
method described for the SEDEX model (Fig. 6), using a different suite elements
for direct and indirect evidence (see Table 3), was adopted for the Intrusion-Related
model.
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3.4.4 Spring Water Geochemistry

Spring-water sample sites were subjectively classified as favourable for Intrusion-
Related mineralization based on anomalous pathfinder elements (three examples
labeled “tungsten skarn” from Table 5.12 of Hamilton et al., (2003) and selected
anomalous springs from Table 6 of Caron et al., (2007)). Direct pathfinder elements
include W, Cu, Pb, Zn; and indirect pathfinder elements include Ag, As, Au, Bi, F,
Sb, Sn, and Te. As for the SEDEX model a 3 km buffer (zone of influence) around
each anomalous sample point was produced and a weight of 2 was assigned for this
evidence map.

3.4.5 Mineral Occurrences

Mineral occurrences of the Intrusion-Related model (after NORMIN, Barnes et al.,
2007; Rasmussen et al., 2007, and Yuvan et al., 2007) were assigned to one of four
categories: defined resources (weight 10), advanced prospect (weight 5), showing
(weight 2), and anomaly (weight 1). As for the SEDEX model, each weighted oc-
currence was buffered to a distance of 3 km representing a “zone of influence”, again
using the distance rational discussed for the SEDEX model.

3.5 Carlin Model

A total of 20 weighted evidence maps (Table 4) were used to create an additive
mineral potential map for undiscovered Carlin-Type lode gold and/or related placer
deposits. The evidence maps are described below.

3.5.1 Favourable Rock Units

Many researchers feel that Carlin-Type mineral deposits share a strong association
with late Cretaceous plutons (e.g. Poulsen, 1996; Rasmussen et al., 2006, 2007).
In the Nevada Carlin-type locality, carbonate units are essential as host rocks. Thus,
the same three pluton groups and variegated limestone units, with the same buffering
and weighting strategies as the Intrusion-Related model, were applied to the Carlin-
Type model.

3.5.2 Structural Features

With the initiation of fluid systems, transportation corridors were also needed to fo-
cus fluid flow. Additional dilational zones such as anticline axes may have enhanced
permeability and therefore are also an important structural feature to model. Thus,
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as with the Intrusion-Related model, growth faults within 20 km of a granite body
were buffered to 2 km reflecting a zone of influence and assigned a weight of 1. All
other faults were buffered to a distance of 2 km but only on the down-dip side (i.e.
toward the southwest) and weighted as 1. Fault intersections were buffered to 2 km
with a weight of 2 and within 20 km of a granite body. Anticlinal axes were buffered
to 2 km with a weight of 1. A 5 km buffer (weight 2) was assigned to all volcanic
units and the units themselves were weighted 2. Regardless of the age of extru-
sion, volcanic units are modelled as indicating deep-seated basement structures. All
of the above structural evidence maps highlight features that may have served as
conduits for mineralizing fluids. Rational for buffer distances were based on field
observations and exploration knowledge.

3.5.3 Stream Sediment and Stream Water Geochemistry

Three evidence maps were created from the stream sediment data; one based on
direct pathfinder elements, one on indirect pathfinder elements and one on possi-
ble pathfinder elements (see Table 4). The same processing and weighting strategy
described for the SEDEX model was also used for the Carlin model. The only excep-
tion was the addition of a possible pathfinder map whose 5 normalized classes are
assigned weights of 4, 3, 2, 1 and 0. This map was lesser ranked due its lower pre-
dictive power. The only stream sediment element used for direct evidence was Au.

The same procedure was repeated for the stream water geochemical data using
a modified suite of elements (Table 4). Only two evidence maps, indirect pathfind-
ers and possible pathfinders, were produced from the water geochemical dataset,
because no direct evidence (Au) was analyzed.

3.5.4 pH

The same strategy and weights used to create pH evidence maps for the SEDEX and
Intrusion-Related models were applied to the Carlin modelling.

3.5.5 Spring Water Geochemistry

Springs with a “Carlin signature” in anomalous pathfinder elements (Ag, Sb, As,
Au, Ba, Hg, Ti, Tl) were buffered to a distance of 3 km and assigned a weight of 2.

3.5.6 Placer Gold Occurrences

Placer gold occurrences are historically the first direct indicator in the discovery
history of many Carlin-Type deposits and these were selected from the mineral de-
posits database (NORMIN). Given the importance of intrusions to the composite
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Fig. 9 Composite mineral potential maps. Mineral occurrences by type are shown for reference.
(a) Final mineral potential map generated by combining maximum values of individual 5 class
potential maps for each deposit model as well as potential map for Hyrdocarbons, (b) Resource
potential apportioned to park planning units using MAX operator. See text for explanation
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Carlin model used in this analysis, placer gold occurrences were included in the
model only where they fit local derivation criteria within the buffer of a pluton or
a spring with plutonic characteristics. Thus not all of the eastern Nahanni gold oc-
currences were included. A 5 km buffer around each placer gold occurrence with a
weight of 5 was employed to create the evidence map.

3.5.7 Lode Gold Occurrences

Lode gold occurrences that are compatible with the Carlin model (after Rasmussen
et al., 2007; Cline et al., 2005; and NORMIN) were assigned to one of two cate-
gories; showing (weight 2), or anomaly (weight 1) and each group of points was
buffered to 3 km creating two evidence maps.

3.6 Composite Model

The four additive-normalized potential maps (not shown) and associated five-
class potential maps derived from the additive normalized maps are shown in
Fig. 8a,b,c,d (see Fig. 4 and previous discussion for method) The five-class maps
(Fig. 8a,b,c,d) and the single class hydrocarbon potential map of Osadetz et al. (2003)
were used to create the composite potential map using the following equation:

MAX (Carlin, Fault, Intrusion, SEDEX, Hydrocarbon)

– where the input maps represent the 5-class potential maps and the Hydrocar-
bon map.

This composite potential map (Fig. 9a) was used as the basis for selecting conser-
vation areas as it formed the “cost layer” that was used in the site selection process
undertaken by Parks Canada. Figure 9b shows a map of Parks Canada’s planning
units in which the maximum value (based on Fig. 9a) for each planning unit was
calculated by using a zonal analysis in the GIS.

The rational for using a MAX operator was to ensure that a planning unit was
labeled high potential (thus a high cost) even if only one of the four potential maps
showed the area to be of high potential. Thus the planning units shown in light grey
on Fig. 9b represent areas where one or more of the five potential maps indicate
high mineral or energy resource potential. This strategy provides a comprehensive
estimate of mineral potential.

4 Results

4.1 Validation

Plots showing how well each mineral potential map predicts the known occurrences
(known as efficiency of classification or SRC plots) were generated (Fig. 10a–d) for
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Fig. 10 Efficiency of classification (model) graphs (SRC) for each of four deposit models in this
GIS study, showing how well potential maps predict individual occurrences classified by deposit
type. (a) Sedex additive – normalized (b) Plutonic additive – normalized (c) Carbonate-Fault –
additive – normalized (d) Carlin additive – normalized. These plots show number of occurrences
predicted as a function of area, ranked from high to low potential, on each of additive – normalized
mineral potential maps for each deposit type. Cum Sites represents number of occurrences (% of
total) along Y axis and Eff CumAre represents cumulative area of each potential map along X axis

the purpose of validating the models. These plots show the number of occurrences
predicted as a function of area, ranked from high to low potential, on each of the
additive – normalized mineral potential maps for each deposit type. Considering the
top 5% of the highest potential areas, the SEDEX model is the best predictor with
approximately 80% of the SEDEX-style mineral occurrences being predicted. The
Intrusion-Related (Pluton) model is next best, predicting about 60%, the Carlin-
Type model slightly weaker at 40%, and the Carbonate-Fault model is the least
predictive, with only 30% success. Considering the top 1% of the high potential
area, the SEDEX model is again the best, predicting close to 50% of the SEDEX
occurrences. The Intrusion-Related and Carbonate-Fault models predict 20% of its
style of mineral occurrences whereas the Carlin-Type model that predicts only 11%.
Each of the individual models is at best only moderately predictive, although all four
models predict 100% of the associated mineral occurrences in approximately 30%
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of the high potential area. The consistently poorer performance of the Carlin-Type
potential map suggests that the deposit model is not particularly characteristic of
these types of mineral occurrences at least within the study area.

4.2 Geological Interpretation

This section relates the areas of highest mineral potential as established by GIS
analysis and modelling, in qualitative terms, to mineral deposit models and the ge-
ological and geochemical evidence supporting them. In a number of places there is
overlap between the evidence for different deposit models and their quantitative GIS
model results. Geographic and mineral potential areas of interest referred to below
are represented in Fig. 8.

4.2.1 SEDEX zinc-lead-silver

Five areas of interest on the final SEDEX potential map (Fig. 8a) are discussed next.
Area A in the northwest section of the study area contains some of the Howard’s

Pass deposits. The high potential area containing these deposits highlights the
northwest part of a southeast-northwest-trending linear zone within the study area,
informally known as the “zinc corridor”, extending from the northwest end of the
existing park reserve and the Flat River Valley to the Howard’s Pass deposits. A sep-
arate sub-parallel strand of this corridor contains a high potential zone (area B)
northwest of the Cantung deposit.

Area C represents a broad area of relatively high potential in the Meilleur River
Embayment of the Selwyn Basin, hosted by the Road River Group, but partially
masked by the younger Besa River Formation. This area is generally under-explored
due to its remoteness but was previously highlighted by the Nahanni MERA 1, along
the western edge of the Tlogotsho Plateau. The Meilleur River Embayment had
earlier been identified as an important eastern extension of the Selwyn Basin by
Morrow and Cook (1987). Despite the lack of exploration interest, this MERA 2
study has quantitatively reinforced evidence that the Meilleur River Embayment has
relatively high potential for the presence of undiscovered SEDEX deposits based
on the additive favourability of stream sediment, stream water and spring water
geochemistry, northeasterly growth faults associated with the Leith Ridge basement
structure, and favourable rock units throughout the area.

Area D in the vicinity of the Selena Creek deposit represents an area of rel-
atively high potential, very much like that of Area C and underlain by the Road
River Group within the Selwyn Basin proper. This area is characterized by rolling
vegetated hills with little exposure except where dissected by deep canyons. Some
zinc showings have been identified by the limited exploration efforts in this area.
The regional northeasterly trend of high mineral potential from the Prairie Creek to
Meilleur River areas continues toward the southwest into this area, parallel to the
deep-seated Leith Ridge structure.
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Area E represents the northeastern extension of the Leith Ridge trend established
by areas C and D, into the MacDonald Platform. This area is enhanced in potential
by the growth fault attribute contributed by the carbonate-shale facies change that
trends northerly along the Prairie Creek sub-embayment of the Meilleur River Em-
bayment. Stream sediment, stream water and spring water geochemical data further
support this designation.

4.2.2 Carbonate-Fault

Figure 8b shows mineral potential maps for the Carbonate-Fault zinc-lead-silver de-
posit model. A large area around the Prairie Creek deposit (Area F) containing many
fault-related prospects has been classified as high potential based on this model.
This rating is supported by favourable stream sediment chemistry, a high density of
mapped faults and the presence of diagenetically altered limestone and dolostone
units (Manetoe facies).

The Broken Skull area (Area G) is in the vicinity of the Broken Skull Fault,
which is interpreted as a reactivated growth fault due to lithological changes across
it. A number of anomalous hot springs in this area, with geochemistry suggestive
of mantle fluids, support the inference that this fault is long-lived and deep-seated.
This area is also characterized by anomalous stream sediment geochemistry.

Area H in the vicinity of the Selena Creek deposit is classified as higher in
potential due to anomalous sediment geochemistry, favourable rock units, and the
presence of a number of north-trending faults. Some SEDEX prospects have been
identified in this area as well as the high potential for Intrusion-Related mineral-
ization may reflect an overlap in the genetic deposit models. The plutons in this
vicinity may have acted as heat sources for re-mobilizing mineralized fluids along
major faults.

Areas I (Howard’s Pass) and J (southeast of Cantung) are located along the west-
ern strand of the “zinc corridor”, delineated here primarily by anomalous stream
sediment geochemistry, favourable basinal shale packages and a high density of
faults.

A southeast-northwest trending divide is apparent between the high potential
zones F and G in strata of the Mackenzie Platform, and areas H, I and J within the
Selwyn Basin, that may reflect an overlap of Intrusion-Related models with SEDEX
parameters. There are some examples of Carbonate-Fault occurrences in the south-
western area, but most of these show evidence of higher temperatures, favouring
classification as Intrusion-Related instead.

4.2.3 Intrusion-Related

Figure 8c shows the Intrusion-Related mineral potential map. Obvious high potential
areas are restricted to the western portion of the region in proximity to the plutons.
Area K around and to the north of Selena Creek is modelled as high in potential
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by virtue of its proximity to the “McLeod and Big Charlie plutons”, intersecting
carbonate units, anomalous geochemistry (particularly stream sediment), anomalies
in spring waters, and anomalous geophysical signatures. This area also contains a
number of skarn occurrences.

Area L-M-N is a broad zone of high potential related directly to the Tay River
plutonic suite. Its favourability is supported in part by anomalous stream sediment
geochemistry, as well as carbonate units within the pluton buffers.

Area O is centered near O’Grady Lakes/Moose Ponds, covering the O’Grady
batholith of the Tombstone plutonic suite and a number of high-ranking Intrusion-
Related mineral prospects. In addition to anomalous stream sediment geochem-
istry, the pluton-buffered areas also contain favourable carbonate units and several
Intrusion-Related anomalies represented by pathfinder elements in spring waters.

4.2.4 Carlin-Type

Figure 8d shows the Carlin-type Au potential map. An expansive area of high po-
tential occurs in the vicinity of the Selena Creek placer deposit (Area P). This area
has been classified as high potential based on a series of placer gold showings,
favourable pathfinder elements (As, Sb, Hg, Ti and Ba accompanying Au and Ag),
lithology, proximity to plutons and position at the southern end of a regional trend
of existing gold prospects and deposits extending to Alaska.

The linear “zinc corridor” (Area Q-R-S) which contains both the Howard’s Pass
and the Cantung regions is divided and partly overlapped by the high potential area
for Carlin gold-type mineralization based on the proximity to plutons, a high density
of anticlines, and along a trend of numerous showings to deposits including one
active mine. This area illustrates an overlap in parameters with the Intrusion-related
model.

The high potential rating of Area T is a result of the intersection of the Mount
Hamilton pluton buffer with favourable carbonate lithology, anomalous geochem-
ical data from stream sediment, stream water and springs, as well as minor placer
gold occurrences.

Area U, around and to the east of the O’Grady batholith, is similar to Area T with
the added influence of favourable structural parameters such as faults parallel to the
Broken Skull River.

5 Discussion and Summary

Figure 9a,b present the composite mineral (and hydrocarbon) potential based on all
of the models discussed above. Twelve per cent of the park expansion study area is
characterized by moderate to high non-renewable resource potential, with restricted
areas of very high potential. The high potential ratings are consistent with previ-
ously published, aerially or topically restricted resource assessments by Jefferson
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and Spirito (2003) and Lariviere et al. (2006). Although still not all-encompassing,
this GIS analysis achieves more comprehensive and objective results than the previ-
ous assessments by:

• incorporating broader and more advanced sampling and analytical techniques for
the field and laboratory geochemistry,

• enhancing regional geological and geophysical knowledge,
• inclusion of quantitative spatial modelling in a GIS that has applied state-of-

the-art integration methods to combine a knowledge-driven weighted dataset of
deposit models, with the geochemical and geological data.

However, the mineral potential maps are constrained by:

• the present knowledge base
• the use of only four enhanced composite deposit models that together with the

hydrocarbon map represent all non-renewable resource types known or thought
to be important in the Nahanni Park area

• a limited number of evidence maps used to produce each map
• a subjective knowledge-driven weighting system for evidence layers.

This entire resource assessment process is knowledge-driven and the maps gen-
erated represent “our best estimate” of relative mineral potential given the limi-
tations discussed above. However during our experiments to generate data-driven
weightings we found that the knowledge-driven estimates are reasonable although
adjustment of the weights and inclusion of other evidence may improve the per-
formance of each map as the predictive power of the maps were moderate at best
(Fig. 10). These maps would likely change in various areas with increased explo-
ration knowledge, the availability of more (uniformly distributed) geoscience data
for additional evidence maps, and further data-driven modelling to refine the weight-
ing systems.

There is much evidence to indicate that where there is sufficient number of
mineral occurrences, data-driven methods typically out-perform knowledge-driven
techniques (Harris et al., 2001). Subjectivity and uncertainty were introduced in
the initial definition of at least two of the deposit models: Intrusion-Related and
Carbonate-Fault, each of which is a composite of at least three individual deposit
types. It is likely that if each individual deposit type was modelled separately, the
results may have been more discriminating. Subjectivity was required to select the
various evidence maps for each of the models, as well as the applied weighting
system. This added uncertainty to the modelling process which in turn may have
resulted in less predictive maps. Furthermore the assignment of each mineral occur-
rence to one of the four deposit models introduced subjectivity.

In this paper the mineral occurrences were used in the modelling process to help
establish potential for each deposit type although in a different manner than used
in typical data-driven modelling processes where the weighting system is defined
by the number of occurrences falling on the favourable areas of each evidence map.
If more occurrences fall on the favourable areas than would be expected to occur
by chance then the evidence map would receive a high weight in the modelling
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process. In this paper as stated previously a knowledge-based approach was used
to define the weights. However, the mineral deposit data divided into classes of
importance and weighted accordingly were used directly as evidence maps in the
modelling process. Recent work by Harris (in press) indicates that this approach
in which the deposits are used as evidence maps performs as well as traditional
data-driven approaches in which the location of the deposits are used to drive the
modelling process.

Several areas within the study area were identified as having very high mineral
potential. For SEDEX zinc-lead-silver type deposits, five areas were identified: (A)
Howards Pass at the northwest end of the “zinc corridor”; (B) another strand of
this corridor northwest of Cantung; (C) the Meilleur River Embayment; (D) Selena
Creek; and (E) east of Prairie Creek. For carbonate fault zinc-lead-silver deposits,
five areas are highlighted: (F) Prairie Creek; (G) Broken Skull Fault; (H) Selena
Creek; (I) Howard’s Pass; and (J) southeast of Cantung. For intrusion-related de-
posits, three areas stand out: (K) Selena Creek; (L, M, N) a broad zone intruded
by the Tay River plutonic suite including Cantung; and the (O) O’Grady batholith.
Finally, for the Carlin-type lode and/or placer gold deposits, six areas have high
ratings: (P) Selena Creek; (Q, R, S) a broad linear zone of intrusions dividing and
overlapping the “zinc corridor’; (T) surrounding the Mount Hamilton pluton; and
(U) in and around the O’Grady batholith. High natural gas potential was assessed
under MERA 1 p in the southeast corner of the study area, over the untested Etanda
Dome and Twisted Mountain Anticline, as well as over the partially explored Matt-
son Anticline.

The use of GIS analysis procedures has greatly facilitated the process of produc-
ing mineral potential maps and transferring the results to Parks Canada as part of the
MERA process. This method is an improvement over the traditional “light table” ap-
proach of overlaying maps and making visual assessments of mineral potential that
have been historically used for MERA. The strictly GIS-based cost-benefit analy-
sis utilizing these results partitioned into park planning units should not however
replace round-table discussion and deliberation. Economic and strategic analysis
will help the stakeholders understand the relative values of the various park at-
tributes and cost factors, such as non-renewable resources with the aid of these GIS
results.
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Abstract Estimates of numbers of undiscovered mineral deposits, fundamental to
assessing mineral resources, are affected by map scale. Where consistently defined
deposits of a particular type are estimated, spatial and frequency distributions of
deposits are linked in that some frequency distributions can be generated by pro-
cesses randomly in space whereas others are generated by processes suggesting
clustering in space. Possible spatial distributions of mineral deposits and their re-
lated frequency distributions are affected by map scale and associated inclusions
of non-permissive or covered geological settings. More generalized map scales are
more likely to cause inclusion of geologic settings that are not really permissive for
the deposit type, or that include unreported cover over permissive areas, resulting in
the appearance of deposit clustering. Thus overly generalized map scales can cause
deposits to appear clustered. We propose a model that captures the effects of map
scale and the related inclusion of non-permissive geologic settings on numbers of
deposits estimates, the zero-inflated Poisson distribution. Effects of map scale as
represented by the zero-inflated Poisson distribution suggest that the appearance of
deposit clustering should diminish as mapping becomes more detailed because the
number of inflated zeros would decrease with more detailed maps. Based on ob-
served worldwide relationships between map scale and areas permissive for deposit
types, mapping at a scale with twice the detail should cut permissive area size of a
porphyry copper tract to 29 percent and a volcanic-hosted massive sulfide tract to
50 percent of their original sizes. Thus some direct benefits of mapping an area at
a more detailed scale are indicated by significant reductions in areas permissive for
deposit types, increased deposit density and, as a consequence, reduced uncertainty
in the estimate of number of undiscovered deposits. Exploration enterprises bene-
fit from reduced areas requiring detailed and expensive exploration, and land-use
planners benefit from reduced areas of concern.
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1 Introduction

Undiscovered mineral resource estimation can be captured by three components: the
number of deposits, their grades and tonnages, and their locations (Singer, 1993).
For many deposit types, geologic controls on locations and grades and tonnages
can be represented by proper use of mineral deposit models. Estimating numbers
of undiscovered mineral deposits could be based on deposit density models, or ex-
pert judgment, or both. Stochastic processes and related spatial distributions of de-
posits offer other statistical guidelines for increasing specification of these estimates.
Numbers of deposits estimates are linked to grade and tonnage models and to delin-
eation of permissive tracts and are therefore affected by the scale of maps used for
delineation.

Permissive areas are delineated where geology allows the existence of deposits of
one or more specified types and are based on geologic criteria derived from deposit
models that are themselves based on studies of known deposits within and, more
frequently, outside the study area. A geologic map is the primary local source of
information identifying tracts that are permissive for different deposit types and for
delineating the tracts.

When assessing undiscovered mineral deposits by type, the base map selected is
typically affected by there being only a small number of geologic map scales of the
area available, publication scale of the assessment, and time and space limits on the
assessors. An effect of these limits is the often-occurring situation where the map
scale selected is not ideal, because the delineated permissive tract containing the
geologic units that could host the deposits may also include unreported units that
could not contain the deposits. The delineated tract may also contain unreported
geologic units that cover the geologic units of interest or unreported parts that are
too deeply buried to be permissive. In these situations, areas of delineated tracts are
larger than necessary due to inflation by unaccounted for non-permissive areas, or
by covered areas that are poorly explored. In assessments, estimates of the number
of undiscovered deposits should be adjusted to account for the added parts of the
tracts that may not contain deposits.

These effects could be reflected in apparent or real spatial distributions of de-
posits in tracts, and also in the frequency distributions of known deposits and esti-
mates of the number of undiscovered deposits. Spatial and frequency distributions
of deposits are linked, in that some frequency distributions can be generated by pro-
cesses randomly in space, whereas others are generated by processes that suggest
clustering in space. Here we examine possible spatial distributions of mineral de-
posits, their related frequency distributions, and consider the effects of map scale
on these distributions and on reductions of areas that could contain deposits. Fi-
nally, a model that captures the effects of scale on numbers of deposits estimates is
provided.
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2 Spatial Distributions of Deposits

When asked, most economic geologists will say that the locations of mineral de-
posits of any given type are clustered. On a page-sized map of North America, the
locations of kuroko massive sulfide deposits or of porphyry copper deposits appear
to be clustered. Of course there are large parts of North America that geologically
could not contain one or the other of these kinds of deposit. Perhaps what we per-
ceive as clustering of mineral deposits is really clustering of geologic settings. In
a more detailed map that only includes geologic settings that are permissive for
the deposit type, the deposit locations might be interpreted by some geologists as
clustered and by others as not clustered. Even within permissive settings, mineral
deposits may appear to be clustered due to uneven exploration caused by covering
materials over possible deposits. Clustering of mineral deposits can have a strong ef-
fect on estimates of the number of undiscovered deposits. Clustering implies that in
an assessment where a deposit is known, the probability that there will be additional
deposit(s) is increased by the knowledge of deposits and, of course, the opposite is
true when a deposit in not known. Even where the assessed tract is sparsely explored,
clustering of deposits means more uncertainty needs to be expressed in the estimate
of number of deposits. The appearance of clustering can reasonably be assumed to
be affected by map scale.

In order to consider properly whether mineral deposits are clustered in space,
it is necessary to define unambiguously what we mean by a deposit and what are
the sampling conditions. A mineral deposit is defined as a mineral occurrence of
sufficient size and grade that might, under the most favorable circumstances, be
considered economic (Cox et al., 1986). When thinking about clustering of mineral
deposits at a continental scale, the deposits can be considered as points. However,
all mineral deposits have some two-dimensional size and, on a detailed-scale map,
the deposits can no longer be considered as points in space.

An important consideration is the question of what the sampling unit should be to
define a deposit. Mineral deposit data are available to varying degrees for districts,
deposits, mines, adits, and shafts. Perception of clustering can be affected by which
of these is studied. For example, it is not uncommon to see multiple prospects or
mines located on the same deposit or in the same mineralized system being used as
evidence of clustering of mineral deposits. For porphyry copper deposits the follow-
ing operational rule has consistently been applied in our studies to determine which
orebodies should be combined. All mineralized rock or alteration separated by less
than two kilometers of unmineralized or unaltered rock is combined into one de-
posit. Thus, if the alteration zones of two deposits are within two kilometers of each
other, the deposits are combined. For kuroko and Cyprus massive sulfide deposits,
the rule used is that each deposit must be separated from other deposits by at least
500 m of barren rock in order to be counted as a separate deposit, otherwise it is
combined with its neighbor. In resource assessments, or studies of clustering, such
an operational spatial rule is necessary to avoid any bias caused by legal boundaries
or sparse information. Making the issue more interesting, projected surface areas of
deposits of each type have highly skewed frequency distributions such as the log-
normal. Consequentially, deposits cannot be placed into cells of the same size such
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that one and only one deposit is possible. However, it is possible to use cells that are
large enough to hold the largest deposit and multiple deposits in other cells in order
to count frequencies of deposits to test against known probability distributions.

The other part of defining what we mean by deposits and sampling conditions is
clarifying where we would test for the spatial distribution of deposits. If we limit
the analysis to a specific deposit type, it is illogical to examine spatial distributions
of deposits where they could not possibly exist. This means that geologic settings
where a deposit type could not exist should not be considered. More difficult is
deciding how to deal with permissive geologic settings that are covered. Because
most permissive areas that are covered are poorly explored, numbers of deposits that
are reported from covered areas are typically biased downward and therefore are not
representative of the densities (ie., deposits/area) or spatial distributions of deposits.
In studies of clustering of deposits or of deposit densities, part of permissive areas
that are covered should, in most cases, be excluded.

Given these definitions of deposits and sampling conditions, what is known of the
spatial distributions of mineral deposits? Unfortunately, little is known. Studies on
the spatial distribution of mineral deposits that have been conducted to date have ei-
ther contained more than one deposit type, did not confine the sample to permissive
geologic settings, or did not exclude covered areas (Agterberg, 1977, 1984; Bliss
and Menzie, 1993). An important reason why studies that follow the definitions of
deposits and proper sampling conditions presented here have not been conducted is
the rareness of situations where the conditions are met and yet a large number of de-
posits are known. When the rules are applied, the polygons containing deposits are
typically irregular in shape with boundaries where significant “edge effects” must
be addressed. After adjustments for edge effects (Ripley, 1984), few polygons are
likely to remain that contain a large enough number of deposits for statistical anal-
ysis. However, we can learn some things about clustering and scale effects from
consideration of the frequency distributions of deposits in space and from some
simulations.

3 Possible Frequency Distributions of Deposits in Space

Traditionally, frequency distributions of mineral deposits have been modeled as
Poisson or negative binominal distributions. Discussions about the applicability of
these and some other discrete distributions to the spatial distribution of mineral de-
posits are provided by Agterberg (1984) and Harris (1984). The Poisson and nega-
tive binominal distributions are discussed here as models that provide insights into
observed mineral deposit distributions, and as a foundation for a possible alternative
distribution presented later.

The Poisson distribution is frequently used to characterize counts in spatial dis-
tributions of plants, animals, bacteria and, has been suggested for counts of mineral
deposits. The Poisson distribution has several advantages over some alternative dis-
crete distributions, such as requiring estimation of only one parameter and simple
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calculation of the probability of individual numbers of deposits. Also the Poisson
distribution is easy to work with mathematically. Where a Poisson distribution is ap-
propriate, the probability of a particular number of deposits (x) can be estimated by:

P[x,λ ] = λ x exp{−λ}/x! (1)

where λ is the expected number of deposits per unit area. The standard deviation is√
λ .
Poisson distributions, which result from stochastic processes that distribute events

randomly in space, have the property that the mean is equal to the variance, and
each outcome is independent from sample to sample, that is, the probability that any
cell contains a deposit is independent of whether an adjacent cell contains a deposit.
Studies of deposit distributions suggest this assumption of independence may not be
appropriate; that is, deposits seem to be clustered in space (e.g. Agterberg, 1977).
Two stochastic processes can generate clustered spatial patterns; one process dis-
tributes clusters in the sample space; the second distributes events in clusters. For
example, if clusters of deposits are generated by a Poisson process and individual
deposits within a cluster by a log series, the individual deposits will fit a negative
binomial distribution.

A negative binomial distribution (Johnson et al., 1993) is appropriate where the
presence or absence of a deposit affects the probability of a deposit nearby—that is,
when p (probability of deposit) varies systematically, or when some form of cluster-
ing exists. Where a negative binomial distribution is appropriate, the probability of
a particular number of deposits (x) can be estimated by:

Nb[x, p, k] = {(x+k−1)!/(k−1)!x!} pk (1−p)x (2)

where p = a probability, and k > 0, a parameter. The expected number of deposits,
(λ ), is k (1−p)/p, and the standard deviation is

√
(k (1−p)/p2).

A clustering distribution can be generated when the mean of a random process
varies systematically across the space, as Griffiths and Ondrick (1970) demonstrated
with simulations in which they introduced cover masking part of the area containing
events (e.g. deposits) generated by a Poisson process. The resulting distribution of
events in cells led to rejection of a Poisson and acceptance of a negative binomial
distribution even though the underlying distribution was Poisson.

Rejection of the Poisson distribution due to cover in the experiments by Griffiths
and Ondrick points to a possible explanation of some observed results of indirect
measures of spatial distributions of deposits such as deposit densities.

4 Deposit Densities and Effects of Scale

Mineral deposit densities provide models useful to guide estimates of the number of
undiscovered deposits in the same way that tonnage and grade frequencies are mod-
els of sizes and qualities of undiscovered deposits (Singer, 1993; Singer et al., 2001).
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Estimates of deposit density are based on frequencies of deposits per unit of permis-
sive area in well-explored control areas around the world. Deposit density estimates
are made for a particular deposit type in a tract determined to be permissive for that
type based on mapped geology and that have an associated grade and tonnage model.
Internally consistent descriptive, grade and tonnage, and deposit density models are
required in order to prevent biased estimates of undiscovered resources. For exam-
ple, the same spatial rules that apply to deposits used in grade and tonnage models
must be applied to the deposits used to develop deposit density models. The num-
ber of deposits per unit area can be illustrated in histograms that show variation of
frequencies by deposit type.

Little information is available concerning the variability of deposit densities
within deposit types. In one study (Singer, 1994), the area (in logarithms base 10)
of permissive ultramafic rock was found to be a useful predictor of the number (in
logarithms base 10) of podiform chromite deposits. The variability of deposit den-
sities within porphyry copper type deposits, along with questions about effects of
map or assessment scale on estimates of densities, were addressed and a density
model was developed (Singer et al., 2005; Singer and Menzie, 2005). Recently, a
study of deposit density of volcanic-hosted massive sulfide deposits was completed
(Mosier et al., 2007). One recent study considers deposit densities across deposit
types (Singer, 2008)

Densities of podiform chromite, porphyry copper, and volcanic-hosted massive
sulfide deposits were estimated per 100,000 km2 of exposed permissive rock and
mapped cover was excluded from the control area estimates. Each deposit density
histogram is skewed to high densities of deposits (Fig. 1) and, in each situation, the
variance is much larger than the mean indicating more variance than is expected
in a Poisson distribution, which suggests clustering of deposits. Due to exclusion
of permissive areas containing zero deposits and the variable sizes of the permis-
sive tracts, proper testing of the frequency distributions to determine if the Poisson
distribution is consistent with the observed distributions was not attempted.

Deposit density is inversely related to the exposed area of permissive rock for
each of the studied deposit types (Fig. 2). Density of deposits decreases with in-
creasing size of delineated tract for each of the types. When tract size for porphyry
copper deposits increases by 100 percent (doubles), one would expect the number
of deposits to increase by 100 percent, but it instead it increases by 33 percent.
Similar decreases in density are shown for podiform chromite (Singer, 1994) and
volcanic-hosted massive sulfide deposit types (Mosier et al., 2007).

As a general rule, geologic maps published at a detailed scale allow the delin-
eation of smaller tracts. To some extent the reverse is also true, that is, smaller tracts
suggest that a more detailed base geologic map has been used. For both porphyry
copper (Singer et al., 2005) and volcanic-hosted massive sulfide deposits (Mosier
et al., 2007) there is a significant positive relationship between map scale and per-
missive area (Fig. 3) and a negative relationship between map scale and deposit
density (Fig. 4). Based on the relationships represented in Fig. 3, mapping at half
the scale (say 1:1,000,000 to 1:500,000) would cut the permissive size of a porphyry
copper tract to 29 percent and a volcanic-hosted massive sulfide tract to 50 percent
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Fig. 1 Histograms of the number of deposits per 100,000 km2 of permissive rock. Top, podi-
form chromite deposits, middle, volcanic-hosted massive sulfide deposits, bottom, porphyry copper
deposits

of their original sizes. Density of podiform chromite deposits (Singer, 1994) was
determined from maps that were all at the same published scale.

So where are the missing deposits in the larger tracts? No obvious genetic rea-
sons are known to explain why densities of deposits should decrease as tracts be-
come larger—genetically one would expect that the density would not change with
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tract size. Two possibilities exist to account for the discrepancies; either larger per-
missive tracts have more area of geologic settings that are not really permissive for
the deposit type, or proportionally they have more covered area than smaller tracts.
For both possibilities the added settings are not recorded in the maps used to delin-
eate the larger tracts. If larger tracts had a larger proportion of cover than smaller
tracts, we might expect to see some relationship between reported percent cover
and map scale, yet no significant relationship is observed in the only study where
percent cover in permissive tracts was recorded—porphyry copper deposit density
(Singer et al., 2005). Thus, the more likely explanation for lower density of deposits
in larger tracts is that larger permissive tracts include more area of geologic settings
that are not really permissive for the deposit type and are not indicated on the map.

5 Modeling Map Scale Effects

Number of mineral deposits conditioned on size of permissive tracts seems to pro-
vide an excellent means of estimating the number of undiscovered mineral de-
posits by type. It does not directly address the issue of deposit clustering or map
scale effects on densities, however. The results of the experiments of Griffiths and
Ondrick (1970) and the previous explanation that larger tracts probably contain
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more geologic settings that are not permissive suggest a possible model that could
connect map scale and apparent clustering. Suppose that there is a tract mapped in
great detail that contains only permissive rock and that it is divided into cells where
the probability that any cell contains a deposit is independent of whether an adjacent
cell contains a deposit. If this same tract is mapped at a scale such that some geologic
settings that are not permissive are not distinguished from those that are permissive,
the effect would be the same as adding cells that contain no deposits thereby in-
flating the number of cells with zero deposits. This would generate a zero-inflated
Poisson distribution (Johnson et al., 1993; Puig and Jordi, 2006) with:

P[x = 0] = w+(1−w)exp{−λ},
P[x] = (1−w)λ x exp{−λ}/x!, x ≥ 1 (3)

where, w is the proportion of cells where the zero probability is inflated and λ is
the expected number of deposits per cell without the inflation of zeros. With the
inflation of zeros the expected number of deposits is:

μ = (1−w)λ . (4)

The expected number of deposits decreases in proportion to the proportion of
cells where the zero probability is inflated. The relative variation, represented by
the coefficient of variation, increases as the zero probability is inflated. Examples of
several proportions of zero inflation of a Poisson distribution are shown in Fig. 5.
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To see how this might work, suppose that a control tract based on a 1:1,000,000
scale map is delineated as permissive for a deposit type and the proportion mapped
as covered is subtracted from the area. If 60 percent of the permissive area is ac-
tually not permissive because of the necessary lumping of geologic units at that
scale, then the control tract density would be deflated by the additional area that
is really not permissive. If this tract was remapped at 1:500,000 scale we would
expect that the total permissive area would decrease due to the recognition and ex-
clusion of some portion of the non permissive geologic settings that was identified
with the more detailed mapping. Perhaps the proportion of area that is unavoidably
included as permissive would drop to 40 percent. Because the total number of de-
posits remains the same and permissive area decreases, deposit density increases.
This pattern would continue with diminishing effects with each more detailed map.
Thus with control areas from across the world mapped at different scales, we would
expect to see inverse relationships between area permissive and deposit density and
between deposit density and map scale. A discrete lognormal distribution of deposits
across control areas and statistics that suggest clustering of deposits would be con-
sistent with this pattern also. We have not found a properly sampled set of locations
of typed mineral deposits to test the fit of a zero-inflated Poisson distribution.

6 Conclusions

Estimates of number of mineral deposits are directly related to the size of permis-
sive tract. Deposit density (deposits/area) decreases as the size of permissive tract
increases for each of the three deposit types studied. In the control areas used to es-
timate densities, mapped cover and non-permissive rock units were excluded from
calculations. Permissive area is positively related to map scale for both volcanic-
hosted massive sulfide and porphyry copper deposit types. Control areas for podi-
form chromite deposits were nominally mapped at the same scale.

Deposit density decreases as the map scale increases for both volcanic-hosted
massive sulfide and porphyry copper deposit types. More generalized map scales
mean that areas of geologic units that could contain a particular deposit type appear
to be larger than the same areas on detailed maps, because of the inclusion of non
permissive units, but are not differentiated on the more generalized geologic map.
Not all of the effects on density are necessarily due to map scale. More detailed
geological mapping associated with a more recent vintage map has been shown to
be a better predictor of density in some situations (Bernknopf et al., 2007). Typi-
cally, newer vintage and more detailed maps go hand-in-hand however. Neverthe-
less, some maps are of little value in delineating permissive areas at any scale due to
concepts and approaches used in mapping where geologic settings are not clearly in-
dicated. Although it is possible that more generalized maps contain proportionally
more cover over permissive rocks, the only study testing this relationship (Singer
et al., 2005) suggests that it is not necessarily correct. If the scale-effect area added
in an assessment contains only geologic units that are not permissive, the density of
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deposits estimated should decrease because no additional area that is really permis-
sive has been added, but the variability about the estimate should be larger by the
addition of area containing zero deposits.

The zero-inflated Poisson distribution can capture the effects of unreported non-
permissive geologic units and perhaps unreported cover. Apparent effects of map
scale as determined by logic and as represented by the zero-inflated Poisson distri-
bution suggest that the appearance of deposit clustering should diminish as mapping
becomes more detailed. With more detailed mapping, the expected number of de-
posits per unit area should increase because of the removal of non-permissive area
and the relative variability would decrease. It is possible that the mapping scale
needed to remove all hidden non-permissive geologic units would be so detailed
that only one deposit of average size could be present. This deposit would be lim-
ited by the deposit type’s operational spatial rule. If so, clustering of deposits is
likely to be observed under all realistic sampling situations even if the underlying
distribution is not clustered. Thus a zero-inflated Poisson, negative binominal, or
some other distribution that represents clustering will probably be appropriate for
mineral deposits under most realistic situations.

Based on observed relationships between map scale and areas permissive for de-
posit types, mapping at half the scale (say 1:1,000,000 to 1:500,000) would cut the
permissive size of a porphyry copper tract to 29 percent and a volcanic-hosted mas-
sive sulfide tract to 50 percent of their original sizes. Thus some direct benefits of
mapping an area at a more detailed scale are indicated by the significant reduction
in areas permissive for deposit types and the reduced uncertainty in the estimate of
number of undiscovered deposits. The benefits for exploration enterprises are in re-
duced areas requiring detailed and expensive exploration, and for land-use planning,
the benefits are in reduced areas of concern.
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Are Fractal Dimensions of the Spatial
Distribution of Mineral Deposits Meaningful?
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Abstract It has been proposed that the spatial distribution of mineral deposits is
bifractal. An implication of this property is that the number of deposits in a permis-
sive area is a function of the shape of the area. This is because the fractal density
functions of deposits are dependent on the distance from known deposits. A long
thin permissive area with most of the deposits in one end, such as the Alaskan por-
phyry permissive area, has a major portion of the area far from known deposits and
consequently a low density of deposits associated with most of the permissive area.
On the other hand a more equi-dimensioned permissive area, such as the Arizona
porphyry permissive area, has a more uniform density of deposits. Another impli-
cation of the fractal distribution is that the Poisson assumption typically used for
estimating deposit numbers is invalid. Based on data sets of mineral deposits clas-
sified by type as inputs, the distributions of many different deposit types are found
to have characteristically two fractal dimensions over separate non-overlapping spa-
tial scales in the range of 5–1,000 km. In particular, one typically observes a local
dimension at spatial scales less than 30–60 km, and a regional dimension at larger
spatial scales. The deposit type, geologic setting, and sample size influence the frac-
tal dimensions. The consequence of the geologic setting can be diminished by using
deposits classified by type. The crossover point between the two fractal domains is
proportional to the median size of the deposit type. A plot of the crossover points for
porphyry copper deposits from different geologic domains against median deposit
sizes defines linear relationships and identifies regions that are significantly under
explored. Plots of the fractal dimension can also be used to define density functions
from which the number of undiscovered deposits can be estimated. This density
function is only dependent on the distribution of deposits and is independent of the
definition of the permissive area. Density functions for porphyry copper deposits
appear to be significantly different for regions in the Andes, Mexico, United States,
and western Canada. Consequently, depending on which regional density function
is used, quite different estimates of numbers of undiscovered deposits can be ob-
tained. These fractal properties suggest that geologic studies based on mapping at
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scales of 1:24,000–1:100,000 may not recognize processes that are important in the
formation of mineral deposits at scales larger than the crossover points at 30–60 km.

Keywords Fractal dimension · spatial analysis · mineral deposits · deposit density

1 Introduction

Carlson (1991) presented an analysis of the spatial distribution of Great Basin pre-
cious metal deposits that had two fractal dimensions with a crossover point oc-
curring at approximately 30 km. Based on these fractal properties, Carlson raised
interesting questions about the formation of mineral deposits and the assessment
of mineral endowment. Carlson’s work has, however, been ignored by many eco-
nomic geologists or dismissed as a measure of fractal dimensions of the Great
Basin, at best, or dismissed as an artifact of sample size. Others (for example
Agterberg et al., 1993; Cheng and Agterberg, 1995; McCaffrey and Johnston, 1996;
Blenkinsop and Sanderson, 1999) have investigated fractal dimensions of deposits
and obtained interesting results similar to or supporting those of Carlson (1991).
Sanderson et al. (1994), Johnston and McCaffrey (1996), Roberts et al. (1998
and 1999) report fractal dimensions for veins, suggesting that additional differ-
ent fractal dimensions occur at larger scales than addressed here. Herzfeld (1993)
presents an overview of some further fractal literature.

The purpose of this paper is simply to test the proposals made by Carlson (1991)
concerning the fractal properties of the distributions of mineral deposits using min-
eral deposits classified by deposit type. A large number of mineral deposits in
Nevada (Raines et al., 1996), the United States (Long et al., 1998) and compila-
tions of significant porphyry deposits of the world (Mutschler et al., 1999; Singer
and others, 2005) have been classified by deposit types. So Carlson’s fractal analysis
can be repeated now with diverse deposit types, sample sizes, and geographic loca-
tions in order to evaluate the criticisms. The new analysis shows that whereas the
criticisms are at least partially valid due to the mixed types of gold deposits used by
Carlson; his conclusion that the spatial distribution of mineral deposits is fractal is
valid and useful insights about the degree of exploration and numbers of undiscov-
ered deposits can be obtained from knowledge of these fractal dimensions. There
are many implications and questions raised by these conclusions. The implications
are not addressed fully here. This paper is intended simply to stimulate interest in
the consideration of the fractal distributions of mineral deposits.

For the study reported, the box counting method of Mandelbrot (1985) was used
to assess the fractal properties of the spatial distributions of mineral deposits. The
necessary measurements as discussed in Carlson (1991) in a modern GIS are sim-
ply a matter of converting the mineral-deposit points to rasters using varying cell
size, and then counting the number of cells. Using this GIS approach to box count-
ing avoids the edge effects associated with traditional mathematical approach to box
counting. Then using a graphical curve fitting approach available in Excel allows for
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simple and accurate definition of the bifractal dimensions. Using this Excel graph-
ical curve-fitting method demonstrates that Agterberg et al. (1993, Table 1) also
have bifractal results similar to those reported here. The appendix discusses some
special considerations for box counting and creating the fractal plots. Examples of
the bifractal plots are shown in Fig. 1. To assess whether Carlson was measuring
a property of the geology or mineral deposits or simply an artifact, fractal dimen-
sions were calculated for areas in Nevada using several random sets of points, map
boundaries from the 1:2,500,000 US geologic map (King and Beikman, 1974) and
the 1:500,000 Nevada geologic map (Stewart and Carlson, 1978), and the faults
from the Nevada geologic map. These random and geologic fractal measurements
are compared to those of mineral deposits in order to demonstrate that useful in-
formation is indeed in the fractal dimensions of different types of mineral deposits.
The fractal dimensions measured are summarized in Fig. 2.

2 Nevada Deposits

Using mineral deposits classified by deposit type from Raines et al. (1996), all of
the deposit types considered have two fractal dimensions for their spatial distribu-
tion in the range from 5 to 1,000 km. What, however, was Carlson measuring when
he combined all precious metal deposits for the Great Basin? First, note in Fig. 2,
that the fractal dimensions of the group precious metal deposits for Nevada have
almost the same values as those obtained by Carlson for the Great Basin. There-
fore, the measurements are repeatable. An understanding of these measurements can
be obtained by comparison with the fractal measurements for the geologic bound-
aries for Nevada from the King and Beikman (1974) US geology and Stewart and
Carlson (1978) Nevada-geology boundaries and faults. These geologic features have
fractal dimensions near 1 for local scale and 2 for regional scale. This indicates
these features are approximately normal Euclidean lines and points at these scale
ranges. Similarly, when random points are located in the areas of bedrock or in the
area of Nevada, fractal dimensions of less than 0.1 (local) and near 1.7 (regional)
are obtained. Therefore, these random points are behaving approximately like
Euclidean points but not quite like lines. These measurements suggest that indeed
by combining deposit types by commodity a spatial distribution that confounds the
bedrock geology with the spatial distribution of the mix-type deposits of Nevada is
a primary influence in the measured fractal dimensions. A similar result is found
for metallic commodities. Therefore, Carlson’s measurement seems to be strongly
confounded with the spatial properties of geology of Nevada and precious metal de-
posits, resulting in a fractal dimension intermediate between that of the geology and
deposit type.

A different result is obtained if the spatial distribution is measured for the de-
posits grouped by deposit type. This seems reasonable because the assumption of
deposit types is that each deposit type is formed by a distinct process. Thus, if the
fractal dimensions are influenced by the processes forming the spatial pattern, the
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Fig. 1 Log-Log plots of box-counting results for western Canada significant porphyries. In the
regression equations for Cell size versus Count, the two portion of the plot define a crossover point
at 88 km. For scales less than and greater than 88 km the fractal dimensions are 0.19, referred to as
the local dimension, and 0.85, referred to as the regional dimension. In the Density versus Distance
plot, the fractal dimensions are two minus the exponent and typically are slightly different from
the other plot

measurement should be made on deposits of one type. The fractal dimensions of
the distributions of different deposits types summarized in Fig. 2 show that each
deposit type has fractal dimensions that are different and different from the geology
or a random set of points.
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Fig. 2 Fractal dimensions plot for Nevada deposits, geology, and random-sample tests. A fractal
dimension of zero is a Euclidean point, one is a Euclidean line, and two is a Euclidean plane.
Therefore, the geology lines are fractal with properties of lines and planes. The random points
show an example for 400 and 4,000 random points in the Nevada and in geology bedrock. For 400
random samples, the same dimensions were found whether restricted to rock outcrop or statewide.
Therefore, the random points behave almost like points and lines. The precious metal calcula-
tion almost duplicates Carlson’s measurement for the Great Basin. Metallic commodities plot at a
slightly different position. Mineral deposits by type plot at distinctly different positions

It has been suggested that the fractal dimensions are some artifact of sample size.
Figure 3 summarizes the fractal dimensions versus sample size for the Nevada de-
posits, the Nevada random points, and the significant deposits. Because different
deposit types have different fractal dimensions, there is a spread in the fractal di-
mension axis in Fig. 3. Also different deposit types form at different crustal densities
and thus the processes of formation create differing numbers of sites. Thus, the de-
posit types with larger sample sizes have slightly higher fractal dimensions because
these deposit types are more space-filling and consequently have higher dimensions
(Barnsley, 1988). This space-filling aspect is demonstrated by the random points
and gives a sense of how this changes fractal dimensions. It seems that although
there is a small consequence of sample size, which is a consequence of the deposit
type, the spread of fractal dimensions observed cannot be accounted for by sample
size alone.

The random experiment where a smaller number of points are randomly located
suggests that the local fractal dimension of less than 0.05 is a cantor dust as dis-
cussed by Carlson (1991). However, when there are as many as 4,000 points con-
trolled by line-like rock outcrop, the fractal dimensions of the outcrop influence the
fractal dimensions. Thus, the local fractal dimension of porphyries might be inter-
preted to indicate that at scales less than about 60 km, the spatial process is a Cantor
dust. There are only regional processes acting at distances greater than 60 km that
can be observed in these data.
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Fig. 4 Correlation of Nevada classified deposits fractal-dimension crossover point with median
tonnage of the deposit types. These median values are from Singer, Berger, and Moring (2005)
and refer to the global median, not the median for Nevada, which it is assumed would increase the
correlation

A consequence of having two fractal dimensions is that a crossover point occurs
between the two fractal domains. In a plot of the crossover point versus the log of the
median deposit size for the various deposits, the relationship in Fig. 4 is obtained.
The coefficient of explanation is relatively large for this relationship, supporting
the conclusion that the crossover point is related to deposit size. If the crossover
point has a physical meaning, then it is reasonable to assume the fractal dimensions,
which define the crossover point, have significance.

Finally, consider the distribution of deposit types in Fig. 2. The skarns and poly-
metallic veins are clustered around 0.20 (local) and 1.25 (regional), gold deposits
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are clustered about 0.35 (local) and 1.15 (regional), and porphyry and hot spring
mercury are together near 0.1 (local) and 0.7 (regional). The deposit types are not
randomly distributed in this fractal dimension space. This suggests process similar-
ities between groups of deposit types. It is thought provoking to consider hot spring
mercury deposits grouping with porphyry deposits.

Thus, these data support Carlson’s (1991) conclusions. The spatial distributions
of mineral deposits are fractal. In order to minimize the confounding with geologic
setting, the fractal dimensions of mineral deposits should be measured by deposit
type. The fractal dimensions are also influenced by the sample size because the
fractal dimensions are a measure of space filling, but the sample size is influenced
by the processes that create the deposits. For example, large deposit types such
as porphyries occur less frequently than polymetallic veins simply because of the
size of the processes involved. Therefore, the fractal dimensions reflect this size
difference. Similarly the scale at which the fractal dimensions change is related to
the size of the deposits, and the larger the deposit then the larger the process to
produce that deposit. Therefore, the fractal dimensions carry information about the
deposits and their associated creation processes.

3 Porphyry Deposits of the Americas

The previous analysis suggests it is acceptable to consider the fractal dimensions
of the spatial distributions of mineral deposits, and three questions are addressed
here. How do these numbers change for different geologic environments? How do
fractal dimensions change for different samples of mineral deposits? Can useful in-
sights be obtained from these differences? Considering significant deposits from the
United States as compiled by Long et al. (1998), giant copper camps (Mutschler
et al., 1999), and global porphyry copper deposits (Singer and others (2005), Fig. 5
summarizes the fractal dimensions of significant deposits (Long et al., 1998) and gi-
ant copper camps (Mutschler et al., 1999). If the crossover points are plotted against
median size, (Fig. 6) a linear relationship is observed for the giant copper camps of
western Canada, the Basin and Range, and Andean cordillera. Mexico and Alaska
are outliers from this linear trend.

The fractal dimensions of significant and giant copper camps (Fig. 5) show some
similarities and differences to the deposits in Nevada (Fig. 2). Generally, the local
fractal dimensions are small suggesting point or local processes control the spa-
tial patterns at local scales. The giant copper camps, however, have smaller fractal
dimensions than the significant deposits. The decrease in fractal dimensions can
be explained because the sample densities are smaller than those of Nevada. The
smaller samples are less space-filling because the authors that created these datasets
were more selective in what is included, that is the dimensions are different because
different criteria were used for what deposits to include. It is interesting to note that
the Alaskan followed by Mexican porphyries have the smallest fractal dimensions.
In Fig. 6 considering only the giant copper camps, Alaska and Mexico appear to
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Fig. 6 Crossover points versus median size of porphyries for important areas in the Americas.
These are from the giant copper camps (Mutschler, 1999). The moderately good regression line
is for western Canada, the Basin and Range, and Andean giant porphyries. Based this correlation,
Alaska and Mexico are considered outliers
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be outliers to the linear trend defined by Basin and Range, Andean, and western
Canada giant copper camps. Other groupings of these points do not define a linear
trend with such a large R2. This might be a consequence of degree of exploration,
development style, or the geology. Have the smaller deposits not been explored for
in Alaska and Mexico or is there something fundamentally different about Alaskan
and Mexican copper camps?

3.1 Number of Undiscovered Deposits

Estimates of undiscovered deposits alone does not consider all of the factors re-
quired to decide if an area is worthy of further exploration. Besides the political is-
sues, the size (grade and tonnage) of deposits must be considered. Thus, for example
the size of Alaskan deposits might be smaller than Chilean deposits. Consequently,
even though there may be many undiscovered deposits in an area, if those deposits
are all small the exploration might better focus where fewer, but larger, deposits
occur. For examples of these considerations, see Singer (1994). In the analysis pre-
sented here, only one aspect of the decision to explore is considered, that is how
many are there to be found.

If Alaska and Mexico are underexplored, then the fractal density function (re-
ferred to as PDF in Carlson, 1991; Fig. 1 for an example) can be used to make an
estimate of the number of undiscovered deposits as suggested by Carlson (1991).
Because the fractal dimensions are clearly dependent on the sample of deposits ana-
lyzed, a very robust dataset is probably best. The global porphyry deposits as defined
by Singer, Berger, and Moring (2005) has the strictest definitions of porphyry de-
posits and benefited from the previous summaries; so it was used to address these
density considerations. The fractal dimensions of these data are shown in Fig. 7. The
fractal dimensions and crossover point versus deposit size are again different from
previous examples. In this example, the crossover point versus deposit size seems
to define several linear trends. Other groupings did not form trends with large R2.
There is a good trend for Mexico, Great Basin, and western Canada. Arizona and
Peru suggest another parallel trend, but there are only two points; so this “trend”
is suspect. If Arizona and Peru are added to the first trend, the fit is insignificant.
Based on this analysis, Chile and Alaska are outliers.

The PDFs are shown in Fig. 8 and the regression equations are summarized in
Table 1. Additionally in Table 1, a regression equation based on all the data except
Alaska and the Great Basin as an estimate of a typical PDF is included. The method
used to calculate these PDFs implies that a distance of 1 km should have a density
of one because a known deposit will be contained in that 1 km radius. Alaska and
the Great Basin have projected densities greater than 1 at distance of 1 km. The
other curves are in an envelope defined by Chile and western Canada with Chile
having the highest density and western Canada the lowest. Only the local portions of
the Alaskan and Great Basin density curves are outside this Chile-western Canada



294 G.L. Raines

Porphyry Copper

Western Canada

Mexico

Arizona

Alaska

Great Basin

Andean Belt
Peru

Chile

0.4

0.45

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0 0.05 0.1 0.15 0.2 0.25

Local Dimension

R
eg

io
n

al
 D

im
en

si
o

n

Porphyry Copper

Western Canada

Mexico
Great Basin

Alaska

Chile

Arizona
Peru

R2
 = 0.885

y = 86.038x0.342

y = 26.73x0.4305
R2 = 1

100

1000

10000

0 20 40 60 80 100 120 140 160

Break Point (km)

M
ed

ia
n

 T
o

n
n

ag
e

Fig. 7 Porphyry copper deposits of the Americas. In the fractal dimensions plot (A) the Andean
and Arizona deposit seem to form a cluster. The others, western Canada, Mexico, Great Basin,
and Alaska seem to be outside this cluster. Similarly, in the tonnage versus crossover point plot,
The Arizona and Chilean and western Canada, Great Basin, and Mexico appear to form separate
clusters based on the sizes of the deposits. Alaska and Chile are outliners to these clusters. It seems
reasonable to assume Alaska is an outlier due to under exploration. Chile is a class by itself

envelope. For these reasons, Alaska and the Great Basin were excluded from the
regression equation.

Based on a selection of these PDFs, estimates have been made of the number
of undiscovered deposits in Arizona, Alaska, and the Great Basin. These calcula-
tions were selected because permissive areas for porphyry deposits were provided
by the USGS (USGS National Mineral Assessment Team, 1998). To demonstrate
the sensitivity to the different PDFs but not to advocate which is the best estimate,
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Fig. 8 Comparison of PDF for different areas. Western Canada and Chile might define one enve-
lope of PDF. Alaska and the Great Basin might be considered outliers at the local scale because
Alaska and Great Basin have PDF that project significantly greater than a density of 1at a distance
of 1 km. Arizona is slightly larger (1.16) than a density of 1 at a distance of 1 km. All the others
have computed densities of slightly less than one at a distance of 1 km

estimates of the number of undiscovered porphyry deposits are shown in Table 2.
Besides the small differences in PDFs, the shape of the permissive area, as suggested
by Carlson (1991) influences the different estimates. This shape-related difference
is because the fractal PDF is a function of distance of a cell from a known deposit.
Based on tests with the Alaskan data, removing one known deposit did not make a
significant change in the estimated number.
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Table 1 Summary of probability density functions for various areas in the Americas. In all cases
the R2 of the PDF was greater than 0.99. The crossover point is the distance at which the density
changes from the Local PDF to the Regional PDF. The median tonnage is from Singer, Berger,
and Moring 2005) and used in the plots above. The units of tonnage are millions of metric tons.
Regression is done using Arizona, Chile, Peru, and western Canada

Area Local PDF Crossover
point (km)

Regional PDF Medan
Tonnage

Alaska y = 2.4012x∧1.873 234 y = 0.1286x∧ −1.3532 145
Great Basin y = 1.70851x∧ −1.9064 56 y = 0.3173x∧ −1.4864 159
Mexico y = 4.2379x∧ −1.8218 47.1 y = 0.6393x∧ −1.3292 134
Arizona y = 1.1696x∧ −1.9328 33.1 y = 0.1033x∧ −1.2388 292.5
Peru y = 0.7684x∧ −1.8315 61.7 y = 0.0587x∧ −1.2076 337.5
Chile y = 1.0323x∧ −1.9301 48 y = 0.123x∧ −1.3689 1090
Canada y = 0.4826x∧ −1.7885 94 y = 0.0263x∧ −1.148 181
Andean Belt y = 0.3279x∧ −1.926 59.4 y = 0.0157x∧ −1.1822 493

Regression Y = 0.9486x∧ −1.9261 Average = 59.2 y = 0.1087x∧1.332
(R2 = 0.99) Median = 54.8 (R2 = 0.9492)

Table 2 Calculated estimates of number of undiscovered deposits based on PDF from a selection
of areas. In all cases, the permissive area is as defined by U.S.Geological Survey National Mineral
Assessment Team (1998). All numbers are arbitrarily rounded to the nearest integer. The fractal
estimates using the Arizona and Chilean PDF also seem too large. In the case of Arizona, this
might be because of extension after formation of the deposits

Area Fractal estimate

Western Canada PDF Arizona PDF Chilean PDF Regression PDF

Arizona 24 92 87 67
Alaska 11 36 16 27
Great Basin 10 44 30 52

Further, the fractal properties of these distributions implies that the probability
that any cell contains a deposit is not independent of whether an adjacent cell con-
tains a deposit: that is, the Poisson basis of the Singer and Menzie (2005) density
function is disputed by the fractal measurements.

4 Conclusions

Based on this analysis, the fractal dimensions obtained are a function of the geologic
setting, the type of deposit and the deposit sample size.

The fractal dimensions of the spatial distributions of mineral deposits based on
deposit types are meaningful numbers. However, these numbers are definitely influ-
enced by how well the deposits are classified. One typically observes two fractal or
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bifractal domains in the range 5–1,000 km, a local domain associated with spatial
scales less than 30–60 km, and a larger domain associated with spatial scales up
to 1,000 km. Therefore, Carlson (1991) with deposits classified by type was funda-
mentally correct.

Because the sample size influences the results of the computation, the findings
provide information on the degree of exploration for a given deposit type and size.
The influence of sample size is still included, but sample size is a consequence of
degree of exploration and the size of the deposit type (larger deposit types occur less
frequently). The crossover points between these two fractal domains show a linear
relationship with the size of deposits. The plot of crossover points versus the size
of the deposits seems to be linearly correlated. Outliers to these linear relationships
seem to be related to the degree of exploration. It follows that such fractal analysis
may be a useful tool for the identification of underexplored areas.

If the spatial distributions of mineral deposits are statistically self-similar, includ-
ing undiscovered deposits, then the Poisson assumption of independence of adjacent
cells is not valid. Therefore, the fractal approach provides an alternative estimate of
the number of undiscovered deposits. This means that the shape and the area of a
permissive tract are significant factors in a model of undiscovered deposits rather
than just the area of the tract alone. The shape and area at the time of formation of
the deposits might provide a more consistent density, not the current shape and area,
such as that of the Basin and Range, which has been extended subsequent to for-
mation of the porphyry deposits. There is, of course, the problem of which density
function to use, especially for a poorly explored area.

Crossover points in the range of 30–60 km (Figs. 6 and 7) raise questions about
the scale of studies in geology. Do we really understand processes that occur at
scales greater than 30–60 km based on mapping at 12 m (map scale of 1:24,000)?
What might such a process be?

There are at least two approaches, resolution and extent, to transforming the
crossover scale at 30–60 km to map scales. If this crossover point is considered
the minimum resolution of the measurements, then the implied map scale of mea-
surement is 1:60,000,000–1:120,000,000. If 30–60 km is considered the minimum
extent of the measurement and assuming Nyquist sampling is appropriate, then map
scales near 1:100,000 define the map scale of the crossover point. Modern gov-
ernment geologic field mapping, which is typically at map scales of 1:24,000 or
1:100,000, may not be recording processes of the regional fractal domain greater
than 30 to 60 km because maps appropriate to such regional scales are typically
made by generalization of larger map-scale information. Thus, we focus on pro-
cesses at the largest map scales (typically near 1:24,000) of the local fractal domain
but make no primary observations in the regional fractal domain. What processes
might have not been observed, and what measurements might be appropriate to ad-
dress such regional processes?
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Appendix: Calculation Methods

The calculations reported in this paper utilized ArcGIS for the box counting and
distance to nearest known deposit. The calculations of fractal dimensions, and asso-
ciated graphic, and estimations of numbers of undiscovered deposits utilized Excel.
While most of the calculations are straight forward as discussed in Carlson (1991),
some of the processing for the calculations and a few of the calculations are clarified
here. In addition, a graphical approach using Excel to define the fractal dimensions
is described here that solves the edge-effects problems with more classical fitting
approaches. The following description outlines the ArcGIS processing steps and the
Excel equations.

Box Counting and Crossover Point

Box counting of points is simple in ArcGIS. It is simply a matter of converting the
points as a shapefile to a raster using different appropriate cell sizes to determine
the count of cells. ArcGIS converts point shapefiles to a raster by creating cells that
contains at least one point. Cells that contain no points are treated as “No Data”
area and no cell appears for these locations in the raster attribute table. For fractal
dimensions of geographic points, only a few measurements at intervals such as 1,
10, 25, 50, 75, 100,000, 250,000, 500,000, 750,000, and 1,000,000 km will provide
a convenient sample for plotting. It was found that if narrower intervals of cell sizes
were used the curves had a stair-step because there was often no difference in the
count between, for example 10 and 15 km. These stair-steps simply add noise to
the measurement. The density is calculated from the cell size, count, and the total
number of points used as shown in (1). Cell size is the length of the sides of a square
box, which is the cell that contains at least one point. Cell size is thought of as the
scale, meaning extent, of the measurement.

Density =
T

Count∗(Cell Size)2 (1)

where T = total number of known deposits.
Then a log–log plot of cell size versus count made in Excel with a trend line

using a power function and providing the coefficient of explanation, R2, will pro-
vide the fractal dimensions and coefficient of explanation as in Fig. 1A. The fractal
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dimensions are simply the exponent in the fitted power function (Carlson, 1991).
Generally, these plots have two straight-line segments that indicate the fractal do-
mains. In order to obtain a good trend line, it is necessary to decide what the mini-
mum cell size is and where the transition occurs from one fractal domain to the next.
With real data, it is possible to make cell sizes so small or large that no difference
is observed. These measurements should be excluded. The trend lines can be found
interactively by selecting a cell-size interval that maximizes the R2. Typically, an
R2 value close to 0.99 can be obtained. If the interval includes cell sizes transitional
to the other fractal domain, that is points near the crossover, the R2 will decrease
rapidly. Therefore, the best estimate of the fractal dimension is obtained where box
counts near the crossover point are excluded. Thus, an iterative selection process
that maximizes the R2 does the curve fitting. This graphical approach to curve fit-
ting avoids the edge problems encountered in traditional approaches, and with a bit
of experience is fast.

As discussed in the paper, the crossover point appears to be roughly correlated
with the size of the deposits. The exact crossover point between fractal domains can
then be computed in Excel by finding the point at which the two power functions
defined in the graph are equal. A similar definition of the fractal dimensions, which
was referred to by Carlson (1991) as the probability density function, PDF, can be
obtained by plotting the cell size versus the density. Cell size in this situation is
interpreted to mean distance to the nearest known deposit. In the PDF, the fractal
dimensions are 2 minus the exponent (Carlson, 1991). In both of these plots, two
fractal domains are defined that are referred to here as local and regional scales.
“Local” refers to the smaller cell sizes, so to the smaller extent. Each fractal di-
mension is thought to reflect processes functioning in the scale range for which that
fractal dimension applies.

Integration for Number of Deposits

To apply the probability density function, PDF, to make an estimate of the number
of deposits it is necessary to define the spatial area where the deposit can occur.
In the discussion below, the permissive tracks as defined by the USGS national
assessment (U.S Geological Survey National Mineral Assessment Team, 1998) are
used. Then using the known deposit points from Singer, Berger, and Moring (2005),
the distance to the nearest known deposit is computed with the Distance function
in ArcGIS with a mask defined by the permissive areas. The distance in the PDF is
interpreted as the distance to the nearest known mineral deposit, so it is necessary
to integrate the appropriate PDF over space as measured by distance to the nearest
known deposit. This integration of distance leads to a dependency on the shape of
the permissive area.

¿From the Distance function in ArcGIS, a table with distance in kilometers
and counts of cells at that distance can be generated and used in Excel for the
integration. The integration equations that would be integrated from Fig. 1B are
shown in (Equation 2).
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For these calculations, a cell size of 100 m was used. Thus, a multiplier of 0.01
was used to

N = 0.4826∗(Distance)−1.7885∗(0.01∗(Count))
/10 for distance less than break point

N = 0.0263∗(Dis tance)−1.148∗(0.01∗(Count))
/10 for distance greater than break point (2)

where N = number of deposits,

total number of deposits = ∑
Range o f Distance

N ,

number of undiscovered deposits = total number of deposits

−number of known deposits

convert the count of 100× 100 m cells to area in square kilometers. For reasons
that apparently have to do with how ArcGIS generates the distance to the nearest
known deposits as a rectangular array of cells, a division by 10 of the area is re-
quired. There is an outstanding question about the influence of the cell size on these
measurements. A cell size of 100 m was used here based on previous experience
with the types of data used for the national assessments. A few tests gave slightly
different estimates of total number of deposits where 1 km cells were used.
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Abstract Amalgamation of a number of continental fragments during the Late Neo-
proterozoic resulted in a united Gondwana continent. The time period in question,
at the end of the Precambrian, spans about 250 million years between ∼800 and
550 Ma. Geological activity focused along orogenic belts in Africa during that time
period is generally referred to as ‘Pan African’. We identify three age-related classes
of tectonic terranes within these orogenic belts, differentiated on the basis of the
formation-age of their crust: juvenile (e.g. mantle derived at or near the time of the
orogenesis, ∼0.5–0.8 Ga), Paleoproterozoic (∼1.8–2.5 Ga), Archean (>2.5 Ga). We
combine African mineral deposits data of these terranes on a new Neoproterozoic
tectonic map of Africa. The spatial correlation between geological terranes in the
belts and mineral occurrences are determined in order to define the metallogenic
character of each terrane, which we refer to as their ‘metallogenic fingerprint’. We
use these fingerprints to evaluate the effectiveness of mobilisation (‘recycling’) of
mineral deposits within old crustal fragments during Pan African orogenesis. This
analysis involves normalization factors derived from the average metallogenic fin-
gerprints of pristine older crust (e.g. Palaeoproterozoic shields and Archean cra-
tons not affected by Pan African orogenesis) and of juvenile Pan African crust (e.g.
the Nubian Shield). We find that mineral deposit patterns are distinctly different in
older crust that has been remobilized in the Pan African belts compared to those
in juvenile crust of Neoproterozoic age, and that the concentration of deposits in
remobilised older crust is in all cases significantly depleted relative to that in their
pristine age-equivalents. Lower crustal sections (granulite domains) within the Pan
African belts are also strongly depleted in mineral deposits relative to the upper
crustal sections of juvenile Neoproterozoic terranes. A depletion factor for all ter-
ranes in Pan African orogens is derived with which to evaluate the role of mineral
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deposit recycling during orogenesis. We conclude that recycling of old mineral de-
posits in younger orogenic belts contributes, on average, to secular decrease of the
total mineral endowment of continental crust. This could be of value when formu-
lating exploration strategies.

Keywords Pan-African · mineral deposits · spatial coefficients · metallogenesis

1 Introduction

The formation of Gondwana occurred through the assembly of different crustal
terranes (blocks) fragmented from an earlier supercontinent Rodina (e.g. de Wit
et al., 1988, 2008; Unrug, 1997). Throughout a period of ∼250 million years, be-
tween about 800–550 Ma, the Gondwana sector that later emerged as ‘Africa’ was
widely affected by this period of amalgamation along four major orogenic systems,
each in turn comprising a number of orogenic belts (Fig. 1; de Wit et al., 2008).
During these Pan African (PA) accretion and collision events, some old continental
blocks (e.g. Proterozoic shields and Archean cratons, or parts of these) that were
caught up within the PA orogenic zones, became tectonically modified and meta-
morphosed in their form and structure, and often significantly rejuvenated through
new, PA-age, magmatism. Large domains of these orogenic belts were also formed
almost entirely from juvenile (relatively new) material derived directly from the
mantle at that time, including major continental and oceanic arcs, oceanic plateaus,
ophiolites of various tectonic settings, and other related igneous and metamorphic
rocks (e.g. Stern, 1994). In addition, contemporaneous sediments derived from var-
ious sources were reworked in the PA orogenic belts. A significant number of
juvenile Neoproterozoic mineral deposits formed throughout these PA belts, but
existing deposits, inherited from the older continental terranes, were also incorpo-
rated. The fate of the latter is of interest to the general topic of crustal recycling:
can we recognise signatures of older rejuvenated deposits, and if so, to what de-
gree are such older deposits upgraded, diluted or even completely removed dur-
ing subsequent orogenic processes, in our study example, Pan African events? This
question is of fundamental importance for resource evaluation of different crustal
segments of continental crust within (PA) orogenic belts, for understanding met-
allogenesis, and for estimating total mineral endowment of the crust in general
(de Wit et al., 1999; Kesler and Wilkinson, 2008; Mabidi et al., 2007; Veizer et al.,
1989).

In the past our analyses have focussed mostly on pristine crustal domains, those
unmodified by later tectonic events. Here we build on our previous studies and in-
vestigate how we might evaluate mineral potential of old crust reworked during (PA)
thermo-tectonism, and explore how we might differentiate this from mineral poten-
tial of juvenile crustal terranes within PA belts. Because PA orogenesis affected
crust on a continental scale, it offers a unique opportunity to evaluate variations in
large scale metallogenic processes in orogenic belts.
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(A)

Fig. 1 (A) Mineral deposit map of tectonic domains in Pan African orogenic belts, showing lo-
cations of deposits used in this study. Data from mineral deposit GIS database housed at AEON
(Thiart and de Wit 2000, 2006) http://www.uct.ac.za/depts/cigces/gondmin.htm). Tectonic subdi-
visions are modified from new Pan African Tectonic map of de Wit et al. (2008). (B). Schematic
representation of the four major Neoproterozoic (Pan African) orogenic belts of Africa. Archean
cratons (not shown, but see 1A) are embedded in stable shield areas

The mineral database on which we base our analysis contains ∼8000 African
deposits of which ∼30% (2420) occur within the Pan African orogenic belts
(Fig. 1). First, we characterise the metallogenic fingerprints of three different Pan
African domains within these orogenic belts using selected elements and min-
eral deposit groups (c.f. de Wit and Thiart, 2005; Thiart and de Wit, 2006). The
three Pan African tectonic domains we identify are: (1) Juvenile crust generated
within a period of about 250 million years, at or near the time of the Pan African
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orogenesis (∼0.5–0.8 Ga); (2) Crust inherited dominantly from Paleoproterozoic
shields (∼1.8–2.5 Ga); and (3) Crust inherited from old (Archean) cratonic frag-
ments (>2.5 Ga). The geological and isotopic basis for these subdivisions are dis-
cussed in detail elsewhere (de Wit et al., 2008, and references therein), and are
depicted in Fig. 1. Second, we compare the metallogenic fingerprints of the PA ter-
ranes to areas unaffected by PA orogenesis.

Metallogenic regions often retain some of their character over the time span of
3000 million years or more (de Wit et al., 1999, and references therein). In addition,
in Africa, we have also quantified a distinct secular change in the degree of miner-
alisation during formation of its juvenile crust between the Mesoarchean (3500 Ma)
and Pan African times (Mabidi et al., 2007). In principle then, we can evaluate
if older terranes remobilised within younger orogenic zones retain their inherited
mineral potential. We test this here by examining if older terranes within PA belts
are relatively enriched or depleted in mineral deposits during PA orogenesis. We
also test if there is any difference in mineralisation in regional lower crustal sections
(granulite terranes) relative to upper crustal sections in the PA belts.
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2 Data and Methods

The geological and mineral deposit data used for this study is incorporated in a GIS
relational database housed at AEON, as described in detail elsewhere (Thiart and
de Wit, 2000, 2006). This database classifies mineral deposits in five size groups,
ranging from occurrences to very large deposits (world class). This is the dataset we
explore in this study. Distinction is made in our database between mineral deposit
types, and ∼5% of the deposits contain information on grade and tonnage (produc-
tion and reserve data), but this information is not exploited here. Rather, we restrict
ourselves in this study to spatial distribution of deposits (‘mineral hotspots’), in the
crust, and do not quantify the total mineral endowment of this crust. The latter will
be explored in future work.

The distribution of mineral deposits of the different types of PA terranes, as well
as across older shields and cratons is shown in Fig. 1. Twenty one elements were
selected for our analyses, and these were divided into seven element groups accord-
ing to their geochemical affinities (e.g. lithophile, chalcophile, siderophile), as well
as their relative abundance in the database. PA-age deposits of each of the seven
element groups in the three age-differentiated terranes within the PA belts, and the
total number of all these PA deposits (2420) are given in Table 1. This table also lists
the number of deposits in the Archean cratons and Proterozoic shields not affected
by the PA orogenesis, and those deposits within a distinct granulite facies region
exposed in the PA mobile belt of East Africa assumed to represent exhumed lower
PA crust (Fig. 1).

Previously we defined metallogenic fingerprints of fragments of continental crust
through their spatial association with a combination of element groups, and ap-
plied this at three scales (cratons, continents, and super-continents; de Wit and
Thiart, 2005). The measure of spatial association (normalized to area) we termed the
spatial coefficient (Mihalasky and Bonham-Carter, 2001), ri j. The spatial coefficient
(ri j) is based on the weight of evidence approach (Bonham-Carter, 1994), where

ri j =
N(Ti ∩D j)/N(D j)

A(Ti)/A(T•)
, (1)

in which A(Ti) is the area of the ith terrane (Ti), and A(T•) is the total area of all
the terranes in the study (A(T•) = ∑A(Ti)). N(Dj) is the total number of deposits
in the jth element group (Dj). N(Ti ∩Dj) represents the number of deposits of group
Dj in terrane Ti.

The spatial coefficient [(1)] represents the proportion of deposits (say gold – j)
of all the jth deposits (in geological domains) that occur in the specified geological
terrane (i) per unit area of all similar geological terranes. The values of the spatial
coefficient range from 0 to infinity; it is equal to 1 if there is no spatial association
between a terrane and an element group (e.g. if the proportion of jth mineral is the
same as the proportion of area occupied by the ith terrane). For values of ri j > 1 (ex-
pected number of deposits is greater than by chance), there is a positive association
between mineral j and geological terrane i; ri j < 1 (fewer deposits expected than
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by chance) indicates a negative association. Because all negative associations are
compressed in the range from 0 to 1, and all positive associations fall in the range
of 1 to infinity, we use the natural log of ri j to eliminate this skewness. ln(rij) is now
a symmetric value around 0: positive associations are greater than 0, and negative
associations are less than 0. We plot these values with their approximated standard
error of ln(rij) (Bonham-Carter et al., 1989).

3 Results

The natural log of the spatial coefficients between the element group and each ge-
ological terrane (ln(rij)) are given in Table 2, and plotted in Fig. 2 to illustrate the
effects of Pan African remobilisation on the mineral endowment of various differ-
ent types of terranes. Clearly, on average, Archean terranes within the Pan African
belts are depleted relative to Archean cratons unaffected by PA tectonism (Fig. 2C).
There is, for example, a strong positive spatial association for five of the element
groups in the unaffected Archean cratons compared to the strong negative associa-
tion for the Archean terranes remobilized in the PA belts (suggesting a much lower
chance of finding such mineral deposits in these latter terranes). If we ignore the two
strongly lithophile element groups (e.g. tin and uranium), the two Archean terranes
plotted in Fig. 2C are sub-parallel to each other but separated by roughly 2(lnrij)
units. This implies a significant depletion of deposits in Archean crust remobilised
in PA belts. The smaller degree of relative depletion in the strong lithophile element
groups (commonly concentrated in granites) might be intuitively expected because
PA granites derived through melting of older crust occur frequently throughout the
PA belts (e.g. Dada, 2008).

The metallogenic fingerprint for the unaffected Paleoproterozoic terranes oscil-
lates around zero (no obvious spatial association) (Fig. 2B). By contrast that of the
remobilized Proterozoic terranes is strongly negative (Fig. 2B). This negative asso-
ciation illustrates that there is a lower chance of finding mineral deposits in these
remobilized terranes. If we ignore the value for tungsten (W) because of the large
standard error, the two Proterozoic terranes plotted in Fig. 2B are sub-parallel to
each other but are separated by roughly 1(lnrij) unit. Again, this implies a signifi-
cant depletion of deposits in Proterozoic crust during PA remobilisation. To explore
such depletion during remobilization within PA orogens in 3-D, we analysed a large
section of granulite grade rocks of the southern part of the Neoproterozoic orogen
in East Africa (ca 1 million km2) from Tanzania to Mozambique. This region repre-
sents an exhumed section of mid-lower crust in one of the major PA orogens – i.e.
the East African Orogen, de Wit et al., 2001, 2008) that is more depleted in mineral
deposits than all other crustal terranes analysed in this study (Figs. 1A and 2A).
Since this part of the belt comprises an ensemble of both Neoproterozic and ancient
crustal domains (remobilised Archean and Proterozoic terranes), the small number
of mineral deposits here support models that suggest granulite facies metamorphism
and associated dehydration processes in lower crustal domains play a significant role
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Fig. 2 Metallogenic fingerprints of Pan African tectonic domain and of older areas not affected by
Pan African orogenesis. (A) All terranes in Pan Africa orogenic belts, (B) comparison between un-
affected Proterozoic shields and the PA remobilized Proterozoic terranes, (C) comparison between
unaltered Archean craton and remobilized Archean terranes. Error bars shown (unless smaller than
symbols) represent one standard deviation. Note that values for older terranes are more stable
(standard error smallest) than that of remobilized terranes. Also note that standard error is high for
lower crustal section, because there are few deposits in this depleted section

in the depletion processes of ore forming elements in the lower crust during oroge-
nesis (e.g. Cameron, 1988; Kerrich, 1989; Blenkinsop et al., 2004).

Within the PA orogenic belts, the total relative depletion in the older terranes and
in lower continental crust appears, in general, greater than the total new mineral en-
richment in the juvenile Pan African terranes (Fig. 2A). This implies that in the PA
belts, depletion of mineral deposits in the older remobilized terranes is not balanced
against enrichment (formation and preservation) of new mineral deposits in the ju-
venile terranes. Thus, in Africa, there is probably a reduction in the total number
of mineral deposits in PA crust, relative to older crust, related to Neoproterozoic
orogenesis. In turn this implies that recycling of African crustal mineral-riches back
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into the mantle is likely related to uplift and erosion of its former, and widespread,
Pan African mountain systems (e.g. Burke et al., 2003). This is consistent with find-
ings that the continental crust of the present Earth (with the exception of the strong
lithophile element groups) is depleted in ore forming elements relative to that in the
past (e.g. Mabidi et al., 2007).

4 Conclusion

Specific metallogenic regions often retain their metallogenic character over similar
time spans even when subjected to later remobilisation (de Wit et al., 1999; Thiart
and de Wit, 2006). In addition, distinct secular change in mineralisation during for-
mation of juvenile crust over about 3000 million years, between the Mesoarchean
(3500 Ma) and Pan African times (Mabidi et al., 2007), shows that the younger
juvenile African terranes are less endowed with mineral deposits relative to older
juvenile terranes. However, in this study we find that older terranes that were remo-
bilized during PA orogenesis are depleted in the number of mineral deposits relative
to equivalent-age terranes that were unaffected by PA orogenesis. Of these, lower
crustal terranes affected by PA orogenesis are the most depleted crustal segments
of all. Our new analyses of the existing mineral deposit data from PA terranes also
indicates that during metallogenic processes in PA orogens, the number of mineral
deposits in old remobilised terranes is depleted to a greater degree than the forma-
tion of new mineral deposits in juvenile sections of PA crust. This is likely related to
erosion of upper crustal deposits within the PA orogenic belts. Therefore recycling
of old mineral deposits in younger orogenic belts likely contributes, on average, to
secular decrease of the total mineral endowment of continental crust.

In ending, we would like to re-emphasize some shortcomings in our analyses,
such as a lack of distinction between deposit types. For example, in the base metal
group (Cu, Zn, Pb, Ba) we do not distinguish MVT deposits from carbonate vein
types or porphyry deposits. Differentiating between these (and/or their host rock
types that may be susceptible to different recycling rates) may bear significantly on
the results and our interpretations thereof. This will be tested in future work.
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Abstract This contribution discusses the usage of blind tests, BT, to cross-validate
and interpret the results of predictions by statistical models applied to spatial
databases. Models such as Bayesian probability, empirical likelihood ratio, fuzzy
sets, or neural networks, were and are being applied to identify areas likely to con-
tain events such as undiscovered mineral resources, zones of high natural hazard,
or sites with high potential environmental impact. Processing the information in a
spatial database, the models establish the relationships between the distribution of
known events and their contextual settings, described by both thematic and con-
tinuous data layers. The relationships are to locate situations where similar events
are likely to occur. Maps of predicted relative resource potential or of relative haz-
ard/impact levels are generated. They consist of relative values that need careful
quantitative scrutiny to be interpreted for taking decisions on further action in explo-
ration or on hazard/impact mitigation and avoidance. The only meaning of such rel-
ative values is their rank. Obviously, to assess the reliability of the predicted ranks,
tests are indispensable. This is also a consequence of the impracticality of waiting
for the future to reveal the goodness of our prediction. During the past decade only
a few attempts have been made by some researchers to cross-validate the results of
spatial predictions. Furthermore, assumptions and applications of cross-validations
differ considerably in a number of recent case studies. A perspective for all such ex-
periments is provided using two specific examples, one in mineral exploration and
the other in landslide hazard, to answer the fundamental question: how good is my
prediction?
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1 Introduction

Constructing a map is an exercise to capture the distribution of observed objects or
measurements, in conveniently simplified terms, to comprehend and communicate
their spatial significance. In the geosciences such objects are considered as indica-
tors of processes of concern, either physical, or social or combined. During the past
half a century mapped objects have become more factual, i.e., less interpretative,
the capture increasingly less manual with the development of remote sensors, and
their representation has turned from analog to digital. The latter is a fact that has en-
couraged the practice of overlaying different types of maps covering a same study
area to derive specific themes with combined features of varying spatial continuity,
connectivity and other desirable spatial properties.

Given the observed distribution of mineral occurrences of particular commodi-
ties, for instance, their typical (recognizable) spatial setting could be reflected as
a “non-random” distribution over preferred combinations of mapping units partly
revealing their environment of deposition. This was the starting point of many ap-
plications of statistical models to predict future discoveries in mineral exploration.

Some of the drawbacks of such experiments, however, have been that: (1) the
established relationships are limited to the study area selected and its assumed
time relevance, thus providing only relative characterization; (2) several quantitative
models and associated assumptions can be used to express the spatial relationships
in different ways; and (3) the quality of the prediction results is difficult or sometime
impossible to assess.

Similar considerations can be made for the spatial prediction of natural hazards
and of environmental impacts. There too, map data layers of thematic units and
continuous values are overlaid and the resulting aggregated values are transformed
and modeled to express the likelihood of hazard or of impact occurrence, so that
study areas can indicate priority locations for detailed inspection in view of hazard
prevention, avoidance or mitigation.

This contribution discusses how empirical measures of relative quality, termed
cross-validation can be and should be obtained through blind tests, BT, of spatial
predicted values from map overlays. Such measures require specific assumptions,
scenarios and analytical strategies. For simplicity we will use the terms event oc-
currence to refer equally to resource discovery or hazard-impact, even if the former
implies a process already occurred (deposition) while the latter a process to occur
in the future.

2 Spatial Prediction Models and Associated Assumptions

Various statistical models can be used to establish spatial relationships between the
distribution of point-like or patch-like events, and the mapping units in which they
tend to occur. The latter can be categorical, such as lithologies or land uses, or can
express continuous values, such as geophysical anomalies or terrain slope values.



On Blind Tests and Spatial Prediction Models 317

The events are preferably instances of a specific type so that consistency of origin
and context can be expected when relating them to the categorical units and contin-
uous value maps.

Commonly used spatial prediction models are based on: (1) Bayesian Probability
Theory’s Joint Conditional Probability function and the Likelihood Ratio function,
and its derived monotonic functions such as the Certainty Factor, and the Weights
of Evidence; (2) Zadeh’s Fuzzy Set membership function; and (3) Dempster-Shafer
Evidential Theory’s Belief Function. A mathematical unified framework for these
models has been provided by Chung and Fabbri (1993), together with criteria to con-
struct them and to estimate predicted values. One main assumption of the above spa-
tial prediction models is that each map data layer provides “independent” evidence
of favorable setting. A general term used for the models is Favorability Functions.

Additional assumptions that support the application of the models to predict fur-
ther discoveries or future hazards, is a degree of similarity between the observed-
constructed settings of the known event occurrences and those of the future ones.
It is that “degree of similarity” that allows to extrapolation in space and possibly
in time.

Another set of inherent assumptions is the causal relationships between the map-
ping units and the events. Such relationships are the result of expert’s knowledge,
i.e., of the opinion of scientists specialized on the commodities or the hazards. The
experts are to provide guidance for the construction of the spatial databases and
for their interpretation. Another general assumption is that the spatial database con-
structed for a study area sufficiently documents the above relationships so that the
statistics obtained from it can be used to support the spatial prediction. Inherent to
this assumption is a degree of uniformity of detail and consistency or “granularity”
between the map data layers. Such layers in general consist of a mixture of categor-
ical and continuous values.

3 Relative Indexes and Their Measures

The statistics from the spatial database are considered as partial evidence in favor or
against the occurrence of events. The assumptions on the relevance of those statistics
to represent the condition of future occurrences provide essentially a way to obtain a
relative ranking of all units within a map and later of all points with aggregate values
ranked from a set of overlaid map layers, based on a spatial prediction model. Using
the model means that, given two separate points in a study area, one point will have
a higher aggregate value than the other. The relative ranks are the only interpretable
evidence obtainable from the model and the database. It is doubtful that the original
scores have any direct meaning other that the relative ranking.

After constructing a “favorability function” as the spatial model, a relative po-
tential level is estimated at every pixel by computing the score of the favorability
function at every pixel in the study area. We will be using the term “potential” to
refer to either “resource discovery” or to “hazard” to indicate the relative predicted
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index scores. These computed scores normally range from 0 to infinity. Because
they express relative levels of potential, they can be replaced by ranks (or orders)
instead of the actual scores. In a study area, suppose that there are n pixels. We
expect to have n estimated scores, one at each pixel. These n values are sorted in
decreasing order and replaced by their rank, ranging now from 1 to n. Dividing each
rank by the number of pixels n standardizes the ranks. The resulting standardized
ranks ranging from 1/n to 1 were termed as “predicted relative potential indices”, or
PRP indices; with the pixel having the highest PRP index being assigned the value 1,
and the pixel having the lowest PRP index being assigned a value of 1/n. By plot-
ting the PRP index at each pixel, a PRP map is generated. To illustrate the PRP
index, let us consider a pixel with 0.95 as the index. It means that the pixels whose
favorability function scores are greater than the score of the pixel with 0.95 as the
PRP index cover 5% of the study area. We will later use the PRP indices to evaluate
the prediction maps through “fitting-rate curves” and “prediction-rate curves” using
cross-validation.

Simple ways to analyze rank statistics were discussed by Chung and Fabbri (2003)
who have described several benefits of using such ranking procedure to generate the
potential classes for a prediction map. For example, suppose that we wish to gener-
ate 100 equal-size prediction classes where each class covers 1% of the study area.
Then such PRP indices obtained by the ranking procedure provide a useful tool. The
100 equal-size classes are generated in the following manner. Assign “Class 100”
consisting of the pixels with the PRP indices larger than 0.99 and less than or equal
to 1. The pixels in “Class 100” cover 1% of the study area. “Class 99” is assigned
the pixels with the predicted potential indexes larger than 0.98 and less than or equal
to 0.99. Similarly “Class 1” consists of the pixels with the PRP indices less than or
equal to 0.01. For considering an appropriate number of potential classes, however,
the meaningful number of classes depends on the quality of information available in
the database and on the significance of the model used. To illustrate the relationship
between computed favorability function values and corresponding PRP indices, a
scatter plot can be used.

The first step to evaluate a prediction map is to compare the predicted poten-
tial indices of the pixels with the known occurrences of the events (note that these
events were used to generate the prediction map) and such comparison generates the
“fitting-rate curve” of the prediction map. Suppose that we have m known events.
To produce the fitting rate curve of a prediction map, simply obtain m predicted
potential indexes at m known events and then sort the m values in decreasing or-
der; (q1, q2, . . . , qm), where q1 indicates the largest PRP index. We generate the
following m pairs:

{(1−q1), 1/m}, {(1−q2) 2/m}, . . . , {(1−qm),1}

The scatter plot of these m pairs constitutes the fitting-rate curve where the
X-axis represents the portion of the study area assigned to a “potential” class and
the Y-axis represents the proportion of the known events that have occurred within
the assigned “potential” class. Such a fitting, however, only reflects how the classes
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discriminate between the settings identified using the distribution of the observed
events, and does not necessarily reflect the distribution of future occurrences. For
that, other techniques and assumptions are necessary, as we will see later on through
the blind-test procedures.

4 How Good is the Predicted Relative Potential Index
as a Predictor?

Potential indices as we have described, are to reflect not just the fitting to the
prediction classes but the likelihood of future event occurrence, given the com-
bined presence of the map unit data layers. Such a likelihood, however, is re-
stricted so far to the distribution of the past events and the associated database
of the study area. To study and interpret their effectiveness as predictors of future
occurrences we have to assume a similarity of conditions between what has been
observed in the past and what will occur in the future (e.g., new resource discov-
eries, new hazardous events, etc.). Saying that the past is the key to the future is
only a starting point that means that we are willing to infer, given the observed
trends, that within a given time interval and within a given study area, we expect
as many events (or say twice as many, or some other larger or smaller number)
as observed in the database. Alternatively but impractically, we could wait for a
sufficiently long time and see how many events would occur with respect to our
prediction.

Another more convenient empirical way to study the effectiveness of our initial
prediction that used the distribution of all past events is to perform a cross-validation
of the prediction results by partitioning the set of observed events into a prediction
subset and a testing subset. With the former we can obtain a second prediction and
the relative ranked equal area classes. With the latter we can verify how the testing
subset of events is distributed across those new classes. A “good” prediction should
show a strong clustering of testing events in the higher value classes. This second
clustering, however, will be different from that of the fitting classes mentioned ear-
lier. Nevertheless, it is a measure of its effectiveness.

The next section describes how to interpret the prediction results via blind tests.

5 What is a Blind Test and What is it Telling Us?

A BT is a fundamental way to cross-validate the results of spatial predictions em-
pirically, short of waiting for events to occur. A BT is obtained, for instance, by
pretending that part of the known events is unknown. It will be used to test the
prediction results generated using the other part of the known events to establish
the spatial relationships. The probability table estimated via BT depends entirely on
how the partition is selected and the interpretation of the probability is again solely
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contingent and subject to the partition. The event partition can be obtained in various
ways, depending on the quality and quantity of the event data available.

(i) Only very few events are known that cannot be separated in different periods
or sub-areas. One event out of m is used to BT and all the m-1 remaining ones
are to generate a prediction to be cross-validated by the excluded event. Using
the m-1 remaining events, a prediction map based on the PRP indices is con-
structed. The PRP index is obtained at the pixel containing the excluded event.
The operation is iterated m times, once for each of the m excluded events. This
leads to generating m PRP indices showing how well each future event can be
predicted, as the “next” event to occur, by all the other existing ones. To pro-
duce the “prediction-rate curve”, simply sort the m indices in decreasing order;
(p1, p2, . . . , pm), where p1 indicates the largest PRP index. We generate the
following m pairs:

{(1−p1), 1/m}, {(1−p2) 2/m}, . . . ,{(1−pm),1}

The scatter plot of these m pairs constitutes the prediction rate curve where
the X-axis represents the proportion of the study area assigned to a “potential”
class and the Y-axis may be regarded as the representation of the proportion of
the “future” events that have occurred within the assigned “potential” class. In
contrast with the fitting-rate curve that only reflects how the classes discriminate
between the settings identified using the distribution of the observed events,
the prediction-rate curve reflects the distribution of future occurrences in the
prediction map.

(ii) Numerous events are known but cannot be separated in different periods or sub-
areas. A random half of the events is used to BT and the other random half is
used to predict. The BT can be repeated inverting the role of the two random
halves or it can be repeated several times with newly generated random halves,
to obtain integrated statistics on the stability and reliability of the prediction
results.

(iii) Numerous events are known that can be separated in several temporal sub-
groups. A BT is performed using the older set of events to predict and the
younger set for testing. The statistics from the BTs provide true time predic-
tion results. In such cases the quality of the prediction results should reflect
the stability in time of the thematic map units subjected to transformation (e.g.,
climatic or human-induced) such as land use or land cover.

(iv) Numerous events are known that can be separated in several spatial sub-groups.
The event distribution in some sub-areas is used to BT the results of a predic-
tion obtained from an adjacent sub-area, in which the spatial relationships have
been established. It means that the statistics on the relationships is obtained from
one area and then is applied to another area. The BT is dependent on the sim-
ilarity of conditions and events in the areas analyzed and compared. In some
situations, for instance, the spatial data allow a combination of Strategies (iii)
and (iv).
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(v) Other types of BTs can be performed. Changing the combination of thematic and
continuous data layers or the quality-resolution, BT are obtained in experiments
corresponding to one or more of the previous types of BT just described.

To produce the “prediction-rate curve” for (ii), (iii), (iv) and (v), as described in
(i), we have to obtain PRP indices from the pixels that contain the observed events
but that were not used in constructing the prediction map in BT. Supposing that
we obtain k indices and sort them in decreasing order; (p1, p2, . . . , pk), where p1

indicates the largest predicted potential index. We generate the following k pairs:

{(1−p1), 1/k}, {(1−p2) 2/k}, . . . , {(1−pk),1}

Stages

First

Second

Third

Steps Input/Output

Preparation

1  predictionst

2  predictionnd

Partition

Cross-validation

Prob. of discovery
or of occurrence

Scenario

RISK OF MISSING
OR RISK=E*V*H

Input data layers,
all discoveries/
occurrences

Input data layers,
>= 2  groups of occurrences

for BT

Assumed number and
 area of future occurrences,
socioeconomic indicator maps

1st prediction map

1st prediction map
and probability table

Risk prediction map

Probability table

  2nd prediction map
with one group of occurrences

Prediction map, validation
occurences, prediction-rate curve

Fig. 1 The three stages of favorability function modeling. The probability table from the Second
Stage, which depends entirely on how the partition for BT is made for validation, is the most
critical piece of information to interpret the prediction results in the First Stage and to obtain
the risk prediction map in the Third Stage, where E is element at risk, V is vulnerability and H is
hazard. The term discovery is used interchangeably with the term occurrence to refer to exploration
and to hazard/impact applications, respectively
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The scatter plot of these k pairs constitutes the prediction rate-curve where
the X-axis represents the proportion of the study area assigned to a “potential”
class and the Y-axis may be regarded as the representation for the proportion of
the “future” events, which occurred within the “potential” class. Performing BTs
appears as a practical way of interpreting many aspects of prediction modeling:
(1) quality of data layers (categorical and continuous), distribution of types of
known events/discoveries, and expert’s knowledge of the spatial database;
(2) significance of the predicted relative PRP index maps; (3) effect of database par-
titioning in modeling; (4) comparisons of the results of different prediction models;
and (5) assessment of scenarios for exploration or for risk analysis.

A general purpose strategy for favorability function predictive modeling is shown
in Fig. 1 as an operational flowchart with three stages. The distribution of known
discoveries or of the hazardous occurrences is used to establish their spatial re-
lationship with the units of the input map data layers. The terms discoveries or
occurrences are used interchangeably to refer to exploration or to hazard/impact ap-
plications. The interpretation of the probability table obtained depends entirely on
how the partition for BT was made. To perform analyses according to the strate-
gies listed earlier, iterations can be executed looping back one or more steps. In
the next section examples of applications with and without BTs are discussed.
Dedicated software based on cross-validation has been discussed by Fabbri et al.
(2004).

6 Spatial Predictions with Event Partitions and Blind Tests

6.1 Some General Purpose Applications

Once a unified framework for favorability function models had been set up (Chung
and Fabbri, 1993) and applications of various models were developed, it became
evident that to interpret the results of predictions, either mineral potential maps or
hazard maps, empirical tests were necessary to obtain scientific measures of success
and decision values of the prediction results. BTs were used, for instance, in cross-
validations for the following purposes:

– assessment of predictive power of landslide hazard (Chung et al., 1995); a first
application of BT to interpret the “goodness” of spatial prediction results;

– comparisons of the performance of different prediction models, and their inte-
gration with expert’s knowledge (Chung and Fabbri, 1998, 1999);

– estimation of probability of mineral discovery by an operational unit area for
exploration (Chung et al., 2002a);

– separation of influential and non influential data layers in landslide hazard pre-
dictions (Chung et al., 2002b); it enabled to identify predictions of greater relia-
bility due to the higher empirical support to characterize the settings of landslide
occurrence;
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– assessment of uncertainty in landslide hazard predictions (Chung, 2006); iter-
ating many times the selection of random halves of the events, prediction-rates
were obtained to express the level of uncertainty associated with the predicted
classes;

– comparisons between spatial, temporal and spatial/temporal predictions (Chung
and Fabbri, 2008);

– cost-benefit analysis of prediction-rate curves of landslide hazard (Chung and
Fabbri, 2003); a ratio of effectiveness was applied to identify the most reliable
parts of the prediction-rate curves;

– landslide risk assessment via probability of occurrence estimation (Chung and
Fabbri, 2004; Chung et al., 2005a); the introduction of socioeconomic indica-
tor maps led to the assessment of landslide risks to people, infrastructures and
valuable land uses.

6.2 Two Examples of BT Strategies

To clarify in some detail the usefulness of BT, one recent application of spatial
prediction modeling in mineral exploration, with only six known discoveries is dis-
cussed, followed by a second application to landslide hazard for which 92 known
occurrences are used. The two BT strategies are different so are the results obtained
and their significance.

A spatial database for diamond exploration in the Lac de Gras area of the
Northwest Territories, in Canada, was used by Chung et al. (2005b) and Chung
and Fabbri (2005) to obtain the prediction-rate curves shown in Fig. 2. The study
area covers 34.6 km× 22.9 km (692× 450 pixels of 50 m resolution) and contains
six diamondiferous kimberlite ore bodies (Beartooth, Panda, Koala, Koala North,
Fox and Misery). Additionally, fifteen kimberlites with only micro-diamonds were
known. Radiometric and magnetic sensor maps interpolated from parallel flights,
proximity maps to faults and dikes (as continuous data layers) and the presence of
two indicator minerals, chromium-spinel and chromium-diopside, were used in the
study. In addition, a bedrock lithology map (categorical data layer) was employed
to characterize the spatial associations of the ore bodies and of the other kimberlites
with micro-diamonds.

A fuzzy set prediction model based on the likelihood ratio function was instru-
mental to obtain and interpret the prediction maps following strategy (i) in Sect. 6.
A first prediction map was obtained using the locations of all the six deposits. It
was then interpreted with the prediction table estimated from the cross-validation
procedures using six blind tests. Six more prediction maps were so obtained from
the BT. Figure 2 shows parts of the prediction-rate curve in light gray with circles
from the latter six prediction maps. For a comparison, two additional experiments
in which different inputs were performed: (1) instead of seven data layers, only one
data layer, the magnetic total field, with the six ore bodies was used in an addi-
tional BT, using the same strategy (i) in Sect. 6, to study the effects of input data
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Fig. 2 Example of prediction-rate curves obtained from cross-validation in the Lac de Grass area,
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area of the corresponding prediction maps, not shown here (Chung et al., 2005b). Description is in
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layers, and (2) the same seven data layers in the earlier BT, but using the 15 kimber-
lites with micro-diamonds instead of the six ore bodies, to test whether kimberlites
with micro-diamonds can “predict” the locations of the six ore bodies. The cross-
validation results were also plotted in Fig. 2.

As discussed in Chung et al. (2005b), even without seeing the 13 prediction maps
generated, we can compare in Fig. 2 the prediction results. The comparison is made
by considering the area proportion of the higher prediction classes containing the
ore bodies, each predicted as “next” to occur by the other five, as the light gray
with circles and the dark gray with diamonds prediction-rate curves. Obviously, the
prediction of the six ore bodies by the locations of the fifteen kimberlites with micro-
diamonds is poor! The BT shows that statistically the two types of kimberlites have
different characterizations. It suggests that the locations of kimberlites with micro-
diamonds do not provide any useful information to locate undiscovered ore bodies
in this case study. In a second application, to hazard modeling, a greater number of
known occurrences allowed a different strategy to be selected.

A spatial database for landslide hazard studies was constructed for the Fanhões-
Trancão area, north of Lisbon in Portugal. The study area is 13.3 km2. Detailed
geologic-geomorphologic mapping at 1:2,000 identified 92 shallow translational
slides. They were compiled and digitized into a 5m×5m resolution spatial database
consisting of digital images of 760× 700 pixels. The causal factors (i.e., related to
the occurrence of landslides) are: continuous data layers, i.e., elevation, slope angle,
aspect angle obtained from the digital elevation model (DEM), and categorical ones,
i.e., geology map, surficial deposit map and land-use map.



On Blind Tests and Spatial Prediction Models 325

The 92 landslides in the study area consist of 43 pre-1980 landslides and of
the remaining 49 post-1980 landslides. The region has been the focus of numerous
geomorphologic analyses for hazard zonation by Zêzere et al. (2004).

A landslide hazard (potential) prediction map of the Fanhões-Trancão area,
Portugal was obtained by Chung and Fabbri (2008), using the Fuzzy Set member-
ship function of the Likelihood Ratio Function. The same function has been used in
the other prediction experiments. Input data were the locations of the polygons of
the 92 shallow translational landslides and the six geomorphologic and topographic
map layers. In that application, the number of the 92 landslide polygons that fell
into each of 200 hazard classes was counted. Each class corresponded to 0.5% of
the study area. To be counted within a class, at least 50% of the pixels in a land-
slide polygon must be included in the class. The counts are weighted by the num-
bers of pixels in the polygons. Weighted counts of the landslide polygons form the
“fitting-rate table” or curve that was plotted as the gray line with triangles in Fig. 3
with the horizontal axis representing the proportion of the study area predicted as
hazardous, and the vertical axis showing the cumulative proportion of landslides
falling within each class. A second experiment generated another prediction map
using only 43 pre-1979 landslides and its fitting-rate curve is also shown in Fig. 3,
falling below the previous fitting-rate curve based on all the 92 landslides. The third
curve in the illustration is the prediction-rate curve from the latter experiment that
provides a measure of “goodness” of the classes obtained in the two preceding pre-
dictions using the time partition of the landslide occurrences. Strategy (iii) of Sect. 6
was used in this experiment. Here the assumption was made that the 49 post-1980
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landslides are unknown and represent the future occurrences during a 25-year period
(1980–2004). Additionally, we assumed that the prediction rate obtained represents
the prediction power of the first prediction that used all the 92 occurrences for the
next 25 years, i.e., the period 2005–2030.

The 10% of the study area with the highest predicted values (Fig. 3) corresponds
to a prediction rate of 41% whereas the fitting rates are 61 and 77%, respectively.
The latter two would overestimate the “goodness” of the prediction. They only in-
dicate the “goodness” of fit between the landslides and the causal factors.

In another experiment, the study area was divided into two mutually exclu-
sive sub-areas, the left region and the right region, as in strategy (iv) of Sect. 6.
An experiment of this type would enable the similarity of geomorphologic set-
tings or of climatic conditions to be tested. The left region contains 38 landslides
(13 pre-1979 and 25 post-1980) and the right region includes 54 landslides (30
pre-1979 and 24 post-1980). Lower prediction-rate curves are compared (Fig. 4)
to the prediction-rate curve from Fig. 3. There the previous prediction of the 49
post-1980 from the 43 pre-1979 landslides is compared with two spatial predic-
tions in the right half using the landslides from the left half region and vice versa.
Corresponding values for the 10% of highest predicted classes are 41% versus
37%. A mosaic of two prediction images is the result of this validated prediction
image.

An extensive discussion of these and more experiments can be found in Chung
and Fabbri (2008), who also combined strategies (iii) and (iv) that provided even
lower prediction-rate values.
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Clearly, all the above mentioned characteristics of “goodness” of the prediction
images generated would be totally unknown without cross-validation via BT. Con-
sequently, the BTs lead to considerations and introspections on the similarity of
occurrences in time, of settings in time and in space, of comparability between ad-
jacent study areas, between prediction models, and on how to use the prediction-rate
values for estimating the probabilities of occurrences for each class or for each pixel.
Far from trivial consequences follow the use of BT!

7 Considerations on Recent Spatial Predictions
in the Geosciences

Having explored the information that must be extracted from spatial databases by
BT of the prediction results, it should be instructive to consider a number of re-
search papers in spatial modeling that would greatly benefit from BT and/or from
more extensive applications of BT. Since cross-validations of spatial prediction re-
sults have been initially proposed (Chung et al., 1995; Chung and Fabbri, 1999)
to interpret the predictions and for a variety of related applications, some of these
listed in Sect. 6.1, relatively few examples of BT can be found either in mineral
exploration or in natural hazard studies.

In the past 12 years or so interest in empirical validation or BT for prediction
modeling in mineral exploration has varied from complete absence to considerable
concern. However, there does not seem to be a consistent systematic or standardized
approach to the application of cross-validation techniques. For instance, the evalu-
ation of spatial modeling for epithermal gold deposit prediction by Raines (1999)
rightly saw the prediction results as a “relative ordinal rank” but no BT was reported.
The separation of favorability values into favorable, permissive, and non permissive
was obtained by identifying breaks in the cumulative area ranks. That corresponds
to using the fitting rates of the deposits used to predict and not to the prediction-rates
from a cross-validation.

A different approach is the one by Singer and Kouda (1999) who compared sev-
eral probabilistic models in the prediction of mineral deposits. They analyzed a test
data set of 15 volcanic hosted massive sulfide deposits in a study area with 23 bi-
nary map data layers in the Province of Manitoba, Canada. Considered as wise by
the authors was to perform independent validation tests by dividing the entire study
area in two parts, one for predictive modeling and the other for validation. A ran-
dom subset of 8 of the 15 deposits was selected together with a randomized half of
the 6460 unique-condition polygons covering the study area and containing the 8
modeling deposits. The other half contained the remaining 7 deposits. Predictions
were compared in terms of correctly classified polygons as deposit polygons or as
barren polygons. Interestingly, they observed that very few deposits were correctly
recognized in the independent tests whereas in the initial prediction modeling a high
percentage had been recognized. Those authors made efforts to discuss in depth the
pros and cons of the methods used, including the loss of information caused by
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binarizing all map data even when continuous. Nevertheless, also in that case, their
analyses could be further expanded by applying strategy (i) of Sect. 5 (i.e., the take-
one-out procedure) also used for the application described in Fig. 2.

An illustrative instance of a successful application is the one by Cheng (2004),
who applied spatial modeling to predict the potential distribution of artesian aquifers
in the Oak Ridge Moraine study area, near Toronto, Canada. As training points for
modeling he used the spatial distribution of 353 wells with water level above the
surface. Binary expressions of surficial geology map, distance from thick drift lay-
ers, distance from the Oak Ridge Moraine, and distance from steep slope zones
were used as evidential data layers. Buffer zones with unequal intervals were gen-
erated to obtain binary units from distance maps. Purpose was the identification of
combinations of conditions to reduce the prediction areas of having flowing wells
by two thirds by generating a posterior probability map. BT of the results was not
described, nevertheless the application would appear promising even if it cannot be
certified how much so. It can be suggested that, the use of strategy (ii) of Sect. 5,
and the repetition of the analysis, say 30–40 times, with new random half partitions
of the training and validation points, would provide empirical means to interpret
the “goodness” of the relative posterior probability value ranking obtained. In addi-
tion, a comparison of the 30–40 results would help to assess their robustness. The
applications considered are just used here to exemplify the likely benefits of BT
even in innovative and successful contributions, independently from the prediction
models used.

Other more recent works dealt with problems such as the assessment of the
quality of the prediction results (Porwal et al., 2003a, b), and the comparison of
different predicting methods and models when analyzing the same data set (de
Quadros et al., 2006; Brown et al., 2003; and Porwal et al., 2006a, b). Much of the
emphasis in those works, however, was more on experimenting with new advanced
techniques than on the interpretation of the significance of their application results.
In addition, the strategies and specific assumptions of those cross-validations tech-
niques were so different that it is not possible to evaluate or compare their usefulness
in more general experiments or situations. For instance, lumping together fitting
and prediction rates complicates the evaluation of the prediction quality. Thresh-
olds to transform multi-value prediction maps into binary or tertiary maps are likely
to weaken the cross-validation. In addition, some cross-validation experiments ap-
peared limited to the training of classifiers and not directed to interpret the final
prediction results.

Applications of spatial prediction models to natural hazard show a similar trend
in the last few years. For instance in a special issue of Natural Hazards there are
contributions without validation of prediction results (e.g., Corominas et al., 2003),
one in which validation has been avoided, in favor of fitting curves, with the argu-
ment of unavailability of the time of occurrence of landslides in the database (van
Westen et al., 2003), three studies in which validation was considered as integral
part of the interpretation of hazard predictions (Santacana et al., 2003; Remondo
et al., 2003a, b), and two more studies in which validation was used to explore and
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compare prediction powers or to eliminate misunderstandings on perceived obsta-
cles to spatial predictive modeling (Chung and Fabbri, 2003; Fabbri et al., 2003).

Indicative of the degree of confusion now remaining about validation in spa-
tial prediction modeling, is a recent collection of papers on spatial modeling in
GIS. In it four contributions deal with prediction of hazards (landslides) or vul-
nerability (aquifer), and six with the prediction of natural resources (metals, aggre-
gates and soils). All contributions claim to perform validations of modeling results;
however, entirely different strategies are followed and assumptions made. Some ap-
proaches use fitting-rate curves (success rates) to identify “natural breaks” in them
and obtain interpretable classes (Arthur et al., 2007; Masetti et al., 2007; Poli and
Sterlacchini, 2007; Behnia, 2007; and Nelson et al., 2007). Generally weak com-
parisons are made of different prediction results by using either too few classes or
too few occurrences to verify limited numbers of predictions (e.g., Nykanen and
Ojala 2007; Coolbaugh et al., 2007; and Tissari et al., 2007). No effective validation
of the prediction results appears in those contributions. Robinson and Larkins (2007)
provide the only instance of prediction-rate curves in a diagram with proportions of
sites correctly predicted (sensitivity) on the vertical axis and the cumulative area
fraction (of study area) on the horizontal axis. Following a technique applied by
Begueria (2006), they use a function of the area under the curve to establish the
quality of the model prediction results. No further discussion is provided of the sig-
nificance of such curve pattern in prediction modeling.

Applications that seem to lead to a more consistent approach of BT in mineral
exploration are those by Chung (2003), Harris et al., 2003, Agterberg and Bonham-
Carter (2005), and Skabar, (2005). Recent works on landslide hazard based on cross-
validations are the ones by Zêzere et al. (2004) and by Lee et al. (2006). In natural
hazard studies the approach by Chung (2006) and Chung and Fabbri (2003, 2004,
and 2008) are targeting a more consistent way to use cross-validation techniques to
estimate probabilities of occurrence of hazardous events.

8 Concluding Remarks

We have discussed how in spatial prediction modeling only relative ranks can be
obtained using prediction models and their assumptions. We have dealt with the
problem of assessing the “goodness” of the prediction results via a variety of empir-
ical blind tests. A three-stage strategy for favorability function modeling has been
proposed for which dedicated software is available that is soundly based on cross-
validation. Examples of general purpose spatial prediction were listed, followed by
two applications of BT that use prediction-rate curves to interpret the prediction
results and proceed with the estimation of probabilities of occurrence. A number
of recent applications were pointed out in which varying degrees and strategies of
validation were attempted, while other ones seem to use ad hoc scenarios of limited
effectiveness. Some additional applications appeared to potentially lead to a stan-
dardization of validation techniques.
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A few recommendations can now be made for further research. In order to estab-
lish standards to interpret and compare the results of spatial predictions, three initia-
tives must be initiated in the geosciences: (1) identify one or two spatial databases
to be distributed and analyzed by many researchers with different models to achieve
agreement on how to construct BTs; then (2) organize a special meeting on the
standardization of validation strategies; and (3) focus on representing and assessing
by BT the uncertainties associated with the prediction results. The authors of this
contribution are committed to the last initiative.

There is now a wealth of different prediction methods and many applications
have been attempted, however, scientific progress at present is perhaps needed more
in assessing the significance and stability of the predictions obtained than in devising
additional ways to establish spatial relationships with sophisticated new prediction
models whose effectiveness may not be easily evaluated.
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Abstract This paper investigates the use of strip transect sampling to estimate object
abundance when the underlying spatial distribution is assumed to be Poisson. A
design- rather than model-based approach to estimation is investigated through com-
puter simulation, with both homogeneous and non-homogeneous fields representing
individual realizations of spatial point processes being considered. Of particular in-
terest are the effects of changing the number of transects and transect width (or
alternatively, coverage percent or fraction) on the quality of the estimate. A specific
application to the characterization of unexploded ordnance (UXO) in the subsurface
at former military firing ranges is discussed. The results may be extended to the
investigation of outcrop characteristics as well as subsurface geological features.

Keywords Strip transect sampling · unexploded ordnance · object abundance ·
spatial Poisson field

·
design-based computer simulation

1 Introduction

Physical, biological, and environmental phenomena often occur in nature as mani-
festations of spatial point processes, and the Poisson distribution is generally a rea-
sonable model for their rates of occurrence. Many scientific problems involve the
estimation of the rate of occurrence (intensity) or abundance of some population or
species of interest through sampling studies. A common field-based survey approach
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is to record measurements along a series of transects, estimating the total number of
objects in the entire field, or their rate of occurrence, from the resulting data.

While the number, size, and shape of the transects necessary to obtain high qual-
ity estimates of object abundance is always of concern, the transect sampling de-
sign is sometimes developed in a subjective way to provide “adequate coverage,”
to facilitate ease of data collection, or to identify some presumed spatial pattern,
rather than to optimize statistical performance. Using a design- rather than model-
based framework, this paper specifically addresses the effects of changing number
of transects and transect width (or alternatively, coverage percent or fraction) under
random sampling on the accuracy and precision of estimated object abundance.

Computer simulation is employed to conduct a sampling experiment in which
different numbers and widths of transects are repeatedly selected from both homoge-
neous and non-homogeneous Poisson fields and used to estimate object abundance.
Sample-based statistics are computed and compared for various combinations of
sample size and transect width. The results of the study can be used to develop a
strategy for optimizing accuracy and precision of the estimate assuming fixed cost
and uniform detection in a specific operational setting.

2 Motivating Example

While transect sampling is most often associated with agricultural, biological, or
ecological studies of species abundance, it has important applications in other sci-
entific arenas, particularly in the earth, geological, and soil sciences, and in envi-
ronmental disciplines. The results reported here are specifically motivated by the
problem of characterizing unexploded ordnance (UXO) in the subsurface at former
military firing ranges prior to returning them to the public domain.

In this situation, the presence or absence of objects is determined by travers-
ing the range of interest along pre-determined transects with a device designed to
measure the geophysical response of those objects at the surface or buried in the
near subsurface, and then applying an appropriate threshold to the response. Such
responses are generally due to ordnance-related fragments associated with previ-
ous target areas. The measurement device can be aerial- (e.g. helicopter mounted)
or land-based, with a specified observational “footprint” or coverage width. At any
given field location there may be multiple former target areas, and UXO and asso-
ciated fragments are assumed to be concentrated at those sites but with varying and
unknown intensities. Consequently, the occurrence of UXO (and fragments) super-
imposed on a more uniformly distributed background of non-UXO related clutter
(metallic litter, old fencing, iron rich rocks, naturally occurring objects, etc.) is con-
ceptualized as a non-homogeneous Poisson process. The situation might also be
conceptualized in terms of other statistical distributions, such as the Negative Bi-
nomial. Since the intensity of UXO (and associated fragments) can exhibit spatial
correlation, the ultimate objective is to precisely estimate its abundance, as well as
the extent of the areas of elevated object intensity that might contain UXO, over
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the entire field of interest using geostatistical methods (Saito et al., 2005; Saito and
McKenna, 2007). However, because knowledge of the subsurface is limited, the
distributional characteristics of UXO can never be fully determined; and hence it is
important to validate the empirical performance of any estimation procedures under
a variety of known conditions before applying them to live situations.

Characterization of UXO sites is related to a number of other geoscience prob-
lems. Among these are the detection of live mines in former mine fields and esti-
mation of the rate of fractures, fissures, or caves in geological formations. Jensen
et al. (2007) consider similar issues relative to the characterization of petroleum
reservoirs and Shieh et al. (2005) present an interactive sampling strategy for lo-
cating hot spot regions such as those that might be associated with the presence of
heavy metals. Further, Watson and Barnes (1995) provide a broader discussion of
criteria that can be used to propose sampling networks for the purpose of locating
extremes in problems of this nature.

3 Prior Work on Transect Sampling

There are at least two forms of transect sampling (Buckland et al., 1993, 2001). Line
transects consist of randomly positioned paths that are traversed by an observer who
records sitings of population elements, or pods of elements, along either side of the
path. In this case, the transect often has no specifically defined width and serves
only as an operational mechanism to facilitate observation. The efficiency of the
method (sometimes referred to as distance sampling) depends on the differential
probability of detection at varying distances and orientations from the line. Strip or
belt transects, on the other hand, are plot-like geographic entities having fixed length
and width that are sampled at random from the collection of all such entities within a
region of interest. In this case, the strips constitute the sampling units for purposes of
observing, measuring, or recording the population elements contained within them.
A complete census of the population elements within each strip is obtained; and
hence, from a finite population sampling standpoint, strip transect sampling is quite
different from line transect sampling. Both strip and line transects are often oriented
parallel to one another, and perpendicular to a boundary of some regularly shaped
(e.g. rectangular) region, although such an arrangement is by no means required.

There has been considerable work on the problem of estimating population
intensity or object/species abundance using the line transect method. Burnham
et al. (1980), Ripley (1981), and Upton and Fingleton (1985) provide excellent dis-
cussions of both theory and applications, and summarize the available literature up
through the middle 1980s. The line transect method has continued to attract in-
terest from a variety of disciplines, particularly the ecological and biological sci-
ences, where a fairly robust amount of additional research has been undertaken (e.g.
Quang and Becker 1996). Both Cowling (1998) and Hedley and Buckland (2004)
provide insight into spatial modeling based on line transect sampling, while Barry
and Welsh (2001) provide an elegant presentation of the theoretical properties
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of distance sampling in both the design- and model-based frameworks. Buckland
et al. (1993) give additional historical details about the line transect method. Line
transect sampling has also been widely used in geological studies of both outcrop
and subsurface characteristics (e.g. Laslett, 1982); but in this context the transects
are seldom selected or positioned in a random manner.

Less research has been devoted to estimation based on strip/belt transects, with
Upton and Fingleton (1985) providing, perhaps, the most comprehensive coverage.
One reason stems from the fact that strip/belt transects can be regarded as contiguous
sets of equal-sized quadrats, and quadrat sampling has been studied in considerable
detail. However, to achieve economic or operational efficiencies, some situations
and applications necessitate the use of strip/belt transects in and of themselves with-
out resorting to an artificial subdivision into quadrats. Estimating the abundance of
ordnance- related clutter is one such application. Questions naturally arise as to how
many and what size transects should be selected to achieve specified precision of the
estimates. Despite the long history of strip transects, we know of no investigations
that specifically address the effects of changing transect number and width, specifi-
cally in an environmental restoration context. Consequently, this idea is the subject
of the present work.

3.1 Design- and Model-Based Considerations

We note at this juncture that the operational aspects of transect sampling in the
context of UXO site characterization (i.e. optimization of the number and size of
the transects) have more to do with sample design than with modeling procedures
and assumptions; and yet we acknowledge that model-based approaches to spatial
investigations (e.g. those derived from geostatistcal methods; Shieh et al., 2005;
Watson and Barnes, 1995) have become somewhat more prevalent in recent years.
The differentiation primarily stems from an understanding of how randomness is to
be treated. Borchers et al. (2002) describe three kinds of randomness that can impact
the estimation of object abundance: (1) randomness due to changes in location or
features of the objects (state model), (2) randomness associated with the ability
to detect or observe the objects (observation model or detection function), (3) and
randomness attributable to the survey design.

In the case of UXO or other discrete subsurface geological features, a design-
based formulation focused primarily on the sampling scheme seems most appro-
priate (although, as Barry and Welsh (2001) suggest, the associated randomness
probably derives from a mixture of all three sources identified above). The rationale
for this assertion follows logically from an assessment of the physical conditions,
or environment, of observation. First, note that the locations of the subsurface ob-
jects or features exist in a state of immobility (i.e. object position is non-stochastic,
in contrast to randomness in the locations of animals which can move about) and
their physical characteristics presumably do not change during the time span of the
survey. Second, while the objects may clearly adhere to a two- or three-dimensional
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spatial trend, such a trend is only observable through sampling, and then, perhaps,
only partially so. Third, as previously indicated, the strip sampling approach as-
sumes a census will be conducted within each strip, suggesting the probability of
detection for each object is 1. This is not to imply that every object can be perfectly
detected, although we assume perfect detection in the present context. For objects
that exist in the subsurface, the detection function must, of necessity, depend on
the reliability of the observation mechanism (e.g. a geophysical device or a mining
operation), but an investigation of these types of functions is beyond the scope of the
current study. Thompson and Ramsay (1987) provide an excellent discussion of de-
tectability functions associated with the different field sampling approaches for ob-
serving spatial point processes. Finally, the design-based formulation requires fewer
statistical assumptions which better fits the situation of having restricted knowledge
about the subsurface.

De Gruitjer et al. (2006) provide a particularly lucid discussion of the difference
between the design- and model-based approaches, underscoring the need to appro-
priately assign the basis of inference and account for randomness in the system of
observation. Additional details are given in Särndal et al. (1992) and de Gruitjer and
ter Braak (1990).

4 Estimation Theory

For the reasons discussed above, we propose a design- rather than model-based ap-
proach to estimate object abundance at sites potentially contaminated with UXO.
We believe the approach is directly extendable to estimation of the abundance of
other subsurface features. Assume a spatial point process can be represented as the
distribution of points in a rectangular field (or range) of interest having X–Y dimen-
sions W and L (Fig. 1A), respectively. The distribution is assumed to be Poisson with
intensity parameter λ = T/A, where T is the total number of objects in the field and
A = WL is the area of the field. Let y be a location in two- or three-dimensional
space. After Thompson and Ramsay (1987), the detectability function, g(y), is the
conditional probability that, given an object exists at location y in the field, it is
detected.

Completely subdivide the field into a set of equal-sized non-overlapping strips of
width w, representing the observation “footprint,” such that N = W/w, an integer,
is the total number of strips. As depicted in Fig. 1B, we assume the transects are
straight, oriented north-south (top-bottom), and have equal length and width (i.e.
the strips are equally dimensioned). We also assume the boundaries of the region are
static and that there are no edge effects that impact the sampling and/or estimation.

Since N is finite for a finite sized region or domain, N decreases as w increases;
i.e. selecting a value of w uniquely determines the value of N. Indeed, in a rectan-
gular field of fixed size, N can be very small when w is large. If the true number of
objects in the field is known and each object can be uniquely located and counted,
then the number of objects per strip can be completely determined.
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Fig. 1 (A) Example spatial point process in a rectangular field; (B) equal-sized transects superim-
posed on the field; (C) sampled transects (gray; with object count shown below)

Let n of the N available transects of width w be selected at random (i.e. n is
the sample size) without replacement, and compute Ti, the total objects in the ith
sampled transect (Fig. 1C). In the context of UXO site characterization, the presence
of an object is associated with a geophysical anomaly or threshold exceedance. We
make the strong assumptions that all such objects of interest along each transect can
be uniquely located, correctly identified, and incontrovertibly counted so that g(y)
is defined to be the indicator function g(y) = 1 over the strip and 0 elsewhere. A
census is effectively conducted within each sampled strip.

After Borchers et al. (2002) we designate the surface area of the rectangular
region covered by the sampled strips as a (a = n ·w ·L), and refer to it as the “cov-
ered area.” If the surface area of the entire region is A, then the coverage percent is
a/A×100 (henceforth we refer to this quantity as “coverage fraction,” a term that
is more commonly used in the literature).

Under the foregoing conditions, the N strips comprise a finite population of sam-
pling units of equal size and dimension, and the probability of selection is con-
stant. We conceptualize each strip as a cluster in the sense of conventional cluster
sampling. Here, the term cluster sampling refers to the physical size of the sam-
pling unit (the strip) rather than a group of co-located objects (e.g. a geographi-
cal concentration of metallic fragments at a former ordnance range or a swarm of
geological fractures). This formulation facilitates a subsequent extension to strips
of differing lengths that can be treated as clusters of unequal size, or to aggrega-
tion/agglomeration of strips into larger units. Others (e.g. Scheaffer et al. 1996)
have suggested this same approach.

Estimation theory based on cluster sampling is straightforward and well-known;
but results from extensive sampling experiments for the present context have not
been reported. After Lohr (1999), an unbiased estimate, T̂ , of the total objects, T , in
the entire field is given by

T̂ =
N
n

n

∑
i=1

Ti. (1)

Using this expression, an unbiased estimate, λ̂, of the Poisson intensity λ over the
entire region is given by
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λ̂ =
T̂
A

. (2)

Re-writing Equation (1) as T̂ =
(

n
∑

i=1
Ti

)

/(n/N), designating n/N as the inclusion

probability or sampling fraction, yields a form of the Horvitz-Thompson estimator
(Horvitz and Thompson 1952). The variance of T̂ is given by

σ2
T̂ = V (T̂ ) = N2

(
1− n

N

) σ2
T

n
, (3)

and the variance of λ̂ is given by

σ2
λ̂ = V (λ̂) =

1
A2 V (T̂ ) =

N2

A2 (1− n
N

)
σ2

T

n
, (4)

where

σ2
T =

1
N −1

N

∑
i=1

(

Ti −
T
N

)2

, (5)

Since σ2
T is unknown, it must be estimated by the variance of the totals from the

sampled transects given by

s2
T =

1
n−1

n

∑
i=1

(

Ti −
T̂
N

)2

, (6)

which is equivalent to the somewhat different expression given in Arvanitis and
Portier (1997). Consequently, the estimated variance of the estimated total objects
in the field based on a random sample of n transects of width w is given by

s2
T̂ = N2

(
1− n

N

) s2
T

n
. (7)

When the strips do not have the same dimensions or area, the estimation theory
is not as straightforward and (1)–(7) must be modified, or an alternate approach
must be used. The difference is analogous to the distinction between cluster sam-
pling with and without equal-sized sampling units, with strips being selected using
a probability- proportional-to-size (pps) approach in the latter case. It is well known
that the more general form of the Horvitz-Thompson estimator plays an important
role when sampling units are selected using pps (Borchers et al., 2002; Scheaffer
et al., 1996; Lohr, 1999; and many others). In the context of estimating the abun-
dance of objects at a potential UXO site, strip transects of the same length but differ-
ing widths may be undesirable, and even operationally impossible, if the “footprint”
of the measuring device is fixed; whereas transects of the same width but differing
lengths may be inevitable, and perhaps even desirable, particularly if the region of
interest is irregularly shaped.

Other estimators and designs have been proposed when the sampling units are de-
fined to be strip or belt transects. Stehman and Salzer (2000) compare two different
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ratio estimators for use in an ecological context when strips are selected using
systematic sampling. Thompson (1992) also discusses applications of ratio esti-
mation and systematic sampling, as well as systematic and strip adaptive cluster
sampling which may be useful in the context of estimating object abundance in the
subsurface.

5 Simulation Methodology and Results

As suggested earlier, before geostatistical methods can be reasonably used to esti-
mate object abundance in a field with a spatially varying intensity when the exact
distribution is unknown, information must be obtained about the statistical perfor-
mance of the estimator under known conditions. Described here are the results of
evaluating various scenarios using repeated sampling of transects from simulated
spatial fields whose distributions are known.

5.1 Homogeneous Case

The first case involves the estimation of object abundance in a homogeneous Poisson
field. A spatial point process within a 5000 m× 5000 m field was created through
computer simulation where the intensity of the process, λ, was pre-determined.
Three different fields were constructed to investigate the span of possible results—
one each for λ = 5×10−4 objects/m2, λ = 5×10−5 objects/m2, and λ = 5×10−6

objects/m2. These values of λ are thought to encompass the range of values that
might be observed in actual situations. Figure 2A depicts the field constructed for
λ = 5×10−5. Regular strip grids such as the one depicted in Fig. 1B were superim-
posed on each of these fields using a series of different transect widths ranging from
10 to 500 m.

(A) (B) (C)

Fig. 2 Three simulated Poisson fields: (A) homogeneous field, λ = 5 × 10−5; (B) non-
homogeneous field consisting of the homogeneous field with a single isotropic target superim-
posed; (C) non-homogeneous field consisting of the homogeneous field with a single anisotropic
target superimposed
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For each spatial field, samples of transects of each width were randomly selected
without replacement. Sample size, n, was varied from 2 to 20 in increments of 1,
and 180 sampling replications were performed for each sample size. The number
of replicates is restricted to 180 because the number of unique combinations of
transects at higher widths is limited (e.g. in Fig. 1B, if W = 5000 and w = 250, N
must be 20; consequently, if n = 18 there are only 190 possible combinations from
which to choose since, applying the Binomial coefficient,

(20
18

)
= 190).

For each individual sample, T̂ and the estimated variance of T̂ were computed
using (1) and (7), respectively. Each T̂ was compared to the respective (ground truth)
value of T and the difference, T̂ − T , and the percent difference, T̂−T

T · 100, were
computed. For every w, T̂ and s2

T̂
were then averaged for each set of 180 samples

generated for each of n = 2, 3, . . . , 20. Table 1 reports the average T̂ for selected
combinations of λ, n, and w, along with the average difference and the average
percent difference relative to the respective value of T .

Table 1 indicates that, for most combinations of n and w, the total number of
objects estimated using (1) is, on average, within 1% of the respective true total ob-
jects in the field, regardless of λ. As might be expected, for all three homogeneous
Poisson fields (λ = 5× 10−6, λ = 5× 10−5, λ = 5× 10−4) T̂ is least accurate (in
the sense of average percent difference from T , in absolute value) for the smallest
samples of the narrowest transects. For example, when λ = 5× 10−6, the average
percent difference between T and T̂ ranges from about 3 to 13% when w is 25 m
or less and n is 8 or less. In general, for a specified value of λ, average percent dif-
ference between T and T̂ improves as both n and w increase; and it also improves
as λ increases. While improvement due to increasing n and w is at least partly at-
tributable to the Central Limit Theorem, it also suggests that coverage fraction may
be more important than the number of transects and their width.

Figure 3 (A–C) shows the average percent difference between T and T̂ versus
coverage fraction for the three fields. Three observations can be made: (1) there is
more scatter in the values at low coverage fractions, (2) the average value dampens
to zero as coverage fraction increases, and (3) the dampening occurs more rapidly
as λ increases. The dampening to zero is a direct manifestation of the statistically
unbiased nature of the estimator, T̂ ; that is, E(T̂ −T ) = 0.

The results shown in Table 1 provide a somewhat different perspective when
viewed in terms of the raw difference, T̂ −T . In almost all cases, the average value
of T̂ − T deviates from zero, with the amount again decreasing as both n and w
increase. Further, larger average differences are associated with higher values of λ.
For example, when λ = 5× 10−4 the average difference between T and T̂ exceeds
20 objects for several combinations of n and w.

It is worth noting that, although unbiased, T̂ cannot be expected to obtain the
true value, T , in any specific sample, nor would the average of T̂ −T in repeated
sampling be expected to be zero unless all possible samples of the same size were
considered. Nonetheless, in the specific context of remediating UXO sites where
only a single sample of n transects of width w would be selected due to operational
constraints, it is desirable for T̂ − T to be as small as possible to insure against
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Fig. 3 Average percent difference in estimated and true total objects for three simulated ho-
mogeneous Poisson fields versus coverage fraction: (A) λ = 5 × 10−6, (B) λ = 5 × 10−5, and
(C) λ = 5×10−4. Each point represents the average over 180 replications

(1) increased physical risk (T is larger than T̂ ) or (2) unnecessary expenditure of
remediation resources (T is smaller than T̂ ). Figure 3 suggests that in fields with
smaller λ the concern would be greater than in fields with higher λ, since a larger
coverage fraction would be required to drive the average difference (or average per-
cent difference) to 0.

Equation (7) provides a way to estimate the uncertainty, or precision, associated
with the value of T̂ obtained from any individual sample. Figure 4 (A–C) presents
the average s2

T̂
versus coverage fraction for the three homogeneous fields. The re-

sults for selected w are shown. As in Table 1, these figures indicate that T̂ is most
imprecise for small samples of narrow transects, again suggesting that coverage
fraction may be more important than n or w. In fact, as Fig. 4 illustrates, average
s2

T̂
monotonically declines along the same curve as the coverage fraction increases,

irrespective of w, dampening out as coverage fraction approaches about 10–15%.
Figure 4 (A and B) also illustrates the effect on precision of changing λ in ho-

mogeneous fields. As λ increases by an order of magnitude, average s2
T̂

increases
accordingly for essentially the same field coverage.

5.2 Non-Homogeneous Case

The second case involves the estimation of object abundance in non-homogeneous
Poisson fields. Similar to the homogeneous case described above, a spatial point
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Fig. 4 Average estimated variance of estimated total objects ((7)) versus coverage fraction for each
of the three homogeneous Poisson fields: (A) λ= 5×10−6, (B) λ= 5×10−5, and (C) λ= 5×10−4.
Each point represents the average over 180 replications. Note the change in vertical scale

process within a 5000 m× 5000 m field was created through computer simulation
where the intensity of the process was pre-set to λ = 5×10−5 (background). A sec-
ond process was superimposed on the first one to create a non-homogeneous pattern
characterized by a single central feature having increased intensity (Fig. 2B and C).
In the UXO context, such features would represent target areas. The feature of in-
creased intensity in Fig. 2B is isotropic, whereas the one in Fig. 2C is anisotropic
with a major axis at 45◦. Both non-homogeneous fields contain the same number of
objects, but the comparison homogeneous field (Fig. 2A) has fewer objects. Regular
strip grids such as the one depicted in Fig. 1B were superimposed on each of these
fields using the identical transect widths identified above. Estimation proceeded in
the same way outlined for the homogeneous case.

Table 2 reports the average T̂ for selected w for each of three comparison fields:
background (homogeneous case, λ = 5×10−5), background plus a single isotropic
target, and background plus a single anisotropic target. Table 2 also reports the av-
erage difference in T̂ and T , as well as the average percent difference, associated
with each respective combination of n and w.

Over all combinations of n and w, average percent difference between T̂ and T
ranges between ±6% for both of the non-homogeneous fields; for the comparison
homogeneous field the range is about ±3%. There is no obvious pattern in the values
that can be specifically attributed to the difference in the spatial arrangements of the
fields, and the overall effect of changing n and w is not as readily apparent as for
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Fig. 5 Average percent difference in estimated and true total objects for two simulated non-
homogeneous Poisson fields versus coverage fraction: (A) homogeneous field with λ = 5× 10−5

plus a single isotropic target superimposed (Fig. 2B); (B) homogeneous field with λ = 5× 10−5

plus a single anisotropic target superimposed (Fig. 2C). Each point represents the average over 180
replications

the comparison homogeneous field. On the other hand, average percent difference
is somewhat higher, for all combinations of n and w, than the corresponding values
for the homogeneous field, and the average raw differences are uniformly higher.
This inability to obtain values of T̂ closer to T , on average, reflects both the larger
number of objects in the non-homogeneous fields than in the homogeneous field and
the presence of the area of higher object intensity.

Figure 5 (A and B) shows the average percent difference between T and T̂ ver-
sus coverage fraction. As in the case of the homogeneous field (Fig. 3B), the values
dampen to zero as coverage fraction increases, but not as rapidly. As might be ex-
pected, this suggests that a higher coverage fraction may be needed for any specific
sample in order for the estimator to get as close to T (say, within 1%) as in the ho-
mogeneous case. However, the values plotted in Fig. 5A and B are more scattered
or inconsistent than those in Fig. 3B, which makes the assessment of the effect of
increasing coverage fraction somewhat less clear cut.

Figure 6 (A and B) presents average s2
T̂

versus coverage fraction for the two non-
homogeneous fields. In Fig. 4A–C, which present the corresponding graphs for the
three homogeneous fields, all the values of average s2

T̂
associated with various w lie
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Fig. 6 Average estimated variance of estimated total objects ((7)) versus coverage fraction for two
simulated non-homogeneous Poisson fields: (A) homogeneous field with λ= 5×10−5 plus a single
isotropic target superimposed (Fig. 2B); (B) homogeneous field with λ = 5× 10−5 plus a single
anisotropic target superimposed (Fig. 2C). Each point represents the average over 180 replications
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along a single, common, monotonically declining curve. This is not the case for the
two non-homogeneous fields. Whereas w (or alternatively, n) has no apparent effect
on the precision of T̂ in the homogeneous fields, it definitely impacts the precision
of T̂ in the two non-homogeneous fields. As w increases, a higher coverage fraction
(or a larger n) is required to achieve the same precision obtained with narrower
transects. Further, the difference between these two particular non-homogeneous
fields with regard to type of feature (isotropic or anisotropic) apparently has little
effect on the precision of T̂ since the graphs in Fig. 6A and B are nearly identical.

6 Discussion

As noted earlier, the objective of this work was to investigate the effects of changing
w and n when strip transect sampling is used to estimate object abundance (specifi-
cally, geophysical anomalies associated with characterization of UXO sites) in spa-
tial Poisson fields. Collectively, the results indicate that, along with other factors, the
ability to precisely and accurately estimate total objects depends on the amount of
the field covered by the sample rather than on a specific n and/or w. This has impor-
tant implications for the design of strip transect surveys because it implies that the n
and w can be selected to accommodate operational survey costs once an appropriate
coverage fraction is determined. Conversely, for a fixed w such as may be defined
by the footprint of the sampling instrument, the value of n necessary to achieve the
appropriate coverage fraction can be determined.

In the case of homogeneous Poisson fields, achieving a reasonably good esti-
mate of total objects (in terms of average percent difference between T̂ and T )
depends largely on λ, in conjunction with coverage fraction. For example, when
λ = 5×10−4, sampling 10% of the field yields a maximum average percent differ-
ence of less than ±.5% (Fig. 3C); whereas, when λ is smaller, say 5× 10−5, the
average percent difference is higher (about ±1%) for the same coverage fraction
(Fig. 3B). An alternative way of saying this is that, when λ = 5×10−5, a coverage
fraction of more than 10% (something on the order of 10–20%) would be needed
to consistently achieve the same ±.5% average percent difference obtained with a
coverage fraction of 10% when λ = 5× 10−4. In fact, when λ is very small, say
5×10−6, the coverage fraction will need to exceed about 30% in order to obtain an
average percent difference in T̂ and T that is consistently within ±.5% (Fig. 3A).

Operationally speaking, 10% coverage of a 5000 m × 5000 m field could be
achieved in a number of ways; for example, with 100 transects that are no more
than 5 m wide (a somewhat typical scenario for UXO site characterization) or with
10 transects that are no more than 50 m wide. Although the cost associated with the
physical sampling process would be expected to change, Fig. 3 (A–C) suggests the
quality of the estimate (in terms of average percent difference in T and T̂ ) would
be essentially the same for any specified λ. However, when λ changes, the qual-
ity of the estimate changes unless a corresponding adjustment in coverage fraction
is made.
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Summarizing, Fig. 3A–C, and others similar to them, can be used to approxi-
mate the coverage fraction that is required to achieve a specified degree of closeness
(average percent difference) to the true object abundance. The simulation exercise
confirms what might have been expected—that, in settings that can be assumed to
be nearly homogeneous, a larger coverage fraction would be needed to find a small
number of objects (small λ) than to find a large number of objects (large λ).

In terms of the average estimated variance of the T̂ obtained with any given sam-
ple, Fig. 4A–C demonstrate that precision improves rapidly as coverage fraction
increases. For all three fields, average s2

T̂
starts to become strongly asymptotic with

the X-axis when coverage fraction is about 10%, suggesting that 10% may be a rea-
sonable minimum. Coverage fractions of more than 10% would be required to drive
average s2

T̂
close to zero, where, again, coverage fraction is not tied to specific values

of n and w. Hence, Fig. 4A–C, and others similar to them, can be used to establish
the coverage fraction required to achieve a desired level of precision (specific values
of precision depend on the value of λ).

As previously suggested, Fig. 5A and B indicate that, for non-homogeneous
fields, there is greater inconsistency in the average difference between T̂ and T
than for the comparison homogeneous field at almost all but the highest values of
coverage fraction (Fig. 3B). The observed inconsistency is likely due to the varying
degree to which randomly selected transects intersect the area of increased object
intensity. Consequently, in the presence of a spatial trend, it may not be possible to
estimate T within less than about ±3− 5%, on average, without a comparatively
high coverage fraction. Figures 5A and B indicate that a coverage fraction on the
order of about 20% (and perhaps more) may be needed.

Further, Fig. 6A and B indicate that larger coverage fractions are needed to es-
timate T with the same relative level of precision as the estimates obtained for
homogeneous fields (Fig. 4B). In contrast to the homogeneous case, precision is
also directly dependent on w. In Fig. 6A and B none of the curves ever become
asymptotic to the X-axis, even at coverage fractions of 40%. Hence, driving average
s2

T̂
to zero is somewhat unrealistic and operationally impractical since the required

coverage fraction would have to be so large. Also note in this case that, when the
coverage fraction is specified, increasing the w requires a corresponding decrease
in n, leading to an overall escalation in average s2

T̂
(unlike the homogeneous case).

For example, in Fig. 6B, the average s2
T̂

for 10% sample coverage based on 25 m

transects (n = 20) is roughly half the average s2
T̂

for 10% sample coverage based
on 50 m transects (n = 10). Therefore, when using wider transects, more of them
(higher coverage fraction) are required to achieve the same precision than when
using narrower transects.

Two factors interact to produce this situation in the non-homogeneous case—the
usual effect of n plus geographic grouping of objects in the field. Small numbers of
randomly selected strip transects of width w have the potential to yield rather diverse
estimates of total objects, since some of them may intersect high-intensity features
(targets) and some may not. In any case, the ultimate result is to impact operational
costs both in terms of the required footprint of the survey instrument and the number
of transects to be traversed.
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These results suggest that, in general, the sampling requirements necessary to
produce high precision estimates of total objects are likely to be larger than antic-
ipated for both homogeneous and non-homogeneous Poisson fields under random,
unidirectional strip transect sampling, and that, as expected, the requirements for
non-homogeneous fields are likely to be larger than for homogeneous fields. Since
all “live” situations are expected to be non-homogeneous to some degree, suffi-
ciently large sampling programs must be devised to ensure the resulting estimates
are reliable. Unfortunately, the extent of non-homogeneity (or alternatively, the pres-
ence of a spatial trend) in the subsurface is generally unknown, so that the ability to
choose the correct approach is somewhat restricted unless prior knowledge is avail-
able. Treating a field or remediation region as if it is homogeneous when it is not
will almost certainly lead to unreliable estimates of object abundance.

7 Summary and Conclusions

The results reported here establish the empirical foundation for applying strip tran-
sect sampling to UXO site characterization. Our work indicates that a design-based
formulation is a valid approach to the problem and that strip transect sampling can
be used to obtain statistically reliable estimates of object abundance for sufficiently
large samples. We first conducted a baseline investigation of the approach applied
to fields in which the spatial distribution of objects is assumed to be a homogeneous
Poisson process. From this investigation we conclude that precision and accuracy
of the estimates depends both on λ and the amount of the field encompassed by the
sample; and we demonstrate that the two design-related parameters, n and w, can
be effectively replaced by a single parameter, coverage fraction. For a representa-
tive range of λ, a series of graphs is provided that can be used to approximate the
required coverage fraction for a specified level of precision and/or accuracy. For
example, a coverage fraction on the order of about 20% would allow object abun-
dance to be estimated within less than 1% of the true amount assuming λ= 5×10−5

objects/m2. Whether 20% is a large or small coverage fraction depends on a num-
ber of non-sampling issues, not the least of which is cost; and whether 1% is close
enough to the true total depends on the physical risk associated with the remediation
effort.

We subsequently applied the strip transect sampling methodology to two differ-
ent non-homogenous Poisson fields, each having a single, but differently shaped,
area of increased object intensity, and compared the findings to those for the cor-
responding homogeneous field. Contrary to the results we obtained for the baseline
(homogeneous) case, we found that transect width, in addition to coverage fraction,
directly influences the quality of estimates of object abundance. Hence, we conclude
that transect width may be a key parameter in sampling protocols designed for set-
tings where the spatial distribution of objects is thought to be non-homogeneous.
Within the range of conditions tested, a coverage fraction on the order of about
20% is needed to estimate object abundance within, say, 3–5% of the true amount.
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These percentages are consistent for both non-homogeneous fields, suggesting the
sampling and estimation procedures are somewhat robust against simple alterations
in the shape of the features of increased object intensity. Sites containing multiple
target areas of varying sizes and orientations, and having differential object inten-
sities (the most common situation), would be expected to require higher coverage
fractions to get within 5% of the true object count.

8 Limitations and Future Work

While this study yields important information about the impact of strip transect sam-
pling, additional work remains to be done, with the greatest focus on applications in
non-homogeneous fields. Because we considered only two non-homogeneous fields
constructed with the same background value of λ, other fields with high intensity
features of varying shapes, sizes, and orientations, as well as multiple features, need
to be investigated. In addition, we considered only one field size (5000 m×5000 m)
and only one realization of each field. Further, the results of sampling schemes ap-
plied to such fixed-boundary fields are likely to be impacted by edge effects which
have been ignored here. In addition, the relative efficiency of strip transect sampling
compared to more conventional sampling designs needs additional study. Other
sampling strategies, such as systematic sampling, two-stage or sequential sampling
(to gain preliminary information about spatial trends), transect aggregation, and se-
lection of transects with unequal width or length could also be pursued. A more
direct comparison of homogeneous and non-homogeneous fields could perhaps be
devised if they were required to have the same number of objects. However, this
consideration would alter the spatial distribution of objects in the non-homogeneous
field (the two fields would no longer have the same background intensity), adding
a different kind of complexity to the problem. Finally, additional work pertaining
to the detection function needs to be undertaken. Our strong assumption of perfect
detection is unlikely to be sustained in actual practice for a number of reasons, in-
cluding measurement error attributed to the measuring device itself, as well as other
uncertainties associated with the uniqueness of detecting objects in the subsurface.
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Abstract Crossplots with Ranking & Scaling (RASC) and Constrained Optimiza-
tion (CONOP) zonal sequences increase stratigraphic resolution and correlation po-
tential of biozonations. The crossplots reveal which events do and which do not
deviate their stratigraphic position from well to well, and how well they track their
average stratigraphic level. The methodology solves the problem that conventional
fossil zonations do not rank taxa according to the degree of diachroneity of range
endpoints in a correlation scheme. Part 1 of this study applies the crossplots method
to a North Sea biostratigraphic data, and part 2 to a proprietary dataset from the Gulf
of Mexico.

Keywords Quantitative biostratigraphy · crossplot method · ranking and scaling
(RASC) · Constrained Optimization (CONOP) · North sea

1 Introduction

Modern biostratigraphy must cope with occurrence data from hundreds of fos-
sil taxa, in thousands of samples derived from many wells or sections in many
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geological basins. The observed first or last occurrence of a fossil is called a strati-
graphic event; such events routinely are used to correlate wells or outcrop sections.
A paleontological/stratigraphic event is its appearance or disappearance in strata that
is deemed to have time correlation significance. For stratigraphic purpose and in-
creased resolution we not only recognize and apply first and last occurrence events,
but also first common or consistent, acme, last common or last consistent occur-
rence events. High fidelity of such events means they do not deviate much their
stratigraphic position from well to well, and track their average stratigraphic level.

This study outlines a simple method to rank the stratigraphic fidelity of fossil
events using zonal crossplots of RASC (Ranking & Scaling) and CONOP (Con-
strained Optimization) results. To understand the new approach, we have to under-
stand how quantitative methods differ, and how they can be similar. Three methods
are prominent for event type data: Graphic Correlation, Constrained Optimization
and Ranking & Scaling (see Table 1).

Graphic correlation is a deterministic method employing interpolation of succes-
sive (well-)section data in a semi-objective, bivariate plot mode (Shaw, 1964). The
method uses order and thickness spacing of events, and operates best with datasets
having both first and last occurrences of taxa. The final answer generally is a com-
posite with maximum taxa ranges. It is best suited for small data sets, and requires
selection of an initial reference well that is updated by the other ones in succes-
sion. The method produces semi-objective answers, and is slow to use. Software
programs are out of date. We will not here deal with graphic correlation.

Constrained Optimization, embodied by program CONOP (Kemple et al., 1995;
Sadler, 2001; http://sdsugeology.blogspot.com/2007/01/seminar-dr-peter-sadler.
html) is a significant improvement on graphic correlation. It operates inverse in
that it picks an initial, random solution that is updated in a ‘kind of multidimen-
sional graphic correlation’ manner, using all sections simultaneously. The key to the
method is the quantification of misfit. Once the misfit in the order of first and last
appearances of taxa from one local section to next and to the composite is quan-
tified then an optimising algorithm (simulated annealing) searches for the global
composite sequence of events that implies a minimal total amount of range exten-
sion (penalty) in the individual well sections. The parameters for the optimization
procedure include an initial annealing temperature, the number of cooling steps, and
the number of trials per step. Data are event order, event cross-over, and thickness
spacing; datasets best have both first and last occurrences of taxa and can be small
to medium size. This heuristic method is not capable of proof, and answers can be
sub-optimal.

Ranking and Scaling is a probabilistic method, embodied by programs RASC &
CASC (Agterberg and Gradstein, 1999; Gradstein, 2004; www.rasc.uio.no). The
program (version 20) has an interactive data input module, and extensive colour
graphics output. The method uses fossil event order in all wells to construct a most
likely and average sequence of events. This optimal order is scaled in relative time
using either cross-over frequency of all event pairs or their standardized average
interval thickness. The method has detailed error and outlier analysis, and several
correlation options. RASC & CASC operates on all wells simultaneously, is very
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fast, handles large and complex data sets, and is relative insensitive to noise. Lit-
erature on the method is extensive, and there are many applications, particularly in
petroleum basins.

Which of the methods to use depends largely on the type of data employed, the
type of answers required, and data input skills. Graphic correlation is easy to use,
but subjective and devoid of error analysis. RASC+CONOP are an optimal strategy
for insight in high-resolution zonations, with optimized tracking of markers.

Table 1 lists key properties of the three methods that apply to microfossil events
in wells.

To understand the new crossplots approach to evaluate and express stratigraphic
fidelity, we have to understand how RASC and CONOP results differ, and how they
can be similar.

The methods yield the following results (Gradstein et al., 1985; Sadler, 2001):

A. (RASC) Most likely Optimum Sequence of events; this is an ordinal compos-
ite standard, where calculated event positions in the composite are averages of
all (well) section positions encountered. The composite standard levels show
estimates of event variance.

B. (RASC) Scaling of the Optimum Sequence; this is a composite standard with
interval zones.

C. (CONOP) Composite standards with display of penalty (misfit) of events, ac-
cording to two strategies:

1) event positions in the composite are unconstrained, and can move either up
or down, not unlike RASC

2) event positions in the composite are maximized, either stratigraphically up-
wards (for tops) or downwards (for bases), as in conventional graphic corre-
lation seeking total stratigraphic ranges. Using this strategy, events from the
lower part of ranges generally move downwards in the composite standard,
and events in the upper part of ranges upwards.

Figure 1 graphically illustrates different run strategies using first (lowest) and
last (highest) occurrence events of a taxon in eight (well) sections taxa. RASC
finds the average first and average last occurrence of an event, and hence con-
structs an average range; the range endpoints have an uncertainty attached, hence
the RASC method is probabilistic. CONOP can be instructed to model either aver-
age ranges (unconstrained moves mode) or total ranges (maximizing moves mode);
CONOP both mimicks probabilistic methods and models deterministic stratigraphic
solutions. For both methods to work well, datasets should hold the stratigraphic
occurrences of a reasonable number of taxa (e.g. 50 or more) in 10 or more
sections.

Both RASC and CONOP also have a provision in their program runs that event
positions are not allowed to move, and are correlated as locally observed. An ex-
ample of an event that may not be allowed to move (relative to its neighbours) is a
distinctive ash layer or log horizon.
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Fig. 1 Graphic illustration of how first (lowest) and last (highest) occurrence events of a taxon in
eight (well) sections are treated by respectively Ranking & Scaling (RASC), and by Constrained
Optimization (CONOP). RASC finds average first and average last occurrence of events, and hence
constructs an average range; range endpoints may have an uncertainty attached; method is proba-
bilistic. CONOP can be instructed to model either average ranges or total ranges

Now we can create stratigraphic cross plots of the probabilistic RASC results
(A or B option) with either the probabilistic (option 1) or deterministic (option 2)
results using CONOP. If the events in a data set do not deviate much their relative
position from well to well a correlation of the RASC Optimum Sequence results
with the Optimum Sequence results using CONOP in strategy 1 will show limited
or no cross-over of correlation lines. A two way scattergram of the results results
in a tight-fitted channel. This approach was also explored by Cooper et al. (2001)
for CONOP and RASC results in the Neogene of the Taranaki Basin, New Zealand.
The authors calculated high correlation coefficients.

The opposite is true for events in a dataset that deviate their relative stratigraphic
positions much from section to section. In this case the average and total strati-
graphic ranges differ a lot, and this is readily modelled using CONOP in option
2 mode versus RASC mode. Correlation of RASC and CONOP results will show
more misfit, and two way graphs more scatter. The events that misfit more often
have above normal variance, and are least useful for tracking their stratigraphic
level.
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Thus, the crossplot strategy enables well-site paleontologists to predict with con-
fidence what the chances are a particular horizon has been identified, using best
marker criteria. Since the methods target all data, not a regional ‘mindset’, correla-
tion potential of wells is optimized.

2 Results

To test its utility, the crossplot method was applied to two datasets. One well-
known datasets is from the North Sea (Gradstein and Bäckström, 1996; Kaminski
and Gradstein, 2005) using Last Occurrence (LO) and Last Consistent Occurrence
(LCO) events of dinoflagellates and foraminifers. The dataset comes from 30 wells
and consists of 1430 occurrences of 88 taxa, and is reported in Part I of this study.

The second dataset, one that Garry Jones helped develop, is from the deep Gulf of
Mexico, using LO, LCO, Acme, First Common Occurrence (FCO) and First Occur-
rence (FO) events of Neogene nannofossils and foraminifers. The Neogene zonation
uses 1688 records of 85 events in 13 wells. Both datasets and the cross- plots are
outlined below. This dataset is reported in part II of this study.

2.1 North Sea Geology

The North Sea region contain remnants of stratigraphically superimposed sedimen-
tary basins of Late Paleozoic through Cenozoic age, like stacks of incomplete pan-
cackes. The regional history is complex; differential subsidence and repeated uplifts
are related to extensive mobilisation of the North Atlantic rift systems. Widespread
sealevel rise took place in mid to late Cretaceous time, creating extensive transgres-
sion. A Late Cretaceous through Danian chalk blanket formed, originally also cov-
ering much of Great Britain and extending across the North Sea, Holland, northern
Germany, and Denmark; this ‘chalk sea’ was 200–400 m deep in places. In the north-
ern part of the North Sea, west of Shetlands and offshore Norway, coeval marine de-
position was of a fine-grained terrigenous nature, with marls and shales rather than
carbonates.

Deeper water, bathyal sediments, including minor and major gravity flow, silici-
clastic wedges, of middle to Late Cretaceous, and of Paleogene age are widespread
and contain diversified agglutinated benthic assemblages. In the southern part of
the central North Sea, where deep water conditions prevailed into the Miocene, the
agglutinated assemblage accordingly extends stratigraphically upwards.

Most diversified, most abundant, and most widespread agglutinated assemblages
are found in the fine-grained, deep marine shales that were laid down during the
rapid subsidence of the basins in the late Paleocene (Jones, 1988; Gradstein and
Bäckström, 1996). This was the time when Paleogene seafloor spreading started in
the Atlantic Ocean, north of the Charlie Gibbs fracture zone.
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The large scale deposition of volcanic tuffs (Balder Fm) during the earliest
Eocene coincides with the eruption of major flood basalts in eastern Greenland and
Rockall, at the onset of seafloor spreading in the Norwegian Sea. The ash deposit
is a prominent North Sea seismic reflector. Due to the flood-basalt outpourings,
the North Sea became restricted, as reflected in the widespread distribution of di-
atoms, including the now pyritized pillbox Fenestrella antiqua, and virtual absence
of bottom fauna in the severely dysaerobic basin. Surface water salinity may have
been below normal.

A major terrigenous clastic feature in the Central North Sea and West of Shet-
lands is the presence of large sand bodies intercalated in the upper Paleocene to
lower Eocene, considered to be deltaic lobes, deeper water sheet sands and turbidites
of late Paleocene to early Eocene age. These deep water sands form the producing
horizons in the Forties, Montrose, Frigg, Lomond, Cod and many other oil and gas
fields. Studies of the Forties Field Paleocene reservoirs show the presence of typical
deep marine fan complexes, with prodeltaic shales and silts passing upward through
fine sandstones of the prograding delta slope, which in turn are overlain by coarser
sandstones deposited in distributary channels on the delta top.

During the Eocene regional subsidence slowed down, terrigenous clastic supply
diminished, and by mid-Cenozoic time the northern North Sea, Viking Graben had
filled, but in the more southern North Sea, Central Graben deep marine sedimen-
tation lasted until the middle Miocene. Rapid, basin-wide middle Miocene through
Pleistocene basinal subsidence and concommittant uplift of basin edges, led to mas-
sive late stage sediment fill deposited in shallow water depths. The cause of this
neotectonic phase results may be intensification and re-orientation of compressional
intra-plate stresses perpendicular to the basin axis, concommittant with the Alpine
orogeny in southern and central Europe. Localised late Miocene sediment conden-
sation was probably caused by the effects of rapid eustatic sealevel lowering in a
widespread shallow-marine setting. During the Pleistocene the northern part of the
North Sea experienced glacial deposition and erosion.

During the active Paleocene to Eocene phase of North Sea basin subsidence,
benthic foraminiferal faunas were markedly different from Central Graben to on-
shore outcrops. The former were deposited in middle to upper bathyal water depths
(<1000 m), whereas onshore deposits were formed in neritic environments
(<200 m). Only in the late Paleogene (Oligocene) and Neogene phase of basinal in-
filling did benthic foraminiferal faunas become gradually more homogeneous over
the entire area, although the central part of the North Sea Basin remained deep up to
the middle Miocene, as shown by the persistence there of an agglutinated flysch-type
fauna, and recurrent incursions of warm-water planktonic foraminifera. Correlations
between the onshore and North Sea Basin succession in the Paleocene and Eocene
(at least) is best achieved by dinoflagellate cyst biostratigraphy, integrated with the
biostratigraphy provided by the calcareous plankton (foraminifera and nannoplank-
ton) and benthic foraminifera, magnetostratigraphy and volcanic ash stratigraphy.
This way a correlation network has been established over NW Europe, which serves
as the background against which the probabilistic zonation was developed.
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2.2 North Sea Biostratigraphy

A total of 30 wells in the Viking and Central Grabens of the North Sea were selected
for the zonations, using RASC and CONOP.

The record used for RASC consists of 1360 occurrences of 100 taxa of benthic
and planktonic foraminifera, dinoflagellates, miscellaneous microfossils and 6 log
markers. Almost all events are last occurrences (LO) in relative time, with two Last
Common Occurrences (LCO). Each event occurs in at least 5 out of 30 wells, leaving
107 events; 12 unique events (occurring in fewer than 5 wells) that are useful for age
calibration were also inserted. Figure 2 shows the RASC Optimum Sequence with
standard deviations; the average standard deviation (solid line) is 1.56; 55 out of
92 events have a standard deviation below average; unique events have no variance
calculated. Two taxa, Reticulophragmoides jarvisi and Cystammina pauciloculata
show erratic LO event positions in the wells, resulting in high standard deviations
and outlier penalty points; these taxa were deleted from the record.

In Fig. 3 is the RASC Scaled Optimum Sequence with zones assigned subjec-
tively. There are 18 zones and subzones, named NSR 1–13 (North Sea Rasc), of
early Paleocene through early Pleistocene age. Large breaks (at events 129, 50,
206, 6, 266 and 23) indicate transitions between natural microfossil sequences,
and/or hiatusses. The zones contain 33 agglutinated benthic events (32×LO and
1×LCO events) for 32 taxa, 29 of which are described in detail in Kaminski and
Gradstein (2005).

Relative to the zonation for offshore northeast Canada (Kaminski and Gradstein
2005, Figs 14 and 15) many more agglutinated foraminiferal taxa are included, in
part because the record is more diverse, and in part because of more detailed sam-
pling and more detailed taxonomy. Both late Paleocene and early Oligocene assem-
blages are markedly diverse, and totally or largely devoid of calcareous benthic and
planktonic taxa. One reason for the greater diversity in the North Sea Paleogene
record may be less competition from calcareous benthic taxa, relative to the (more
fertile and less restricted?) Canadian Atlantic margin.

The total stratigraphic range of taxa may extend younger than the average strati-
graphic range, with the result that the average last occurrences displayed in the
RASC zonation of Figs. 2 and 3 may be slightly older. On average, event obser-
vation in the wells may be closer to the average stratigraphic position than the last
occurrence end point of the taxa in a fossil ranges chart that depicts total ranges.

Average LO or LCO events of agglutinated taxa typical for the North Sea Paleo-
gene are:

1. Zone NSR2, late Paleocene: Ammoanita ingerlisae, A. ruthvenmurrayi, Retic-
ulophragmium pauperum, R. garcilassoi, Spiroplectammina spectabilis LCO,
Rzehakina minima, Placentammina placenta, Caudammina excelsa, and Cys-
tammina sveni; the latter two have relatively high standard deviations (Fig. 2);
A. ingerlisae, A. ruthvenmurrayi, together with rare Conotrochammina voerin-
gensis are confined to the lower part of the zone.

2. Zone NSR4, early Eocene: Recurvoidella lamella and Spiroplectammina navar-
roana. The zone is named after the easily recognisable planktonic Subbotina
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Fig. 2 North Sea Cenozoic Optimum Sequence with standard deviations, calculated with RASC
(Ranking & Scaling) program. Record consists of 1360 occurrences of 100 taxa of benthic and
planktonic foraminifera, dinoflagellates, miscellaneous microfossils and 6 log markers in 30 wells.
Almost all events are last occurrences (LO) in relative time, with two Last Common Occurrences
(LCO). Each event occurs in at least 5 out of 30 wells, leaving 107 events; 12 unique events
(occurring in fewer than 5 wells) were also inserted. Average standard deviation (solid line) is
1.56; 55 out of 92 events have a standard deviation below average; unique events have no variance
calculated
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Fig. 3 North Sea Scaled Cenozoic Optimum Sequence, calculated with RASC (Ranking &
Scaling) program. Scale is relative, and is derived from cross-over frequency of all Optimum
Sequence events. Eighteen NSR (North Sea RASC) zones are recognised of Paleocene through
Plio-Pleistocene age (Gradstein and Bäckström, 1996). Large scaling breaks (at events 129, 50,
206, 6, 266 and 23) indicate transitions between natural microfossil sequences, result of hia-
tuses and /or lithological and facies changes. Zones contain 33 agglutinated benthic foraminiferal
events (32×LO and 1×LCO events) for 32 taxa, 29 of which are described in Kaminski and
Gradstein (2005)
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patagonica, which has a circum Atlantic productivity event in the middle part
of the early Eocene (see Gradstein et al., 1994, p. 37), when pink marls occur.

3. Zone NSR5, early Middle Eocene: Spiroplectammina spectabilis LO, Ammo-
marginulina aubertae, and Haplophragmoides kirki; the degree of uncertainty
for the LO events of the three taxa is fairly high.

4. Zone NSR6A, late Middle Eocene: Reticulophragmoides amplectens, and Am-
mosphaeroidina pseudopauciloculata; the latter event has a fairly high standard
deviation; it may be found as young as early Oligocene.

5. Zone NSR7A, early Oligocene: Annectina biedai, Haplophragmoides walteri,
Karreriella seigliei, and particularly Adercotryma agterbergi. The LO events of
H. walteri and A. biedai are often older, and have high standard deviations.

6. Zone NSR7B, early Oligocene: Ammodiscus latus and Reticulophragmium ro-
tundidorsatum, both with fairly high standard deviations. The cosmopolitan cal-
careous benthic Turrilina alsatica is characteristic for this zone.

7. Zone NSR8, late Oligocene: Spirosigmoilinella compressa; rare specimens may
be found younger.

Table 2 North Sea exploration wells studied for foraminifers, dinoflagellates, miscellaneous mi-
crofossils and log markers

1 Saga (N) 35/3-1
2 Saga (N) 35/3-4
3 Hydro (N) 34/8-1
4 Saga 34/7-1
5 Saga 34/7-2
6 Saga 34/7-4
7 Saga 34/7-15s
8 Saga 34/7-22
9 Saga 34/7-24s
10 Norsk Hydro 31/2-19S
11 Statoil 30/3-1
12 Statoil 30/3-A1
13 Total (UK) 3/25-1
14 Shell (UK) 9/23-1
15 Mobil (UK) 9/13-1
16 Mobil (UK) 9/13-3A
17 Mobil (UK) 9/13-5
18 Esso (N) 16/1-1
19 BP (UK) 15/20-2
20 Phillips (UK) 16/17-1
21 Phillips (UK) 16/29-2
22 BP (UK) 21/10-1
23 BP (UK) 21/10-4
24 Mobil (UK) 21/28-1
25 Shell (UK) 22/6-1
26 Phillips (UK) 23/22-1
27 Shell (UK) 29/3-1
28 Shell (UK) 30/19-1
29 Saga (N) 2/2-4
30 Amoco (N) 2/8-1
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Compared to the RASC zonation, the North Sea Optimum Sequence using
CONOP is not much different. The data set and Optimum Sequence stack (Table 2)
is virtually the same as used with RASC. CONOP was executed in the unconstrained
(BOB) mode, event positions in the composite are unconstrained, and can move ei-
ther up or down, not unlike RASC

Figure 3 is a crossplot of the RASC and CONOP (BOB mode) Optimum Se-
quences. Spearman’s rank correlation is 0.99595 and Kendall’ tau 0.95612. One
may argue that G.subglobosa var., G.venezuelana and maybe also G.trilobus and
W.symmetrica are stacked too old with Conop and /or too young with RASC. The
first two have high variances; the last one only occurs in 3 wells.

Figure 4 is the same plot, but here CONOP event last occurrences are maximized
(socalled DISappearance mode), resulting in looser fit to the RASC Optimum Se-
quence, although Spearman’s rank correlation is still a high 0.98966 and Kendall’s
tau 0.92671. Subjectively, several stratigraphically conclusions may be drawn. The
average last occurrences of B.frigida, M.cylindrica, E.elegans, R.rotundidorsata,
C.sveni, C.excelsa, and Calc. benthics spp. locally differ much from the upper-
most ranges, as found in some wells (RASC has tables showing in which wells),
and RASC variances are also high. The R.rotundidorsatum extension is part of a
trend with stratigraphically nearby C.cancellata, C.placenta, Coarse agglutinated
spp., G.girardana, Silicious biofacies and also G. praebulloides locally (Central
Graben of the North Sea) extending one or even two zones younger. C.dutemplei,
C.subglobosa var., G.trilobus (again) are either stacked too old in CONOP, or too
young in RASC. North Sea Log marker G, Log F and Log E are stacked too old in
CONOP, since their stratigraphic position in the RASC solution was independently
confirmed (see Gradstein and Bäckström, 1996). In this particular CONOP run, the
log markers were treated as marker (ASH) horizons, allowing minimal stratigraphic
movement; this seems to result in underplotting relative to the DIS events.
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Fig. 4 Crossplot of Ranking & Scaling (RASC) and Constrained Optimization (CONOP, BOB
mode) Optimum Sequences. The (stratigraphic) fit is good. Spearman’s rank correlation is 0.99595
and Kendall’ tau 0.95612. One may argue that G.subglobosa var., G.venezuelana and maybe also
G.trilobus and W.symmetrica are stacked too old with CONOP and /or too young with RASC. First
two taxa have high variances; last one only occurs in 3 wells
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Fig. 5 Same plot as in Fig. 4, but now CONOP event last occurrences are maximized (socalled
DISappearance mode), resulting in looser fit to RASC Optimum Sequence, although Spearman’s
rank correlation is still a high 0.98966 and Kendall’s tau 0.92671. For details see text

Although many of the stratigraphic diachroneity conclusions drawn above also
could be derived from RASC results alone, the bias is confidence in one method
only. Deriving these conclusions from two independent methods strengthens the
stratigraphic insight and geologic utility of the data.
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1 Introduction

Exploration biostratigraphy in the oil and gas industry typically focusses on ex-
tinction levels (“tops”) of species observed in a sedimentary sequence. Increased
biostratigraphic resolution is gained through the investigation of the potential use-
fulness of other and non-traditional bioevents (first downhole increases, acmes,
etc.). The greater the biostratigraphic resolution, the more traceable horizons are
created, which allow professional geoscientists to better understand the subsurface
geology. Crossplots with Ranking & Scaling (RASC) and Constrained Optimization
(CONOP) zonal sequences increase stratigraphic resolution and correlation poten-
tial of biozonations. The new method will be demonstrated in the deep Gulf of
Mexico, using Neogene petroleum exploration data.
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2 Gulf of Mexico

The Gulf of Mexico (GOM) has a rich tradition of petroleum exploration. Many
wells have been drilled, producing an extensive micropaleontological database,
mostly consisting of calcareous nannofossils and foraminifers (benthic and
planktonic).

The Mad Dog Field occupies Blocks 782, 783, and 826 in the Green Canyon ex-
ploration area of the deepwater Gulf of Mexico, approximately 200 miles south of
New Orleans (Fig. 1). The average water depth of the field area is between 4500 and
6800 feet. The field itself is a faulted, four-way closure located under the Sigsbee
Escarpment. Three reservoir sands have been discovered in the lower Miocene, and
were termed the DD, EE, and FF. The sands have been interpreted as gravity flow,
turbidite sands, and are laterally continuous over several miles. The DD, EE, and FF
sands are medium to fine grained, and have about 360 feet of total thickness (Smith
et al., 2001). The field was first discovered in 1998, and is currently in the produc-
tion phase. Production began in January 2005, and total reserves are estimated at
200–450 million barrels oil equivalent.

With the reservoir sands located under salt, and at subsurface depths greater than
20,000 feet, seismic correlation and mapping are difficult. Thus, biostratigraphic
data are an essential tool for correlating key sands.

Fig. 1 Mad Dog Field occupies Blocks 782, 783, and 826 in Green Canyon exploration area of
deepwater Gulf of Mexico, approximately 200 miles south of New Orleans
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3 Methods

Thirteen wells that collectively spanned the GOM deepwater Miocene section were
chosen for the study. Wells were chosen based on the quality of biostratigraphic data,
and depth of penetration within the Miocene. The key focus was to incorporate as
many wells as possible in order to fully represent the proper order of events in the
Miocene GOM.

In an effort to increase success with correlations among wells in the Mad Dog
Field, the Ranking and Scaling (RASC) and Constrained Optimization (CONOP)
methods were applied to arrive at a high-resolution biozonation using as many data
as possible. The methods for creating the Optimum Sequence are outlined in Grad-
stein et al. (2008); here we focus on data preparation for the Mad Dog program runs.

The initial process required evaluating and validating bioevents of hundreds of
Miocene age taxa using hard copy range charts (BugCad plots), followed by anal-
ysis of the documented bioevents through the biostratigraphic software program
Integrated PaleoSystem (IPS). This two stages process yielded the placement of the
more common types of bioevents (species range tops and bases), as well as dis-
cerning new and useful subordinate bioevents. The RASC result was an optimum
stratigraphic order of bioevents, with uncertainty of the reliability of each.

3.1 Defining Bioevents

For RASC analysis to be of use, it is crucial to input quality data. Therefore pro-
ducing and following “rules” is necessary when documenting various bioevents.
Determining the criteria that defines each bioevent is an important step. Uncertainty
exists when correlating non-traditional bioevents among wells because biostratig-
raphers may have different ideas as to how non-traditional bioevents are defined.
The rules produced for this study were created based on careful examination of
the data, and were modified if they were too complex or illogical. The final set
of eight taxonomic-stratigraphic rules were strictly followed during the process of
documenting bioevents for the deepwater GOM Miocene wells (Table 1).

3.2 Capturing and Recording Bioevents

Bioevents were captured for calcareous nannofossil and foraminifera species using
the BugCad distribution charts and IPS software. A key asset of IPS is the ability to
calculate and plot peaks in species abundance and species diversity within a well,
therefore making it possible to choose the key bioevents in condensed intervals as-
sociated with periods of maximum flooding (within fine-grained lithologies with the
best preservation).
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Table 1 Eight different rules for stratigraphic bioevents were captured for calcareous nannofossils
and foraminifers in thirteen Miocene Gulf of Mexico wells studied

HO = Highest stratigraphic occurrence
cannot be in a sand body

TOP = Extinction level
Based on biostratigraphic interpretation

FDI = First downhole abundance increase
Change from low abundance (1, 2, 6 specimens) to at least 20

FDCO = First downhole common and consistent occurrence
“common” = 50 or greater
> 90 ft of “common” interval
no > 50s above FDCO event
no breaks > 90 ft in beginning of “common” interval (3 continuous occurrences)

LDCO = Last downhole common and consistent occurrence
Analogous to FDCO

ACME = Abundance spike
short and abrupt event; dramatic increase in abundance
if many possibilities, “best” ACME chosen

BASE = Evolutionary first appearance
Based on biostratigraphic interpretation

LO = Lowest stratigraphic occurrence
cannot be in a sand body

Each well had between 32 and 57 bioevents, with the average number of bio-
events per well being 46. The number of bioevents in each well is a function of
depth of penetration (age), and quality of microfossil preservation. Data from each
well was then recorded in ASCII files, listing depth for each specific bioevent and
the name of the particular bioevent (ex. “Sphenolithus dissimilis TOP”). Recorded
bioevents were then prepared for several iterations of RASC.

3.3 RASC and CONOP Analysis

During RASC runs, the statistical requirements were altered as necessary in order
to achieve the most useful output. The main statistical parameter to alter during
iterations is the “k value,” or the minimum number of wells that a bioevent must
occur in. This threshold directly controls the stratigraphic results. As the “k value”
increases, the total number of bioevents in the Optimum Sequence decreases. The
opposite is obviously true if the “k value” is decreased.

RASC analysis was carried out using threshold k values of 7 and of 6. The
“k = 7” RASC run produced 71 total bioevents in the Optimum Sequence, 49 of
which had standard deviations below the average of 4.70. The “k = 6” RASC run
left 91 bioevents in the Optimum Sequence, with 61 bioevents possessing standard
deviations lower than the average (avg. = 4.80).
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The same data were also analyzed with the Constrained Optimization (CONOP)
method. CONOP in average event “ranges” (BOB) mode yielded results closely
comparable to RASC, with a more diverging sequence using the DIS mode that
maximizes event range endpoints.

Figure 2 is a crossplot of the RASC and CONOP (BOB mode) that shows good
coherence and low scatter, whereas the crossplot of Fig. 3 with CONOP in DIS
mode produced considerable scatter. Outlier events in the upper left quadrant of
Fig. 3 are events that vary their BASE or LO much from well to well; outlier events
in the lower right quadrant are events that vary their FDI, HO or TOP occurrence
much from well to well. Seventeen of these outliers were thus deleted from further
RASC runs.

Since a threshold k value equal to 6 produces the most bioevents with minimal
change in data quality, and results in the most useful Optimum Sequence, analysis
was continued with this run. Firstly, bioevents that had standard deviations greater
than the average were omitted from the final Optimum Sequence. Next, all bioevents
involving the highest occurrence (HO) and lowest occurrence (LO) of species were
deleted from the RASC Optimum Sequence, as they generally created confusion
when related to the true extinction top and true evolutionary base of the various
species. This step was performed based on knowledge and experience of calcareous
nannofossil biostratigraphy.

After the less reliable bioevents were thus omitted, a total of 38 bioevents were
retained, of which 34 were calcareous nannofossil events and 4 were foraminifer

Fig. 2 Crossplot of RASC and CONOP (BOB mode) Optimum Sequences for Miocene Gulf of
Mexico. Stratigraphic fit is good, result of close convergence on same Optimum Sequence using
both methods
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Fig. 3 Same crossplot as in Fig. 2, but now CONOP event last occurrences are maximized (so-
called DISappearance mode), resulting in a much looser fit to RASC Optimum Sequence. Outlier
events in upper left quadrant are events that vary their BASE or LO much from well to well;
outlier events in lower right quadrant are events that vary their FDI, HO or TOP occurrence much
from well to well. Seventeen of these outliers were thus deleted from further RASC runs. These
are the too low events #41-C.macintyrei LO, # 50-R.gelida BASE, # 67-D.quinqueramus LO, #
68-M.convallis BASE, # 7-D.quinqueramus BASE, #76-D.surculus BASE, and # 80-D.radiatus
BASE; and the too high event # 21-G.dehiscens FDI, # 23-G.mayeri FDI, # 26-G.dehiscens TOP,
# 40-U.peregrina TOP, # 44-S.moriformis HO, # 49-U.jafari FDI, # 53-P.bulloides HO, and # 60-
O.universa FDI

events. Table 2 lists the final, curtailed Optimum Sequence, showing the bioevents
with standard deviation, and the number of wells in which each occurred.

In an effort to apply the final biozonation created by the Optimum Sequence, four
wells within the Mad Dog field were used in this study to refine the biostratigraphic
correlation. The names of the wells have been omitted for proprietary concerns.
The purple correlation lines are bioevents used from the Optimum Sequence. Most
bioevents throughout the entire Miocene have very low crossover frequencies. How-
ever, because the most crucial reservoirs in the Mad Dog Field are Middle and Early
Miocene age, the focus of the biostratigraphic correlations was directed to these
intervals.

Figure 4 illustrates the biostratigraphic correlations for the entire Miocene, cre-
ated using the bioevents produced from the Optimum Sequence. Figure 5 shows an
enlarged portion of the correlation for the Lower to Middle Miocene sedimentary
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Table 2 Miocene Optimum Sequence using Ranking and Scaling (RASC) on 13 wells in Gulf of
Mexico. RASC run using events that occur in 6 or more wells (k = 6) left 91 bioevents in Optimum
Sequence, with 61 bioevents possessing standard deviations lower than average (avg. = 4.80).
Bioevents involving highest occurrence (HO) and lowest occurrence (LO) of species were deleted
from Optimum Sequence, as they generally created confusion when related to true extinction top
and true evolutionary base of various species. This step was performed based on knowledge and
experience of calcareous nannofossil biostratigraphy. After less reliable bioevents were omitted, a
total of 38 bioevents were retained, of which 34 were calcareous nannofossil events and 4 were
foraminifer events. List shows final Miocene Optimum Sequence of bioevents with their standard
deviations, and number of wells in which each occurred. Foraminifera events are represented by a
numeric sign (#)

Event S.D. (Avg. = 4.80) Number of Wells

Discoaster pentaradiatus BASE 3.19 7
Discoaster surculus BASE 3.66 7
Discoaster quinqueramus BASE 2.19 6
Discoaster bollii TOP 1.89 6
Minylitha convallis BASE 2.63 7
Discoaster bollii BASE 2.33 10
Discoaster prepentaradiatus BASE 2.26 6
Discoaster neohamatus BASE 2.12 7
Discoaster brouweri BASE 4.20 7
Catinaster coalitus TOP 1.82 8
Discoaster exilis TOP 1.73 6
Coccolithus miopelagicus TOP 3.10 12
Discoaster musicus TOP 4.44 9
Discoaster sanmiguelensis TOP 3.24 10
Calcidiscus premacintyrei TOP 2.39 9
Globorotalia peripheroacuta TOP# 4.25 9
Cyclicargolithus floridanus TOP 1.74 11
Globorotalia peripheroronda TOP# 4.81 7
Discoaster deflandrei TOP 4.66 11
Sphenolithus heteromorphus TOP 2.62 11
MMR 2.95 8
Cyclicargolithus floridanus FDI 3.90 11
Sphenolithus heteromorphus FDI 2.75 11
Calcidiscus premacintyrei FDI 3.92 6
Discoaster petaliformis TOP 1.97 11
Globorotalia peripheroacuta BASE# 3.51 8
Orbulina universa BASE# 4.11 7
Discoaster petaliformis FDI 2.91 7
Helicosphaera ampliaperta TOP 3.69 10
Discoaster petaliformis BASE 4.09 9
Discoaster deflandrei FDI 1.93 8
Helicosphaera kamptneri-carteri ACME 4.50 9
Sphenolithus heteromorphus ACME 3.58 11
Sphenolithus heteromorphus BASE 3.24 7
Sphenolithus belemnos TOP 2.17 7
Discoaster calculosus TOP 3.63 8
Discoaster deflandrei ACME 4.20 6
Triquetrorhabdulus carinatus TOP 2.27 6
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Fig. 4 Application of non-traditional bioevents from RASC Optimum Sequence used in correla-
tion of Mad Dog Field

Fig. 5 Zoomed in portion of well correlation for Mad Dog Field. Traditional and non-traditional
bioevents from RASC Optimum Sequence are used to improve biostratigraphic correlations
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section. The standard and commonly used bioevents (with associated standard de-
viations), along with the reliable seismic reflector (MMR) are:

Discoaster pentaradiatus BASE (S.D. = 3.19)
Discoaster bollii TOP (S.D. = 1.89)
Minylitha convalis BASE (S.D. = 2.63)
Discoaster bollii BASE (S.D. = 2.33)
Discoaster prepentaradiatus BASE (S.D. = 2.26)
Catinaster coalitus TOP (S.D. = 1.89)
Discoaster exilis TOP (S.D. = 1.73)
Coccolithus miopelagicus TOP (S.D. = 3.1)
Discoaster sanmiguelensis TOP (S.D. = 3.24)
Calcidiscus premacintyrei TOP (S.D. = 2.39)
MMR (Middle Miocene Reflector) (S.D. = 2.95)
Discoaster petaliformis TOP (S.D. = 1.97)
Sphenolithus heteromorphus BASE (S.D. = 3.24)

The most useful non-traditional bioevents produced from this work, and used for
correlation of wells in the Mad Dog field include: Sphenolithus heteromorphus FDI,
Discoaster deflandrei FDI, and Discoaster petaliformis FDI. The bioevents with
lowest standard deviations and the associated Miocene NN Zone (Martini, 1971)
are listed below:

NN10: Discoaster quinqueramus BASE (S.D. = 2.19)
NN6: Cyclicargolithus floridanus TOP (S.D. = 1.74)
NN5: Sphenolithus heteromorphus TOP (S.D. = 2.62)
NN3: Sphenolithus belemnos TOP (S.D. = 2.17)
NN2: Triquetrorhabdulus carinatus TOP (S.D. = 2.27)

4 Conclusions

Biostratigraphic correlations between wells across fields are a crucial tool for map-
ping key sands. Increasing the biostratigraphic resolution also increases the success
in understanding the connectivity and character of important stratigraphic units. The
goal of this work was to determine new and reliable bioevents to help build a higher
resolution biostratigraphic correlation throughout the Mad Dog Field. The steps fol-
lowed to achieve this goal were: build criteria (rules) for establishing new bioevents
to add biostratigraphic resolution, identify these new bioevents, run the new bio-
events through RASC analysis to produce a valid Optimum Sequence, and use the
produced Optimum Sequence for correlation of key sands in the Middle and Early
Miocene intervals within the Mad Dog Field.

Results show the bioevents incorporated from the Optimum Sequence have low
crossover frequencies, therefore allowing for a reliable high resolution biostrati-
graphic correlation in the Mad Dog Field. This work has provided proven value
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within the exploration and development realms, and has great potential as a valu-
able tool not only in the Gulf of Mexico, but worldwide as well.
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Abstract RASC/CASC is a computer-based system for quantitative stratigraphic
analysis developed by F. Agterberg, F. Gradstein, and their co-workers. The appli-
cation of the system to the Neogene biostratigraphy of the Pearl River Mouth Basin
has demonstrated the advantages of the system. The occurrence data of hundreds of
fossils from dozens of wells were analyzed objectively based on established strati-
graphic and statistical rules embedded in the system. Through permutation of score
matrix the optimum sequence of fossil events was obtained. The calculation of inter-
fossil distances allowed the automated biostratigraphic zonation and the age-event
correlation. Then the regional geological time table was constructed, and the inter-
well chronological correlation and high-resolution subsidence analysis become pos-
sible even for wells with incomplete fossil records. Uncertainty at each step was
quantified. While all these are important accomplishments in a stratigraphic study,
results of the study also helped identifying problems in allocation of fossil events
and in dating lithologic divisions.

Keywords RASC/CASC · quantitative stratigraphy · Pearl River Mouth Basin ·
South China sea

The early development of statistics was largely related to the need for dealing with
masses of biological data. In the course of its growth, geology has made more and
more contributions to statistics in theory, methodology, as well as in applications.
The best known example is the creation of geostatistics which has opened a new area
of statistics of regionalized variables. Other examples include the statistics of direc-
tional data (Mardia, 1972; Watson, 1983) and compositional data (Aitchison, 1986).
The RASC/CASC (RAnking and SCaling / Correlation And Standard error Calcu-
lation) in quantitative stratigraphic analysis is another highlight.

Quantitative stratigraphy has been an active field in mathematical geology, ap-
plying various statistical and numerical methods (Gradstein et al., 1985; Agterberg,
1990). In October 8–15, 1986, Frits Agterberg led 4 other world leading quanti-
tative stratigraphers to the Jianglin city, SW China, and gave a short course on
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quantitative stratigraphy. That very successful short course opened the door of quan-
titative stratigraphy to over 200 Chinese geologists, including me. I was amazed by
the theories and methods that were presented to me for the first time. RASC/CASC
has attracted me deeply not only by its power in quantifying stratigraphic correla-
tion, but also by its smart and creative way in applying statistics to this particular
geological problem. Later I applied this technique together with my student to the
biostratigraphic correlation in the Pearl River Mouth (Zhujiangkou) Basin, northern
South China Sea (Zhou and Wang, 1994), using the computer programs that were
kindly provided by F. Agterberg and F. Gradstein. Based on selected fossil events
from multiple wells in the basin, the optimal sequence and biostratigraphic zonation
were established, and inter-well correlation was made. Our study provided quanti-
tative evidence that helped to resolve a long-standing debate on the L/M Miocene
boundary of the basin. This first RASC/CASC practice in China was successful and
won a research award from the China Offshore Oil Company. In this paper I will dis-
cuss some highlights and advantages of RASC/CASC according to this experience.

1 The Need of Quantitative Stratigraphy

The Pearl River Mouth Basin (PRMB, i.e. the Zhujiangkou Basin) is a major
oil/gas bearing sedimentary basin in northern South China Sea (Fig. 1) with a to-
tal area of ∼150 000 km2 bounded by the 1 km sediment isopach. Sediment infill-
ing of the basin consists of syn-rifting continental Paleogene and post-rifting ma-
rine Neogene. The total thickness of Cenozoic sediments may exceed 11 km. There
were over 60 wells penetrating the sediments by the time of our study, and the
general stratigraphic column was established based on bio- and litho-stratigraphic
data (Fig. 2). However, there were controversies concerning the location of Paleo-
gene/Neogene boundary, and on the divisions of formations within Paleogene and
Neogene (e.g., Qin, 2000). There was a need for a technology that could perform an
objective synthesis of as much as possible the existing data in order to resolve the
controversy.

Quantitative stratigraphy using RASC/CASC provided the best choice. It could
synthesize a large quantity of fossil data automatically and objectively based on es-
tablished stratigraphic and statistical rules (Gradstein et al., 1985; Agterberg, 1990).
The resulting biostratigraphic zonation, composite stratigraphic column, and cross-
well correlations are usually more close to reality, because they are less subjective
and less subject to random errors than those synthesized qualitatively by human’s
brain. Thus we decided to apply RASC/CASC to the stratigraphic study of the basin.
This was the first application of the method in China.

As the Paleogene strata in the basin are continental and contain only spore and
pollen fossils which are more complicated to correlate, our study was focused on
the Neogene strata which include 3–6 km thick marine sequences with abundant
foraminifera and nannofossils, as well as sporopollens. Out of the 60 wells available
at the time, we selected 34 wells for the analysis.
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Fig. 1 Map of the Pearl River Mouth Basin, showing major structural units and localities of the
wells used in this study. The dotted line connects the wells for the inter-well correlation as shown in
Fig. 6. BY- Baiyun Sag; PY-Panyu Low Uplift; EP-Enping Sag; XJ-Xijiang Sag; HZ-Huizhou Sag;
HL-Huilu Low Uplift; LF-Lufeng Sag; HF- Haifeng Uplift; HJ-Hanjiang Sag; DS-Dongsha Massif

2 Ranking and Scaling of Events (RASC)

2.1 Definition and Ranking of Event

The first key step of introducing stratigraphic data to statistic analysis is to define
“event” (Agterberg, 1990). A biostratigraphic event is defined by a particular stage
in a taxon’s evolution that may be located uniquely in its time context, as inferred
from its position in a rock sequence. The most commonly used events are the last
and first appearance (LA and FA), the last and first consistent appearance (FCA and
LCA), and the peak appearance (ACME) of a taxon. RASC/CASC allows also the
use of non-biostratigraphic events such as a dated volcanic sheet, a dated magnetic
reversal, etc. The observed time series of events in the well sections compose the
basic data set for the study. In our study, 112 events out of a total of 268 events were
retained for the analysis as they are observed in at least 6 wells. These include 55
calcareous nannofossil, 40 foraminifera, and 10 sporopollen events, of which most
are LAs with minor FA, FCA, and ACME events.

By definition the order of events should be unique, representing the evolutionary
sequence. In reality, however, the uniqueness is rarely observed due to the post-
depositional disturbances by organisms, sedimentary hiatus or reworking, tectonic
deformation, and magmatic and metamorphic activity, also duo to the bias of fallen
well-cuttings and by random errors in sampling and fossil determination. Thus there
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Fig. 2 General stratigraphic column for the Pearl River Mouth Basin

is a need to find out what is the optimum sequence (the most-likely sequence) of
events based on multi-well observations.

In RASC the problem is solved by the permutation of order-score matrix
(S-matrix of Agterberg (1990), p. 147). An order-score matrix is a matrix Sij in
which the upper right triangle contains scores of i event occurs above j event, and
the lower triangle contains scores of i event occurs below j event (Fig. 3). If events
i and j occur at the same level, then the score is halved between the element sij and
sji. If the initial sequence in the S-matrix is correct, each element in the upper right
triangle should be greater than the corresponding element in the lower-left triangle.
Otherwise we perform permutation of rows and columns of the S-matrix so that
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A B C
A x 1.5 5.0
B 4.5 x 5.5
C 1.0 0.5 x

B A C
B x 4.5 5.0
A 1.5 x 5.5
C 0.5 1.0 x

Fig. 3 Example showing the construction and permutation of S-matrix. Left – original matrix
containing cross-over scores of events A, B, and C; right – permutated S-matrix where elements in
the upper-right triangle are greater than corresponding elements in the lower-left triangle

each element in the upper right triangle is greater than its corresponding element in
the lower-left triangle. Thus we obtain the optimum sequence.

A tricky problem in the matrix permutation is the occurrence of “dead cycles”
which bring the order of some events back to its original status after several op-
erations. The “dead cycles” occurs more commonly when there are several events
appearing on the same level, and/or when the number of occurrence of some event
is small. In RASC, a tolerance level (Tol, e.g. Tol = 0.5) is set and both sij and sji are
set to zero when the difference of corresponding scores sij–sji is less than Tol. By
adjusting Tol value the “dead cycles” can usually be resolved, and then the optimum
sequence is obtained.

RASC provides also the option of inserting unique events into the optimum
sequence. Unique events are the events with occurrences less than the tolerance
threshold but with high biostratigraphic importance, such as index fossils, marker
horizons, etc. The location of a unique event is determined by the average of adja-
cent events in the wells in which the event appears. By this option we are able to
retain age-diagnostic features for analysis.

2.2 Definition of Inter-Fossil Distance and Scaling of Events

After the ranking procedure we obtained the optimum sequence of events, but we
still needed to know how close the events are to each other in order to build biostrati-
graphic zonation. A highlight of RASC is the definition of “inter-fossil distance”,
also called as the RASC distance, which characterizes the closeness of events based
on probability theory and allows a computerized zonation (Gradstein et al., 1985;
Agterberg, 1990).

For events A and B, assuming the observed locations XA and XB are nor-
mally distributed random variables with means of EXA, EXB and common vari-
ance of σ2, then the difference dAB = XA −XB is normally distributed with mean
ΔAB = EXA −EXB and variance 2σ2. Because the closeness or distance of events
is a relative concept, it is set that σ2 = 0.5 so that the variance is simplified to 1.
Then ΔAB is defined as the inter-fossil distance which can be estimated from the
probability A over B in the following way:

Assuming that the probability of A over B equals the frequency of A over B, then

PAB = P(dAB ≥ 0) = FAB = SAB/NAB
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where SAB is the element in the upper-right triangle of the ranked S-matrix, and
NAB is the number of wells where A and B both appear. Then

P(dAB ≥ 0) = Φ(ΔAB) and ΔAB = Φ−1(P(dAB ≥ 0)),

where Φ represents the fractile of the normal distribution in standard form. Thus the
inter-fossil distance ΔAB may be found in the table of standard normal distribution
when P(dAB ≥ 0) is known.

In real data the number of event pairs is usually too small to allow a statistically
significant estimate. RASC utilizes indirect estimates to solve the problem, for ex-
ample, to use the pairs of AC and BC. Such a distance is denoted as dAB.C which
can be estimated from dAC and dBC (Agterberg, 1990).

The optimum sequence with inter-fossil distances is called the scaled optimum
sequence. From it a dendrogram may be constructed for biostratigraphic zonation.
10 assemblage zones were identified from our dendrogram with inter-zonal dis-
tance greater than 0.26, and 15 sub-zones were divided by distance greater than 0.2
(Fig. 4). These zones will be called as RASC zones in this paper.

2.3 Stratigraphic Normality and Uncertainty Analysis in RASC

Stratigraphic normality refers to the degree of correspondence between the individ-
ual stratigraphic record and the standard record (the optimum sequence) (Gradstein
et al., 1985). A beauty of RASC is that multiple ways to improve the stratigraphic
normality and to analyze uncertainty are carefully designed. At each step the input
data are screened, and the outputs are statistically tested. Here I briefly describe
some examples.

Before the analysis, 3 thresholds have to be set for input data: the minimum
number of appearances in wells for an event, the minimum pairs of events in the
S-matrix, and the minimum pairs of events in scaling. In our study we used 6, 4, and
4 for these thresholds so that as many events are retained as possible while ensuring
the results significant statistically.

While constructing the optimum sequence the uncertainty range of each event in
the optimum sequence is also output. The uncertainty range of an event is defined
as the upper and lower range that the event has appeared in the studied wells. This
provides a quick method for evaluating how firmly an event is positioned in the
optimum sequence.

The normality test, based on cumulative inter-fossil distances, is used to find
out if some events in individual wells are out of place compared to the optimum
sequence. This is achieved by calculating for individual wells the difference in cu-
mulative distance between one event and its adjacent two events (the 1st-order dif-
ference) and the difference between the 1st-order differences (the 2nd-order differ-
ence). The 2nd-order differences are assumed independent normal variables with the
same variance. If the 2nd-order difference of an event in a well exceeds 95 or 99%
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Fig. 4 A segment of the dendrogram of the optimum sequence and biostratigraphic zonation for
the PRMB. T denotes seismic interface; R denotes assemblage zones and sub-zones; ∗- unique
event; LAD-last appearance datum; FAD-first appearance datum; DFCA-last consistant appearance
datum; ACME-peak appearance datum; data of unspecified events are all LAD
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probability limit of a normal distribution, the event in the well is to be considered
as out of place with more than 95 or 99% confidence. A close examination may be
applied to find out the problems in the stratigraphic location of these events.

3 Correlation and Standard-error Calculation of Multiple
Sections (CASC)

3.1 Fitting Distance-Age Curve

The optimum sequence scaled by cumulative inter-fossil distances contains infor-
mation about not only the sequence of events but also the closeness between events,
thus it provides the best basis for event-age correlation. Using the cumulative dis-
tance of the optimum sequence as x coordinate, the age as y coordinate, and the
events with known age as nodal points, the distance-age curve may be constructed
by cubic spline fitting (Fig. 5), and the ages of all events may be read from the
curve by their cumulative distances in the optimum sequence. The distance-age
curve given by the cubic spline fitting based on cumulative distance is much more
close to reality than the curve from linear fitting as used previously.

Fig. 5 Distance-age curve for the Pearl River Mouth Basin given by CASC

3.2 Constructing Regional Geological Time Table

With the distance-age curve we can easily do two things: construct the regional time
table and perform multi-well correlation.
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The geological time table for the PRMB was constructed by correlating the bios-
tratigraphic zonation (the RASC zonation as that in Fig. 4), the global biochrono-
zones (e.g., those of (Martini, 1971) and (Haq et al., 1987)), and the lithologic
divisions and seismic reflectors of the basin (Fig. 6). This table is based on the

Fig. 6 Geological time table for the Pearl River Mouth Basin constructed based on RASC/CASC
output
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statistical average of multiple wells and thus more reliable than that constructed
based on qualitative synthesis.

From Fig. 6 it is seen that boundaries between the RASC zones correspond quite
well with cycles of regional sea-level changes and seismic reflectors. The most im-
portant RASC boundary appears between R1 and R2 with inter-fossil distance of
0.48, the highest on the entire sequence. This reflects a dramatic change of environ-
ment from dominantly continental to dominantly marine at the Paleogene/Neogene
unconformity of ∼24 Ma, which was verified by the well #1148 of the ODP leg
148 (Li et al., 2006). The secondarily prominent boundaries are R2/R3, R5/R6, and
R8/R9 boundaries. The R2/R3 with distance of 0.37 and age of ∼19 Ma is located
on top of the “big sandstone member” within the Zhujiang Formation, indicating
the end of a low stand period. The R5/R6 with a distance of 0.36 corresponds to
the T2 reflector and the boundary between Middle and Upper Miocene. The R8/R9
with a distance of 0.38 occurs in the upper part of the Paleocene Wanshan Forma-
tion, corresponding to a large regression with some foraminifera species of N21 zone
missing.

The RASC zonation in Fig. 6 correlates well with global biochronozones in gen-
eral but with a couple of exceptions. The last appearance datum (LAD) of Globoro-
talia limbata (event 198) belong to N21 zone according to Blow (1979), but here
it appears in the R8 zone together with calcareous nannofossils of NN16 and NN15

zones of Mid. Pliocene. The allocation of this event in the PRMB is questionable.
Another problem is the correlation of the events in the N15 zone. Blow (1979) used
the first appearance datum (FAD) of Globorotalia acostaensis to define the top of
N15 zone and correlated it with the NN8 zone, dated as late Mid. Miocene. But Haq
et al. (1987) correlated N15 with NN9 of early Late Miocene. In the PRMB the LAD
of G. continuosa (event 184) and Globoroquadrina dehiscens advena (event 176)
are usually used in stead of the FAD of G. acostaensis, as FAD is hard to iden-
tify. All three of these events belong to N15 (Kennett and Srinivana, 1983). In our
study, the two LAD events are associated with events in NN10 and NN9, while the
LAD of G. continuosa appears between NN10 and NN9, closer to NN10 according
to its inter-fossil distance. Thus we suggest that the LAD of G. continuosa is an
event within N16, and the N15 zone should be correlated with the lower NN9. This
correlation agrees with that of Haq et al. (1987).

3.3 Inter-Well Chronological Correlations

The distance-age curve (Fig. 5) greatly facilitates the inter-well chronological cor-
relation, especially for the wells with few or no index fossils. For each well an
age-depth curve is constructed based on the depths of events in the well, as the age
of each event may be read out from the distance-age curve. Then the chronological
correlation between the wells is rather straightforward.

Correlations of 17 wells from 4 geological units are shown in Fig. 7. Isochrons at
5, 10, and 24 Ma respectively agree with lower boundaries of the Wanshan, Yuehai,
and Zhujiang formations, but the 16 Ma isochron appears in all the wells higher
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Fig. 7 Inter-well correlation for 11 wells from 4 structural units of the Pearl River Mouth Basin.
Numbers on top of each vertical lines are the well codes as shown in Fig. 1

than the lithologic lower boundary of the Hanjiang Formation. The difference is
56–440 m and in average 215 m, larger in depressions and smaller on uplifts. It is
not possible that such a large difference is caused by random errors. We suggest
that the lower boundary of the Hanjiang Formation is not the boundary between
Lower and Mid Miocene, but a lithologic boundary within the Lower Miocene. Our
quantitative analysis has brought the long-standing debate on this boundary to a
conclusion.

It should be pointed out that in CASC there are also functions to show uncer-
tainties. The uncertainty of the distance-age curve is expressed as SD, the standard
deviation in age of the cubic spline fitting. The uncertainties of the isochron depths
used for inter-well correlation are represented by error bars whose lengths are the
products of SD and the rates of sedimentation at respect depths.

4 High-Resolution Subsidence Analysis

The age-depth curves of the wells given by CASC analysis made possible a high-
resolution subsidence analysis. 1D subsidence analysis was performed for Neogene
sections in all selected wells from the basin using the program of Stam et al. (1987).
Results of the analysis show that the basin was subjected to gross subsidence during
the Neogene time, with 1 ∼ 2 km subsidence in total. The subsidence histories are
similar within individual depressions or uplifts, but different between depression
and uplifts. The amplitude of subsidence increases southwestward in general.



390 Z. Di

Computed subsidence rates for representative wells from 5 structural divisions
are compared in Fig. 8. The subsidence was fast in early Early Miocene and much
slower after then. A sharp decrease in subsidence occurred in 19 ∼ 20 Ma, corre-
sponding to the top of the R2 zone in Fig. 6. Differential subsidence was strong at
other two times: One occurred at the end of Mid Miocene (∼10 Ma, the top of R5),

Fig. 8 Rates of tectonic subsidence for selected wells of the Pearl River Mouth Basin. On the right
side of each histogram there are notations of structural divisions and well codes, as shown in Fig. 1
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when erossion occurred in Dongsha Massif and Huizhou Sag, causing the loss of
fossil zones. The other occurred in Pliocene time when erosion was seen in Panyu
Low Uplift. These are respectively the first and the second phase of the Dongsha
Movement (Chen et al. 2003).

5 Concluding Remarks

By designing and improving RASC/CASC methodology and computer package,
F. Agterberg, F. Gradstein, and their co-workers have paved for us a broad road
to quantitative stratigraphic analysis. By using RASC/CASC, we have manipulated
hundreds of fossil events from dozens of wells from the Pearl River Mouth Basin.
The most prominent advance of RASC/CASC over many other procedures of quan-
titative stratigraphy is that it gives not only the optimum sequence of events, but also
quantifies the processes of biostratigraphic zonation and the event-age correlation
by means of inter-fossil distance. This facilitates the construction of the geologi-
cal time table for the basin, and makes the inter-well chronologic correlation and
high-resolution subsidence analysis possible even for wells with incomplete fossil
records. While all these are important accomplishments in a stratigraphic study, re-
sults from RASC/CASC also have helped us in identifying problems in allocation
of fossil events and in dating lithologic divisions.

RASC/CASC has impressed me deeply by its comprehensive solutions to quan-
tify each step in biostratigraphic analysis. The procedures in RASC/CASC are very
smart and sound statistically. The output of each procedure is accompanied by its
uncertainty level. To work with RASC/CASC gives me a feeling of playing with vi-
olin: on the background of smooth and pleasant melody once a while there is swift,
bright, and resounding sound that brings you happy surprises. I enjoyed the beauty
all through the entire practice.

One disadvantage of RASC/CASC is perhaps its complexity, as expressed by
the computer program of RASC/CASC in the form which I was worked. This has
prevented some of its applications when some workers could not understand its
usage in a short time. Fortunately F. Agterberg and his co-workers now published a
Windows graphics version of RASC/CASC (RASC version 20, free download from
http://www.rasc.uio.no/) which is much easier to work with while retain or improve
the original power.
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Euclidean Distances and Singular Value
Decomposition: Useful Tools for Geometric
Morphometrics in Biology and Paleontology

James C. Brower

Abstract Although not widely known, euclidean distances between landmarks pro-
vide a useful tool for geometric morphometrics in biology and paleontology. The
data for each specimen comprise euclidean distances between a set of landmark
points. The data matrix may include both size and shape or the distances can be
standardized so that only shape is retained. After origin centering, using the aver-
age distances, the data are subjected to Singular Value Decomposition (SVD). The
distances for selected specimens, representing one or more eigenvectors, can be re-
constructed from the SVD and the average distances. Metric multidimensional scal-
ing or principal coordinates provides the coordinates needed to prepare drawings of
the specimens modeled. If desired, diagrams of vector displacements of landmarks
or transformation grids can be employed to illustrate the changes in shape between
pairs of specimens. In shorthand text, this method is termed the Euclidean Distance
technique and is indicated by the acronym EDSVD. Case studies on Lower Cam-
brian trilobites belonging to the genus Bristolia illustrate the output from EDSVD.
The results of EDSVD are generally similar to the analysis of Procrustes residu-
als, Bookstein shape coordinates, or the logarithms of euclidean distances by SVD
or principal components but they diverge from the thin plate spline technique of
Bookstein.

Keywords Geometric morphometrics · landmarks · euclidean distances · singular
value decomposition · biology · paleontology · Lower Cambrian trilobites · Bristolia

1 Introduction

Geometric morphometrics is the branch of multivariate statistics that deals directly
with size and shape. As such, these techniques are of wide and long-ranging in-
terest in biology and paleontology (recent review in Adams et al., 2004). Two
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main categories of methods exist: 1. Analysis of outlines, for example with various
types of Fourier Analysis and Eigenshapes (reviews in Rohlf and Bookstein, 1990).
2. Analysis of landmarks, which are either homologous points or points of con-
stant topographic reference (see Dryden and Mardia, 1998, p. 3–5; Bookstein, 1991,
p. 63–66). The most frequently-used techniques are Bookstein’s thin plate spline al-
gorithm (Bookstein, 1991; matrix formulation in Rohlf, 1993; Bookstein, 1996 for
recent discussion of the uniform shape component; Zelditch et al., 2004), the ap-
plication of Principal Components or Singular Value Decomposition to a matrix of
point coordinates determined by Bookstein shape coordinates or Procrustes resid-
uals (e. g., MacLeod, 2001; Mitteroecker et al., 2004; Hammer and Harper, 2006,
p. 117–122), and by eigenanalysis of a matrix of euclidean distances or their log-
arithms between landmarks (e. g., MacLeod, 2001; Rao and Suryawanshi, 1996;
this paper). Euclidean Distance Matrix Analysis, EDMA, operates on euclidean dis-
tances in a different way to estimate the mean shape of a sample or to compare sam-
ples of anthropological material (Lele, 1993; Lele and Richtsmeier, 1991, 2001).
Outlines and landmarks can be combined as in the extended eigenshapes of MacLeod
(1999) or the sliding landmark method of Bookstein (1997) and Bookstein et al.
(1999).

It is not widely appreciated that euclidean distances are also a useful tool for
geometric morphometrics. In fact, euclidean distances between landmarks exhibit
several advantages over superposition techniques for point coordinates (Lele, 1993;
Lele and Richtsmeier, 1991, 2001). For example, euclidean distances are not biased
by the choice of the coordinate system for the points examined. The size and shape
changes revealed by methods such as Procrustes residuals and Bookstein shape co-
ordinates are influenced by the selected coordinate system and the algorithm for
superposition of the specimens. This can lead to misleading inferences about the
structure in the data set. Euclidean distances allow one to analyze size and shape
with respect to identifiable elements of the forms involved. Lele (1993) discusses
the problems of estimating the average shape and the variance thereof associated
with superposition methods and the advantages of euclidean distances between land-
marks in this context. Euclidean distances seem most useful for organisms that lack
clear geometrical or biological axes that would provide the basis for a meaningful
coordinate system.

The purpose of this paper is to outline one particular method for the analysis of
euclidean distances between landmarks by singular value decomposition. Although
rather idiosyncratic and not entirely original, the technique combines familiar ele-
ments in a somewhat different fashion. The method is useful for the examination
of size and shape in various organisms, especially irregular forms like “carpoid”
echinoderms with no natural geometrical or biological axes for coordinate systems.
In later discussion, the method will be indicated by the acronym EDSVD (for a com-
bination of Euclidean Distances and Singular Value Decomposition) and indicated
in short as the Euclidean Distance technique. Several examples are presented to
demonstrate that the technique is effective at recovering information about size and
shape. The case studies are taken from various species of the Lower Cambrian trilo-
bite Bristolia. One study treats the growth of a single population or species. Another
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example deals with a mixed population consisting of several species. Analyses based
on shape and a combination of size and shape are presented, along with comparative
results from other algorithms often applied to landmark data.

MacLeod (2001) compared analyses via Bookstein thin plate splines, analysis
of Procrustes residuals, and euclidean distances on several data sets. MacLeod’s
distance matrix procedure is somewhat different from that described here.

2 Statistical Methods

The EDSVD (Euclidean Distance Technique) analysis begins with digitizing p land-
marks on n specimens. For planar objects, the data consist of X and Y coordinates,
whereas X, Y, and Z coordinates are recorded for three-imensional shapes. Eu-
clidean distances are then calculated between the p landmarks for each of the n
specimens. If all distances are retained, each specimen will be represented by p∗p
distances. Not all distances are necessary; for example, the distances are symmetri-
cal and di j = d ji, so all of the di j or d ji can be deleted. All of the p∗p distances are
used in this paper. The original data matrix is assembled with the distances in the
columns and the specimens located in the rows.

2.1 Size Standardization

The original data matrix includes both size and shape components. However, the
data can be standardized so they only reflect shape, with size treated as a separate
component; this is the usual practice for geometric morphometrics. Mosimann (1970)
demonstrated that an appropriate size variable for multivariate normal linear data
equals the sum of the measurements for that particular specimen. This philosophy
is followed here and the average non-zero distance for a specimen provides its stan-
dard size. Dividing the p∗p distances for a specimen by its standard size produces its
shape data. This procedure is repeated for all n specimens to generate a data matrix
based on shape. The size information is retained for later analysis. The case studies
in this paper employ both types of data matrices, termed X, in later discussion.

Various other size measures are available, such as centroid size (e. g., Dryden
and Mardia, 1998, p. 23–26). The comparative analyses outlined later denote that
EDSVD yields similar results for any reasonable measure of size.

2.2 Origin Centering

A vector, AVD, containing the average for each of the p∗p distances is computed for
the n specimens; this vector represents the average shape or combination of size and
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shape for the specimens in the data set. The data are origin centered by subtracting
this vector from each specimen or row in the data matrix. The intent is to produce
a first eigenvector extending through the major axis of the data points rather than
connecting the origin of the data space with its mean value (e. g., Davis, 2002,
p. 123–158). The origin centered data are designated XC.

2.3 Singular Value Decomposition

The XC data matrix, with the p∗p distances in the columns and the n specimens
in the rows, is subjected to singular value decomposition SVD (e. g., Davis, 2002,
p. 500–508). Typically the distances outnumber the specimens. Hence, the SVD’s
of this paper are executed as follows. The number of non-zero eigenvalues of XC is
limited by the number of distances or specimens, whichever is smaller. Furthermore,
the eigenvalues of the crossproduct matrices XCt∗XC (distances or R-mode) and
XC∗XCt (specimens or Q-mode) are identical so one can operate in the smaller
mode, here XC∗XCt. The eigenvectors of XC∗XCt are for the specimens and these
are normalized to 1.0 to produce EVQ. The eigenvector scores for the variables
or distances, XCt∗EVQ, gives the orthogonal projections of the distances onto the
eigenvector axes defined by the specimens. Normalizing these scores to 1.0 gives
the eigenvectors for the distances in EVR.

One property of SVD is that it is simple to model the origin-centered data matrix,
XC, as a function of one or more eigenvectors by XCest = EVQ∗SV∗EVRt, where
SV is a diagonal matrix with the singular value(s) for the eigenvector(s) used in
the data models. The data modeled here are origin-centered. To convert XCest into
euclidean distances, one must add the AVD vector with the average distances to each
specimen in XCest to calculate Xest.

Although formulated in terms of SVD, a program for principal components of a
covariance matrix can easily be modified for the form of EDSVD discussed herein.

Only the linear version of EDSVD will be investigated in detail here. A logarith-
mic form, proposed by Rao and Suryawanshi (1996), can be considered as a general-
ized form of multivariate allometry (see also Dryden and Mardia, 1998, p. 280–287).
Comparative results for this algorithm are outlined subsequently in this paper.

2.4 Models of Specimens

Drawings of specimens from the estimated distances allow visualization of the re-
sults from the desired eigenvector or eigenvectors. The estimated distances for each
specimen are structured into a square p∗p matrix of euclidean distances. This matrix
is treated by principal coordinates or metric multidimensional scaling, PCOORD
(see Green, 1978, p. 411–416). For two dimensional figures, a two axis eigenvector
solution contains the coordinates for the drawing. If the PCOORD gives a perfect



Euclidean Distances and Singular Value Decomposition 397

fit to the data, the third and higher eigenvalues will equal zero. Otherwise, the mag-
nitudes of these eigenvalues reflect the degree of mismatch between the PCOORD
and the euclidean distance matrix. For the examples in this paper, the first two PCO-
ORD’s account for 99 percent or more of the estimated euclidean distance matrices,
so the resulting drawings are clearly satisfactory. A similar situation applies to three-
dimensional organisms.

An alternative would be to use non-metric multidimensional scaling as outlined
by Carpenter et al. (1996).

The specimen drawings from PCOORD are generally not oriented correctly, be-
cause the first two eigenvectors are the orthogonal axes that explain the largest
amounts of variance in the matrices of the estimated euclidean distances. The draw-
ings can be rotated analytically or graphically within a drawing program.

Two graphical techniques frequently aid in the interpretation of the drawings,
namely vector displacements and transformation grids (see Zelditch et al., 2004).
The grids of this paper are constructed with a simple ad hoc procedure. The end-
member specimen drawings are rotated into the desired orientation as mentioned
previously, and one drawing is designated as reference for a square or rectangular
grid. The X and Y coordinates of the second specimen are then contoured on the ref-
erence shape with a distance weighted least squares (DWLS) algorithm. Deforma-
tion of the grid displays the changes in size and shape between the two specimens.
Rather than working with a contouring algorithm as an interpolation function, a thin
plate metal spline could be adopted.

2.5 Computer Programs

The specimens were digitized via GraphClick, a shareware program for MacIntosh
computers with System 10. Contouring was done by the DWLS algorithm of the
statistical package SYSTAT. All other programs were written by the author in the
APL programming language.

2.6 Case Studies

Cephalons of the Lower Cambrian trilobite Bristolia provide examples to demon-
strate the application of Euclidean Distance Matrix technique (EDSVD) to geometric
morphometrics. Limitations of preservation dictate that the data for each specimen
represent the right or left half of a cephalon. Separate records are obtained for
both sides of some well preserved individuals. To facilitate comparisons, all spec-
imens are pictured as right sides of the cephalons. Eighty specimens are available
from six described species. Illustrations of the trilobites are taken from Hazzard
and Crickmay (1933), Lieberman (1999), Mount (1980), Palmer and Halley (1979),
Palmer and Repina (1993), Resser (1928), and Riccio (1952). Note that this paper is



398 J.C. Brower

only intended to show the power of EDSVD in geometric morphometrics. It is not a
definitive examination of Bristolia; such a study is currently underway by Webster
(e. g., 2002).

The 18 landmarks are pictured in Fig. 1. Most are anatomical landmarks which
should be considered as homologous (see Dryden and Mardia, 1998, p. 3–5 and

1

7

8

13

14 15

16

17

18

A

B

Fig. 1 A, B Juvenile specimen 35 and adult specimen 41 of B. fragilis showing points measured,
×33 and ×3.0. Ocular lobes are shaded; arrows point out axis of glabella, and selected points are
labeled on A
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Bookstein, 1991, p. 63–66 for classifications of landmarks). Such points include
1–7, the intersections between the central axis and various glabellar features; 8, the
junction between the side of the glabella and the anterior margin of the ocular lobe;
9–11, where the various glabellar furrows meet the side of the glabella; 12 and 13,
where the occipital ring reaches the side of the glabella; 17, outer part of adgenal
spine at the cephalic rim; and 18, center of genal spine along the cephalic rim. Notes
about points 9 and 17 are needed. Although the adgenal spine is only present in small
specimens, its corresponding position is easily identified in adults (e. g., Palmer and
Repina, 1993). Point 9 is the intersection between the side of the glabella and the
anterior glabellar suture, and in most specimens the point is at or near where the
ocular lobe joins the glabella; if this is not the case the point is projected as seen in
Fig. 2F and L–N. Mathematical landmarks are 14–16, which define the inner, outer,
and posterior parts of the ocular lobe. The ocular lobe is easily deformed during
preservation or by deformation. Consequently Points 14 and 15 are measured in
line with one of the glabellar furrows.

Points 1–7 lie on the anterior-posterior axis of the cephalon (Fig. 1). Trilobites
have coordinate axes that are geometrically and biologically reasonable. During
growth of Bristolia, especially the earliest stages, major developmental changes take
place along the anterior-posterior axis. Likewise, significant ontogenetic differenti-
ation is observed along the width dimension at right angles to the anterior-posterior
axis. Modifications along these axes are significant in the evolution of Bristolia. The
presence of meaningful coordinate axes facilitates the comparison of methods based
on point coordinates or distances between landmarks as noted subsequently.

Drawings of the original specimens referred to in later parts of this paper are in
Fig. 2. All drawings are scaled so the cephalon length is constant.

2.7 Ontogeny of Bristolia anteros

The growth of B. anteros shows the results of EDSVD when a single population is
examined. The 17 specimens range from a small Stage 2 immature individual to a
large Stage 5 adult animal with cephalon lengths of 0.96 and 7.2 mm, respectively.
The growth stages mentioned here are the olenellid trilobite growth stages outlined
by Palmer (see Palmer and Halley, 1979; Palmer and Repina, 1993). For the data
set based on shape, the first three eigenvalues explain 84.5, 6.1 and 3.2 percent of
the variance, listed in the same order (Table 1). The first eigenvector arranges the
trilobites in order of progressively decreasing size (Fig. 3). The Spearman rank cor-
relation between the coefficients for the specimens on the first eigenvector and the
standard size measure (i. e., the average non-zero distance for the original data)
equals −0.91 which is highly significant at the 0.01 probability level. The magni-
tudes of the Spearman rank correlations for the higher eigenvectors versus size vary
from 0.23 to 0.012, none of which differ from a population value of nil at the 0.05
probability level. Hence, I conclude that the first eigenvector extracts all of the shape
changes in B. anteros that are related to the size of the trilobites. This is consistent
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A B C

D
FE
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M N

Fig. 2 Original specimens showing growth and variation in six species of Bristolia. A–D
B. anteros, Juvenile specimen 1, adult specimen 14, small specimens 4 and 9, ×28, ×4.1, ×22
and ×20. E, F Large juvenile specimen 18 and adult specimen 33 of B. insolens, ×9.8 and ×2.5.
G, H Juvenile specimen 35 and adult specimen 41 of B. fragilis, ×18 and ×2.4. I, J Large juvenile
specimen 44 and adult specimen 59 of B. harringtoni, ×13 and ×2.0. K, L Large juvenile speci-
men 69 and adult specimen 62 of B. mohavensis, ×6.2 and ×2.9. M, N Adult specimens 58 and
61 of B. bristolensis, ×2.2 and ×1.3. Ocular lobes are shaded; if necessary, all glabellar furrows
are extended to cover the entire width of the glabella; all specimens are illustrated as right side of
cephalon
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Fig. 3 Plot of first two eigenvectors for growth and variation in specimens of Bristolia anteros.
The numbers associated with the data points give length of the cephalon to two significant figures

with Mosimann (1970) who showed that only one size variable exists for a single
population with a multivariate normal distribution. Furthermore, the shape changes
involved in the higher eigenvectors are randomly distributed relative to the size of
the animals.

Figure 4 contains drawings of the specimens as modeled by the appropriate
eigenvectors, vector displacement diagrams, and the transformation grids. In the
model specimens, all of the appropriate points are connected with straight lines,
aside from Points 1 and 18 which are joined by a simple arc.

Major shape changes are associated the ontogeny of B. anteros. The cephalon
and the glabella become relatively wider. Two large scale divergences are the out-
ward migration of the adgenal area along with forward and lateral displacement
of the genal spine (Points 17 and 18). The area between the anterior border of the
cephalon and the anterior edge of the glabella is shortened (Points 1 and 2). An
overall decrease in the size of the ocular lobe involves a large anterior movement
of its posterior margin in conjunction with smaller posterior shifts of the other oc-
ular lobe points (Points 8, 9, 14–16). The juvenile glabella is long and slender with
parallel sides and roughly equal glabellar lobes. The adult structure becomes wider,
centrally constricted, and exhibits regular changes in the orientation of the glabellar
lobes and furrows; the size of the anterior glabella lobe expands at the expense of
the more posterior lobes (Points 2–7, 8–13). The developmental pattern is clearly
displayed by the models of the smallest and a large adult cephalon generated from
the first eigenvector, as well as the transformation grid, and vector displacement dis-
placement diagram of Fig. 4. Comparison of the model cephalons with the original
trilobites in Fig. 2 denotes that most of the shape information is captured by the first
eigenvector.
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E F HG

A B C D

Fig. 4 Growth and variation in Bristolia anteros as modeled from Eigenvectors 1 and 2 of shape
data set. A, B Juvenile specimen 1 and adult specimen 14 reconstructed from Eigenvector 1, ×34
and ×4.9. C Vector diagram showing ontogenetic differences in shape from specimen 1 to 14
according to Eigenvector 1; points are for specimen 1, vectors demonstrate changes from corre-
sponding points on specimen 1 to specimen 14; registration is based on points 1 and 7 as constant.
D Transformation grid for changes from specimen 1 to specimen 14 for Eigenvector 1; points are
for specimen 14, contours are for specimen 1; registration as for C; reference grid is squares; some
grid squares are not closed because of extreme changes in point 18. E, F Size independent variation
between specimens 9 and 4 as derived from Eigenvector 2, ×24 and ×27. G Vector diagram for
displacements from specimen 4 to specimen 9 taken from Eigenvector 2; registration as in C. H
Transformation grid for specimens 9 and 4 from Eigenvector 2; points are specimen 9, specimen 4
is contoured; reference grid is squares; registration as in Fig. C. Ocular lobes are shaded; points 17
and 18 are connected by a simple arc to give more reality to the drawings; other points are joined
by straight lines. Compare with original trilobites in Fig. 2

As mentioned previously, the second eigenvector involves 6.1 percent of the vari-
ation that is independent of size (Table 1). Drawings of two end-member specimens,
numbers 4 and 9, calculated from the second eigenvector and the average distances
are given in Fig. 4 along with a transformation grid and vector displacement plot.
The most striking changes consist of lateral shifts in the middle of the ocular lobe,
points 14 and 15, and a posterior-lateral movement of the adgenal spine base at point
17. Minor transformations are observed for the anterior glabellar lobe, points 2, 8,
and 9, and several other glabellar points. As expected, the differences between the
end-member specimens modeled from this eigenvector are much smaller than those
of the previous eigenvector.
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Furthermore, comparison of the Eigenvector 2 models in Fig. 4 with the original
trilobites in Fig. 2 shows only general resemblances. Both situations are caused
by the fact that the Eigenvector 2 models are only derived from the mean dis-
tances along with 6.1 percent of the variation in the origin centered data matrix
(Table 1).

Similar small-scale variation is seen for the third eigenvector, which is linked to
3.2 percent of the variance in the data (Table 1).

An analysis was also done for the ontogeny of B. anteros with euclidean dis-
tances, which include both size and shape components. As predicted, the first eigen-
vector represents the size and shape changes that are attributed to growth. However,
the first eigenvalue extracts almost all of the variance in the data set, namely 99.6
percent (Table 1). The first eigenvector for the size and shape data arrays the spec-
imens in almost the same order as for the previously discussed shape data, and the
Spearman rank correlation for the two vectors comprises 0.924, a value that is highly
significant at the 0.01 probability level. I conclude that Eigenvector 1 for both data
sets extracts essentially the same information. As with the shape data, the higher
eigenvectors of the size and shape data are grouped with minor shape changes that
are random with respect to the size of the trilobites (Table 1). All in all, the results
from the two data sets exhibit great similarity.

2.8 Growth and Variation in Six Species of Bristolia

The purpose of this example is to treat a series of populations made up of 80 trilo-
bites from six described species. As previously, I will initially outline the results
of EDSVD on data consisting of shape information, from which size has been
removed. The first three eigenvalues explain 41.2, 34.8, and 7.21 percent of the
variance in the data set (Table 1). The first two eigenvectors exhibit significant
correlations with the size of the animals. The Spearman rank correlations consti-
tute 0.485 and −0.684, respectively, and both figures differ significantly from a
population value of nil at the 0.01 probability level. Clearly, Eigenvectors 1 and 2
extract information that compounds both size and shape. The higher eigenvectors
are independent of size; for example, the rank correlation for Eigenvector 3 and
the average distances only equals 0.031 which is not significant at any reasonable
probability level. Figure 5 illustrates a plot of the first two eigenvectors for the spec-
imens, whereas selected cephalons that are modeled from Eigenvectors 1 and 2 are
pictured in Fig. 6. Comparison of the model cephalons with their original counter-
parts in Fig. 2 indicates that the models recover the major features of the original
specimens. However, numerous minor structures and individual variations cannot be
seen in the models. Basically, the geometry represented in the eigenvector models
is generalized. This reflects the fact that the first two eigenvectors only account for
76 percent of the variance in the origin centered distance data. Twenty-four percent
of the total variance remains unexplained.
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Fig. 5 Plots of first two eigenvectors for growth and variation in six species of Bristolia for data
sets based on shape and size and shape. The different species are indicated by their trivial names
listed on the graphs
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Fig. 6 Growth and variation in six species of Bristolia as computed from Eigenvectors 1 and 2 of
shape data set. A, B Juvenile specimen 1 and adult specimen 14 of B. anteros, ×32 and ×4.6. C,
D Large juvenile specimen 18 and adult specimen 33 of B. insolens, ×11 and 2.8. E, F Juvenile
specimen 35 and adult specimen 41 of B. fragilis, ×20 and ×2.7. G, H Large juvenile specimen
44 and adult specimen 59 of B. harringtoni, ×15 and ×2.2. I, J Large juvenile specimen 69 and
adult specimen 62 of B. mohavensis, ×7.0 and ×3.3. K, L Adult specimens 58 and 61 of B.
bristolensis, ×2.5 and ×1.5. Ocular lobes are shaded; points 17 and 18 are connected by a simple
arc to give more reality to the drawings; other points are joined by straight lines. Compare with
original trilobites in Fig. 2

The specimens and species are systematically distributed in the space defined
by the first two eigenvectors (Fig. 5). Inasmuch as the higher eigenvectors do not
relate to separation between the species or developmental changes within the taxa,
these will not be discussed further. The smallest trilobites, Stage 2 and 3 individ-
uals belonging to B. anteros and B. fragilis with cephalon lengths varying from
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0.96 to 1.5 mm, are concentrated in the upper left area of the plot. Larger and more
mature animals are found toward the right side and lower regions of the plot. The
individuals of B. bristolensis and B. mohavensis are all mature. Reasonably com-
plete growth sequences are known for the other species, especially B. anteros and B.
fragilis (Figs. 2, 6). More or less common developmental shape changes consist of
shortening the preglabellar field, formation of a glabella with a central constriction
and systematic changes in the glabellar furrows, expansion of the anterior glabellar
lobe and decrease in relative size of the more posterior lobes, overall widening of
the glabella and cephalon, and reduction of the ocular lobe. Many of these changes
occur at different rates in the various species. For example, the adults of B. insolens
are characterized by the smallest ocular lobes relative to the whole cephalon. The
growth trajectories of the several species diverge widely with respect to the points of
the adgenal and genal spine bases, points 17 and 18 (Fig. 6). For example, B. frag-
ilis develops a widely-flaring posterior-lateral cephalic margin with the genal spine
located near the posterior. B. harringtoni is similar but less exaggerated. As noted
previously, the genal spine of B. anteros migrates outward and toward the anterior in
progressively larger individuals. This trend is even more pronounced in B. insolens
in which the adult genal spine is close to the anterior part of the glabella.

The different species tend to occupy separate parts of Fig. 5. B. anteros and B.
insolens with their advanced genal spines occupy the upper part of the plot, in which
equivalent sized cephalons of the former overly those of the latter. The forms with
genal spines closer to the posterior of the cephalon typically fall below those of B.
anteros and B. insolens. B. harringtoni and B. mohavensis overlap greatly and these
two taxa could be conspecific. Specimens of B. fragilis, with genal spines near the
posterior of the cephalon, cover a narrow region to the left of B. harringtoni and B.
mohavensis, and the large adults of B. bristolensis are on the right. The groupings
of the species are consistent with their phylogenetic relationships. According to the
cladogram for Bristolia and allied trilobites shown by Lieberman (1999), B. fragilis,
B. mohavensis, B. harringtoni, and B. bristolensis are closely related and could share
a common ancestry. On the other hand, B. anteros and B. insolens represent separate
and more advanced species. Virtually all of the separation between the different
species and groups of species can be correlated with five of the euclidean distances
associated with the adgenal and genal spine areas and the overall outline of the
cephalon, namely d1,17, d1,18, d2,17, d2,18, and d17,18.

Transformation grids derived from the first two eigenvectors are presented for B.
anteros, B insolens, B. fragilis, and B. harringtoni in Fig. 7. The grids reveal the
major changes in the shapes of the four taxa. Although the appearance of the four
ontogenetic grids differs considerably, all are modeled by the same functions. This
suggests that a common framework, at least to some extent, underlies the ontoge-
netic trajectories of the four species. Considered with reference to the plot of the first
two eigenvectors, the differences between the development of the four species can
be related to variations with respect to their starting and ending points on the eigen-
vector plot (Fig. 5). Both eigenvectors are involved in the changes in the glabella
and the ocular lobes. The two eigenvectors dictate differential changes in the out-
line of the cephalon. The first eigenvector largely relates to the anterior and axial
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Fig. 7 Transformation grids for species of Bristolia in which the ontogenies are reasonably well
known; reconstructions are from Eigenvectors 1 and 2 of the shape data set. A B. anteros, speci-
mens 1 (juvenile contoured) and 14 (adult points). B B. insolens, specimens 18 (small specimen
contoured) and 33 (adult points). C B. fragilis, specimens 35 (juvenile contoured) and 41 (adult
points). D B. harringtoni, specimens 44 (small trilobite contoured) and 59 (adult points). Regis-
trations are based on points 1 and 7 as constant; reference grids are squares; some grid squares on
outside of specimens are not closed. Compare the grids with the original specimens in Fig. 2. The
deformations of the square grids show the major growth changes of the species illustrated

or inward migration of the genal spines compared to the adgenal spines in mature
specimens of B. anteros and especially in B. insolens; conversely the widely flaring
cephalon of adult B. fragilis with its posteriorly placed genal spines is mostly pro-
duced by the second eigenvector. These changes are less accentuated in individuals
of B. harringtoni and B. mohavensis.

Analysis of the data including both size and shape produces a complementary
picture (Fig. 5). Only the first eigenvector is correlated with the overall size of
the animals; in fact, the Spearman rank correlation coefficient rounds to 1.0 at three
significant figures. The first eigenvector explains 95.9 percent of the variance in the
origin-centered distance matrix (Table 1). Progressively older individuals are associ-
ated with larger coefficients on the first eigenvector. Essentially, the first eigenvector
extracts the ontogenetic changes that are seen in all of the species (see previous
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discussion). Although, the second eigenvector tends to separate the various species,
this effect only accounts for 2.49 percent of the information in the data set (Table 1).
The amount of divergence between the various taxa increases in larger specimens.
Adults of the various species are easily distinguished, aside from the overlap be-
tween B. harringtoni and B. mohavensis. Conversely, the juveniles of all forms are
identical or nearly so. The relative arrangement of the species is similar for both
data sets, but the two eigenvector plots are rotated relative to each other (Fig. 5).
However, differences between juveniles are more clear in the shape data than in the
data set based on both size and shape. This is because the variance within juveniles
is very small in the data for size and shape, but these animals become more variable
when size is removed from the data set.

3 Comparison with Other Methods

Results for the various data sets and methods are compared as follows. Ordinations
for the first two and the first seven eigenvectors, normalized to their corresponding
eigenvalues, are computed. These serve for calculating euclidean distances between
all specimens in each data set. A matrix of Pearsonian correlations displays the re-
lationships between the euclidean distances for the different data sets which are
illustrated by Unweighted-Pair-Group-Method (UPGM) dendrograms. Plots of the
first several eigenvectors are inspected to provide a qualitative estimate of the simi-
larities of the interpretations that would be obtained from each of the data sets being
compared. Data on the six species of Bristolia and the growth of B. anteros will be
annotated.

As mentioned previously, various measures could be employed for size stan-
dardization of the euclidean distances to generate a shape data set; the following are
tested: the average euclidean distance as used here; length of the cephalon, which
is a typical morphometric variable; the square root of centroid size for Points 1–7
along the axis of the glabella; and the square root of centroid size for all 18 points.
The ranges of the correlations comparing the analyses for the different size param-
eters are 0.981–0.998 for Bristolia anteros and 0.952–0.999 for the six species of
Bristolia. The correlations obtained for solutions based on two and seven eigenvec-
tors are almost the same. Likewise, the plots of the eigenvectors for the different size
measures are highly similar. I conclude that EDSVD for shape data is not greatly
sensitive to the size parameter for standardizing the distances. The obvious caveat
is that a reasonable size variable must be used.

Ordinations for similar techniques are also treated. The four distance methods
are EDSVD for shape data (D1), EDSVD for data including both size and shape
(D2), logarithms of non-zero euclidean distances that are standardized for size
(logD1) and logarithms of non-zero euclidean distances including both size and
shape components (logD2) as advocated by Rao and Suryawanshi (1996). [For the
logD1 analysis, the original distances for each specimen were standardized by di-
vision with their geometric means. The data set comprises the logarithms of these
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standardized distances.] Three Procrustes superposition algorithms are also eval-
uated. Here, the points for the origin centering, size standardization if done, and
rotations are Numbers 1–7 along the central axis of the cephalon and glabella. This
generates a coordinate system for all specimens with one axis that parallels the
length of the cephalon. All superpositions are based on least squares and are sub-
jected to Singular Value Decomposition (SVD). The methods consist of: Procrustes
residuals in which size is removed from the data (P1; see MacLeod, 2001 for a
similar approach); Procrustes residuals where size is retained in the data (P2); and
the “Procrustes form analysis” of Mitteroecker et al., 2004); the last scheme takes
the P1 data and adds another column with the logarithm of centroid size (P3). Lastly
Bookstein Shape Coordinates (SC) were determined with Points 1 and 7 forming the
baseline.

As outlined earlier, the data set for Bristolia anteros is comparatively simple
inasmuch as a single species is represented. The results of all methods are strik-
ingly similar, and the correlation coefficients for all pairs of techniques range from
0.957 to over 0.999 with little difference between the correlations for two versus
seven eigenvectors. The dominant theme is growth and the associated changes in
size and shape. This pattern is extracted by the first eigenvector which explains
from 74.3 to 99.6 percent of the variance. Nearly identical shape changes are linked
to the first eigenvector in all cases; as one would expect, the specimens are also
arranged in largely the same order along all first eigenvectors. Variations in shape
that are independent of size and age are associated with smaller amounts of vari-
ance in the data, and these changes are portrayed by the higher eigenvectors. The
second and third eigenvectors of all analyses generally resemble one another, both
with respect to shapes and some or all of the end-member specimens. However,
the higher eigenvectors of the various analyses differ to a greater extent. Never-
theless, the same basic interpretation would be obtained from all analyses on this
data set.

The data for the genus Bristolia are far more complex. Six species are repre-
sented along with much greater changes in size and shape. Here, the different data
sets begin to produce divergent results. As with the previous comparisons, the corre-
lations for the two- and seven eigenvector solutions show only miniscule differences
(Table 2). The dendrogram in Fig. 8 contains two clusters, one with the analyses for
shape data (D1, log D1, P1, P3, and SC) and the other with the analyses for both
size and shape (D2, P2, and logD2). Clearly, the nature of the Bristolia data sets
overrides the technique applied to them. Within the dendrogram, two joins between
pairs of analyses have mutually exclusive correlations, namely P1 and SC at 0.992,
and P2 and D2 at 0.963. The ordinations within each pair of methods are almost
the same for the first several eigenvectors although they may be rotated, flipped,
differentially expanded or compressed relative to one another. Slightly less similar
plots are noted for the analyses of P3 and D1 and those of P1 and SC with correla-
tions spanning an interval of 0.929–0.949. Distinctly lower correlations from 0.871
to 0.748 are obtained for logD1 against the other analyses in the shape cluster; how-
ever, these values exceed all correlations between logD1 and any analysis for the
size and shape data sets. The output from logD2 is somewhat intermediate between
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Table 2 Matrix of Pearson correlation coefficients between analyses of the data set on six species
of the Lower Cambrian trilobite Bristolia for various methods. Acronyms for the different methods
are: D1 – EDSVD for shape data, D2 – EDSVD for size and shape data, logD1 – logarithms of non-
zero euclidean distances that are standardized for size, logD2 – logarithms of non-zero euclidean
distances including both size and shape components, P1 – Procrustes residuals in which size is
removed from the data, P2 – Procrustes residuals where size is retained in the data, and P3 –
“Procrustes form analysis.” SC – Bookstein shape coordinates. Data above and below diagonal are
for seven and two eigenvectors, respectively

P1 P2 logD1 logD2 P3 D1 D2 SC

P1 1.0 0.531 0.748 0.480 0.949 0.929 0.401 0.992
P2 0.540 1.0 0.470 0.723 0.675 0.543 0.963 0.524
logD1 0.890 0.549 1.0 0.709 0.833 0.871 0.456 0.769
logD2 0.494 0.744 0.696 1.0 0.724 0.628 0.814 0.488
P3 0.950 0.686 0.934 0.729 1.0 0.944 0.598 0.946
D1 0.930 0.562 0.987 0.634 0.943 1.0 0.464 0.937
D2 0.413 0.969 0.486 0.817 0.606 0.476 1.0 0.399
SC 0.996 0.538 0.899 0.503 0.950 0.937 0.414 1.0

0.5 0.6 0.7 0.8 0.9 1.0

Correlation  Coefficient

logD1

P1

P3

D1

P2

D2

logD2

SC

Fig. 8 Dendrogram showing similarities between analyses of the data set on six species of the
Lower Cambrian trilobite Bristolia for various methods. Clustering is by the unweighted-pair-
group-method on a matrix of Pearson correlation coefficients. Acronyms on the dendrogram are:
D1 – EDSVD for shape data, D2 – EDSVD for size and shape data, logD1 – logarithms of non-
zero euclidean distances that are standardized for size, logD2 – logarithms of non-zero euclidean
distances including both size and shape components, P1 – Procrustes residuals in which size is
removed from the data, P2 – Procrustes residuals where size is retained in the data, and P3 –
“Procrustes form analysis.” SC – Bookstein shape coordinates

that for the size and shape analyses of D2 and P2 and the five analyses on the shape
data; the correlations between logD2 and D2 and P2 equal 0.814 and 0.723, whereas
those for logD2 versus the analyses in the shape cluster vary from 0.724 to 0.480.
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Analyses D2 and P2 are for data retaining both size and shape. The first eigen-
vector accounts for 96.2 and 76.3 percent of the variance and it relates to changes
in size and shape that are common to all species. The adults of the some of the
taxa begin to separate along the second axis, but the juveniles are more similar and
they are not differentiated along this axis (e. g., Fig. 5). The analyses for the shape
data are more somewhat diffuse and the first two eigenvectors are both correlated
with size and size-linked changes in shape. Percents of variance attributed to the
first two eigenvectors range from 44.7 to 55.6 and 18.6 to 35.9, respectively. Al-
though B. harringtoni and B. mohavensis overlap considerably, specimens of the
other species generally tend to be more or less distinct at most growth stages.
However, the logD1 analysis exhibits more overlap between the taxa and the size
groups of the larger specimens than any of the other analyses of the data sets
based on shape. As noted previously, the logD2 analysis falls between the shape
set of analyses and the typical analyses involving both size and shape, largely be-
cause the smallest specimens are characterized by greater dispersion than those of
P2 and D2. An earlier version of this Bristolia data set was treated with the thin
plate spline algorithm of Bookstein (1991). This analysis differs from the previous
methods because more local changes of shape received greater emphasis (see also
MacLeod, 2001). Consequently, a quantitative comparison is not presented for the
thin plate spline.

4 Statistical Inference

Although I visualize EDSVD as primarily a structural technique, it should be pos-
sible to draw inferences about the underlying population or populations from which
the data are drawn. Rohlf (2000b) generated shape space models for triangles with
metrics that are commonly applied in geometric morphomerics; of those shape
spaces, the ones applicable to the methods of this paper consist of euclidean dis-
tances as in Euclidean Distance Matrix Analysis (EDMA; see Lele, 1993; Lele and
Richtsmeier, 1991, 2001), logarithms of euclidean distances that are standardized
for size (Rao and Suryawanshi, 1996), and Kendall’s shape spaces. Rohlf (2000a)
modeled the statistical power of tests for comparing different samples of triangles,
tetrahedrons, and a simple figure with six landmarks. This approach was extended
to estimating mean shapes by Rohlf in 2003. If these experiments can be extrap-
olated to real data, they suggest that conventional statistical tests using the clas-
sical distributions may not provide satisfactory results for euclidean distances and
their logarithms. Instead, one should rely on bootstrapping and permutation methods
(Rohlf, 2000a, b). Bootstrapping and permutation techniques for geometric morpho-
metrics are reviewed by Zelditch et al. (2004). For the examples outlined here, the
significance tests with Spearman rank correlations are all supported by bootstrap-
ping the data.
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5 Summary

The Euclidean Distance-Singular Value Decomposition technique (EDSVD) is ef-
fective at recovering patterns of changes in size and shape for geometric morpho-
metrics, as demonstrated by two case studies drawn from the Lower Cambrian
trilobite Bristolia. Although not shown here, the results of EDSVD are generally
similar to the analysis of Procrustes residuals, Bookstein shape coordinates, and
logarithms of euclidean distances by singular value decomposition or principal com-
ponents but they diverge from the thin plate spline technique of Bookstein. These
findings are the same as those of MacLeod (2001).

EDSVD exhibits several advantages over other methods for analyzing landmarks
in geometric morphometrics. The results of EDSVD are not biased by the choice
of coordinate systems. However, EDSVD is certainly affected by the choice of the
distances to be studied. The thin plate spline method and the analysis of Bookstein
coordinates or Procrustes residuals are usually performed on data from which size
has been removed. EDSVD can operate on either shape data or on information that
combines elements of size and shape. EDSVD is founded on concepts that are famil-
iar to biologists and paleontologists, namely the analysis of euclidean distances and
relatively direct matrices of crossproducts or covariances by eigenanalysis. Readers
should observe that EDSVD is not constrained to operate within Kendall’s shape
space (see Dryden and Mardia, 1998; Zelditch et al., 2004).

EDSVD is primarily a structural technique for the examination of changes in size
and shape in a particular data set. Statistical inferences about the underlying popula-
tion or populations are probably best carried out with bootstrapping and permutation
methods (review in Zelditch et al., 2004).
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Abstract A statistical analysis of two consecutive sequences of observations on
radiolarian abundances in the western North Pacific, by methods appropriate to data
on the simplex (i.e. compositional data) show that although the overall graphical
presentations of the frequencies appear similar there are in effect, substantial dif-
ferences, particular in the earlier part of each of the series. The results of the mul-
tivariate analyses are used for identifying those species that contribute most to the
analysis. A brief guide to the mathematical properties of compositional data is given.

Keywords Compositional data · simplex · principal component analysis · radiolaria ·
paleoecology

1 Introduction

Marine biologists and marine micropaleontologists are often concerned with two as-
pects, productivity and composition, of plankton (palaeo)ecology in pelagic realms.
Productivity is represented by “flux” (i.e., abundance per unit area per unit time)
observed in terms of sediment- trap experiments; composition is assessed as
percentage abundance of species. Vertical fluxes of Radiolaria from the surface
to the depths have been investigated by several workers in order to acquire an
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understanding of production rate and sinking processes (e.g., Takahashi and Honjo,
1983; Takahashi, 1987; Abelmann, 1992; Boltovskoy et al., 1993). These studies
have revealed that dissolution of sinking polycystine radiolarians in the water col-
umn is not significant before settling on the seafloor and that modern radiolarian
fluxes in the high-latitude and equatorial oceans are associated with clear seasonal
signals. For the other plankton groups, Kuroyanagi et al. (2002), Eguchi et al. (2003)
and Mohiuddin et al. (2005) have reported apparent seasonality in faunal composi-
tion of planktonic foraminifers based on sediment- trap experiments in the North Pa-
cific. Based on these observations, Nakato et al. (2005) and Motoyama et al. (2005)
considered seasonal variability in radiolarian composition as well as fluxes at the
studied station in a temperate marine climatic zone where environmental seasonal-
ity is clear. They found, however, insignificant seasonal variation at the family-level
composition, although there was seasonal variability in total radiolarian abundance.
The Radiolaria are a very diversified planktonic group composed of some 500 living
species in the world ocean which is why the analyses have been made at the family-
level, instead of at the species-level; this approach turned out to be time-consuming
for the preliminary reports by Nakato et al. (2005) and Motoyama et al. (2005).
We now have a species-level radiolarian abundance data-set from a two-year ob-
servational period at a sediment-trap station in the Northwest Pacific which permit
analysis of their seasonal variation or seasonal stability in reasonable detail.

In the present note we apply standard methods of compositional multivariate
statistical analysis to frequency data for radiolarians observed over two consecu-
tive years. The compositional mode for analysing the data is necessary inasmuch
as abundances are characterized by each row of an array of observations summing
to a constant. Constrained data of this kind are said to lie in simplex space, a sub-
space of full space. Full-space methods of multivariate statistical analysis cannot
be applied to constrained data-sets without appropriate modifications. Although not
immediately obvious, flux-data are also constrained in that the observations derive
from observations on a fixed area.

We document here substantial seasonal variations in the radiolarian faunal com-
position. The statistical analysis suggests that this variation can be ascribed to a
small number of species and that many of species incorporated in the analysis do
not show marked seasonal variability.

2 Material and Methods

Particularly for shell-bearing microplankton, the sediment-trap method is a powerful
tool for fixed-point collection of series in time over several days to years (Honjo and
Doherty, 1988). Time-series sediment traps (coned-shaped traps with 21-cup collec-
tors and a collection area of 0.5 m2) were used to collect sinking particles at Station
WCT-2 (39◦ N, 147◦ E; trap depth, ∼1500 m) in the Northwest Pacific (Fig. 1;
Table 1). Forty samples were collected over a period of 1 year and 10 months
between November 18th 1997 and August 9th, 1999 (Tables 1 and 2). Sampling
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Fig. 1 Index map showing location of the sediment trap site and hydrography of the upper layer
of the northwestern Pacific Ocean

intervals for each sample were 13 days for the 20 samples set up by Cruise NH97,
and 6 days for 1 sample and 18 days for 19 samples by Cruise NH98. Samples
were fixed with formalin to create a 3% solution buffered with sodium borate. The
samples were wet-sieved through a 1 mm mesh and a 63 μm mesh to remove large
and small particles. Each sample <1 mm, > 63 μm was split into several aliquots
(1/16–1/512) using a high precision rotary splitter. Each aliquot was treated with
HCl to remove calcareous components, followed by rinsing with a 63 μm mesh, and
then filtered through Millipore filters (0.45 μm pore size) using a vacuum pump.
After filtering, the filters were air dried and then mounted on the glass slides with
Canada Balsam. All specimens in a slide were counted under a transmitted light
microscope. More than 500 polycystine species were encountered during the inves-
tigation. Of these species, 31 were selected for statistical analysis. These species
constitute 70–85% of the total polycystine assemblage in each sample. The taxo-
nomic information is summarized in Tables 3 and 4.

The total of 40 observational sets was divided into two equally-sized samples.
The first set comprises 20 observations made over ten months from November 1997

Table 1 Locations, mooring depths, duration of sediment traps at Station WCT-2

Location Seafloor
depth (m)

Duration Trap depth
(m)

39◦00.1′N, 146◦59.7′E 5356 18 November 1997–5 August 1998 1371
39◦01.0′N, 147◦00.1′E 5322 26 August 1998–9 August 1999 1586
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Table 2 Samples from Station WCT-2

Trap cup

No. WCT-2 Sample Opened Closed Duration (days)

Cruise NH97
1 39N U01 18 Nov. ’97 1 Dec. ’97 13
2 39N U02 1 Dec. ’97 14 Dec. ’97 13
3 39N U03 14 Dec. ’97 27 Dec. ’97 13
4 39N U04 27 Dec. ’97 9 Jan. ’98 13
5 39N U05 9 Jan. ’98 22 Jan. ’98 13
6 39N U06 22 Jan. ’98 4 Feb. ’98 13
7 39N U07 4 Feb. ’98 17 Feb. ’98 13
8 39N U08 17 Feb. ’98 2 Mar. ’98 13
9 39N U09 2 Mar. ’98 15 Mar. ’98 13
10 39N U10 15 Mar. ’98 28 Mar. ’98 13
11 39N U11 28 Mar. ’98 10 Apr. ’98 13
12 39N U12 10 Apr. ’98 23 Apr. ’98 13
13 39N U13 23 Apr. ’98 6 May. ’98 13
14 39N U14 6 May. ’98 19 May. ’98 13
15 39N U15 19 May. ’98 1 Jun. ’98 13
16 39N U16 1 Jun. ’98 14 Jun. ’98 13
17 39N U17 14 Jun. ’98 27 Jun. ’98 13
18 39N U18 27 Jun. ’98 10 Jul. ’98 13
19 39N U19 10 Jul. ’98 23 Jul. ’98 13
20 39N U20 23 Jul. ’98 5 Aug. ’98 13

Cruise NH98
21 39N U01 26 Aug. ’98 1 Sep. ’98 6
22 39N U02 1 Sep. ’98 19 Sep. ’98 18
23 39N U03 19 Sep. ’98 7 Oct. ’98 18
24 39N U04 7 Oct. ’98 25 Oct. ’98 18
25 39N U05 25 Oct. ’98 12 Nov. ’98 18
26 39N U06 12 Nov. ’98 30 Nov. ’98 18
27 39N U07 30 Nov. ’98 18 Dec. ’98 18
28 39N U08 18 Dec. ’98 5 Jan. ’99 18
29 39N U09 5 Jan. ’99 23 Jan. ’99 18
30 39N U10 23 Jan. ’99 10 Feb. ’99 18
31 39N U11 10 Feb. ’99 28 Feb. ’99 18
32 39N U12 28 Feb. ’99 18 Mar. ’99 18
33 39N U13 18 Mar. ’99 5 Apr. ’99 18
34 39N U14 5 Apr. ’99 23 Apr. ’99 18
35 39N U15 23 Apr. ’99 11 May. ’99 18
36 39N U16 11 May. ’99 29 May. ’99 18
37 39N U17 29 May. ’99 16 Jun. ’99 18
38 39N U18 16 Jun. ’99 4 Jul. ’99 18
39 39N U19 4 Jul. ’99 22 Jul. ’99 18
40 39N U20 22 Jul. ’99 9 Aug. ’99 18
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to August 1998. The second set comprises 20 observations made over the period of
twelve months ranging from August 1998 to August 1999.

2.1 Oceanographic Setting

Surface-waters in the Northwest Pacific off Japan can be classified into three zones,
subtropical, transitional and subarctic zones (Fig. 1). Our observation site, Station
WCT-2, was located at the transitional water-mass between the warm Kuroshio
Current and the cool Oyashio current. The sea surface temperature ranges from
9.7 to 22.7◦ C during the period encompassed by the observations (Reynolds and
Smith, 1994).

3 Brief Description of the Statistical Properties of Data
on the Simplex

Compositional data-analysis is little known among marine biologists and marine
geologists. For this reason, we have deemed it necessary, to include a short account
of the basic principles that apply.

One of the most common types of observations occurring in applied geology
concerns compositions, a significant aspect of which is that the data are in the form
of frequencies, proportions or percentages, and all of which have the common prop-
erty that the rows of the data-matrix sum to a constant. This may not seem to be
much of an obstacle but there is indeed a geometrical stumbling block involved that
may be severe enough as to distort, or even invalidate, an analysis (Aitchison, 1986;
Reyment and Savazzi, 1999). Geometrically, compositions lie in simplex space, a
subset of full space.

The study of compositions is essentially concerned with the relative magnitudes
of “ingredients” and not their absolute values such as is the case for, say, measure-
ments on a skull. These ingredients are not variables in the accepted sense of that
term in statistics, but parts. What justifies this distinction? Consider any composi-
tional vector x with non-negative elements

x1 + x2 + . . .xD = 1 (1)

This vector is subject to the “unit-sum constraint”, which means that the com-
position x is composed of D parts summing to 1. The components of (1) cannot be
independent because they are constrained to sum to the same value.

The characteristic features of a compositional data-set are:

(a) Each row of the N×D data-matrix corresponds to a single object (in the present
connexion, a biological population or equivalent).

(b) Each column of the data-matrix represents the frequency of a single part.
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(c) Each row of the data-matrix sums to 1 (for proportions), respectively, 100 (for
percentages).

(d) Correlations fluctuate erratically when one or more of the parts is/are removed
from the data matrix (or a new part is added) because of the mathematical ne-
cessity of re-establishing the constant row-sum.

(e) Each entry in the data-matrix is non-negative.

Property (d) provides part of the key to understanding the complexity of composi-
tional data. Correlations computed for “normal” data-matrices are invariant to the
number of variables included. If you delete one or more variables from a set of mea-
surements (array) on some anatomical feature, this has no effect on the correlations
between the remaining variables. Deleting a part does, however, change correlations
between all remaining parts. For example, removing the proportion of CaO from a
chemical array of values does influence all other oxides in an unpredictable way, row
by row, each of which will after the deletion have a row-sum differing generally from
all other rows of the array and which must be restored to the constant-sum state. A
multivariate statistical analysis performed on an “unadjusted” compositional data-
set is seldom useful.

Is all of this a recent discovery? Not at all, and in fact the problem of spurious cor-
relation is perhaps one of the oldest in biometry, but probably the one that is least ob-
served in practice. The founding father of Biometry, Karl Pearson, wrote in 1897 in his
essay on the mathematical foundations to the theory of evolution that a form of spuri-
ous correlation may arise when indices are used in the measurement of organisms. The
modern theory of compositional data-analysis is due to Aitchison (1983, 1986, 1997).
Important expansions of the geometrical aspects of theory are given in Egozcue and
Pawlowsky-Glahn (2007).

Subcompositions: The question is often put by people unfamiliar with the geo-
metrical properties of data lying in simplex space as to why it is not acceptable just
to delete uninteresting parts from a data-set. The formation of a subcomposition is
not merely a matter of deleting a part from each composition. If this is done, the
entire balance in the data is disturbed in an unpredictable manner. If S is any sub-
set of the parts 1, . . . ,D of a D-part composition x, and xS is the subvector formed
from the corresponding components of x, then C(xS) is called the subcomposition
of the parts S (Aitchison, 1986, p. 196). The significance of this can be seen from
the following exemplification for 5 parts from which parts 1, 4 and 5 are selected to
form a subcomposition, where C is known as the closure operator (Aitchison, 1986,
p. 31, 34).

(s1,s2,s3) = C(x1,x4,x5)

Geometrically, this is a transformation from the original sample space S4 to a new
simplex S2. An important property of compositional data, and one that overrules the
“leave-one-out” manipulation, is that the ratio of any two components must be the
same as the ratio of the corresponding two components in the full, original compo-
sition. Hence,

si/sj = xi/xj (2)

which is the fundamental attribute of “preserved ratio relationships”.
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3.1 The Concepts of Covariance and Correlation in Simplex Space

1. The problem of negative bias. A correlation coefficient computed between two
parts is not free to range over the interval (−1, +1). Thus, in the case of two
parts, say alleles A and B of the AB0 relationship of serology,
Corr(x1,x2) = −1
and the product-moment correlation is constrained to taking a specified value.

2. There is no relationship between the product-moment correlations of a subcom-
position and those of the full composition. As the dimensionality of a subcom-
position is decreased, so do the crude covariances/correlations fluctuate in sign,
which is an outcome of the incoherency of the product-moment correlation coef-
ficient in simplex space (Aitchison, 1997).

3. The concept of null correlation in reference to simplex space does not have the
same meaning with respect to independence as is the case for full-space data. Fu-
tile attempts have been made in the past in geochemistry and analytical chemistry
to define a zero correlation in simplex space.

4. The concept of perturbations within the simplex is another fundamental property
of compositional data. A perturbation with the original composition x is operated
upon by the perturbing vector u to form a perturbed composition X = u◦x. This
is familiar to mathematical geneticists as the relationships of genotypes before
and after selection (Edwards, 2000, Chap. 2).

The logical necessities of scale-invariance, subcompositional coherence and pertur-
bation as fundamental operations in the simplex led Aitchison (1986, 1997) to adopt
certain log-ratio forms of defining patterns of compositional variability. These are
compatible with the additive logistic normal class of distributions on the simplex.
One example is the set of final divisor log-ratios

yi = log(xi/xD)(i = 1, . . . ,D−1) (3)

3.2 Log-Ratio Covariance-Matrices

Three log-ratio covarance matrices are available for constrained multivariate anal-
ysis, the variation matrix, the log-ratio covariance matrix and the centred log-ratio
covariance matrix (Aitchison, 1986; Reyment and Savazzi, 1999). It is the latter
variant that is employed in the present analysis. The centred log-ratio covariance
matrix is defined as the symmetric treatment of all D parts of a vector of composi-
tions achieved by the manipulation using the geometric mean of all D components
as a divisor. For a D-part composition, the centred log-ratio covariance matrix of the
D-dimensional random vector

z = log{x/g(x)}

where g(x) = (x1, . . . ,xD)1/D is the geometric mean of the parts, is
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Γ = cov [log (xi/g(x)), log(x j/g(x))] (4)

This matrix is the one that is interpretationally most useful for many multivariate
analogues of full-space statistics. It is easy to explain in that it is symmetric with
respect to all parts. The drawback is that this matrix is singular and hence does
not possess a “normal” inverse and, where relevant, requires a generalized matrix
inverse. Another, important drawback is that if one attempts to work with a full
composition, and another person works with a subcomposition, special care is called
for in interpreting the respective results. This is because the correlation between
two centre log-ratio transformed parts is not the same when considered within a
composition or within a subcomposition.

3.3 Log-Contrast Principal Component Analysis and Principal
Coordinate Analysis

For the purposes of the present exposition, the multivariate method chosen is the
widely used one of principal component analysis (Aitchison, 1983; Aitchison, 1986,
p. 190) well known from many spheres of quantitative biology. The covariance
matrix used as input is that of (4), the centred log-contrast covariance matrix. A
log-contrast of a D-part composition x is defined as any log-linear combination
a’logx with

a1 + . . .+aD = 0

The principal component analysis follows from the reduction of a centred log-
ratio covariance matrix in the usual manner by finding the latent roots and vectors
satisfying.

(Γ −λiI)ai = 0 (5)

Log-contrast principal coordinate analysis is interpretable as the Q-mode dual
of log-contrast principal component analysis as expressed by (5). The computa-
tions were made using the program prcrd.exe given in Reyment and Savazzi (1999,
p. 140). In principal coordinate analysis, the data matrix represents distances be-
tween D points as defined as follows.

D

∑
i=1

(
[log(x1i/g(x1))− log(x2i/g(x2)]

2
)1/2

4 The Statistical Analysis

The first step in the analysis is a log-contrast principal coordinate analysis of the
full data-set consisting of 40 observational time-points on which frequencies of 31
species were recorded. The plot of the first two constrained axes for the first set of
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Fig. 2 Plot of first and second log-contrast principal coordinate axes for Set 1

20 observational vectors shows that the points do not form a homogeneous cluster
(Fig. 2). There are three distinct groupings.

1. Observations 1–8 form a group
2. Observations 9–17 form a second group
3. Observations 18–20 form a third group.

A significant detail arising from this graph is that the clusters are homogeneous in
that constituents of each group are located sequentially in time. The three clusters
are well separated from each other.

The plot of the first two constrained principal coordinate axes for the second set
of 20 observational vectors (Fig. 3) differs from the first group (Fig. 2) in being
less markedly differentiated. The three subdivisions obtained for the graph of the
constrained principal coordinate axes for the first group occur again, with one time-
point displaced (the ninth). The conclusion suggested here is that notwithstanding
the difference in spread of the points in each of the three groupings for both years,
there is evidence of an ecological factor (temperature?) that seems to be controlling
the abundance of species.

Turning now to the constrained principal coordinates graph for the pooled sam-
ples (N = 40), the location of the points are fairly compatible (Fig. 4), such that the
first eight, respectively nine, samples fall in the right-hand quadrants (without over-
lap) and the second set of samples in the left-hand quadrants, with some overlap.
The last three samples for both sets are located close to each other.
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Fig. 3 First and second log-contrast principal coordinate axes for Set 2

Fig. 4 The first log-contrast principal coordinate plotted against time-points over two consecutive
years. The convex hulls for the first set are shown by complete lines, those for the second set by
dashed lines
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The second step in the analysis is to examine the time-sequence expressed by all
samples as represented by the first coordinate axis where the elements of the first
vector of coordinates is plotted against time. The graph (Fig. 5) for the two years
has an oscillatory shape without obvious outlying points, thus suggesting that there
is a systematic pattern of fluctuations in frequencies such that it could seem logical
to assume that the order was almost identical for both series.

Closer inspection shows, however, that the two sequences are not identical,
notwithstanding that they resemble each other. The following differences occur.
The sinusoidal appearance of the curve for the first year (denoted “1”) is more pro-
nounced than for the curve for the second year (denoted “2”). For the first year,
the initial gradient is a descent, whereas that for the second year is an ascent. Af-
ter this initial divergence, the agreement in the curves begins to increase until, over
the last third of the sequences, when the shapes agree more closely. Part of the dif-
ference could be due to the time-spread in the data and hence a lag in seasonal
cycles.

Fig. 5 The first log-contrast principal coordinate score plotted against time-point for the first (de-
noted “1”) and second year (denoted “2”) (N = 40). The vertical bar marks the end the series for
the first set and the beginning of the series for the second set
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4.1 Contrasting Samples

An appropriate procedure for comparing and contrasting the two samples is that
of constrained discriminant function analysis (Aitchison, 1986, p. 177; Reyment
and Savazzi, 1999, p. 168). The plot of the discriminant scores (Fig. 6) discloses
that there is complete separation between the two groups of observations. A check
for misidentifications of observations showed that none of them classifies wrongly.
The method of discriminant functions can also be used to ascertain, approximately,
which components are responsible for most of the separation which is simply done
by inspecting the standardized discriminant coefficients. Examination of the coeffi-
cients suggests that most of the separation between sets is due to species 2, 4, 10,
12, 13, 16, 21, with less important support from species 1, 5, 8, 9, 23, 26, 27, and
28 (the key to these species is given in Table 3.

This result, if valid under repeated sampling, could be a significant feature in the
study of the temporal distribution of radiolarians.

Fig. 6 The constrained discriminant function scores for the two sets of observations (first year in
right half (denoted “1”), second year in left half of the graph (denoted “2”)
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5 Conclusions

The present brief study suggests that some species of radiolarians react differ-
ently from season to season, whereas others may be less affected by environmental
conditions, as disclosed by the constrained discriminant function analysis of the
data. Moreover, over the course of a particular season, constellations of species are
formed which are expressed by heterogeneity in frequency patterns. An interest-
ing outcome is that these patterns are consistent, as far as can be understood from
the limited data-set available. There is evidence that an ecological factor such as
temperature could be influencing the abundance of some of the species. The results
presented here are to be regarded as preliminary.
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Application of Markov Mean First-Passage
Time Statistics to Sedimentary Successions:
A Pennsylvanian Case-Study from the Illinois
Basin

John H. Doveton

Abstract Markov chains have been widely used in the statistical analysis of sed-
imentary successions for the discrimination of non-random transitions between
lithologies and the examination of potential cyclic patterns. A lithologic transition
probability matrix can also be transformed to a matrix of mean first-passage times
that represent the expected number of steps for first occurrences between lithologies
or facies. These passage times capture the statistics of multiple transition paths and
provide a metric of distances that can be used for comparisons between sections
separated stratigraphically or geographically. In addition, systematic long-term el-
ements can be differentiated from the short-term model provided by the limited
memory contained within a transition probability matrix. A case-study example is
described that demonstrates the use of mean first-passage times to show changes in
the interplay of deltaic and marine facies, based on transition matrices from type
sections of Pennsylvanian formations in the Illinois Basin.

Keywords Markov chains · mean first passage times · stratigraphy · Illinois
Basin

1 Introduction

Markov chain analysis has been applied for many years as a simple and power-
ful method for the discrimination of potential patterns of lithological ordering in
sedimentary sequences. Following the pioneer paper of Vistelius (1949), numer-
ous stratigraphic applications have been published including Allegre (1964), Carr
et al. (1966), Krumbein (1967), Gingerich (1969), Read (1969), Doveton (1971),
and Ethier (1975). For the most part, these studies were concerned with attempts to
isolate systematic transition patterns that could then be interpreted in terms of sedi-
mentological processes or cyclic phenomena. Statistical tests (typically chi-square)
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are commonly applied to the null hypothesis of a random process to verify whether
a Markov property is significant and establish the structure of the repetitive pattern.

The fundamental Markovian descriptor of a sequence is the transition probability
matrix, P, which describes a first-order Markov chain. In general applications, ob-
servations of the state of a process are taken at equal increments of time. In the case
of stratigraphic data, the state of events (lithologies, facies or other characteristics)
is recorded at equal increments of depth. The substitution of depth for time simply
changes the reference framework from time to space.

The off-diagonal elements of the transition probability matrix capture the tran-
sition characteristics between states and will be the same for any sampling interval
finer than the thinnest bed. The transition probabilities of a state to itself occur on the
main diagonal of the transition probability matrix. They dictate the statistics of the
distribution of thicknesses of each state and will vary with the length of the interval
used. The mean thickness, m, and its variance, v, of the state i are easily computed
from the equations:

m =
1

(1− pii)

and

ν =
pii

(1− pii)2

where the units are in number of interval spacings (Kemeny and Snell, 1960). The
equations of these parameters show that thicknesses implied by Markov transition
probabilities follow a geometric distribution (Krumbein and Dacey, 1969). This
becomes an important consideration if the Markov transition probability matrix
is used to model a synthetic stratigraphic succession. Studies of sedimentary bed
thicknesses have generally and empirically concluded that they are lognormally dis-
tributed (see e.g. Pettijohn, 1957; Potter and Siever, 1955).

Patterns in the ordering of lithologies can be examined in a modified model,
the embedded Markov chain (Gingerich, 1969; Doveton, 1971). Rather than make
observations at fixed intervals, the observation matrix is used to record only tran-
sitions between states. Transitions of a state to itself are now precluded and the
main diagonal of the transition probability matrix has zero values. Each step of the
Markov chain marks the occurrence of a lithology state that differs from states in
the adjacent steps.

2 Markovian Comparisons of Stratigraphic Sections Separated
in Space or Time

Basin analysis studies commonly attempt to characterize changes in sedimentation
pattern between successive formations or as lateral facies changes across a basin.
Transition probability matrices represent statistical summaries of sequence charac-
ter drawn from outcrops or core and so are useful data for these studies. However,
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a geological insightful comparison of one probability matrix with another must be
considered carefully. A common practice of differentiating transitions that occur
either more often or less often than independent events is through the computation
of a difference matrix that contrasts observed probabilities with those expected for
a random model (see e.g. Gingerich, 1969). A similar methodology could be used
in comparing transition probability matrices for successions separated in time or
space. However, observed differences would be constrained to individual transitions
and especially sensitive to small sample size or non-stationarity in long successions.

An alternative measure that can be used in section comparison is that of mean
first-passage time statistics (Doveton and Duff, 1984). The mean first-passage time
expresses the average number of events that occurs after leaving a state before the
same state is reentered. The expected passage time statistics can be calculated from
the transition probability matrix as a matrix, M, of mean values. A fundamental
matrix, Z, may be defined as:

Z = (I−P+A)−1

where I is an identity matrix, P is the transition probability matrix, and A is the
independent events probability matrix. Then:

M = (I−Z+EZd)D

where E is an m×m matrix of unit values; Zd is the diagonal matrix of Z; D is a
diagonal matrix whose elements are the reciprocals of the independent-events prob-
ability matrix; and m is the number of states. An example of a mean first passage
time matrix computed from a transition tally matrix is shown in Table 1. Interested

Table 1 Transition tally and mean first passage time matrices compiled from outcrops of the
Mattoon Formation in Illinois. Key: A = non-marine shale; S = sandstone; M = marine shale;
Y = underclay; C = coal; L = limestone

(a) Transition tally matrix

A S M Y C L
A 0 16 3 2 3 3
S 9 0 0 12 1 0
M 7 1 0 0 0 1
Y 0 1 1 0 13 2
C 5 5 5 0 0 2
L 6 0 0 3 0 0

(b) Mean first passage-time matrix

A S M Y C L
A 3.7 2.6 10.1 4.4 4.8 10.5
S 3.0 4.6 10.6 3.1 4.2 11.1
M 1.6 3.5 11.2 5.2 5.8 10.3
Y 3.5 4.3 9.3 5.9 2.2 10.0
C 2.6 3.3 8.4 5.2 5.9 10.3
L 2.2 4.2 10.8 4.0 5.0 11.2
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readers are referred to Kemeny and Snell (1960) for additional details on the deriva-
tion of these matrix algebra relationships. These passage times are an improvement
on individual transition probabilities because they summarize the statistics of mul-
tiple transition paths and provide a metric of distances that can be graphed and
assessed visually.

If applied to an embedded model (no transitions of a state to itself) then the
mean first-passage times are the Markovian prediction of the average number of
lithologies that intervene between successive occurrences of any given lithological
state. These measures are particularly useful when applied in successions believed
to have been deposited as cyclic sequences. If one of the states can be identified with
the initiation or conclusion of a cycle, then the state forms a reference marker and
the passage time statistics of this state are Markovian descriptor of the cycle. The
method is demonstrated in the following case-study of Pennsylvanian formations in
the Illinois Basin.

3 A Pennsylvanian Case-Study from the Illinois Basin Using
Mean First-Passage Times

Duff (1974) analyzed the litholological succession in type and reference sections
of the Pennsylvanian Kewanee and McLeansboro Groups of Illinois described by
Kosanke et al (1960) and Smith and Smith (1967). Transition probability matrices
were separately calculated from tally matrix counts of transitions between reference
lithologies of coal (C), shale (A), sandstone (S), underclay (Y), limestone (L), and
marine shale (M) for the Spoon, Carbondale, Modesto, Bond, and Mattoon forma-
tions. The location of the measured sections are shown on the map of Fig. 1. Mean
first-passage time matrices were computed for each of the five formations that ex-
presses the average separation measured in numbers of intervening lithologies pre-
dicted on the basis of first-order transition probabilities. A graphic representation
of all the passage-time elements taken simultaneously would be impossible to draw
because they collectively represent a complex network of interlithology distances
rather than measurements from a fixed origin. However, profiles may be drafted
with respect to a specific reference lithology chosen as a local datum. The reference
lithology should be identified with an event that is diagnostic of the initiation (or
termination) of a repetitive sequence, which in the Pennsylvanian strata of Illinois
is termed a “cyclothem”. Although Weller (1956) and other American authors tra-
ditionally have favored the choice of sandstone, European authors generally have
defined coal-bearing cyclothems as bounded by underclays or coals. Clearly, the
appropriate reference lithology must be dictated by the process that created the cy-
clothem, whether it is autocyclic (the interplay of sedimentation mechanisms of a
deltaic complex prograding onto a marine platform), allocyclic (tectonic or eustatic
changes in sea-level), or a combination of processes.

Two alternative graphic representations of mean first-passage time patterns are
shown in Fig. 2 (using underclay as the datum lithology) and Fig. 3 (using marine
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Fig. 1 Map and generalized paleogeography of the Illinois Basin during Pennsylvanian time
(modified from Jacobson, 2000) indexed with locations of type and reference sections used in
this study: S = Spoon Formation; C = Carbondale Formation; Md = Modesto Formation; B =
Bond Formation; Mt = Mattoon Formation

shale as the datum lithology). The structure of both diagrams shows essentially the
same features, as would be expected for statistics computed from the entire tran-
sition probability matrix rather than individual transition probabilities. The forma-
tions are ordered in time from left to right from the oldest (Spoon Formation) to the
youngest (Mattoon Formation) and some generalized conclusions on facies changes
can be drawn from Fig. 2, which are also reflected in Fig. 3. There is a decline
in mean first-passage time from the underclay to marine shale moving upwards
from the Spoon to the Bond, which then increases in the Mattoon. The passage
time to limestones broadly parallels that of the marine shale and together, suggest
an increasing marine influence, which reaches a maximum in the Bond Formation.
Sandstone mean first-passage times are related inversely with marine shale times, in-
dicating a contrast of coarse clastic influx in deltaic environments with fine-grained
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Fig. 2 Mean first-passage time profile using Underclay as the reference datum for Pennsylvanian
formations in the Illinois Basin computed from transition probability matrices of type and reference
sections

marine sediments. The interplay between freshwater and marine sediments may
also be marked by the increase of underclay recurrence times to a maximum in the
Bond Formation, implying the occurrence of cyclothems with the greatest number
of lithologies.

Although the mean first-passage time profiles are based on type and reference
sections, the transition statistics are calculated from relatively limited samples and
so should be related to regional studies that have drawn on more extensive out-
crop and core observations. Jacobsen (2000) summarized the changes in lithologi-
cal composition of the Pennsylvanian succession in the Illinois Basin as a lithology
distribution chart which he related to changes in depositional environment tied to
relative coastline position. The chart is redrawn in Fig. 4 for the Spoon to Mattoon
Formations sequence and shows a strong concordance with the mean first-passage
time profiles. Coals have their maximum development in the Carbondale Formation
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Fig. 3 Mean first-passage time profile using Marine Shale as the reference datum for Pennsylva-
nian formations in the Illinois Basin computed from transition probability matrices of type and
reference sections

and marine limestones become dominant in the Bond Formation with a concomitant
decline in sandstones. While mean first-passage times based on limited sections are
no substitute for regional assessments based on a larger data-base, the confirmation
of the patterns shown on the passage-time profiles is encouragement that the tech-
nique could be usefully extended to the assessment of stratigraphic changes as a tool
in basin analysis.

4 Discussion

Markov chain analysis has been used extensively in studies that attempt to extract
statistically significant repetitive patterns of lithology. The mean first- passage time
is the average spacing that separates the occurrence of any two lithologic states. As
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Fig. 4 Lithology distribution chart summarizing the changes in lithological composition of the
Pennsylvanian succession in the Illinois Basin (modified from Jacobsen, 2000)

such, it is a useful metric of distance that is computed from the entire transition
probability matrix and has potential in basin analysis studies to compare sequences
separated stratigraphically or geographically. If the transition of a lithology to itself
is counted, then the distance measures will be in units that match the sampling in-
terval. However, the distances will include thicknesses of lithologies computed as
expectations of an exponential distribution that may be an unsatisfactory match with
natural, possibly lognormal, distributions. The use of a embedded Markov chain
model removes the complicating factor of lithology thickness characterization to
an assessment of lithology sequence, in which case the mean first-passage time is
the average number of occurrences of lithologies between two (or the same) given
lithologies.

Results from a study of Pennsylvanian formations in the Illinois Basin demon-
strate the practicality of mean first-passage time statistics as comparative measures
between sections that can be interpreted in terms of sedimentation changes in time.
By extension, the same methodology could be used in comparison of coeval sections
in basin analysis studies of lateral facies changes. Ultimately, the mean first-passage
time is calculated from the statistics of the adjacency of lithologies, so that only
short-term variation is contained in the prediction of long term changes. However,
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it is suggested that the short-term variability captures much of the localized authi-
genic sedimentation products, as contrasted with more regional allogenic features
introduced by tectonism and eustatic sea-level changes. Although many of sedimen-
tary sequence characteristics of the Pennsylvanian coal-bearing sequences can be
attributed to local controls, sea-level changes are now widely accepted to be driven
principally by ice-cap changes in an icehouse world. Clearly, the sedimentation
products of these long-term mechanisms would be excluded from a Markov model
based on short-memory lithologic transitions. However, by the same token, long-
term predictions from a Markov model that is probably dominated by authogenic
mechanisms could be applied as a template to differentiate allogenic features gen-
erated by tectonism and eustatic sea-level change.
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The Beta Distribution for Categorical Variables
at Different Support

Clayton V. Deutsch and Zhou Lan

Abstract Categorical variables are commonly encountered in mathematical
geology. The categories may represent facies, rock types, soil types or some other
discrete variable. These categories are mutually exclusive at the small data support;
however, they become mixed as scale increases; the facies indicators become pro-
portions at larger support. Geostatistical simulation at a fixed support requires a
model for the probability distribution at the support being considered. The first and
second order moments of the univariate and bivariate scale-dependent facies pro-
portion distribution may be predicted by well established scaling laws. The shape of
the scale-dependent multivariate distribution of facies proportions may be modeled
by the ordinary Beta distribution. This has widespread application in geostatistical
modeling of geological sites.

Keywords Geostatistics · simulation · categorical data · Beta distribution · facies
analysis

1 Introduction

Suppose in a three-dimensional space Ω, there exist K facies categories S1,S2, . . . ,SK .
Each point scale location uα in the space corresponds to a unique facies category,
that is, a set of indicator variables I(uα ,k) (k = 1,2, . . . ,K), such that I(uα ,k) = 1
when the facies category at uα is Sk and I(uα ,k) = 0 otherwise. The proportion of
category Sk is obtained by scaling up the facies categories over a neighborhood vα
of location uα :
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pv(uα ,k) =
1
v

∫

vα

I(u,k)du, k = 1,2, . . . ,K. (1)

The proportions pv(u,k) are volume-dependent, that is, they depend on the sup-
port of the neighborhood v. For many years, the scaling laws governing the changes
in mean, variance, covariance, and variograms of random variables have been stud-
ied. Some of the important works include: (1) Journel and Huijbregts (1978) de-
velop a series of theoretical concepts and theorems for volume scaling, (2) Isaaks
and Srivastava (1989) present the scaling laws with a practical case study, and (3)
Deutsch and Frykman (1999) discuss variogram modeling at different volumetric
support as well as sequential simulation based on multiscale data. The following
ideas are of particular importance in understanding the volume dependent distribu-
tion of categorical variables. The ideas in this paper build on the work of Haas and
coworkers (Haas and Formery, 2002; Biver et al., 2002).

Given two different volumetric support v and V , there are three important con-
cepts: dispersion variance D2(v,V ), average variogram γ(v,V ) and mean covariance
C(v,V ) which are defined as (Journel and Huijbregts, 1978):

D2(v,V ) = E[mv −mV ]2 (2)

γ(v,V ) =
1

V v

∫

V

∫

v

γ(y−y′)dy′dy (3)

C(v,V ) =
1

V v

∫

V

∫

v

C(y−y′)dy′dy (4)

where mv,mV are average values at the support of scale v and V respectively. The
average variogram and average covariance are in fact the average values of, respec-
tively, the point variogram γ(h) and covariance C(h), where one extremity of the
distance vector h falls in the volume of V and the other extremity independently
falls in the domain v. The definitions in (2) through (4) and, indeed, in the remainder
of this paper are based on an assumption of second order stationarity. The following
results are well known (Journel and Huijbregts, 1978; Kupfersberger, 1998):

D2(v,Ω) = D2(V,Ω)+D2(v,V ) (v ⊂V ⊂Ω) (5)

σ2(v,V ) = C(v,v)−C(V,V ) = γ(V,V )− γ(v,v) (6)

σ2(•,•) = 0 and γ(Ω,Ω) = D2(•,Ω). The symbol “•” denotes the support of the

point data. These results are useful in understanding how variances change with
changes in support. For scaled up variable Zv, volumetric support variogram γv(h)
is defined as:

2γv(h) = E{[Zv(u)−Zv(u+h)]2} where Zv(u) =
1
v

∫

v

Z(y+u)dy (7)
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Journel and Huijbregts (1978) showed that γv(h) could be expressed as:

2γv(h) = 2γ [v(u),v(u+h)]− γ[v(u),v(u)]− γ[v(u+h),v(u+h)] (8)

Assuming second order stationarity, we have

γ[v(u),v(u)] = γ[v(u+h),v(u+h)] = γ(v,v) (9)

and thus
γv(h) = γ[v(u),v(u+h)]− γ(v,v) (10)

For a large vector distance h compared with the size of v, the value of γ[v(u),
v(u+h)] will be close to the value of γ(h) causing γv(h) � γ(h)− γ(v,v). The vari-
ogram model at arbitrary support v is defined as:

γv(h) = C0
v +

nst

∑
i=1

Ci
vγ i(h) (11)

where γ i(h) represents the ith nested structure and nst the total number of nested
structures. C0

v denotes the nugget effect and Ci
v the variance contribution of the ith

nested structure. The sum of variance contributions equals the dispersion variance,
that is:

D2(v,Ω) = C0
v +

nst

∑
i=1

Ci
v (12)

with Ω the volume of the region of interest. The range of the variogram increases for
larger volumes. In particular for a change from volume support v to volume support
V , the range increases as:

aV = av +(|V |− |v|) (13)

Depending on the shape of the large volume V , the range may increase in some
directions and stay the same in other directions. The purely random component, the
nugget effect, decreases with an inverse relationship of the volume:

C0
V = C0

v ·
|v|
|V | (14)

The decreases in variance contribution as support increases is determined by the
average variogram Γ calculated from the nested structure Γi, that is:

Ci
V = Ci

v ·
1−Γ(V,V,ai)
1−Γ(v,v,ai)

(15)

These scaling laws relate to the first and second order moments of the univari-
ate and bivariate distribution. The actual shape of the distribution is of particular
concern in geostatistical applications. There are analytical change-of-shape models
for continuous variables, but there are no published references on the multivariate
multiscale distribution of facies proportions. The univariate distribution for each
indicator variable changes from a bimodal distribution of ones and zeros at point
support to the global average at large support, see Fig. 1. Predicting the transition
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Fig. 1 CDF of pk for cases v = 0 (in red) and v = ∞ (in black)

between a bimodal to a unimodal distribution as volume increases is of interest for
the multiscale modeling of categorical variables.

2 Multiscale Distribution of Facies Proportions

Let the facies proportion for category Sk be denoted pk. Consider n elemen-
tary volumes discretizing a block. Each elementary volume is one category. Let
xk = ∑n

α=1 I(uα ;k), the number of points where Sk occur within a certain block
v(uα) satisfies the following condition: ∑K

k=1 xk = n, where n the entire number of
grid nodes in the block and ∑K

k=1 pk = 1. This suggests a multinomial distribution of
variables Xk, k = 1,2, . . . ,K, that is (Kotz et al. 2000)

p[X1 = x1, . . . ,XK = xK ] =
n!

x1!x2! . . .xK!
px1

1 px2
2 · · · pxK

K (16)

This distribution, however, does not fit actual multiscale facies distributions. An
important assumption of the binomial distribution is that the indicator variables
I(uα ;k) and I(uβ ;k) at two locations are independent from each other for any dis-
tinct locations uα and uβ . The assumption of independence is violated by virtually
all geological data.

Consider the Beta distribution. The Beta distribution for a random variable X
within a closed interval [0,1] and has the probability density functions (pdf):

f (x) =
Γ(α +β )
Γ(α)Γ(β )

xα−1(1− x)β−1 0 ≤ x ≤ 1 (17)



The Beta Distribution for Categorical Variables at Different Support 449

where the Gamma function is defined as Γ(z) =
∞∫

0
tz−1e−tdt. The probability distri-

bution is completely determined by α and β . Based on the known expected values
(global mean pk) and variances Varv(pk), the parameters α and β are:

α = pk

[
pk(1− pk)
Varv(Pk)

−1

]

and β = (1− pk)
[

pk(1− pk)
Varv(Pk)

−1

]

. (18)

Furthermore, let Ω be the region of interest, and D2
k () be the dispersion variances

of proportion pk based on a volumetric support, we have:

pk(1− pk)
Varv(pk)

−1 =
D2

k(•,Ω)
D2

k(v,Ω)
−1 =

D2
k(•,Ω)

D2
k(•,Ω)−D2

k(•,v)
−1

=
D2

k(•,v)
D2

k(•,Ω)−D2
k(•,v)

=
1

θ −1
(19)

Where θ = D2
k(•,Ω)

D2
k(•,v) = p̃k(1−p̃k)

D2
k(•,v) , that is: α = p̃k

θ−1 and β = 1−p̃k
θ−1 . The expected values

and variances are:

Ev[pk] =
α

α +β
, Varv[pk] =

αβ
(α +β )2(α +β +1)

(20)

Figure 2 gives a view of a 3-D facies model that was scaled to different reso-
lutions for empirical observation of multiscale distributions of facies proportions.
Figure 3 compares sample distributions from an arbitrary facies model and fitted

Fig. 2 Block diagram of one facies model that was upscaled to different sizes to investigate the
support-dependent nature of facies proportion distributions



450 C.V. Deutsch and Z. Lan

Fig. 3 Fit of experimental support-dependent facies proportion distributions with the Beta
distribution

Beta distributions. The Beta simulated realizations give good reproductions of the
marginal sample distributions at most supports and the facies categories. The fre-
quencies of extreme proportion values (around 0 and 1) are partially over-estimated,
making the simulated CDF curves over-smooth at both ends. When Varv(pk) → 0
for any k, both α, β → ∞, the distribution appears normal. Some other training im-
ages were tested and reasonable fits were obtained provided the global proportion is
not less than 0.01 or greater than 0.99.

To proceed with multiscale facies modeling we require a multivariate distribution
and not simply K univariate distributions.

3 Dirichlet Distribution for Multivariate Multiscale Distirbutions

For K facies categories S1, . . . ,SK in the area of interest, the proportions (p1, . . . , pK)
will fall on a hyperplane determined by p1 + . . .+ pK = 1. The marginal distribution
for each facies proportion might be fitted by the Beta distribution. This suggests
using the Dirichlet Distribution, which is a generalized Beta distribution to model
the joint distribution of p1, . . . , pK .

A Dirichlet distribution (Johnson and Kotz, 2000) is defined for n random vari-
ables X1,X2, . . . ,Xn that have the joint probability density function (joint-pdf):
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f (x;α) =
Γ
(
∑n

i=1 αi
)

∏n
i=1 Γ(αi)

n

∏
i=1

xαi−1
i (21)

where x1,x2, . . . ,xn ∈ [0,1] and
n
∑

i=1
xi = 1. α1,α2, . . . ,αn are shape parameters. The

expected values and variances of the random variables are:

E[Xi] =
αi

∑n
i=1 αi

, and Var[Xi] =
αi

[
∑n

j=1 α j −αi

]

[
∑n

i=1 αi
]2 [∑n

i=1 αi +1
] (22)

It can be shown that the marginal distributions are all Beta. Taking into consider-

ation the constraint
n
∑

i=1
xi = 1, only n−1 variables are free and xn = 1−

n−1
∑

i=1
xi. The

joint-pdf for the Dirichlet distribution becomes:

f (x1,x2, . . . ,xn−1;ααα) =
Γ
(
∑n

i=1 αi
)

∏n
i=1 Γ(αi)

[
n−1

∏
i=1

xαi−1
i

]

·
(

1−
n−1

∑
i=1

xi

)αn−1

(23)

The joint pdf of facies proportion p0, p1, . . . , pK−1, can then be fitted as:

f (p0, p1, . . . , pK−2;ααα) =
Γ
(
∑K−1

k=0 αk

)

∏K−1
k=0 Γ(αk)

[
K−2

∏
k=0

pαk−1
k

]

·
[

1−
K−2

∑
k=0

pk

]αK−1−1

(24)

In case of only two facies categories, it reduces to a standard Beta distribution
and parameters α and β are uniquely determined by the mean and variance of either
one of the two facies proportions. In cases of more than two facies categories, the
following conditions should be satisfied:

E[Xi] =
αi

∑n
i=1 αi

, and Var[Xi]

=
αi

[
∑n

j=1 α j −αi

]

[
∑n

i=1 αi
]2 [∑n

i=1 αi +1
] , i = 1,2, . . . ,n (25)

Here we have n variables, α1,α2, . . . ,αn, to be determined, satisfying 2n con-
straints. One possible approach is to use the separate expected values, but the vari-
ance of the most important category. From the constraint on the mean, we obtain:

αi = E[Xi] ·∑n
j=1 α j = E[Xi] ·υ for all i = 1,2, . . . ,n (26)

Denote the sum of the α’s as υ . Substitute this into the equation for Var[xd ]
where xd is the selected important category:

υ =
E[xd ] · (1−E[xd ])

Var[xd ]
and αi = E[xi] ·υ for all i = 1,2, . . . ,n. (27)
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A number of examples were considered. The shapes of the marginal distributions
were approximately reproduced, particularly for the case of smaller supports. The
mean of each facies category is reproduced. In the output distributions, the variances
for facies proportion p0 were reproduced at different supports of volumetric support,
while the variances for other facies categories were over estimated to different ex-
tents. For p1 and p2, the estimated variances were close to the real levels, but for
p4 and p5 (and the proportions of more facies if present), the variances were over-
estimated and the shapes of distributions deviate from experimental observations.

4 Ordinary Beta Multivariate Multiscale Distribution

One possible solution to the problem of variances in Dirichlet distrbution that do
not match experimental results lies in the use of the generalized Beta distribution
introduced by Mauldon (1959). Mauldon defined an integral transformation (φβ ) of
the distribution of n random variables x1,x2, . . . ,xn with joint CDF F(x1,x2, . . . ,xn):

φβ (t;a1, . . . ,an) = E
[
(t −∑n

j=1 a jx j)−β
]

=
∫ ∞

−∞

∫ ∞

−∞
· · ·
∫ ∞

−∞

(
t −∑n

j=1 a jx j

)−β
dF(x1, . . . ,xn) (28)

and defined x1,x2, . . . ,xn as a n – dimensional Beta distribution when there exist
parameters ci j and βi (i = 1,2, . . . ,r) such that

φβ =
r

∏
i=1

(
t −∑n

j=1 a jci j

)−βi
where β =∑r

i=1 βi (29)

The ci j parameters form a coordinate matrix. Mauldon showed that when the
coordinate matrix is a unit matrix (with all ci j = 1), and X1, . . . ,Xn fall within (0,1)
and x1 + . . .+ xn = 1, the joint pdf has the form:

f (x1, . . . xn) =
Γ(β )

∏Γ(βi)
∏n

j=1 x
β j−1
j (30)

Mauldon called this a Basic Beta distribution. Note that it is in fact the Dirichlet
distribution as we discussed above. Mauldon also showed that any n – dimensional
Beta distributions can be obtained by y = Mx from basic Beta distributed variables
X1, . . . ,Xn through M. Mauldon called this the Ordinary Beta distribution.

The result from Mauldon is helpful in solving our problem. Let p1, p2, . . . , pK be
the K facies proportions. The joint distribution can be modeled by p = Mx where x
follows a Dirichlet distribution with:

E[Xi] =
βi

β
and Var[Xi] =

βi(β −βi)
β 2(β +1)

(31)
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and
E[p] = M ·E[x], COV [p] = M ·COV [x] ·MT (32)

where COV [x] denotes the covariance matrix of variable vector x and MT . By solv-
ing the preceding system of equations we can find M and parameters βi which
make p1, . . . , pK reproduce the correct population means, variances and covariances.
Specifically, applying a diagonal matrix:

M =

⎛

⎜
⎜
⎜
⎝

a11 0 . . . 0
0 a22 . . . 0
...

...
. . .

...
0 0 · · · aKK

⎞

⎟
⎟
⎟
⎠

(33)

x = (x1,x2, . . . ,xK) form a K – dimensional basic Beta (Dirichlet) distribution with
parameters βi (i = 1,2, . . . ,K), we obtain:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

E[pi] = aiiβi
β

Var[pi] = aii ·
βi(β −βi)
β 2(β +1)

i = 1,2, . . . ,K

β = β1 +β2 + . . .+βK

(34)

Or, equivalently:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

aii =
β ·Var[pi]+Var[pi]+ (E[pi])2

E[pi]

βi =
β ·E[pi]

aii
i = 1,2, . . . ,K

β = β1 +β2 + . . .+βK

(35)

This system is solved for aii and βi and we obtain the distribution of p = Mx that
will reproduce both the target means and variances. One problem is that the values
of p1, p2, . . . , pK may not be in [0,1] or sum to one. This difficulty can be avoided
by setting:

p∗i =
pi

∑K
j=1 p j

i = 1,2, . . . ,K (36)

This was implemented and the fit to experimental multivariate multiscale facies
proportion distributions was very good. One major problem that may occur in ordi-
nary Beta distribution fitting lies in the roots of β , βi’s or aii. To solve the system of
equations it is necessary to solve Kth degree polynomial equations. Fortunately, our
observations suggest that all the non-real roots and most of the non-positive roots
occur in those extreme situations where the expected values E[pk] for certain k’s
in 1,2, . . . ,K are greater than 0.99 or less than 0.01. Note that for all 0 ≤ pk ≤ 1,
we have:

Var[pk] = E[p2
k ]− (E[pk])2 ≤ E[pk]− (E[pk])2 ≤ E[pk]. (37)
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109 pairs of uniformly distributed random vectors (u, v), 5-dimensional or
4-dimensional, were drawn such that 0.01 < u(i) < 0.99 and 0.0005 < v(i) < u(i),
treated respectively as E[p] and Var[p]. Real roots occurred in all the cases and pos-
itive roots occurred in more than 97.5% of the cases. In the event all real roots were
negative, we could slightly reduce the required variances and obtain positive roots.
The problem of negative roots is solved by reducing the maximum of the target
variances.

5 Joint PDF for Ordinary Beta Distribution

The parametric joint pdf for the Ordinary Beta distribution can be derived by apply-
ing change of variables theorem. In the transformation p = Mx, where x follows a
Dirichlet distribution with joint pdf:

fx(x1, . . . ,xK) =
Γ(β )

∏Γ(βi)
∏K

j=1 x
β j−1
j (38)

and M an invertible matrix with inverse M−1 = [bi j], i, j = 1,2, . . . ,K we have

x = M−1p (39)

or equivalently xi(p) = ∑K
j=1 bi j p j (i, j = 1,2, . . . ,K). The Jacobian of the transfor-

mation is:

J = [si j], where si j =
∂xi(p)
∂ p j

= bi j ( j = 1,2, . . . ,K) (40)

That is: J = M−1. Denoting the determinant of the Jacobian J as det(J) and its
absolute value as |det(J)|, applying the integral transformation theorem, we obtain
the joint pdf for p as:

fp(p1, . . . , pK) = fx[x1(p), . . . ,xK(p)] · |det(J)|

= |det(M−1)| · Γ(β )

∏Γ(βi)
·∏K

j=1

(
∑K

k=1 b jk pk

)β j−1
(41)

If M is diagonal:

M =

⎛

⎜
⎜
⎜
⎝

a11 0 . . . 0
0 a22 . . . 0
...

...
. . .

...
0 0 · · · aKK

⎞

⎟
⎟
⎟
⎠

(42)

where, as previously discussed, aii > 0 for all i = 1,2, . . . ,K, the joint pdf fp can be
simplified to:
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fp(p1, . . . , pK) =
Γ(β )

∏K
i=1 [aii ·Γ(βi)]

·∏K
j=1

(
p j

a j j

)β j−1

=
Γ(β )

∏K
i=1

[
aβi

ii ·Γ(βi)
] ·∏K

j=1(p j)β j−1 (43)

and joint CDF is:

Fp(p1, . . . , pK) =
∫ p1

0
. . .
∫ pK

0
fp(t1, . . . , tK)dt1 . . .dtK

=
Γ(β )

∏K
i=1

[
aβi

ii ·βi ·Γ(βi)
] ·∏K

j=1(p j)β j (44)

This parametric form is particularly useful to simulate categorical variables at a
non-point support. The simulated outcomes are not discrete categories (unless the
support is the point support). Point support data could be combined with data at
any other support in block kriging to simulate at an arbitrary support. The lack of a
reasonable multivariate distribution for multiscale categorical variable proportions
has been a limitation in geostatistics.

6 Conclusions

The distribution of large support proportions of categorical variables is complex.
At a small support, proportion of a facies category occurs as a set of discrete val-
ues. When the support increases, a continuous distribution is observed. Means of
the scaled up facies proportions are independent of the support. The variance of fa-
cies proportions will decrease as the support increases. The changes in variance and
variograms can be predicted with the variogram and covariance models. Both the
marginal distribution of proportion for each facies category and the joint (multivari-
ate) distribution of a full set of facies categories depend on the means and variances
of all categories. They depend on the volumetric support. Beta distributions and
Ordinary Beta distributions are manageable for the modeling the marginal and joint
distribution, respectively, of the facies proportions based on the means and variances
at different support.

References

Biver P, Haas A, Bacquet C (2002) Uncertainties in facies proportion estimation II: application to
geostatistical simulation of facies and assessment of volumetric uncertainties. Math Geol 34
(6): 703–714

Deutsch CV, Frykman P (1999) Geostatistical scaling laws applied to core and log data. Society of
Petroleum Engineers Paper Number 56822



456 C.V. Deutsch and Z. Lan

Haas A, Formery P (2002) Uncertainties in facies proportion estimation I. theoretical framework:
the Dirichlet distribution. Math Geol 34 (6): 679–702

Isaaks EH, Srivastava RM (1989) An introduction to applied geostatistics. Oxford University Press,
New York, p 561

Journel AG, Huijbregts CJ (1978) Mining geostatistics. Academic Press, New York, p 600
Kotz S, Balakrishnan N, Johnson NL (2000) Continuous multivariate distributions: models and

applications, 2nd edn. Wiley Interscience, New York, p 752
Kupfersberger H, Deutsch CV, Journel AG (1998) Deriving constraints on small-scale variograms

due to variograms of large-scale data. Math Geol 30 (7): 837–852
Mauldon JG (1959) A generalization of the beta-distribution. Ann Math Stat 30 (2): 509–520



Enhancement of Seafloor Maps for Mecklenburg
Bay, Baltic Sea, Using Proxy Variables

Ricardo A. Olea, Bernd Bobertz, Jan Harff and Rudolf Endler

Abstract A common situation in the earth sciences is the unfortunate availabil-
ity of data in inverse abundance to needs. The geostatistical method of cokrig-
ing is used here to address the situation of lack of measurement for geophysical
and geotechnical characteristics of the seafloor of the Baltic, where, in contrast,
there is abundant information about the bathymetry and the granulometry of the
seafloor sediments. New maps for porosity, bulk density, grain density, p-wave
velocity, acoustic impedance, and critical shear stress velocity show consistency
among themselves and good agreement with old maps prepared with direct measure-
ments, but covering about one third of the total area of interest. These maps show
seafloor properties controlled by the effect of erosion and redeposition of glacial
tills that have resulted in the accumulation of sediments of decreasing coarseness
from coastal areas to a depocenter in the middle of an embayment.
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1 Introduction

Physical characteristics of seabeds are becoming increasingly important for model-
ing of sediment transport and solving geotechnical problems, such as planning for
dredging and dumping of sediments. Lange and Jäger (1984) manually prepared a
series of maps partly covering Mecklenburg Bay, northern Germany (Fig. 1). The
seabed porosity map in Fig. 2 is part of their series. This reproduction is provided as
a general reference and it is not expected to be fully readable given the severe reduc-
tion in size from an original paper copy. Two contour lines have been made more
prominent for better comparison to the new maps. For a posting of the porosity data,
see Fig. 4.

The Lange and Jäger sample extends mostly along the central part of the bay,
where the seafloor consists almost exclusively of fine sediments, thus providing
a geographically restricted and biased sample relative to the entire bay. Although
there have been interest and need to know the seafloor properties of the bay, there
was no additional sampling until 2006, when a traverse comprising 20 short cores
plus two more stations were sampled. All new measurements mostly overlap with
the old sampling. Thus lack of systematic surveys of geophysical parameters across
the entire Mecklenburg Bay persists.

While geophysical characteristics of the Baltic Sea remain poorly sampled, there
has been a generous acquisition of bathymetry and granulometry over the years.
Bobertz et al. (2008) took advantage of secondary information to prepare a bed
roughness map applying regionalized classification. In the present study we rely on
the completely different estimation method of cokriging because of its capability of

Fig. 1 Location map
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Fig. 2 Map of seafloor porosity in Mecklenburg Bay after Lange and Jäger (1984). Considering
that the original map is unreadable after reduction to page size, two of the most relevant con-
tour lines have been retouched. In addition, the study area has been expanded to the one in this
contribution

not only handling multivariate estimation, but also of providing the standard error of
the results. The new suit of maps includes porosity, grain size density, bulk density,
p-wave velocity, acoustic impedance, and critical shear stress velocity. Lange and
Jäger (1984) had prepared maps for all these attributes except for the last two, all
extending over exactly the same area as the porosity map in Fig. 2.

The objectives of this publication are to release the new maps and to illustrate
that proper mathematical modeling is not always possible when employing default
approaches and parameters, but requires paying careful attention to details. As ap-
plication of cokriging is not restricted by the physical nature of the attributes, it is
expected that this study will serve to others as a guide to model other attributes, not
necessarily geothechnical seafloor properties.

2 Methodology

Geostatistics offers the cokriging method for the estimation of several attributes
sampled within the same geographical region (e.g. Wackernagel, 1995; Goovaerts,
1997; Olea, 1999). There are several forms of the method, of which simple cokriging
is the one best suited to the characteristics of our sampling.
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The notation is more compact and analogous to that for the estimation of a single
attribute if one uses vectorial and matrix notation. Let

Z(si) = [Z1(si) . . . Zk(si) . . . Zp(si)]′ (1)

denote p attributes sampled in the same domain and let

si = [eastingi northingi]′ (2)

denote geographical location at si for a two-dimensional sampling. Then, for a sub-
set of n observations, the simple cokriging estimate for all p attributes Z∗(s0) is:

Z∗(s0) = m+
n

∑
i=1

ΛΛΛi(Z(si)−m) (3)

where m is a vector with the mean for each one of the p attributes and ΛΛΛi is a square
coefficient matrix of order p with λ i

jk being the weight for sampling site si using n
measurements for attributes j and k.

m = [m1 . . . mk . . . mp]′ (4)

ΛΛΛi =

⎡

⎢
⎢
⎢
⎢
⎣

λ i
11 λ i

12 . . . λ i
1p

λ i
21 λ i

22 . . . λ i
2p

...
...

...
...

λ i
p1 λ i

p2 . . . λ i
pp

⎤

⎥
⎥
⎥
⎥
⎦

(5)

Cokriging provides weights λ i
jk such that they minimize the error in a mean

square sense. If one knows m and has measurements for some of the p attributes
at some n sites around the estimation location s0, then the weights ΛΛΛi to calculate
Z∗(s0) come from the solution of the following linear system of equations:

n
∑

i=1
ΛΛΛ′

1Cov(s1,si) = Cov(s1,s0)
n
∑

i=1
ΛΛΛ′

2Cov(s2,si) = Cov(s2,s0)

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
n
∑

i=1
ΛΛΛ′

pCov(sp,si) = Cov(sp,s0)

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

(6)

where Cov(Z(s),Z(s+h)) is the following matrix of covariances:

Cov(Z(s),Z(s+h)) =

⎡

⎢
⎢
⎢
⎣

Cov11(Z1(s),Z1(s+h))
... Cov1p(Z1(s),Zp(s+h))

...
...

...

Covp1(Zp(s),Z1(s+h))
... Covpp(Zp(s),Zp(s+h))

⎤

⎥
⎥
⎥
⎦

(7)
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As a byproduct of the minimization problem, cokriging also provides the stan-
dard error, σ∗(s), which is nothing but the value of the square root of the objective
function in the minimization problem:

σ∗(s0) =

√
√
√
√Trace

(

Cov(0)−
n

∑
i=1

ΛΛΛiCov(si,s0)

)

(8)

By repeating the calculations at multiple locations—most commonly at the nodes
of a regular grid—one can display the results in the form of maps. For the prepa-
ration of the grids, we used program cok3db in software GSLIB (Deutsch and
Journel, 1992) modified to allow estimation for means other than zero and also for
the possibility of solving systems of equations not including primary data, solely
secondary data. The GSLIB grids were transformed into plain ACSII files with one
column per parameter using a text editor. Afterwards they were imported into the
ArcGIS (ESRI, 2006) as event themes. Contour maps are made with the Geostatis-
tical Analyst Extension incorporating first order local polynomial interpolation.

Calculation of the pair (Z∗(s0),σ∗(s0)) requires knowledge of the covariances for
all attributes and crosscovariances for all possible combinations of attributes. Esti-
mation of covariances and crosscovariances is customarily done in terms of semi-
variograms and crosssemivariograms, which are related through:

Cov jk(h) = γ jk(∞)− γ jk(h)

γ jk(h) =
1
2

E[(Z j(s)−Z j(s+h))(Zk(s)−Zk(s+h))]

}

(9)

Note that the modeling of the crosssemivariogram requires that both attributes
be measured at the same locations. The semivariogram is a special case of the
crosssemivariogram for j = k.

To assure that the square of the standard error is positive, in practice one uses
negative definite models fitted to the estimated points rather than a tabulation of
estimated points. The most direct approach is to use linear coregionalization models,
which are of the form:

ΓΓΓ(h) =
L

∑
l=1

Blγl(h) (10)

For ΓΓΓ(h) to be negative definite, the determinant, all minor determinants, and all
eigenvalues of every coefficient matrix Bl , must be positive. An example of linear
coregionalization model for two attributes would be:

ΓΓΓ(h) =
[

2 1
1 3

]

+
[

4 2
2 3

](
1− e−

3h
200

)
+
[

1 1
1 2

](
3
2

h
150

− 1
2

(
h

150

)3
)

, (11)

which means, in this case, that the crosssemivariogram is:

γ12(h) = 1+2
(

1− e−
3h
200

)
+

(
3
2

h
150

− 1
2

(
h

150

)3
)

. (12)
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A weighted least square program (Jian et al., 1996; Olea 2006) was used for the
modeling and GSLIB (Deutsch and Journel, 1998) was employed in the estima-
tion of experimental points and display of results, as well as for the preparation of
histograms and cumulative distributions.

Note that there are no special assumptions about the nature of the attributes in-
volved in a cokriging estimation, thus the method is applicable to any attribute with
a geographical distribution. Note also, that according to (3), one can estimate all
attributes in one step. The downsides are larger systems of equations, and above all,
more crosssemivariograms to model. For that reason we solved cokriging systems
separately for the various geophysical attributes of interest, thus avoiding modeling
of crosssemivariograms among all geotechnical attributes of interest, and having
smaller and more stable systems of equations. Additionally, the geotechnical data
are all collocated, situation that does not result in better estimates when cokriging
each primary variables individually instead of in one large system of equations.

Given the repetitious nature of the applications of the same approach to sev-
eral primary variables, while rendering all maps, we limit detailed exposition to the
preparation of the porosity map only.

3 Data

Figure 3 shows the composite sample considered in our study, comprising four dif-
ferent sources:

• The 97 stations from the Lange and Jäger study with measurements for a vari-
ety of geophysical seafloor attributes including porosity, p-wave velocity, bulk
density, and grain density.

• A complete survey of 22 stations taken in 2006, all but two along a traverse in
the central part of the Mecklenburg Bay. This survey also has measurements for
porosity plus bulk density, grain density, and p-wave velocity.

• Data from a granulometric IOW database comprising granulometric data and
water depth (Bobertz and Harff, 2004).

• Values of water depth taken from an IOW bathymetric database (Seifert et al.,
2001) employed in the estimations. These measurements were taken only in areas
not covered by the other three sources.

Figure 4 posts all measurements for seafloor porosity, the primary variable that we
will use to illustrate the methodology. Figure 5 is a different display of the same
data, this time to show the relative abundance of values. There is a clear dominance
of high values.

Although the 1984 map collection includes granulometric information, it is for
the same stations where there are values for porosity. For proxy variables to be of
use to enhance mapping a primary attribute, the proxy variables must be measured
at sites other than the primary variable, hopefully at a higher sampling density. In
addition, advances in instrumentation and laboratory analysis after 1984 allow today
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Fig. 3 Posting of all sampling locations

obtaining more accurate and diverse measurements. Figures 6 and 7 show values of
median for the grain size of seafloor sediments that have been acquired over the
years in the Mecklenburg Bay area, which are part of a larger database covering the
whole German Baltic (Bobertz and Harff, 2004).

Another seafloor attribute that has been measured even more densely than the
granulometry is water depth. Stations in the Lange and Jäger study do not include
bathymetry measurements; they prepared a hand-drawn map with isolines. Instead
of using their map, we assigned the closest grid node from an IOW bathymetry
dataset (Seifert et al., 2001). For areas without granulometry values, we used the
grid nodes themselves. Figures 8 and 9 summarize the fluctuations of the bathymetry
values that we considered in this study.

4 Structural Analysis

We have seen that use of cokriging requires semivariogram and crosssemivari-
ogram models. While the estimation method itself does not need to have both the
primary and the secondary variables measured at the same station, we have seen
above that modeling of the cross semivariograms does it. As an approximation, we
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Fig. 4 Posting of the values in Fig. 2 and those from a 2006 cruise

Fig. 5 Distribution of seafloor porosity data; (a) histogram; (b) cumulative distribution

assigned to the Lange and Jäger porosity stations the median of the closest modern
granulometric station (Fig. 6). Figure 10 shows the range in distances. This approxi-
mation was used only for the cross semivariogram modeling, not for the estimation.

The next illustration, Fig. 11, was prepared for the purpose of exploring the de-
pendencies between all seabed attributes we intend to use in the preparation of the
new porosity map. Figure 11a shows the correlation between porosity and grain size
median after eliminating 17 pairs. Those pairs clearly deviated from the negative
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Fig. 6 Posting of measurements for grain size median of seafloor sediments

Fig. 7 Data distribution for grain size median; (a) histogram; (b) cumulative distribution

correlation that was expected according to the physics of sedimentology (e.g.,
Hamilton, 1972, p. 641). All discarded pairs but one had high median values cor-
responding to porosity values above 80% and several of the same pairs had large
distances between the paired stations, some between 1750 and 2250 m.

Confirming the experience gained in the Baltic Sea (Endler, 2008), Fig. 11a and b
show better correlation of porosity with granulometry than with water depth. Note
that, except for scatterplot 11d, these findings are based only on those stations dis-
played in Fig. 4, as there are no porosity measurements for the rest of the bay. In that
sense, scatterplots 11a–c are geographically biased toward an area rich in specific
type of sediments.
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Fig. 8 Water depth at Mecklenburg Bay

Fig. 9 Data distribution for water depth; (a) histogram; (b) cumulative distribution

The scatterplots in Fig. 11 show correlations strong enough to go into the model-
ing of semivariograms and crosssemivariograms for all possible pairs of variables.
The resulting experimental values and best fitting models are in Fig. 12. Note the
models are for normal scores of the original observations, which are dimensionless.
There are at least two reasons for utilizing normal scores:

• Although geostatistical estimation methods are general enough to work with
data following any distribution, they perform better under conditions of normal-
ity. As seen in the distributions above, all three attributes strongly deviate from
normality.
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Fig. 10 Distance from Lange and Jäger station to closest station in the IOW granulometric database

• Cokriging does not provide a direct way to force the results to fall into a given
range. Porosities, for example, must vary between 0 and 100%. Normal score
transformation provides an indirect way to properly constrain the estimates. Cok-
riging in the original sampling space resulted in some negative porosities as well
as values above 100%.

There is a large discrepancy in sample size and geographical distribution of the
data used to prepare the models in Fig. 12. Models 12a, d, and e used solely the 119
stations in the central part of the bay (Fig. 4). The other models are based on close to
20 times more values from an almost exhaustive sample of granulometry and depth
extending to every corner of the bay. Both the difference in sample size and sample
area have a lot to do with the difference in styles among the models in Fig. 12.
Figure 13 shows modeling for the semivariogram of normal scores of water depth
using the sample covering all the study area and only those from the 2006 survey
plus the Lange and Jäger data. The discrepancy is even more significant working in
the original sampling space instead of normal scores.

The discrepancies resulting from the different sizes and areal extension of the
samples are mostly real as the semivariogram for the entire bay does not have to be
the same as those for the central sector. It is also well known that the influence of
outliers grows as the sample size reduces, resulting in more erratic fluctuations as
those along the sill of model 13b.

The cokriging method employed for the mapping requires that all semivari-
ograms and cross semivariograms must be of the same type and with the same range,
which forces some approximations. In addition, the determinants for both the nugget
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Fig. 11 Correlations between the three attributes considered in the preparation of the porosity
map. The first three scatterplots were prepared using only information in the central part of the
Mecklenburg Bay from the 1984 report and the 2006 cruise. The last scatterplot used all available
information, as displayed in Figs. 6 and 8

and sill matrices must be positive and all eigenvalues must be positive, which some-
times requires additional tuning of the parameters to satisfy these conditions. That
was not our case. The linear coregionalization model of our choice was:

⎡

⎣
0.20
−0.03 0.22
−0.01 0.01 0.01

⎤

⎦+

⎡

⎣
0.82
−0.61 0.75
−0.44 0.64 1.05

⎤

⎦Sph(25). (13)

This notation means, for example, that the cross semivariogram between attribute
1 (porosity) and 2 (grain size median) is:
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Fig. 12 Experimental values (dots) and best models for spatial correlation (solid lines) of normal
scores of seafloor attributes; (a) porosity semivariogram (b) semivariogram for grain size median
at seabed; (c) water depth semivariogram; (d) crosssemivariogram between porosity and grain
size median; (e) crosssemivariogram between porosity and water depth; (f) crosssemivariogram
between grain size median and water depth

γ1,2(h) = −0.03−0.61

(
3
2

h
25

− 1
2

(
h
25

)3
)

. (14)

The selection of these models was done considering that the parameters of a
model based on a larger sample size is more representative of reality, and that the
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Fig. 13 Experimental semivariogram (dots) and models (continuous line) for normal scores of
water depth using two difference data sources; (a) the same semivariogram as that in Fig. 12c
employing all available data; (b) estimates and model using solely the 2006 survey plus the Lange
and Jäger values

increase rate of spherical models is intermediate between Gaussian and exponential
for short distances.

5 Estimation

Figure 14 shows a kriging map obtained using only the seabed porosity information
(Fig. 4) and its semivariogram (Fig. 12a). Kriging is a limiting form of cokriging
for only one attribute. Figure 14 covers about the same contoured area as Fig. 2.
The kriging map has a tendency to exaggerate the extension of the high porosity
area, which is in agreement with a well known poor performance of geostatistical
methods in extrapolating. These drawbacks prompted the use of proxy variables.

Figure 15 renders the new simple cokriging map using both the seabed porosity
information in Fig. 4, the proxy information for grain size median and water depth,
and the models in (15). Figure 16 is the associated standard error map. The new map
is in agreement with the original map in Fig. 2 within the limited area where the old
contouring is supported by data.

Equation (15) is a slightly modified version of (13),
⎡

⎣
0.20
−0.03 0.22
−0.01 0.01 0.01

⎤

⎦+

⎡

⎣
0.82
−0.41 0.75
−0.55 0.64 1.05

⎤

⎦Sph(25), (15)

modification that was particularly important for obtaining also satisfactory grain
densities (Fig. 17) jointly using the bulk density (Fig. 18) and porosity maps. These
adjustments were done by trial and error, in a fashion analogous to the history
matching in oil reservoir simulation (Caers, 2005, Chap. 4).
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Fig. 14 Map of seafloor porosity prepared with ordinary kriging using exclusively porosity data

Fig. 15 Simple cokriging map of seafloor porosity using grain size median and water depth as
proxy variables. Estimation was done utilizing normal scores that were then backtransformed to
porosity space
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Fig. 16 Simple cokriging standard error map of seafloor porosity for the normal scores in Fig. 15

Fig. 17 Simple cokriging map for grain density employing water depth and grain size median as
proxy variables
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Fig. 18 Simple cokriging map for bulk density with depth and grain size median as proxy variables

Fig. 19 Simple cokriging map for p-wave velocity using water depth and grain size median as
proxy variables
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Fig. 20 Map for acoustic impedance obtained as a grid-to-grid product of the nodal values in
Figs. 18 and 19

Fig. 21 Map for critical shear stress velocity obtained as transformation of the map in Fig. 22
according to the relationship displayed in Fig. 23
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Fig. 22 Simple cokriging map of median grain size using water depth as proxy variable

The successful use of the porosity map in generating a map of a dependable
attribute should be considered an additional validation for the results in Figs. 15–16.

Following the general methodology outlined above and discussed below, the
complete study also included preparation of the map in Fig. 19. The acoustic

Table 1 Transformation used to convert grain size median into critical shear stress velocity. If d
is the grain size median in meters, the expression for 27 < 106 d ≤ 148 is the Hjulström equation
and the one above 148 microns is the Shields equation. The critical shear stress velocity is in cm/s

Vs =

⎧
⎪⎪⎨

⎪⎪⎩

3.0, if 106 d ≤ 27

0.14
√

g ·ρ ′ ·d +0.735
υ
d

, if 27 < 106 d ≤ 148
√

θcr ·g ·ρ ′ ·d, if 148 < 106 d

ρ ′ =
ρs −ρw

ρw

D∗ =
(

g ·ρ ′

υ2

)1
3 ·d

θcr =
0.3

1+1.2 ·D∗
+0.055 · (1− e−0.02·D∗)

ρs = 2650 kg/m3

ρw = 1018 kg/m3

g = 9.81 m/s2

υ = 10−6 m2/s



476 R.A. Olea et al.

1

2

3

4

1 500 1000 1500 2000

Grain size median, micron

C
rit

ic
al

 s
he

ar
 s

tr
es

s 
ve

lo
ci

ty
, 

cm
/s

Fig. 23 Display of the transformation in Table 1

impedance map in Fig. 20 was obtained multiplying the grid for p-wave velocity
(Fig. 19) by the one of bulk density (Fig. 18).

The map for critical shear stress velocity in Fig. 21 is a nonlinear transformation
of the grid values in Fig. 22 according to the expression and Table 1 that appears in
graphical form in Fig. 23.

6 Discussion

Mathematical formulations are commonly too simple to account for the numerous
special situations that arise in practice. Such formulations are still capable of gen-
erating valid results provided special care is taken to handle the peculiarities not
considered in the formulation of the methods. In Mecklenburg Bay, first we had the
problem that cokriging does not have a direct way to restrict results to a given in-
terval. In our case, for example, cokriging in the sampling space produced values of
porosities less than zero and larger than 100%, and bulk densities below the density
of water of 1 g/cc. To solve that problem, we resorted to the indirect procedure of
converting the data to normal scores, doing the estimation in normal score space,
and backtransforming the results.

Secondly, our study involves preferential sampling. Our opinion and that of other
IOW geologists are that the distribution of seafloor porosity in Fig. 5 is not repre-
sentative of the distribution for the entire Mecklenburg Bay (Endler, 2008). Fig-
ure 5 is the result of preferential sampling of the finest fraction along the deepest
part of the central bay. In straight simple cokriging estimation of normal scores,
the practice is to employ zero as the mean for the normal scores for all attributes
because for unbiased samples, the normal score of the true mean is indeed zero.
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Fig. 24 Histogram of estimated seafloor porosity values; (a) using m = [0 0 0]′; (b) taking
m = [−1.3 −0.6 −0.3]′

In our case, the seafloor porosity mean of 82.8% (Fig. 5a) is higher than the true
mean for the entire bay. Figure 24a gives the histogram resulting after backtrans-
formation of estimates of normal scores with m = [0 0 0]′, which is basically a
reproduction of the data histogram of Fig. 5a. Figure 24b is the histogram obtained
with m = [−1.3 − 0.6 − 0.3]′ after minimizing the discrepancy in the stan-
dardized distributions for grain size median and 100 minus porosity (Fig. 25). The
values in the second histogram vary within the range of the data and the histogram

Fig. 25 Standardized cumulative distributions. The small bullets denote cumulative frequencies
for the estimated values of 100 minus porosity values in Fig. 15 and the large open circles those
for grain size median in Fig. 6
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is bimodal, like the grain size median histogram in Fig. 7a. Remember that grain
size median and porosity are negatively correlated (Figs. 11a and 12d). In our
opinion, Fig. 24b is a good rendition of reality, which could also have been ob-
tained through the less parsimonious approaches of postulating a normal score dis-
tribution, assuming a backtransformation different from that supported by the data,
or both.

Cokriging automatically gives more importance to the primary variable when
there are both primary and secondary information at the same station, to the point
that it is almost irrelevant to consider or ignore secondary information collocated
with primary information. There is no similar screening among secondary infor-
mation, even though a similar discrimination is here necessary for the prediction
of an attribute such as seafloor porosity in the Baltic Sea. According to Forster
et al. (2003), granulometry is a more reliable and consistent attribute than water
depth for predicting seafloor porosities. For that reason, water depth was employed
as a proxy variable only at those locations more than 1 km away from stations with
neither porosity nor grain size median measurements. This manual discarding of
depth values was done only for the estimation. We used all values in the preparation
of the models in Fig. 12.

The relationship between seafloor porosity and water depth depends to a large
extent on the strength of bottom current too. So, for example, for the same water
depth in an embayment like the Lübeck Bay in the southwest, seabed porosity and
bathymetry relate differently than along a channel, such as the Kadet to the northeast
(Fig. 1). Considering that the correlation between water depth and porosity was
established based primarily on the fine sediment of the quiet seafloor of Lübeck
Bay and central Mecklenburg Bay, the water depth values along the strong current
channels in the northern part of the study area were not used in the estimation even
in the absence of all other information. Use of depth values along the channels
results in too high values of porosity (Forster et al., 2003). Fortunately, there was
good coverage of granulometric values, so the problem was satisfactorily solved by
relying only on the granulometry, providing one last lesson: use proxy information
only when contributes to enhance the estimation; quality of modeling is not always
proportional to the quantity of data. Another possibility could have been to consider
a third proxy variable properly discriminating, such as average velocity of bottom
currents.

Harff et al. (2004) postulate that the main sediment sources in our study area
are glacial tills. Our maps complement and improve previous results that in general
show seafloor properties that are consistent with sediment sequences ranging from
coarse coastal sediments to fine grain muds at the center in Lübeck Bay and at
the center of Mecklenburg Bay. This distribution is controlled by a combination of
erosional forces of currents near the coast and the clockwise rotation of the currents
in Mecklenburg Bay, which is in good agreement with the analysis of sediment
types and modeling of marine bottom currents. Further research includes utilization
of our maps for additional studies of sediment dynamics based on the hydrographic
modeling recently developed by Seifert et al. (2008).
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7 Conclusions

While exclusive use of direct measurements of porosity, density, and p-wave velocity
of the seafloor along the central part of Mecklenburg Bay allows limited computer
mapping with inaccuracies in the extrapolation, consideration of grain size median
and water depth has allowed mapping of six seafloor geophysical and geothech-
nical properties within the entire Mecklenburg Bay showing agreement with early
mapping and the experts’ expectations.

Routine application of geostatistics without paying attention to the physics of the
attributes and peculiarities in the sampling may result in unrealistic estimates. In the
case of seabed porosity in Mecklenburg Bay:

• Working on original sampling space resulted in some seafloor porosity estimates
less than zero and others larger than 100%. This problem was eliminated by em-
ploying normal score transformations and backtransformation to porosity space.

• Because of preferential sampling, use of zero mean for the normal scores of all
attributes in simple cokriging estimation produces unrealistic values. Considera-
tion of pseudomeans resulted in the correct scaling.

• Cokriging strongly discriminates in favor of measurement of the same attribute
being estimated, but does not do something similar among the other variables.
Considering that granulometry is a better predictor of seafloor porosity than
depth, depth values were eliminated from the sample in the presence of collo-
cated grain size median measurements.

• Limited sampling forced investigation of the crosssemivariogram porosity-water
depth only along the southwestern part of the bay and not along the deep parts
of channels to the north, where fortunately there was good coverage of the more
informative grain size median. Considering that the geologists expect different
correlations for these two areas, we did not use depth measurements along the
channels in the northern part of the bay, a perfectly sound step under the circum-
stances.

The seafloor porosity map was also successfully used to prepare a seafloor grain
density map in combination with a seafloor bulk density map. Additional satisfac-
tory modeling included maps for p-wave velocity, acoustic impedance, and critical
shear stress velocity.

The new series of maps confirm and expands previous results and can be used to
continue advancing the geology of the Baltic Sea.
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Statistical Analysis of Physiographic
and Structural Directional Data in the U.S.
Midcontinent (Kansas)

Daniel F. Merriam and John C. Davis

Abstract Kansas, located in the stable U.S. Midcontinent, exhibits a variety of phys-
iographic and structural directional features. The direction of river valleys, fractures
including joints and faults, lineaments, anticlinal axes, and geophysical anomalies
are analyzed to determine their relation to each other and what could be interpreted
from these data about the structure and structural development of Kansas. The di-
rection of each feature was measured on surface or subsurface maps and statistically
analyzed and compared. Although each measured property has slightly different di-
rections, several trends are recognized; in general, three directions are dominant:
northeast, east-northeast, and northwest.

Keywords Trends · orientation data · statistics · rose diagrams · joints ·
fractures · faults · plains-type folds (anticlines) · geophysical anomalies ·
topographic features · lineaments

1 Introduction

Directional data are of concern to geologists because they give clues into under-
standing the geology and geologic development of an area or region. In the flatland
of the U.S. Midcontinent these data are all the more important to understand the
geologic history of the region. Surface features exhibited by the physiography are
traces of features in the subsurface, thus recognizing features on the surface may
give hints as to those present in the subsurface (Merriam, 2005). Subsurface fea-
tures usually are interpreted from contour maps based on well data or geophysical
data.
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Table 1 Definition of terms as employed here (Jackson, 1997)

Feature Definition

Fracture a general term for any surface within a material across which there is no
cohesion, e.g. a crack. Fracture includes cracks, joints, and faults.

Joint a planar fracture, crack, or parting in a rock, without displacement; often
occurs with parallel joints to form part of a joint set.

Fault a discrete surface or zone of discrete surfaces separating two rock masses
across which one mass has slid past the other.

Linear arranged in a line or lines; pertaining to the linelike character of some object
or objects; not recommended as a synonym for lineament.

Lineament an extensive linear surface feature; a linear topographic feature of regional
extent that is believed to reflect crustal structure.

Faults, joints, lineaments and the axes of folds are oriented features that do not
have a sense of direction. As a consequence, circular histograms (rose diagrams) of
orientation measurements are symmetrical and it is only necessary to show half of
the diagram. All of the rose diagrams in the following section were made using the
same conventions; the class width is 5◦ with an origin at 0◦ (north), the areas of the
petals are proportional to frequency, and the diagrams are scaled so the radius of the
largest class is a constant. Alternative conventions are discussed by Davis (2002).
The diagrams were made using VectorRose (Zippi, 2000).

Directional data may differ with depth or age. Geologic features may change
orientation slightly or axes of structures may migrate laterally depending on the
time of formation and subsequent history. Salisbury and Merriam (1984) noted that
for upstate New York and Ontario/Quebec (Canada) lineaments in younger rocks are
dependent on (1) rock type; (2) thickness of overlying units; (3) distance from major
structural features; and (4) time and continuity of promulgation of the patterns. We
wanted to see if these findings also were pertinent for the U.S. Stable Continental
Interior and Kansas in particular. Some terms are defined here for clarity (Table 1).

We have collected a variety of directional data from different sources to see if
they can provide some insight into the geologic history of Kansas. The data have
been analyzed by standard statistical techniques (Davis, 2002).

2 Previous Work

The fracture system in Precambrian and younger rocks has been of interest for many
years. Most of this work in Kansas is either general for a large area or specific for a
small area. Most of the previous works were qualitative or semiqualitative and inter-
pretations were based on visual aspects and comparisons (Fig. 1). In 1988, Johns-
gard produced an excellent masters thesis including a comprehensive summary of
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Fig. 1 Location of anticlines in relation to major structural elements in Kansas (Merriam, 1963).
Rose diagram of orientation of anticlines. Note northeast, northwest, and north-south dominant
trends

all the work up to that time with references. A brief extract of his compilation of
joint directions is included here (Table 2).

Johnsgard noted that the Permo-Pennsylvanian joint sets were relative consis-
tent, but different from the joint sets in the Cretaceous. He also suggested that the
drainage system was controlled, at least partly, by fracture patterns. He summarized
his and previous work on lineaments and on geologic and geophysical anomaly
trends. He concluded that the general directional pattern of N10◦–30◦E and N40◦–
50◦W represented the Precambrian basement fracture system. If his interpretation is
correct, then directions of joints in younger rocks seemingly are different (Table 2).
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Table 2 Summary of joint directions recorded in Kansas (Johnsgard, 1988)

Age and Place (county) Direction Source

Cretaceous Niobrara N2◦–4◦E N10◦–14◦W Bass (1926)

Cretaceous Ft. Hays (Ellis) N25◦E N70◦W Neuhauser (1986)

Permian ls (Marshall) N76◦E N15◦W Nelson (1952)

Lower Permian ls N72◦E N25◦W Neff (1949)

Lower Permian ls (Nemaha) N85◦E N35◦W DuBois (1978)

Lower Permian ls (Morris) N45◦E N52◦W Macfarlane (1979)

Lower Permian ls (Wabausee) N65◦E N21◦W Eccles (1981)

Permo-Penn (S-C KS) N60◦E N35◦W Ward (1968)

Upper Penn ls (Wilson) N55◦E N35◦W Wagner (1961)

Upper Penn (Douglas.) N63◦E N41◦W; N2◦W Jefferis (1969)

Pennsylvanian ls (NE KS) N60◦E; N3◦E N35◦W Stewart (1967)

Johnsgard stated that the orientation data for Kansas linear features ‘...implies a sim-
ilar genetic cause.’ Most of his findings had been proposed previously, but he made
a nice compilation and summary.

3 The Data

The data used here were measured on published maps (Table 3). The original data
were interpreted by their respective author, and it is presumed they collected and
recorded them correctly. The accuracy is assumed to give approximate values suffi-
cient for geologic interpretations.

Our data consist of measured angles of the trend in mapped features. All of
the data sources were published geological or geophysical maps except the ma-
jor drainage features which were compiled from the 1:500,000 topographic map of
Kansas. Geographic locations of some of the data sets are shown in Fig. 2.

3.1 Baars and Others 1995 U.S. Megalineament

Don Baars and colleagues interpreted the pattern of deformation in Precambrian
rocks in the conterminous United States. They noted that orthogonal basement
blocks were separated by fault zones striking northeast and northwest. This orthog-
onal pattern also was recognized by Watney et al. (1997) in the sedimentary interval
overlying the crystalline basement. We measured orientations of the megafeatures
in Kansas on the Baars et al. (1995) map of the U.S. and plotted the directions. Al-
though the features exhibit the northeast and northwest trends obvious on the map,
they are more dispersed than expected. This dispersion may be the result of the
sparse amount of data.
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Table 3 Data sets used in study. Directional properties measured from published maps (source
indicated)

Lineaments
U.S. Megalineaments (Baars et al., 1995)
U.S. Precambrian basement map (Sims et al., 2005)
Kansas Landsat eastern (McCauley et al., 1978)
Kansas Landsat western (McCauley, 1988)
Western Kansas Landsat (Zeller et al., 1976)
Kansas Photolineaments northeastern (Johnsgard, 1988)
Kansas Photolineaments north-central (Cooley, 1984)
Kansas topographic interpretation southeast (Merriam and Sorensen, 1982)
Structure
Kansas (anticlines) (Jewett, 1951 extended by Merriam, 1963)
Kansas structural study (anticlines/faults) southeast (Merriam and Förster, 1996)
Kansas (faults) (Cole, 1962)
Kansas (faults) (Merriam, 1963)
Kansas (joints) southeast (Ward, 1968)
Drainage
Kansas Topographic Map (1:500,000)

Drainage east of Nemaha Ridge
Drainage along the Nemaha Ridge
Drainage between Nemaha Ridge and High Plains
Drainage on the High Plains

Geophysics
Magnetic anomalies (Yarger, 1983)

Eastern Kansas
Western Kansas

Gravity lineaments (Lam, 1987)
MCR, Midcontinent Rift
sCP, southern Central Plains orogeny
SGR, Southern Granite-Rhyolite province

Fig. 2 Outline map of Kansas showing area of some of the studies mentioned
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3.2 U.S. Precambrian Basement Map (Sims et al., 2005)

Sims et al. (2005) presented a preliminary Precambrian basement structure map of
the continental United States based on an interpretation of geologic and aeromag-
netic features. The map is a mass of data with faults overlain on a color coded
aeromagnetic base.

3.3 Landsat Lineaments (Eastern Kansas), McCauley et al. (1978)

As part of his doctoral dissertation, Jim McCauley compiled the lineaments in east-
ern Kansas at a scale of 1:500,000 (McCauley, Dellwig, and Davison, 1978). In
1988 McCauley compiled lineaments for western Kansas. In the eastern area the
bedrock is largely in Permo-Pennsylvanian sediments (limestone, sandstone, and
shale) and in the western area the bedrock consists of Cretaceous and Tertiary sed-
iments (shale and siltstone), which are less indurated. Lineaments are oriented in
northeast, northwest, and north–south sets.

3.4 Western Kansas Landsat Lineaments (McCauley, 1988)

The lineaments for western Kansas were compiled by Jim McCauley ten years later.
The orientations are slightly different than those noted in the east part of the state
probably because of the difference in age and type of rock exposed on the surface.

3.5 Central Great Plains Landsat Lineaments of Zeller et al. (1976)

In much the same area that McCauley identified lineaments, Zeller and colleagues
determined that there was a close spatial relationship between the occurrence of
uranium in the subsurface and regional geomorphic lineaments. The direction of
their measured lineaments were N58◦E and N53◦W, which visually are different
from those measured by McCauley for western Kansas, but this was not surprising
considering the circumstances and objectives.

3.6 Johnsgard’s Photolinements (1988) in North-Central Kansas

As part of a University of Kansas thesis, Johnsgard mapped the fracture pattern in
north-central Kansas to determine its relation to hydrogen soil gas anomalies over
the Midcontinent Rift System.
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3.7 Landsat Photolinements of Cooley (1984)

Johnsgard (1988) reproduced a portion of a map of Landsat photolineaments origi-
nally produced by M.E. Cooley of the USGS for an area in northeastern Kansas. The
orientation of lineaments is northeast (≈N35◦E) and northwest (≈N45◦W) with a
strong north-south component. According to Johnsgard (p. 69) ‘. . .it is fairly obvi-
ous that not every single one of the photolineaments . . .mapped corresponds to an
actual geologic or structural feature.’

3.8 Merriam and Sorensen’s (1982) Topographic Trends

Merriam and Sorensen, in a study of the Howard Limestone (Pennsylvanian) in
southeastern Kansas, noted linements as interpreted from topographic features.
Again, the trends are northeast (≈N45◦E) and northwest (≈N35◦W), but the di-
rectional properties are not as prominent as on other maps.

3.9 Statewide Structures Catalogued by Jewett (1951)

In 1951 Mark Jewett catalogued the major structures in Kansas. Jewett’s list was
modified and extended by Merriam in 1963. Although the data are limited and
slightly biased to structures trending northeast, the summary does hint of the im-
portance of major northeast- and northwest-trending features in the state.

3.10 Merriam and Förster’s (1996) Structural Study

In an effort to determine the influence of the Precambrian basement on the develop-
ment of plains-type folds (anticlines), Merriam and Förster (1996) measured frac-
tures in the basement and orientation of anticlinal axes in the overlying Paleozoic
sediments in southeastern Kansas. They determined the two patterns are similar
with major orientations northeast and northwest; the northwest trend is dominant.
Thus the anticlines developed in the sedimentary section closely reflect the base-
ment structural grain, supporting the supposition of basement control.

3.11 Cole’s 1962 Precambrian Faults

Virgil Cole showed several faults on his contour map of the buried Precambrian sur-
face in Kansas. These faults were interpreted from well data and to some extent from
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geophysical investigations, and they show the northeast and northwest alignment as
other structural maps. There is a prominent north-northeast trend, a northwest trend,
and a lesser trend almost due north. Unfortunately, the analysis is based on only 45
faults.

3.12 Merriam’s 1963 Statewide Faults

Merriam’s (1963) extended fault map of Kansas in 1963 showed additional faults
not included on Cole’s map of 1962. Merriam noted that the fault trends statewide
were not as prominent as the anticlinal features but revealed much the same pattern
as the folds. He concluded that ‘Faulting as now recognized [in 1963] has played
a much greater role in the development of Kansas structure than was heretofore
understood.’

3.13 Merriam’s 2003 Analysis of Surface Faults

In a study of the Worden Fault in southwestern Douglas County in eastern Kansas,
Merriam (2003) compared the Worden to other known faults exposed and mapped
on the surface in the eastern part of the state. He determined the average direc-
tion of those surface faults is N25◦E and N35◦W. The trend of the Worden is
N30◦E.

3.14 Merriam’s 1963 Study of Anticlines in Kansas

For his The Geologic History of Kansas, Merriam (1963) tabulated data on 75 an-
ticlinal oil fields in Kansas. The northeast and northwest trends are apparent and a
north-south trend is prominent. The data were tabulated and plotted on a rose dia-
gram (Fig. 1).

3.15 Ward’s Joint Patterns (1968)

John Ward (1968) made a study of the joint patterns in the Permo-Pennsylvanian
sedimentary section in an area in south-central Kansas on and adjoining the buried
Nemaha Anticline. Ward determined two major joint sets – northeast (N60◦E) and
northwest (N35◦W). He noted most of the joints were vertical and probably related
to and contemporaneous with the Nemaha Anticline (post lower Permian and pre-
lower Cretaceous).
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3.16 Topography and Drainage Patterns (Kansas 1:500,000
Topographic Map)

Trends in surface drainage trends are diverse probably because streams and rivers
follow the course of least resistance, which may be a prominent fault zone or frac-
ture system. These features may have slightly different directions depending on the
location, type of feature, the exposed rocks, and fracture pattern. The most obvious
example is the major Arkansas River which extends in a zig-zag pattern across the
state from west to east through Garden City, Dodge City, Great Bend, Hutchinson,
and Wichita.

3.17 Magnetic Anomaly Trends From Yarger (1983)

Trends in magnetic anomalies can be interpreted from the aeromagnetic contour
map of Yarger (1983). Aeromagnetic anomalies depend on the material causing the
anomaly, subsequent deformation, and metamorphic history. In Kansas the magnetic
field strongly reflects the Precambrian basement (see Van Schmus and others, 1993,
for more information on the Precambrian of the Midcontinent).

3.18 Lam’s 1987 Gravity Alignments

Gravity anomalies in Kansas seemingly are more diffuse than magnetic anomalies.
There are three obvious trends, however; northeast (N35◦E), north–south (N2◦W ),
and northwest (N45◦W).

4 The Analyses

There are several sources of error in collecting data for a study of this type. There is
observational error in measurement, for example, determining the properly oriented
framework in which to measure the angles. Some judgments must be made in the
selection of features to measure, which can bias the results, and there is operator
error including mis-measuring, mis-recording, etc. We have taken precautions to
keep these problems to a minimum.

The numerical analysis of the directional data was made using standard statistical
techniques as described in Davis (2002) and Watson (1966, 1970, 1983).
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5 Comparing Two Samples of Directional Data

To compare two samples, we used Watson’s U2 test, a nonparametric procedure
that detects any type of difference between the samples being compared. The test
is a variant of the Kolmogorov-Smirnov test of the equality of two distributions,
adapted by Watson (1961) for circular data. These procedures compare the two dis-
tributions in cumulative form, by finding the sum of the squared differences between
the distributions at each sample point.

If the two samples consist of n observations in the first and m in the second,
the total number of differences between the two distributions is n + m = N. The
differences are d1,d2,. . .,dN with mean d̄ = ∑N

1 dk/N. Watson’s U2 test statistic is

U2 =
nm
N2

N

∑
k=1

(
dk − d̄

)2

The test statistic is compared to critical values tabulated by Zar (1998) and by
Batschelet (1981). The null hypothesis that the two distributions were derived from
the same parent (i.e., are “equal”) is rejected if the test statistic exceeds the critical
value at the selected level of significance. For values of n and m greater than about
15, the critical values are essentially independent of the sizes of the two samples.
Critical values for three widely used significance levels and large samples such as
those in this study, are:

U2
(0.10) = 0.152, U2

(0.05) = 0.187, U2
(0.01) = 0.268

The VectorRose software (Zippi, 2000) used by us calculates Watson’s U2 statis-
tic for any two selected data sets.

Figure 3 illustrates the manner in which Watson’s U2 statistic reflects differences
between two cumulative distributions of directional data. Figure 3a compares the
directions of axes of 46 anticlines in Kansas contoured by D. F. Merriam (dashed
line) to the directions of axes of 50 anticlines in the southeast corner of the state
(solid line). Watson’s U2 statistic is 0.6346, which greatly exceeds the critical value
and leads to rejection of the hypothesis that the axial directions are drawn from the
same population. Figure 3b compares cumulative distributions for axial directions
of 46 anticlines in Kansas contoured by D. F. Merriam (dashed line) and axial di-
rections of 56 Kansas anticlines contoured by other geologists (solid line). Watson’s
U2 statistic is 0.06248, which is less than the critical value, so there is no evidence
of any difference between the two sets of observations.
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Fig. 3 Cumulative distributions of anticlinal axis orientations: a, dashed line—axes of anticlines
in Kansas contoured by Merriam (1963); solid line—axes of anticlines in southeastern Kansas.
Watson’s U2 = 0.0625; distributions are significantly different. b, Dashed line—axes of anticlines
in Kansas contoured by Merriam; solid line—axes of anticlines in Kansas contoured by others.
Watson’s U2 = 0.0625; the differences between the distributions are not significant

6 Comparisons

6.1 Differences

Megalineament observations by Baars et al. (1995) are not significantly different
from those measured by Sims et al. (2005), but both data sets are small (Fig. 4). The
northeast–northwest ‘regionalization blocks’ of Watney et al. (1997) dominate the
pattern on a smaller scale although the data set is very small; their directions noted
were N44◦E, N47◦W, and N–S.

Landsat lineament data compiled by Jim McCauley (1988) and McCauley et al.
(1978), show a significant difference between eastern Kansas and the western part
of the state (Fig. 5). The lineaments in eastern Kansas are mainly developed in
Permo-Pennsylvanian rocks whereas western Kansas is blanketed by Cretaceous
and Tertiary sediments.

The Kansas fault data set of Cole and the one of Merriam deviate significantly.
The Merriam/Forster comparison of anticlines and faults are visually similar, but
statistically the two data sets differ significantly (Fig. 6).

6.2 Similarities

Anticlinal data contoured by Merriam (1963) and contour maps by other geologists
published in the Kansas Geological Society Oil and Gas Fields (volumes I, II, III,
IV, and V) were analyzed separately to determine if there was a bias in contour-
ing by different geologists. It was determined that there was no difference in the
interpretation by contouring by different geologists, a reassuring finding (Fig. 7).
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Fig. 4 a, Rose diagram of 77 large-scale Precambrian structural features in continental USA
mapped by Barrs et al. (1995) with a mean direction of 351.2◦: b, Orientation of 51 megalinea-
ments mapped in continental US by Sims, Saltus, and Anderson (2005); mean direction is 357.1◦.
Distributions are not significantly different (U2 = 0.0925)

The topographic data set was partitioned and analyzed separately to determine
if there was any different by geographic area or age of bedrock. The state was par-
titioned into four parts: (1) east of the Nemaha Anticline; (2) on the Nemaha; (3)
between the Nemaha and the High Plains and (4) on the High Plains (Table 3). Area
(1), (2), and (3) are in Permo-Pennsylvanian consolidated rocks, where the drainage
is expressed differently than in (4), which is mainly in softer less consolidated Creta-
ceous, Tertiary, and younger sediments. So, the drainage pattern reflects the bedrock
in the different physiographic provinces.

The differences in trends in Merriam and Sorensen’s topographic data and the
orientation of rivers in eastern Kansas are not statistically significant (Fig. 8) adding
weight to the concept that river direction is controlled in part by the rock fracture
system. Faults mapped by Cole (1962) and those noted by Merriam in 1963 essen-
tially have the same trend. There is an indication (by offset) that movement on the
northwest-trending faults is younger than on the northwest-trending faults.
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Fig. 5 a, Rose diagram of 246 lineations measured on Landsat images of western Kansas
(McCauley, 1988). Mean direction is 2.3◦; b, Orientation of 304 lineations measured on Land-
sat images in eastern Kansas (McCauley et al., 1978). Mean direction is 0.4◦. Distributions are
statistically different at a significance level of 0.01 (U2 = 0.3153)

7 Relation of Features

Lam (1987) plotted the orientations of gravity anomalies east and west of the Abi-
lene Anticline. There is a noticeable difference in the dominant trend of the anoma-
lies. East of the anticline, the major direction is northwest and west it is northeast.

The magnetic trends mimic structural trends, but the gravity anomalies are differ-
ent and related to the Precambrian basement provinces (Table 4). This is not surpris-
ing considering each province is composed of different a rock type: MRC is consists
of metasediments and intrusive gabbros; SCP is mostly gneissic granites, and the
sCP is a rhyolite. In general the age of the provinces decrease in a southerly direction
as expected with in accretionary terrane as proposed by Carlson and Treves (2005).
Any test statistic test greater than U2 = 0.187 indicates the two distributions be-
ing compared are significantly different. Only the SCP Province (granite-rhyolite
province) is not significantly different between the eastern and western part.

The significant difference in the two parts of the sCP east and west of the Mid-
continent Rift System is not understood geologically; a closer inspection of the dis-
tinction between the two parts is warranted.
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Fig. 6 a, Rose diagram of 45 faults in the Precambrian of Kansas mapped by Cole (1962). Mean
direction is 347.9◦; b, Orientation of 44 faults mapped in Kansas by Merriam (1963). Mean direc-
tion is 354.4◦. Distributions are not significantly different (U2 = 0.1175)

8 The Results

8.1 Previous Conclusions

Previous authors have reached various conclusions about the relationships among
fractures, structures, and lineament features in Kansas.

Don Baars et al. (1995) concluded that the oldest fault zones in the central part of
the North American continent are Precambrian, about 2.6 Ga.in age and these zones
were reactivated periodically.

White (1990) concluded that for Permian rocks in east-central Kansas (1) stream
morphology is controlled by the joint system and (2) major lineaments in this part
of Kansas are related to the Humboldt fault zone, which in turn exerts an influence
on the minor structures. White concluded that the fault system probably developed
as a result of the Ouachita Orogeny in Pennsylvanian time.

Gary Stewart (1967) in an investigation of joints in Pennsylvanian rocks in north-
eastern Kansas determined there are two set of joints – tension and shear with the
shear joints being the older of the two sets.
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Fig. 7 a, Rose diagram of axes of 56 anticlines in Kansas contoured by Merriam (1963). Mean
direction is 17.1◦; b, axes of 46 anticlines in Kansas contoured by other geologists and published by
the Kansas Geological Society in Kansas oil and gas fields. Mean direction is 1.3◦. Distributions are
not significantly different (U2 = 0.0625). These same data are shown in cumulative form in Fig. 1

Jon Callen (1985) in a study of lineaments in northeastern Kansas, determined
the lineaments were correlated with drainage patterns and that basement rocks in-
fluenced the surface expression of lineations.

Ken Neuhauser (1986) studied joints in the Cretaceous of western Kansas and de-
termined they were shear fractures forming a conjugate system that probably formed
in the late Cretaceous–early Tertiary as a result of the Laramide Revolution.

Table 4 Statistical results of gravity data vs the Precambrian terrane. MRC is Midcontinent Rift
System; sCP is southern Central Province; and SCP is granite-rhyolite province

MRS vs sCP = U2 = 0.714

MRS vs SCP = U2 = 0.436

sCP vs SCP = U2 −0.223

SCP (east) vs SCP (west) = U2 = 0.114

sCP (east) vs sCP (west) = U2 = 0.321
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Fig. 8 a, Rose diagram of 36 topographic trends (Merriam and Sorensen, 1982) with a mean
direction is 339.7◦; b, Orientation of 13 major river segments in eastern Kansas from the 1:500,000
topographic map of the state. Mean direction is 2.8◦. Distributions are not significantly different
(U2 = 0.1121)

8.2 Current Understanding

Our study indicates that most of the fractures, lineaments, drainage trends, and geo-
physical anomalies are related to some extent. The fracture pattern was initiated
in the Precambrian and propagated up through the overlying sedimentary section
mainly during structural movement in adjacent areas. The lineaments, topographic
features, and drainage patterns are surface expressions of this fracture/fault pattern,
although expressed slightly differently in different rock types. The drainage pattern
is controlled to some extent by the fracture pattern with the Arkansas River as a
good example of a major drainage feature reflecting the fracture pattern.

Undeniably, the Precambrian crystalline basement plays a big role in develop-
ment of the forms and patterns in the overlying sedimentary blanket in the U.S.
Midcontinent. Many of the Precambrian features promulgate through the overlying
cover and are expressed on the present-day surface. The orientation and trend of
directional properties of geological features, for example structure, topography, or
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drainage, may be expressed essentially the same except for local variations, which
may be important geologically.

Geologists with different objectives and backgrounds may contour a feature
somewhat differently, although the major trends in their maps may be much the
same. Thus, different investigators using the same data set may arrive at different
conclusions that reflect their interest and purpose. A statistical analysis assures that
the same or similar results are obtained even by different investigators using the
same data; it also quantifies and substantiates the visual analysis of the investiga-
tor. Usually, a geologist is a good identifier of trends and can recognize patterns in
the data, but that recognition is enhanced and substantiated with use of quantitative
techniques.
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1 Introduction

This study aims to enhance the possibilities for detection and quantification of
relationships between paleoclimate- proxy data with wide stratigraphic uncertain-
ties. Previous studies on this topic relied on cross-spectral analysis, regression, or
correlation techniques. In addition, visual comparison of plots of such records is
commonly used and widely accepted (Crowley and Berner, 2001; Royer, 2006;
Shaviv and Veizer, 2003). Correlation and trend analysis can determine the signifi-
cance of relationships between non-stationary time-series (i.e. signal amplitude and
wavelengths are not constant through time). However, these methods may not de-
tect correlations between sinusoidal signals of the same wavelength in two records,
if these signals are phase shifted. If the phase shift approaches Φ = π/2 then both
time-series appear uncorrelated. Cross-correlation and cross-spectral analysis can
detect such phase shifts, but only as average values, and are not able to represent
non-stationarities in the signals. On the other hand, cross-wavelet analysis permits
detection, extraction and reconstruction of relationships between two non-stationary
signals simultaneously in frequency (or scale) and time (or location) (e.g., Grinsted
et al., 2004) (Fig. 1). Cross-spectral analysis is a bivariate version of spectral anal-
ysis for comparison of two datasets (e.g., Davis, 2002). Similarly cross-wavelet
transform can be considered as a bivariate extension to wavelet transform (WT),
which has been developed as a tool to filter, exam, and extract nonstationary signals
in time-series and images (Morlet et al., 1982). Software for continuous wavelet
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Fig. 1 Analysis windows for (A) Fourier analysis and (B) wavelet analysis with a Morlet wavelet
of scale a centered at time ti = t0 +b (modified after Prokoph and Agterberg 1999)
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transform (CWT) and discrete wavelet transform (DWT) is readily available (e.g.,
MATLAB toolbox) and textbooks explain their mathematical-statistical background
and complexity in detail (e.g., Kaiser, 1993). A particular good reference on the use
of wavelet analysis for geological, climatological and geophysical time-series is
given by Torrence and Compo (1998). In the context of this study, the comparison
of wavelet transform to spectral analysis methods by Rioul and Vetterli (1991) is
recommended.

Cross-wavelet analysis (XWT) has a shorter history than wavelet analysis and
its application to geological and climatological time-series is still limited (Jevrejeva
et al., 2003; Jury et al., 2002; Rigozo et al., 2004; Valet, 2003). Nevertheless, the use
of XWT in these studies provided already new insights in the temporal-changing
relationships between El Nino, ice condition or tree growth, or magnetic pale-
ointensity and remnant magnetization. Torrence and Webster (1999) and Grinsted
et al. (2004) provide detailed explanations of wavelet squared coherency and cross-
wavelet phase angle using Morlet wavelet based on continuous cross-wavelet trans-
form. They use of Monte Carlo Simulations to provide frequency-specific proba-
bility distribution (Global wavelet spectrum) that can be tested against by wavelet
coefficients. However, significance testing of the cross-wavelet spectrum is not often
used, because the assumption of an underlying probability distribution is not given
in potentially nonstationary signals (Maraun and Kurths, 2004).

Cross-wavelet transform is applied in order to investigate a paleoclimate-specific
issue: the uncertainty in the geological time-scales due to stratigraphic error that add
non-stationarities to the paleoclimate records. The distortion of geological time-
scales to the real time is a result of propagating uncertainties and errors in ra-
dioactive decay constants, accuracy of the tie-ages (e.g. Fish-Cayon-Tuff), bios-
tratigraphic zonation of samples taken, and others (e.g. Gradstein et al., 2004).
Some of these uncertainties can be reduced by the use of probability techniques for
global Phanerozoic time-scales (Agterberg, 1994). However, it is difficult to elimi-
nate stratigraphic uncertainties in the correlation of time-scale that are restricted to
Boreal or Tethyal records, or stratigraphic uncertainties in high-resolution records
over short time-intervals (Gradstein et al., 2004).

In the present paper, detecting and reconstructing time-distorted signals using
XWT based on computer-simulated time-series is demonstrated. Systematic er-
rors in the geological time-scale are computer-simulated. Moreover, the ability of
cross-wavelet analysis to detect these errors is demonstrated. Further, the conse-
quences of these time-scale errors on the determination of causal relationships
between geological records dated from different location or using different dat-
ing methods (e.g., biostratigraphy based on microfossil, macrofossils, or stable
isotope curves) is indicated. In contrast, the common method of assigning strati-
graphic errors to tie-point ages and to interpolate between these tie-points is not
investigated in this study. The atmospheric CO2 record derived from plant cuticles
(Retallack, 2002) and the tropical sea-surface temperature record derived from oxy-
gen isotope data (Prokoph et al., 2008) are investigated for waveband-dependent
relationships.
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2 Cross-Wavelet Analysis Method

The wavelet coefficients W of a time series x(s) are calculated by a simple convolu-
tion (Chao and Naito, 1995):

Wψ(a,b) =
(

1
a

)∫
x(s)ψ

(
s−b

a

)

ds (1)

where ψ is the mother wavelet; the parameter a is the scale factor that determines the
characteristic frequency or wavelength; and b represents the shift of the wavelet over
x(s). The wavelet coefficient was scaled by 1/a which represents wavelet amplitudes
while most other applications use 1/

√
a to calculate the modulus or variance of

the signals (e.g., Chao and Naito, 1995; Grinsted et al., 2004). The cross-wavelet
spectrum of two series x(s) and y(s) is defined by (e.g., Jury et al., 2002)

Wxy(a,b) = Wx(a,b)W ∗
y (a,b) (2)

where Wx(a,b) and Wy(a,b) are the CWT of x(s) and y(s) respectively, where∗ de-
notes the complex conjugate. In the present application, the modulus of the cross-
wavelet transform |Wxy(a,b)| represent the cross-amplitudes of x(t) and y(t). A con-
tinuous wavelet transform (CWT) is utilized, with the Morlet wavelet as the mother
function (Morlet et al., 1982) because it reflects the gradual changes in paleoclimate
records (Appenzeller et al., 1998; Bolton et al., 1995; Prokoph et al., 2004). The
shifted and scaled Morlet mother wavelet is defined as (Morlet et al., 1982)

ψ l
a,b(s) = π− 1

4 (al)−
1
2 e−i2π 1

a (s−b)e−
1
2 ( s−b

al )2
(3)

The parameter l modifies wavelet transform bandwidth resolution either in favor of
time or in favor of frequency, because according to the uncertainty principle ΔaΔb≥
1/4π there is always a trade-off between frequency and location resolution. Thus,

the bandwidth resolution Δa for wavelet transform varies with Δa = a
√

2
4πl , and a

location resolution Δb = al√
2
. Here, the parameter l = 10 is selected for all analyses,

which give sufficiently precise results in resolving depth and frequency, respectively
(e.g., Prokoph and Barthelmes, 1996).

The cross-wavelet coefficients are subject to edge effects because the wavelet
is not completely localized in time (Fig. 1). The boundary of edge effects forms a
wavelength dependent curve for significantly edge-effect free wavelet coefficients
that is called the cone of influence (Torrence and Compo, 1998). Here, we chose
a cone of influence that preserves > 80% of the original signal is chosen, located
above the stripped lines in the XWT-scalogram. The first-order trend is removed be-
fore application of XWT, eliminating superimposed lag-1 autocorrelative red noise
(Mann and Lees, 1996). For computation, the integral in the wavelet transform has
to be modified by using the trapezoidal rule for unevenly sampled points to eval-
uate XWT, and this provides W ∗

xyl(a,b). In this study the interpolated W ∗l(a,b)
can be graphically visualized with appropriate shades of gray. The phase difference
between the two time-series is defined (Jury et al., 2002) by
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Φ(b) = tan−1

a2∫

a1
Im(Wxy(a,b))da

a2∫

a1
Re(Wxy(a,b))da

(4)

with b corresponding to the time lag b. Im and Re indicate the imaginary and real
parts, respectively.

3 XWT on Computer Simulated Paleoclimate Proxy Time Series

A set of time-series was generated with particular emphasis on potential (a) strati-
graphic errors and uncertainties and (b) phase-shifted response of one paleoclimate
feature (e.g., global sea surface temperature) to a forcing factor (e.g., atmospheric
CO2) represented by another proxy record. Previous XWT studies (e.g., Grinsted
et al., 2004) analyzed the coherency of wavebands in detail but considered the time
(or distance) scale as error-free. Signals are simplified as sine waves that are super-
imposed by high-frequency noise, so as to emphasize the effects of the stratigraphic
errors. The detection and extraction of more complex signals using CWT or XWT
are described in Prokoph and Barthelmes (1996), Prokoph and Patterson (2004),
Torrence and Webster (1999), and Valet (2003).

The stratigraphic error in this study is defined as

ε = t − t ′ (5)

with t representing time and t ‘the geological time-scale used. For simulations, pa-
leoclimate signals are defined as xi in a geological record y(t)

y(t) = Σsinxi(t)+ e(t), (6)

with e(t) summarising intrinsic environmental, sampling and instrumental high-
frequency errors.

Two sets of simulations are generated, assuming (1) a stratigraphic error gradu-
ally increasing with geological age and (2) a cyclic fluctuating stratigraphic error.
This results in two different geological time scales

t ′1 = t +20cos(2πt/800)+20+ ε1 (7)

and

t ′2 = t +20cos(2πt/200)+20+ ε2 (8)

with t in Ma and ε1 and ε2(−1 Ma < ε < 1 Ma) representing small stratigraphic
errors. The length of the simulated record is set to t = 543 Ma (Fig. 2), resembling
the duration of the Phanerozoic in the GTS2004 time-scale (Gradstein et al., 2004).
The simulated paleoclimate forcing record x1(t) is set to
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Fig. 2 Comparison of distorted ages used for modeling (t′1 and t′2) to undistorted age t (dotted
line). See text for equations of models. Note that the derived time-scale appears up to 20 Ma older
than the original time-scale (ie. 560 Ma instead of 542 Ma)

x1(t) = cos(2πt/35)+2sin(2πt/140)+ ε3 (9)

and the simulated paleoclimate response record x2(t) is defined as

x2(t) = cos(2πt/35+φ)+ ε4 (10)

with ε3 and ε4 representing random noise (−4 < ε3 < 4) and (−4 < ε4 < 4) of
four times the amplitude of the signal cos(2πt/35). Both “forced” and “response”
function are unitless in these simulations. A phase shift φ is set to π − 0.8 = 2.34
radians in (10) to simulate non-correlation of the cosine signals in records x1 and x2.

Three models with distorted time-scales t− > t1’ (Model 1) or t− > t2’ (Models
2,3) are constructed from (7) to (10) and re-sampled to time intervals Δ t ′ = 1 Myr
(Fig. 3A)

Model1 = x1(t ′1) (11)

Model2 = x1(t ′2) (12)

and

Model3 = x2(t ′2) (13)

XWT of Model 1 with Model 3 enhances the cross-amplitude of the correlated
35 Myr from the background of noise and non-correlated 140 Myr signals. The
cross-amplitude increased to ∼40 Myr, because the stratigraphic error increased the
time-scale from 543 to 555 Ma (Fig. 2), but this wavelength remains almost con-
stant (Figs. 3B, 4A). The expected cross-amplitude a2 of 1 = a cos(2πt/35)∗ a
cos(2πt/35 +φ) with a = 1 (9 and 10) is reduced due to the edge effect following
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Fig. 3 Cross-wavelet analysis of computer-generated models of paleoclimate-related time-series
using Morlet-wavelength. (A) Models 1, 2, and 3. Note that Model 1 is respective time-scale t ′1 and
Models 2 and 3 are respective time-scale t ′2. (B) Wavelet spectrum showing the cross-amplitude of
signals of Model 1 versus Model 3. Stripped line delineates the 10% signal reduction due to edge
effect (see text for details). Dotted lines indicate the 140 Myr and 35 Myr signals that are embedded
in the original time-series at time t’. Cross-amplitude scale on right side. (C) Phase-shift spectrum
of Model 1 versus Model 3. Scale on right side. Note that the grey scale change of the ∼35 Myr
signal at ∼290 Ma marks the transition from phase difference of π to −π between the two models
in the 35 Myr signal. (D) Wavelet spectrum showing the cross-amplitude of signals of Model 2 vs
Model 3. Stripped line delineates the 10% signal reduction due to edge effect (see text for details).
Dotted lines indicate the 140 and 35 Myr signals that are embedded in the original time-series at
time t. Cross-amplitude scale on right side. Note the large temporal variability of the originally
35 Myr-signal. (E) Phase-shift spectrum of Model 1 vs. Model 3. Scale on right side



506 A. Prokoph and H.E. Bilali

Fig. 4 Digital output of (A) the dominant wavelength (ie. with highest cross-amplitude). (B) Tem-
poral changes in the phase shift of the most dominant signal (ie. 35 Myr). Note the more stable and
more accurate representation of the 35 Myr signal in Model 1 vs. Model 3, but the more accurate
representation of the phase shift and “cause-response” order in Model 2 vs. Model 3. (C) and (D)
Reconstruction of original 35 Myr signal in time-scale t’ of Model 1 vs. Model 3 and Model 2
vs. Model 3 based on output of cross-wavelength, cross-amplitude and phase-shifts (see Fig. 3 and
Fig. 4A,B). Note that the initial phase of the models at time t0 can be derived from wavelet analysis.
Note also the artificial spikes in the reconstructed signals due to the interaction of high-frequency
noise with the waveband necessary to extract the ∼35 Myr signal

the cone of influence to a maximum of 0.96 (middle of record) and 0.5 at the
top and bottom of the record. The phase spectrum indicates however instability
in phase shift in this wavelength, however, including a pronounced phase jump
at ∼280 Ma (Figs. 3C, 4B). In contrast, XWT of Model 2 with Model 3 shows
high variability (30–55 Myr) from the expected 35 Myr wavelength (Figs. 3D, 4A),
but the phase spectrum correctly reconstructs the phase shift φ = 2.34 radians
(Figs. 3E, 4B).

The original signals can be partially reconstructed based on the extracted correl-
ative wavelengths (Fig. 4A), cross-amplitude (Fig. 3B,D), and phase shift (Fig. 4B).
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A complete reconstruction of the decomposed record in time-scale t’ requires the
knowledge of the phase at t = 0 and the wavelet amplitude of the correlative wave-
length of at least one of the two records. These additional parameters can be ex-
tracted by using CWT with the same mother wavelet (ie Morlet) and parameter l
as used in XWT. Figure 4 shows that the recomposed correlative ∼35 Myr-cycle of
Model 2 vs. Model 3 reconstructs the original phase shift much more precisely than
the Model 1 vs. Model 3 analysis.

4 XWT of Observational Paleoclimate Proxy Time Series

The updated tropical δ18O record of seawater carbonate (Prokoph et al., 2008) was
selected as proxy for global paleotemperature, because this record has been proven
to well represent the Phanerozoic paleoclimate (Veizer et al., 1999). Nevertheless,
this record has its limits as paleoclimate proxy, because (1) it cannot separate the
seawater pH changes from water temperature changes, (2) has an unexplained lin-
ear long-term trend, and (3) is not spatially and temporal consistently sampled (e.g.,
Zeebe, 2001; Royer et al., 2004). The atmospheric carbon dioxide concentration
record is derived from fossil plant cuticles of the last 290 Ma (Retallack, 2002).
Fluctuations in the atmospheric CO2 concentration are considered as the major
cause of global climate fluctuations throughout the Phanerozoic (Royer, 2006). Both
records have been transferred into time-scale GTS2004 (Gradstein et al., 2004) and
have been cut at 290 Ma to permit sufficient sampling density, and the linear trend of
the δ18O record has been removed (Fig. 5A). The stratigraphic 1σ uncertainty of the
δ18O record is estimated to be, on average < 1% of the sample mean age (Prokoph
et al., 2008), but with ∼3 Myr is much higher in the CO2 proxy record. The often
high and variable stratigraphic uncertainties in the raw CO2 proxy occasionally led
to offsets of peaks in the raw data to peaks in the Gaussian filtered CO2 proxy record
(see Fig. 1A).

XWT of both records indicate consistently high cross-amplitude of up to
530 ppm•� in the ∼20–50 Myr waveband (Figs. 5B, 6A). Moreover, no other
waveband is characterized by cross-amplitudes of > 100 ppm•�. In addition, the
∼140 Myr cycle of δ18O is missing in the CO2 proxy record. In the 20–50 Myr
waveband, the phase differences shift gradually through the time interval from
290 Ma to ∼35 Ma (Figs 5C, 6B). The abrupt gray-scale change shows a phase shift
at ∼35 Ma from π to −π (Fig. 5C) that most likely indicates a gradual shift from
−181◦ to −179◦ rather than a large phase jump. Figure 6C shows the simplified
reconstruction of the CO2 proxy with δ18O record relationship. The δ18O recon-
struction has been inverted to simulate the potential temperature changes, because
all transfer functions suggest a predominantly inverse linear relationship between
δ18O and temperature (e.g., Faure, 1998). It should be noted that stratigraphic un-
certainty in the CO2 record increases rapidly from 1σ < 1 Myr in the last 30 Ma to
> 3 Myr between 30 Ma and 50 Ma.
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Fig. 5 (A) Paleoclimate proxy time-series for the last 290 Ma. original data (diamonds) and
Gaussian filtered (solid line) of CO2 (in ppm) derived from fossil cuticule (Retallack, 2002)
and detrended and Gaussian filtered δ18O record (in �) of marine tropical carbonate of bra-
chiopods, belemnites and planktic foraminifera (Prokoph et al., 2008). (B) Wavelet spectrum using
Morlet-wavelength showing the cross-amplitude of signals of CO2 vs. δ18O. Dotted line traces
the strongest wavelength (∼25–65 Myr) through time. (C) Phase-shift spectrum of CO2 vs. δ18O.
Dotted line traces the strongest wavelength (∼25–65 Myr). Scale on right side

5 Conclusions

XWT can be an efficient tool to detect coherent, phase-shifted cyclicity between
paleoclimate-related records. Correlative non-stationary signals with characteris-
tic phase shifts, cross-amplitude and wavelength can be distinguished from non-
correlative signals or noise that only occur in one of the compared records. The
stratigraphic error in the geological records provides a challenge for interpretation.
The XWT of simulated records show that consistency of the time-scales used is
essential to reconstruct causal relationship. Moreover stratigraphic uncertainty in-
troduces non-stationarities in the records that question the ability to define confi-
dence intervals on the coherency derived from XWT (Torrence and Webster, 1999)
on geological records. Nevertheless, XWT is still able to trace non-stationary sig-
nals better than the classical approach of cross-spectral analysis, which cannot dis-
tinguish the spectral peaks as belonging to different time intervals (Fig. 7A,B). In
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•

Fig. 6 Digital output of (A) the dominant wavelength of CO2 vs. δ18O (ie. with highest cross-
amplitude) of all wavebands (bold line) and 20–50 Myr scale (solid line). (B) Temporal changes in
the phase shift of the 20–50 Myr signal. (C) Reconstruction of 20–50 Myr signals CO2 and δ18O
based on output of cross-wavelength, cross-amplitude and phase-shifts using a common cross-
amplitude (see Fig. 5). The phase at t0 and individual amplitude can be reconstructed using wavelet
analysis (Prokoph and Patterson 2004)

A

0

100

200

300

400

500

290.0 58.0 32.2 22.3 17.1 13.8 11.6 10.0

B

Fig. 7 Cross-amplitudes of cross-spectral analysis from (A) the Models and (B) the paleoclimate
records. Note that spectral analysis suggests ∼130 Myr and ∼173 Myr signals in all models, and
cannot detect that the 32–74 Myr spectral peaks are due to temporal fluctuations in the wavelength
of a single ∼35 Myr signal
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addition, spectral analysis suggests significant cross-amplitudes for signals that oc-
cur only in one of the records (see ∼ 130–173 Myr cycle in Fig. 7A). However, it
is strongly recommended that paleoclimate records selected for statistical tests of
their temporal correlations are transformed in a time-scale that can be applied to
both of them. This may be difficult if terrestrial and marine records are compared.
Alternatively, time-scales can be reconstructed using CWT based on the assumption
that the wavelength of the most significant signal is stable and well-known, such as
varves or tree-rings for one year (e.g., Prokoph and Patterson 2004).

Acknowledgments We thank G. Retallack for providing a digital version of his published data,
including details on their stratigraphic uncertainty.
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Abstract To a first approximation, earthquakes directly associated with volcanic
activity may be studied as point stochastic processes. The earthquakes associ-
ated with B-type (movements located at 1 km or shallower) eruptive activity in
the caldera of Asamayama differ in correlational properties from concurrent deep-
seated seismic activity (A–type, located deeper than approximately 1 km). A-type
activity occurs either in the form of independently distributed intervals between
events or as dependently distributed intervals which are most appropriately anal-
ysed in contiguous subsamples (“windows”). The cross- correlations between the
magnitudes of A-type earthquakes and depth of events for three periods from 1983
to 2005 may be of significance for interpreting aspects of the volcanic history of
Asamayama. The lag-1 serial correlation coefficient for the A-type sequence from
1983 to 1990 is not significantly different from zero. In the case of the sets for
1991–2002 and 2003–2005, the coefficients are small but not zero. The difference
is in part, at least, probably due to the well known confounding effect of trending as
opposed to true serial correlation between successive events. The serial correlation
coefficient for the B-type crater-sequence is not significant. The novel aspect of the
present study concerns the relationship between depth of A-type earth movements
and magnitude of associated shocks.

Keywords A-Type and B-Type volcanic earthquakes · Asamayama · cross-
correlation · serial correlation · trend

1 Introduction

Asama is one of the scientifically recognized 108 active volcanoes of Japan. It is
situated on the border between Nagano and Gumma Prefectures (Honshu), near
the town of Karuizawa: latitude 36◦24′23′′N and longitude 138◦31′23′′E, with an
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elevation of 2568 metres, and 140 km NW distant of Tokyo. It lies near the junction
of the Izu-Marianas and NE Japanese volcanic arcs. Growth of a dacitic shield-
volcano was accompanied by pumiceous pyroclastic flows and by the growth of the
Ko-Asama lava-dome (ko means “child”) on the eastern flank. Maekake, capped by
the Kama pyroclastic cone, forms the present summit of the volcano.

Being one of the most active volcanoes of Japan, Asama has been the object
of continuous scientific study for several decades. Available, largely anecdotal,
early records for Asama date from before the tenth century. A major outbreak took
place in 1783 with a considerable loss of life, which tragic event is commemo-
rated in a museum at Kambara near Naganohara town. Geologically, Asama is a
stratovolcano (= composite volcano) with two craters situated on the remnants of
an older volcano the origin of which is estimated at some 20000 years BP (Bout
and Derriau, 1966). Japan encompasses several volcanic regions that have evolved
through denser crust from the Pacific Plate subducting between less dense crust to
the west. Most Japanese volcanoes extrude silica-rich rocks in the form of highly
viscous lava (andesite and dacite), and as a consequence thereof are prone to high-
energy explosive eruptions, such as is the case for Asama (Hashimoto, 1991). A
critical listing of reported eruptions of Asama, including discredited reports, can
be found on Professor Y. Hayakawa’s website, to wit, www.edu.gunma-a.ac.jp/
hayakawa/volcanoes/asama/asamasiryo/table106. (NB “siryo”/”shiryo” means
“data”).

The most recent major eruption dates from September 1, 2004. It was character-
ized by several vulcanian episodes and a continuous explosive phase of strombo-
lian type. This phase of activity continued for several weeks, extending marginally
into 2005 and producing major ashfalls. A previous major phase of eruptive ac-
tivity took place in 1973, the course of which is similar to, but not identical with
the most recent event, not least in respect of the chemical properties of extruded
lava. A concise account of the last recorded event is given by Nakada and others
(2005), who concluded that a swarm of A-type quakes accompanied the intrusion of
magma into the deep-seated reservoir dyke. The first application of point processes
to volcanic earthquakes was made by Reyment (1969). Applications have increased
rapidly since then, particularly with regard to tectonic earthquakes (Okada, 1999). It
is here emphasized that tectonic earthquakes cannot be interpreted in the same man-
ner as those arising from volcanic activity The two categories are not geologically
equatable, which is seldom, if ever, understood by investigators lacking a sound
footing in the Geosciences.

2 Origin of the Data

The data used in the present account were recorded digitally over the interval
from 1983 to 2005 by the Japanese Meteorological Agency (JMA), Karuizawa,
and made available through the kind intermediary of Professor Yuji Yagi (Tsukuba
University). The coordinates of the hypocentre are latitude = 36.156 − 36.656;
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longitude = 138.273−138.773. The maximum depth recorded by the JMA for the
A-type activity was reported to be 40 km.

In considering volcanic earthquakes a distinction is made between deep-seated
shocks, and those that are located within the immediate vicinity of the caldera. On an
originally ad hoc basis, quakes that occur at a depth in excess of 1 km are referred to
as A-type earthquakes and those that occur at or near the surface of the caldera, as B-
type earthquakes. This distinction was introduced by Minakami (1935). Despite the
seemingly arbitrary nature of the classification, it was based on astute observation
and has proven useful; it has been adopted almost universally by vulcanologists.
A-type earthquakes are generally less than magnitude 6 on the Richter logarith-
mic scale. B-type volcanic earthquakes originate usually in, and adjacent to, active
craters at very shallow depths, normally < 1 km. The insightful classification of
Minakami (1935) is now on a digitally registered footing. A-type volcanic quakes
are high-frequency in nature, whereas B-type events are low frequency (Iguchi
et al., 2002). These differences show up clearly in the digital recordings. Iguchi
et al., 2002), reporting on the 1996 episode at Satsuma-Iwojima, added a C-type
(referred to as monochromatic) variety. In the case of Asama, the “magma cham-
ber” is considered by geophysicists of the JMA to be more in the nature of a dyke
than an actual chamber, as has been deduced from geophysical evidence (Nakada
et al., 2005). It is partly the energy involved in emptying and replenishing the reser-
voir that is considered to bring about the A-type movements. The lava formed in the
reservoir is a hypersthene-olivine andesite, which being less mobile and more vis-
cous than basalts, causes the explosive outbursts triggered by built-up gas-pressure.
Although not manifestly relevant in the present connexion, I wish to mention results
of Oike (1977) who, studied the effect of extensive rainfall for triggering minor, non
tectonic earthquakes in N.S.W., Australia.

An additional seismic category associated with active volcanoes is that of vague
trembling which often takes place continuously thus giving the impression to the
heedful of continuous, fuzzy unrest. For statistical purposes only the A- and B-
types of activity are of interest.

The question has been posed as to whether the lavas extruded during the two
most recent episodes (1973, 2004) are identical in chemical composition. A compo-
sitional principal coordinate analysis of the published data, encompassing six anal-
yses (Nakada et al., 2005), is summarized in Table 1. The coordinates for the major
elements do not overlap for the two data-sets. In the case of the minor elements,
the two sets are much more widely separated. On the basis of the admittedly small
data-sets available, the two lavas differ chemically.

Latter (1980) observed that volcanoes and earthquakes tend to have correspond-
ing mondial distributions. This kind of relationship would seem to be amenable to
study by the method of linear intensity models proposed by Ogata and Akaike, 1982).
The A- and B- types studied herein derive from the data obtained by the JMA and
the Tokyo University Earthquake Centre. Recent statistical results by Oikawa and
others (2005) imply that the precise determination of the hypocentre for volcanic
earthquakes, including B-type episodes, may be more complicated than hitherto
conceived. No attempt is made nor implied at presenting a physical model for the
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Table 1 Compositional principal coordinate analyses for the lavas extruded in 1973 and 2004

Major elements (Si Ti Al Fe Mn Mg Ca Na K P)

specimen first three compositional principal coordinates

1973 eruption

1 0.152 −0.086 0.104
2 0.192 0.506 −0.120
3 0.115 0.051 0.203

2004 eruption
4 0.124 −0.049 −0.117
5 0.141 −0.220 −0.142
6 0.139 −0.227 −0.151

Minor elements (Ba Co Cr Cu Nb Sc V Ni Zn Rb Zr Sr Y)

1973 eruption
1 0.230 −0.188 0.105
2 0.180 −0.215 −0.260
3 0.244 −0.181 0.203

2004 eruption
4 0.076 0.126 −0.161
5 0.082 0.253 0.039
6 0.091 0.282 0.047

Data from Nakada et al. (2005)

mechanisms underlying the activity of the volcano. In this connexion I refer the
reader to Ogata (1982) and the informative review of the application of point pro-
cesses in vulcanology by the same author (Ogata, 1999).

It should be mentioned that there is disorderliness in the definition of A- and B-
types in vulcanology. For Wedge, Young and McKendrick (1994) the two categories
denote types of lava exuded by Etna. Tsugura et al. (1997) use a hybridized
definition, to wit, B-type events as opposed to “volcanic tremor episodes”.
Amma-Miyasaka and Nakagawa (2003) use the terms A-type and B-type for crys-
talline varieties in lava. Tsuruga et al. (1997, p. 337) speak of three B-types and
four ”volcanic tremor episodes”. These postulated variants have yet to receive wider
acceptance.

3 Findings

Reyment (1969) applied the theory of point processes (Cox and Lewis, 1966) to
the recorded activity of some selected volcanoes, including the Japanese volcanoes
Asama, Aso and Kirishima. All three volcanoes display trend in the rate of occur-
rence of eruptions over time. In the case of Asama, a possible tendency towards
pseudo-cyclicity was noted; this observation defied further evaluation because of
the small data-base of uneven accuracy. Reyment (1976) considered further the
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occurrence of volcanic earthquakes for Asama. The main result of that study was to
confirm that there is fluctuational trending in the rate of occurrence of earthquakes
which is of varying degree and direction. A check made on the present material
confirmed these earlier results.

The course of action I use for investigating the statistical properties of geological
sequence-data is as follows:

1. The times between events are examined graphically for evidence of trend, and
other patterns, such as cyclicity, for contiguous, ad hoc defined, sub-samples (i.e.
“windows” of the observations).

2. If the data are judged to be trend-free, then it may be assumed that the series
of events is stationary. This implies that the marginal distributions of the Xi’s
(= the time-intervals between events) are identical.

3. Check for significant serial correlation between the successive Xi’s. If the inter-
vals are not correlated, this may be taken as an indication that the times between
events are independent and identically distributed, with unknown distribution
F(x). Such a sequence represents some kind of a renewal process. The Pois-
son process is a special case of a renewal process (Cox and Lewis, 1966, p. 206),
where

F(x) = prob(X ≤ x) = 1− eλx.

4. In the absence of significant trend in rates of occurrence the sequence is tested
for agreement with a Poisson process and, in continuation, for a model based on
a renewal process (Cox and Lewis, 1966).

The times to events (the earthquakes), {T(i)}, or times between successive events,
{Xi}, completely distinguish the process. Hence

0 < T(1) < T(2) < T(3) < .. .

An equivalent expression of a series of events may be made in terms of the count-
ing process, Nt, to wit, the number of events taking place in the interval (0,t}. Nt is
a continuous time-parametric stochastic process. the sample functions of which are
“jump-functions”. The analysis of the interval process, {Xi} is essentially the anal-
ysis of a time-series composed of positive random variables; the analysis of the
counting process Nt lacks a counterpart in the usual analysis of time-series (Cox
and Lewis, 1966).

The series of events generated by volcanic earthquakes is geologically more com-
plicated than the structure of the typical point process in that a sequence is bivariate
with respect to magnitude of the shock and location in time. An even more com-
plicated relationship can be considered when the location of the epicentre for each
shock is included in the analysis; however, for the JMA data such information is not
generally available. For present purposes, the events are taken to be distinguished
only by where they occur in time.
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4 Number of Earthquakes Per Year

Figure 1 displays the yearly pattern of A-type earthquakes from 1983 to 2004. There
is a general tendency for the number to increase over time up to 2002 with one out-
lying value in 1986. The outlier might possibly indicate a period of stepped up
activity, but I have not been able to find an unequivocal record of a possible cause.
The frequency of A-type events decreases over the period leading up to the erup-
tion of 2004. Comparison with Fig. 2 for B-type earthquakes does not show much
agreement in frequencies. The frequency pattern for B-type shocks is one of activity
increasing as a function of time from 1997 onwards. Outbreak-sequences for B-
type events contain longer periods characterized by the absence of seismic activity.
It seems that there has been a building up of factors over a relatively long period
(here from 1997 to 2004) culminating in a fully developed crater-eruption.

Fig. 1 The pattern of number of A-type volcanic earthquakes from 1983 to 2004. Data extracted
from JMA-files. The plotted points are numbered in order to facilitate comparison

5 Testing for Trend in the Rate of Occurrence of Events

A suitable test for assessing the presence of significant trend in a sequence of events
can be constructed from the times to events {Ti}. A simple model for the rate of
occurrence of events, λ (t), is
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Fig. 2 The pattern of number of B-type volcanic earthquakes from 1983 to 2004. Data extracted
from JMA files. The plotted points are numbered in order to facilitate comparison

λ (t) = exp(α+βt) = λ exp(βt) for t > 0 and λ > 0.

A test for β̂ = 0, against β̂ �= 0 is provided by the statistic

U =∑((Ti/t0)−n/2))/(n/12)1/2

for a series observed for a fixed time-interval (0,t0] associated with n events. This
statistic converges rapidly to a normal unit variable (Cramér, 1946, p. 245; Cox
and Lewis, 1966, p. 47). For values of |U | > 1.96 (the 5% level of significance)
the hypothesis β̂ �= 0 is rejected. Cox and Lewis (1966) noted, that this is a very
conservative reading and that many practitioners tend to accept a value that some-
what exceeds the imposed limit. Lewis and Robinson (1974) took up the question of
identifying trend in a modulated renewal process and general point processes. They
proposed a modification of U suitable for non-renewal processes, this being the ratio
U/C(X), where C(X) denotes the estimated coefficient of variation. Point processes
that are over-dispersed with respect to the Poisson process pose a problem of inter-
pretation in distinguishing between trends s. str. and the presence of long intervals in
a sequence; such data occur in the records of volcanic earthquakes. Vere-Jones and
Davies (1966, p. 258) concluded that for large-scale, deep-seated seismicity in New
Zealand (i.e. non-volcanic) a Poisson approximation may be a reasonable working
hypothesis, even if all theoretical requirements are not met.

The analysis summarized in Table 2 shows that periods marked by statistically
significant trending alternate with periods without significant trending. In two cases,
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Table 2 Trend-results for windows of consecutive A-type earthquakes and final suite of B-type
earthquakes

Subsample U C(X) U/C(X) N

1983–1987 3.39∗∗ 1.80 1.88 130
1988–1991 0.30 1.17 NA 84
1992–1995 2.45∗ 1.24 1.98∗ 81
1996–1998 2.91∗ 1.08 2.69∗ 91
1999–2000 0.47 1.19 NA 84
2001 4.09∗∗ 1.59 2.57∗ 69
2002 2.62∗ 1.01 1.64 92
2003–2005 1.60 1.00 NA 104
2004 1.40 1.04 NA 51
B-type earthquakes
2004–2005 5.10∗∗∗ 2.07 2.46∗∗ 72

U denotes the Cramér statistic, Ĉ/(X) the coefficient of variation. NA = not applicable. The aster-
isks denote the usual manner of indicating statistical significance (5, 1 and 0.1%).

the Lewis-Robinson adjustment, U/Ĉ(X), yields a value that falls short of the 95%
confidence level. This is all the more interesting since the type-A earthquakes for
the same period do not display significant trend. The conclusion here would seem
to be that the type-A sequence is of recurrent nature, possibly related to adjustments
in the magma reservoir. The B-type earthquakes reflect a separate physical process,
perforce linked to the A-type activity but not directly controlled by it.

6 Analysis of Correlation Properties

In the present connexion, serial correlation and cross-correlation, are studied for the
currently available information for the activity of Asama up to March 2005. The
methods of calculation of these correlations are uncomplicated and are to be found
in any introductory textbook on time-series analysis, for example, Kendall (1973).
Quenouille (1952) gives a very good introduction to the problem posed by in-
terpreting serial correlations The statistical analysis proceeds by the following
steps.

If the intervals are significantly correlated, this may either be an expression of
a causal link from tremor to tremor, or a general indication of trend due to geotec-
tonic factors. Quenouille (1952) paid careful attention to the difficult problem of
separating genuine serial correlation from trending and in so doing noted that in
many cases, this could not be satisfactorily achieved.

(The significance of the serial coefficient is ascertained by computing
ρ̂1
√

(N − 1) which has, approximately, a unit normal distribution for large val-
ues of N.)

Compute the cross-correlations for magnitude of each seismic event and its reg-
istered depth. Plot the sequence of values thus obtained against the time-axis.
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The yearly record of A-type earthquakes from 1983 to 2005 as registered by
the JMA indicates that there is a general tendency for the number of events to in-
crease over time up to 2002 with one outlying value for 1986. The frequency of
A-type events decreases over the period leading up to the eruption of 2004. Com-
parison with the data for B-type earthquakes does not show much agreement in
frequencies inasmuch as their frequency pattern indicates activity increasing as a
function of time from 1997 onwards.

7 Correlation Between Magnitude and Depth of Earthquakes

7.1 The A-Type Earthquakes

The method of cross-correlation was applied to the observations recorded by the
JMA for depth and magnitude of the volcanic events. The series of observations
were considered in relation to the times to three eruptive episodes as recognized and
registered by the JMA, to wit, the events of 1990 (N = 148), 2002–2003 (N = 385)
and 2004 (N = 72).

Sequence 1983–1990. This sequence encompasses 148 observational pairs. The
value of the cross-correlation for the 137th observation is 0.410; the entire set of
correlations have an average value of 0.455 (Table 3) which suggests for this section
of the sequence that the depth of the A-type earthquake is significantly related to
the energy released. This relationship is illustrated in Fig. 3. The eruptive event is
succeeded by a slight drop in the cross-correlation values (marked by an arrow in the
figure). N.B. The “time-axis” in this and analogous figures represents time-ordered
events and not absolute time.

Sequence 1991–2003. This sequence encompasses 385 observational pairs. The
value of the cross-correlation for the 384th observation is 0.556; the entire set of
correlations have an average value of 0.679. The eruptive event is followed by a
slight decline in the cross-correlation values. The relationship is illustrated in Fig. 4,
and the location of the eruptive event marked by an arrow.

Sequence 2003–2005. This sequence contains 72 observational pairs. The cross-
correlations fall off slowly but rise slightly during the course of the strong eruptive
phase. In this respect, the relationship between depth and magnitude of the shocks
differs from the two foregoing phases. These phases are shown in the graphs (Figs. 3
and 4) to be quite similar in that both are “hump-shaped” prior to the eruptive event.

Table 3 Means and standard deviations for A-type cross-correlations

Interval Mean Standard Deviation N

1983–1990 0.455 0.0281 148
1991–2000 0.679 0.7170 385
2001–2005 0.525 0.0531 72



522 R.A. Reyment

Fig. 3 A-type cross-correlations for 1983–1990. The arrow denotes the minor eruptive event that
terminates this sequence. There are several jumps in the course of the graph

Fig. 4 A-type cross-correlations for 1991–2003. The arrow marks the minor eruptive event that
terminates this sequence
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Fig. 5 A-type
cross-correlations for
2003–2005. The arrow marks
the major eruptive event of
September 2004

This feature is lacking in the third sequence studied. The average cross-correlation
for these values is 0.525. The relationship is illustrated in Fig. 5 in which the arrow
denotes the beginning of the eruption of September 2004.

7.2 The B-Type Earthquakes

The sequence of observations for the B-type quakes yield a cross-correlation pattern
that differs significantly from that of the A-type observations. Figure 6 represents
the relationships over the period 1997 to the first two months of 2005. The cross-
correlations increase in importance from a low initial level, rising gradually to a
maximum attained on September 1st when the crater eruption commenced. Erup-
tive activity continued at a high level until around September 11th, after which it
declined. It seems as though the relationship between energy and depth has under-
gone a regular build-up over time until the major eruption of September 2004. It can
be surmised that the strength of correlation will possibly decline to the level held
around 1997.
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Fig. 6 B-type cross-correlations for 1997–2005. Events for February 6th 2003 and the time-span
for September 1st to September 11th are indicated. March 11th 2005 denotes the termination of
the observational sequence available for study. The eruptive event of February 2003 does not stand
out, whereas the September 2004 phase is readily identifiable

8 Serial Correlations

A summary account of the occurrence of significant serial correlation coefficients
for a lag of 1 for the sub-samples is presented in Table 4. These results suggest
that for the first set (1983 to the 1990 eruptive event), the lag-1 serial correla-
tions for magnitude are not significantly correlated. The value of 0.246 for the
second set is not high, but nevertheless attains statistical significance. The serial
correlation for the third set (2003–2005) is likewise significant. The lag-1 serial

Table 4 Lag 1 serial correlations for magnitudes for the three A-type sequences and one B-type
sequence

N Magnitude Sequence

A-type events
148 0.007 1991–1990
385 0.246 1991–2002
72 0.393 2003–2005

B-type events
68 −0.032 1997–2005
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correlation coefficients for the B-type events do not differ significantly from nought.
The rather unusual result for the first series of values leading up to the first erup-
tive event considered here was explored using a simple device proposed by Que-
nouille (1952, 1956) and advocated by Kendall (1973) for diminishing eventual bias
in r, the serial correlation coefficient. This involves dividing the sequence into two
equal parts, r(1) and r(2), and then computing an unbiassed serial correlation, R.

R = 2r−1/2(r(1)+ r(2))

The result (Table 4) does not alter, in any significant manner, the original re-
sult. The conclusion indicated is that for the first series the values are independently
distributed. The second and third series are, on the other hand, not independently
distributed. A possible explanation of this differentiation could be that trending re-
flects the building up of energy which starts from a status of zero trend.

The B-type serial correlation coefficients are indicative of serial independence
and hence an event at time t does not affect the manifestation of that taking place at
time t +1. The series analysed here starts in 1997. Prior to this, B-type registrations
are rare in the JMA records.

9 Conclusions

The cross-correlation study of the magnitudes of the type A volcanic earthquakes
and the focal depths of the earthquakes is informative. The relationships exposed in
the sub-samples fluctuate between gradation as a function of time to perturbed “stop-
start” steplike patterns. It can be expected that as further digitally acquired data are
obtained, with more sophisticated recording equipment, a fully implemented multi-
dimensional approach would become feasible. The results for the cross-correlations
indicate that the association between depth and magnitude of earthquakes tends to
be relatively high, and somewhat stronger outside an eruptive phase. However, there
is no unequivocal evidence that the depth-energy cross-correlations can be directly
connected to the events registered for the crater (the B-type shocks).

The sequence of magnitudes leading up to the first eruption encompassed in the
data studied can be accepted as being independently distributed. The second and
third sets are, however, not independently distributed due in part, at least, to the
effects of externally operating trend. The cause of the trending can be reasonably
expected to lie with the deep-seated geological processes leading up to the important
eruptive phase of September 2004. The non-significant serial correlation for the
B-type events would seem to speak for a “decoupling” of the crater-bound seismic
events from the deep-seated events.

During the course of this research I began to doubt, as the results unfolded,
that a point-process model might not be the best way of studying volcanic activity.
When I introduced point-process modelling into the analysis of volcanic eruptions
(Reyment, 1969) it seemed that this was a practically useful approach with a rich
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store of well understood methods. However, in retrospect, the stochastic processes
encompassed by the theory of point processes are relatively straightforward, even
uncomplicated, in relation to what goes on in the Earth, where forces, that we
still are far from understanding, thrust and parry in never-ending jousts. A general
approach to the analytical study of volcanic activity could well be made to include
a more geodynamic element in the statistical modelling.

A factor that is easily overlooked by mathematical statisticians lacking geologi-
cal expertise is that the environment of a classic point-process is stable. In the ge-
ological world, this condition is seldom met. The logical approach to the study of
on-again-off-again sequences in time in a geological environment is to proceed via
the analysis of “windows”, whereby the properties of succeeding sections of the se-
ries are analysed separately, and then compared (I was introduced to this technique
many years ago by the late Dr. G. Hill, CSIRO, Australia). Clearly, there can be no
compelling reason to support a total analysis of a process that fluctuates in response
to random influences.

9.1 Lexical Note

Why does the volcano studied here appear in print as Asama and as Asamayama?
The word “yama” is one way of denoting “mountain”. YAMA is the native Japanese
reading of the Chinese idiograph SAN. Both readings are employed for the English
concept of “mountain”. However, the readings are not interchangeable once they
have become established. For example, the Japanese romanized rendition of what
in non-Japanese literature often is known as Fujiyama is in reality Fujisan. The
Japanese romanized word for volcano is kazan, being composed of the Chinese
idiograph for fire (ka) and the idiograph for mountain (zan) – the s-sound goes to z
after a in Japanese.
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Crosscorrelation of Sea Levels

Joseph E. Robinson

Abstract Crosscorrelation has been used to determine those factors that occur in
common within related strings of geological data. Knowledge of these factors al-
lows the isolation of events that either affect all the data sets or are confined to an
individual data string. The crosscorrelation can be expressed in either the time or
the frequency domain. However, in the frequency domain, amplitude and phase of
the input functions can be calculated and utilized as separate spectra. This makes it
possible to combine amplitude and phase spectra from different data sets and then
calculate inverse transforms that create new time displays.

The amplitude spectrum from the crosscorrelation of related data sets, in con-
junction with those for the original data, allow the isolation of components common
to all from those that are set-specific, while retaining the original phase spectra for
each location. Inverse transforms can then display the revised spectra as time func-
tions containing only the desired frequency components with their new amplitudes
and the original phase at the location where the data was recorded. Sea level data
from harbors on the Baltic sea illustrate an example of revised sea level measure-
ments separated from local variations that affect the collection locations, yet with
the sea components in the correct phase at the desired location.

Keywords Fourier analysis · time series · sea level · crosscorrelation

1 Introduction

Correlation, locating the position of similar features in geological data sets where
the data consists of two or more sequences of numeric values, invites the application
of mathematical techniques. One method that has been successful in both geology
and geophysics is crosscorrelation in the time domain between digital data strings,
where a maximum computed value over a definite interval can indicate the best
alignment (e.g. Robinson, 1978). The crosscorrelation function cross multiplies the
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values and thus retains and amplifies those data set components that are in common
(e.g. Lee, 1960).

Crosscorrelation can be carried out in either the time domain or the frequency do-
main. The time sequence results of both operations are identical and early papers by
Anstey (1964, 1965) provide a basic description, Cooley and Tukey (1965) describe
a computation algorithm and Davis (1973, 1986, 2002) provides both descriptions
and programs. The main difference between the time and the frequency domain is
that phase, which describes the relative position of the individual data components,
is fully contained in the time domain crosscorrelation. In the frequency domain, on
the other hand, phase can be considered as a separate function. Transforming a data
sequence to the frequency domain produces two displays, an amplitude function
and a frequency function. In crosscorrelation the original amplitude functions are
multiplied whereas the phase functions are added. The advantage of the frequency
domain is that either of the frequency functions can be manipulated independently
of other spectra to display new and often interesting results. The correlated ampli-
tude spectra (or its square root) can be used as a model to modify or replace any
of the original computed amplitudes. The inverse transform of the altered amplitude
spectra, combined with the appropriate phase spectra can provide a new time display
containing only selected features as related to a specific collection station.

2 Application

Analysis of the effects of global warming and change in world sea levels requires
knowledge of the relation between the level of the sea and of the land it abuts.
The historical measurement of eustatic changes of sea levels, (e.g. Rossiter, 1967;
Dott, 1992), has in most situations, been dependent on sequences of water levels
measured in harbors with the land as the base level. In other areas, the sea has been
the base level for determining land movements. Both can be important in evaluating
the effect of both present and projected global changes.

The longest known continuous sea level record is from the harbor at Stockholm,
Sweden where annual measurements date from 1774 (Ekman, 1988). Recorded and
published sea level elevations in the Stockholm harbor strongly reflect glacial re-
bound of the Fennoscandia peninsula (Ekman, 1991, 1996; Bergsten, 1954). How-
ever, included in the data are any changes in the actual Baltic sea levels plus local
watershed anomalies and harbor changes. The harbor water levels were considered
the base line for measuring the extent and amplitude of the rebound without consid-
ering possible changes in the sea itself. The sea level was considered to be constant.

During the period 1901 through 1950 there is a notable lowering of the measured
sea level elevations at Stockholm (Fig. 1A). Conversely, published sea levels taken
for the same years in the harbor at Weismar, Germany show a modest rise in ele-
vation (Fig. 2A). Rossiter (1967) and Ekman (1996) suggest that the land surface
along the southern Baltic coast is stable or, perhaps slowly subsiding. Data from
other harbors and shore lines substantiate their conclusions on the uplift and tilting
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Fig. 1 (A) Observed sea levels in harbor at Stockholm, Sweden for years 1901–1950. (B) Ampli-
tude spectrum of Fourier transform from Stockholm sea level data

of the Baltic basin. However the elevation of the Baltic Sea may also have been
subject to change. Crosscorrelation analysis can aid in evaluating the relationship.

The Baltic Sea is connected by the Kattegat and Skagerrak to the North Sea and
hence to the Atlantic Ocean. Other oceans and seas thus exert an influence on the
open Baltic sea. The harbor sea level measurements are not, as individual sets of
data, a portrayal of sea level change in the open Baltic sea, they certainly reflect
major changes in land elevation. However, the land elevation changes tend to be
localized and differ from place to place over the entire Baltic Sea basin. The ele-
vation change decreases from north to south (e.g. Ekman, 1991). Water levels over

Fig. 2 (A) Observed sea levels in harbor at Wismar, Germany, from 1901 to 1950. (B) Amplitude
spectrum of Fourier transform from Wismar sea level data
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the same interval of years may also differ when data sets are collected from separate
localities, even from harbors on the same body of water. The size and orientation of
the Baltic Sea and its narrow North Sea connection suggests that open sea elevation
changes may be expected to affect the entire body of water in a relatively uniform
manner, but over an extended period of time. Phase, related to the actual time when
changes occur, can therefore be expected to differ with location. Tides are a short
term example of this phenomenon.

The crosscorrelation of digital water level data from two or more locations for
the same period of time contain only those features that are common to all data sets,
regardless of the phase of individual events. Although the basic data are in the time
domain. Fourier transforms of the crosscorrelated power series produce frequency
spectra where the individual components can be combined with the original spectra
to produce new spectra displaying specific attributes. The power amplitiude spec-
trum displays components that are common to all data sets. The phase spectrum
is location specific and a measure of how the various amplitude components are
related in position when creating a new time domain data sequence.

Because the power spectrum contains only those amplitudes that are common
to all the input data sets, it can be divided into new amplitude spectra to retain or
eliminate local anomalies from the original amplitude spectrum at any of the col-
lection locations. When combined with the appropriate phase spectrum, the inverse
transform produces the desired new time function. Also, the appropriate approach to
roots of the power amplitude spectrum results in new spectra that can be combined
with any of the phase spectra to create new time functions related to each location
for a measure of open sea levels. Where multiple data series are involved, evaluation
and computation is easier if first carried out on data pairs. The reduced new data can
undergo additional processing where necessary.

Figures 1B and 2B illustrate the amplitude spectra of the Stockholm and Wismar
sea levels computed from published sea level values for the years 1900–1950. Sim-
ple multiplication of the corresponding individual amplitudes produces the cross
power spectrum and eliminates those unique frequency components that are con-
fined to a single harbor. This new spectrum can be used in determining revised
spectra for any of the original sampling locations. An inverse transformation of the
new spectrum produces a new sequence of water level values at the desired location.
The Baltic Sea with its long history of water level data is an excellent test basin for
techniques designed to distinguish between land and sea movements.

On the assumption that changes in sea level may be relatively uniform over broad
areas of open ocean basins, their shared components have been retained for the
Stockholm data to construct a revised sea level elevation sequence for the Stock-
holm harbor (Fig. 3). The new values can be considered as an estimate of Baltic sea
levels measured immediately offshore from the Stockholm harbor. Elevation change
appears less than in the original data and fluctuations have slightly less amplitude.
However, there is not an absolute scale so there is no real measure of accuracy.
Certainly a great deal of the local noise has been removed. However the effect of
basin uplift or tilting is still strongly in evidence. This example is based on am-
plitude and phase at Stockholm: it is location specific and does not represent the
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Fig. 3 Revised sea levels for Baltic Sea in vicinity of Stockholm

Baltic Sea as a whole. Analysis of additional data sets from other well separated
collection stations would improve the open Baltic sea level estimate and could lead
to a new chapter in the Baltic basin story and suggest applications to other seas and
oceans.

3 Conclusions

Crosscorrelation in the frequency domain provides a technique for separating spe-
cific signals from unwanted noise. In this treatment, it can aid the separation and
identification of local harbor effects and land movements as well as eustatic changes.
Because both land and sea are subject to change in relative elevation over time, it
is important to distinguish both and quantify the effect. Geological inference may
also be a help, particularly where there are a number of measurements over a large
area. If it is likely that open ocean elevations are more consistent than land eleva-
tions, continuity of elevation may be a criterion for separation. Therefore, sea level
measurements collected from a number of stations situated over a large area can
be analyzed for systematic change and may be combined for optimum resolution.
Historic sea level measurements from within harbors can be recalculated to provide
better baseline data for comparison with modern sea level measurements. Crosscor-
relation methods can aid in calculating more accurate sea level data necessary for
the evaluation of recent sea level changes and their relation to past and future trend
projections.
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Diversion of Flooding Rivers to Residual Mining
Open Pits

Ian Lerche

Reprinted from Natural Resources Research DOI: 10.1007/s11053-008-9066-9, when
citing this article please use the DOI number.

Abstract Massive flooding in East Germany in the summer of 2002 was first al-
leviated, and then exacerbated, by diversion of the river flood waters into residual
open pits, the legacy of lignite mining. The pits at first contained the flood waters
but, once filled to capacity, leaked precipitously, causing massive flooding in the flat
lands around the pits. This paper examines the problem of constructing quantitative
models for assessments of fill, bypass and leakage from such floodwater containing
pits. Emergency management teams can then generate quickly not only many differ-
ent scenarios to help with immediate flood control options and fall-back positions,
but can also investigate long term planning that can then be undertaken to estimate
better the consequences of permitting such diversion. While the models developed
are simple, and are numerically implemented in easy to use spreadsheet format,
they have the advantage of guiding directions of flood assessment control and con-
sequent results. The illustrative numerical examples show how one can quickly use
such quantitative models to obtain patterns of flooding relevant to situations of sus-
tained, torrential rainfall and subsequent river overflow.

Keywords Simulation model · flood control · emergency management

1 Introduction

One of the more prevalent problems in low-lying land areas is the cyclic flooding
that occurs when major rivers flood due to torrential and sustained rain. Such a major
georisk event occurred in the summer of 2002 when the Elbe River in Germany, fed
by almost continual rains for many weeks, overflowed its banks along most of the
length of the river. The damage to the German economy and to the livelihoods of
many thousands of people was significant (MZ, 2002).
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In the area of East Germany, through which the Elbe flows along with major
tributaries, there are numerous open pits, the residual legacy of the lignite mining
from the old German Democratic Republic. These pits range in size from a few acres
to several square miles across and in depth to almost 100 m. in particular places,
with an average open-pit depth of about 60 m. During severe river flooding there
is overflow of the flooding river into the open pits, which then fill to capacity, and
often to overcapacity so that secondary flooding from the pit overflow takes place.
In addition, the open pits are not completely isolated from their neighboring rock
formations, which range from clays and shales, through to the sands and carbonates
of the Tertiary. Thus there can be, and often is, leakage into the subsurface of the
river overflow waters that found their way into the open pits. This subsurface leakage
is in addition to the surface leakage that can take place if the pits are filled beyond
capacity because the two leakage pathways operate on very different time-scales
with the surface leakage being “prompt” and the subsurface leakage being slower
and later (Lerche and Glaesser, 2006).

Figure 1, parts a and b, shows the river overflow from summer 2002 at Goitsche,
in the vicinity of Halle (Saale), from the Mulde, one of the major tributaries to the
Elbe River, indicating the widespread flooding that can take place in the neighbor-
hood of the open pits.

What is of interest is to attempt to provide dynamically evolving models of such
behavior so that one can estimate the consequent influence of the open pit waters
on the surrounding region, both in terms of direct flooding due to overflow from the
pits and also as the subsurface leakage waters mix with the groundwaters present
prior to flooding, and transporting also residual pit waters that were present prior to
flooding. The reason for such an interest is centered not only on possible contami-
nation of surface and groundwater supplies, as well as the flood sediment deposits
(mainly fine-grained shales, silts and muds) from the flooding onto the landscape
that, in turn, change the richness of the soil used for crops, but also on the damage
to infrastructures , such as houses and industrial sites, as well as for the possible pre-
ventative measures that could be taken to minimize future flooding and the attendant
risks and hazards.

The simplest form of such quantitative flooding and overflow models proceeds
as follows. One starts with an open pit that contains water from steady accumu-
lation due to rains, river input, and groundwater seepage. The pit is usually very
far from water filled. Then, in a season of torrential sustained rain the neighboring
river swells so that there is a considerable excess of water discharge along the river.
This excess water is either diverted to the open pit purposely, or naturally overflows
and/or bursts the river banks and so finds its way automatically to the open pit. The
pit then fills to capacity. Any waters in excess of the pit capacity then bypass the
pit and so flood the surrounding land until the excess flow in the river is finished,
when the river returns to normal- in the sense that the river then reoccupies its bed
between the banks with no further overflow.

During the time the pit is filled, or partially filled by the excess river waters, the
pit can develop “leaks” that allow drainage of the pit waters either to the surround-
ing landscape or to the underground, depending on the subsurface hydrogeological
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Fig. 1 a. Aerial picture of the breakthrough of the Mulde River at high water stand into a former
open pit mine area at Goitsche on 15 August 2002; b. Similar to Fig. 1a but taken from a different
aerial perspective to show the larger region covered by the floodwater breakthrough

connections to the pit. Such leakage normally occurs after the pit is partially filled
because the excess water pressure in the pit causes breakage of surface containing
dykes that are already water-logged (in the case of leakage to the landscape) or of
reverse flow into the subsurface caused by the increased hydrostatic pressure of the
deepened waters in the pit. Both of these events lower the level of water in the pit,
thereby allowing more river flood waters to enter the pit that, in turn, increase the
leakage again. These processes carry on until the river flood waters are exhausted
and the river re-occupies its bed.

Of considerable interest is: to estimate the total flow of the excess river waters
that must bypass the pit, to estimate the total amount of water that can enter the pit
and then leak from the pit, the total ground area that is flooded by such leakage and
the depth of water, together with the length of time such flooding is likely to take
before the waters recede.

Based on such ideas we have constructed a spreadsheet program that allows all
of the above processes to take place and for which the time-dependent nature of
the flooding, leakage and overflow are all handled simultaneously. In addition, the
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River Flow

Open Pit #1

Open Pit #2

Leakage

Fig. 2 Sketch of the river excess water flow into the two open pit areas

spreadsheet program allows for the presence of two open pits, one downstream from
the other, so that waters by-passing the first pit can then be captured by the second
pit, with the concomitant chances of leakage from the second pit as well as from the
first. A pictorial representation of the flow situation is given in Fig. 2.

The ideas expressed above are best illustrated through simple numerical exam-
ples so that one can see immediately how the various components of the flooding
system fit together. This point is now examined.

2 Numerical Illustrations

Consider the following illustrative situation. Due to heavy sustained rains a river
contains extra waters in the amount of 7150 MMl that can overflow the banks of the
river. This extra water component persists for a period of 140 h, corresponding to a
“slug” of water over and above the river banks holding capability, and so is capable
of causing serious flooding of the landscape. The flow rate is then 50 MMl/h. The
two open pits are taken to have holding capacities of 250 MMl (the left open pit)
and 350 MMl (the right open pit) respectively, and already contain 100 MMl (the
left open pit) and 50 MMl (the right open pit). The right open pit is taken to be
downstream from the left open pit. Not all the excess water in the river will be
diverted to either the first or second open pits; precisely how much gets diverted
to each pit depends on the flow pathways available to the pits from the river. For
illustrative purposes only, the examples consider that a maximum of 50% of the
river water excess can be diverted to the left open pit, and a maximum of 30% can
be diverted to the right open pit, leaving 20% of the excess river waters to flow in
the river bed for further downstream flooding possibilities.
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As the pits fill, there can be leakage from the pits. Let the left open pit have a
leakage rate of 10 MMl/h and the right open pit a leakage rate of 4 MMl/h. Further,
there is a delay between the onset of fill of the pits and the onset of leakage from
the pits. Take it that the left open pit starts to leak 30 h after fill commences and that
the right open pit starts to leak 50 h after its fill commences. Note that with these
numbers, the left open pit is already filled to capacity after 6 h, so that bypass of that
open pit must then occur. The river waters then flow further downstream to the right
open pit, filling it and so leading to further bypass once the right pit is full. Once
leakage sets in for the right open pit then one can again divert river waters into the
pit; the same is true for the left open pit.

Thus the dynamical problems of charging of the pits, bypass, recharging, leakage
and landscape flooding are intimately interconnected in terms of the pit capacities,
the river flow rate, and the onsets of leakage times and amounts that can be leaked.

Shown in Fig. 3 is the fill of the left open pit (called the left pit, in line with the
sketch of Fig. 2) with time. Note that the fill is uniform in time until the pit reaches
its capacity of 250 MMl, the pit then stays full until 30 h is reached when the leak
commences, causing 10 MMl/h to be leaked. The fill of the left pit continues but
there is also a steady drain so that the fill remains at 240 MMl until the river stops
supplying the flood waters at time 140 h, when the residual waters in the left open
pit are steadily drained out of the pit. We have set the drainage to remain open after
the leak commences until all water in the pit is drained, although the program has
been constructed so that one can also investigate situations in which the drainage
stops after a prescribed time.

Figure 4 shows the water bypass for the left open pit (in MMl/h), indicating
that, once the pit is filled, there is maximum bypass of the residual river excess flux
until leakage commences, at time marker 30 h, from the pit. Thereafter the bypass
is reduced by the leakage rate, of course. The cumulative bypass for the left pit is
shown in Fig. 5, indicating that the total bypass is around 2200 MMl and is roughly,
but not precisely, linear with time. Figure 6 shows the cumulative leakage from the
left open pit. Until time 30 h, when the leak starts, there is no leakage, thereafter
the leakage proceeds at the constant rate of 10 MMl/h so that by the time the excess
river flux ends at time 150 h, almost 1400 MMl have leaked from the left pit.

Fig. 3 Open pit fill volume
(in MMl) as a function of
time for the left open pit
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Bypass Rate for Left Pit (MMl/hr)
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Fig. 4 Flow bypass rate (in MMl/h) for the left open pit as a function of time
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Fig. 5 Cumulative bypass (in MMl) for the left open pit as a function of time
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Fig. 6 Cumulative leakage (in MMl) with time from the left open pit
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For the right open pit (referred to as the right pit, in line with the sketch of Fig. 2)
the fill, bypass and leakage scenario is more complicated than that for the left open
pit because the right open pit is further downstream. Thus not only does one have
a different diversion fraction of available water from the river but the flux of river
water is itself time dependent because of the bypass that occurred upstream at the
left open pit. This bypass means that the flux of river waters available to the right
open pit depends on the amount of water captured by the left open pit. The maximum
divertible flux (at a fraction of 30% of intrinsic river flux) to the right open pit is then
shown in Fig. 7 as a function of elapsed time. Note that, initially, the flux available
to fill the right pit is at 25 MMl/h but this flux rises once the left pit is filled, at 6 h,
to the full 50 MMl/h that is possible. However, once the left pit starts to leak (at
10 MMl/h) the flux available to the right pit drops, as also shown in Fig. 7, and stays
lower by 10 MMl/h throughout the rest of the time of high river discharge.

Correspondingly, as exhibited in Fig. 8, the right pit fill volume rises to the max-
imum of 350 MMl and then holds at that value until the right pit starts to leak (at
a rate of 4 MMl/h) when the fill of the right pit is dropped by this amount until
time 150 h, when the river excess stops. Thereafter, the right pit steadily drains at
the 4 MMl/h rate until the pit is empty at about time 225 h i.e. about 75 h after the
river excess is contained in the river banks or has moved even further downstream.
Thus the drainage causes flooding for a longer time that the high river excess in this
illustration (Fig. 9).

The total bypass rate with time for both the left and right pits taken together
then reflects this complicated interdependence of both pits, as shown in Fig. 10. The
cumulative bypass with time for both pits is shown in Fig. 11, indicating that just
over 5000 MMl (out of the initial 7150 MMl excess volume in the river) eventually
bypasses both pits and flows further downstream.

Also of concern is to figure out the flooding that can be caused by the uncontained
leakage. This aspect of the problem can be most easily addressed if one takes the
total volume leaked from each open pit, lets the volume not be adsorbed by the
ground, which is usually water-logged anyway, and spreads the total volume over
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Fig. 7 Flux of water (in MMl/h) available to fill the right open pit that occurs further downstream
than the left open pit
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Fig. 8 Open pit fill volume
(in MMl) as a function of
time for the right open pit
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the low lying land around the open pit. In East Germany, for instance, the land is
extremely flat, almost to the Ural Mountains in Russia, so that widespread flooding
is commonplace once an open pit disgorges its water containment volume.

In the specific illustration given above the total volume of water leaked from
the left (right) open pit is 1336 MMl (704 MMl). If spread over an area of 900 km2

(400 km2), a not unusually extreme area, then the average depth of water in the
affected zone is 1.48 m (1.76 m). Such a depth of water is capable of causing mas-
sive damage to infrastructure, to houses, to crop areas, and to storage areas. For
example, the massive flooding in East Germany in 2002 was so severe in terms of
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Fig. 9 Cumulative leakage (in MMl) as a function of time from the right open pit
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Fig. 10 Bypass rate (in MMl/h) for both the left and right open pits, representing waters still in the
river that can cause damage and flooding further downstream



Diversion of Flooding Rivers to Residual Mining Open Pits 543

Cumulative Bypass for Both Pits

0

1000

2000

3000

4000

5000

6000

0 50 100 150
Time (hrs)

C
u

m
u

la
ti

ve
 B

yp
as

s 
(M

M
l)

Fig. 11 Cumulative bypass (in MMl) for both open pits as a function of time

its impact that insurance companies are still recovering their outlay by attaching a
premium surcharge of around 10–20% on their insurance policies over 3 years later
(Allianz, 2003, 2004, 2005).

3 Discussion and Conclusion

The ability to provide quantitative model patterns for flood diversion, in this case
into open pits that are the residual remnants of the lignite coal industry in East
Germany, and to handle quantitatively the overflow out of the pits, as well as the
bypass of river flood waters, goes a long way to allowing damage control scenarios
to be investigated for their effectiveness for future potential flooding. In the case
of East Germany such periodic flooding has a history going back to before the first
recorded settlements, as measured by core information of prehistorical flood de-
posits and by historical records themselves. Given the flat nature of the land, and
the significant feeder rivers to the major Elbe river running through southern Poland
and Germany, presumably such periodic flooding events are likely to occur over and
over again. The construction of holding dykes around the open pits to catch over-
flow is one method used for alleviation of the periodic flooding problem, but such
dykes have to be placed so that they are high enough to contain the worst case flood
leakage scenarios, they have to be constructed of materials that will not become
water-logged during persistent rains, and they have to be strong enough that water
pressure will not burst the dykes. Earthen dykes have been the solution that has been
used until the present day but, judging from the water damage, as exhibited in Fig. 1,
they are not capable of doing a sufficient retention job in times of massive persistent
rains. But any other dyke solution is extremely expensive because of material costs
and emplacement costs. It would appear that flooding will continue under conditions
similar to those of summer 2002.

What this paper brings to the subject is the ability to quickly and accurately pro-
vide model scenarios that one can use to investigate potential leakage and flooding
scenarios. In this way it is to be hoped that flood abatement control authorities can
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more readily understand the different possible patterns that can be caused, and that
they can then provide optional solutions and fall-back positions as emergency man-
agement controls to minimize, if not entirely remove, the consequences of flood-
ing by more carefully designed use of the open pit diversion possibilities and their
attendant follow-on effects. Such is, arguably, the main message the quantitative
procedure developed here has been designed to illustrate.
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A Christmas Parking Lot Problem

Ian Lerche

Abstract Based on much personal experience over many Christmas shopping
campaigns, and personal dread at the prospect of further participating in another
Christmas shopping expedition, I have designed simple models of such situations in
order to see if merchants are indeed maximizing their total profit. Such an investiga-
tion seems to me to be a much better use of my time than to be forced to participate in
the Christmas parking lot roulette. This brief paper shows how one can investigate
the Christmas parking lot problem quantitatively from the merchant’s perspective
without the need to be involved personally, a major blessing from my viewpoint.

Keywords Simulation model · traffic · shopping

1 Introduction

In the USA it is generally estimated that around 60% of a retail merchant’s profits are
made during the Christmas season that extends from Thanksgiving until Christmas
Eve. A retail merchant’s store inevitably has an associated parking lot for customers,
and also employees, so that the customers, who drive everywhere in the USA, can
park their vehicles, buy products, and transport them home with ease.

In order to maximize his bulk sales, and so his profit, the retail merchant wants
each customer to spend as much as possible but, equally, he wants to minimize the
time each customer spends in the store so that the customer leaves as quickly as
possible, thereby creating a parking space for the next customer. In this way the
merchant thinks he can attain the greatest flow-through of customers and highest
profit (reckoned as a fraction of bulk sales).

Personal experience, however, suggests that there is a further problem with park-
ing. Assuming the merchant has set the prices of products attractively low in order
to maximize the number of potentially interested customers, there will then be a
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large flux of cars in the road leading to his store. This flux, once sustained for an
incredibly brief period of time during the day, means that the parking lot fills to
capacity very quickly once the store is opened, and often before the store is opened
too. Until at least one customer leaves the store and exits the parking lot there is
no room for other cars, which then bypass the store and go elsewhere to shop. The
retail merchant has then lost potential business.

Accordingly, most retail stores have two parking lots; the primary parking lot
near the store and a secondary parking lot a bit further away to handle the overflow
traffic. This second parking lot has to be near enough to the store so that potential
customers are prepared to actually walk from the second lot to the store and, even
more so, walk back to their cars with arms laden with Christmas goodies. Often a
merchant will rent a field neighboring the original parking lot as a second parking lot
during this season of frenzied buying. The ultimate aim, under all conditions, is for
the merchant to maximize the number of customers that enter his store, to maximize
the money each customer will spend, to minimize the time each customer spends in
the store, and to minimize the potential loss of customers because the primary and
secondary parking lots are full.

Based on much personal experience over many Christmas shopping campaigns,
and personal dread at the prospect of further participating in another Christmas
shopping expedition under the nightmarish conditions that generally prevail, I have
often mused over the years if it is possible to design simple models of such situa-
tions in order to see if merchants are indeed maximizing their total profit. Such an
investigation seems to me to be a much better use of my time than to be forced into
personally participating in the Christmas parking lot roulette.

This brief paper shows how one can investigate the Christmas parking lot prob-
lem quantitatively from the merchant’s perspective without the need to be involved
personally, a major blessing from my viewpoint.

2 Statement of the Problem

The representation of Fig. 1 shows the basic flow pattern that happens. Parking
lot #1 has a capacity of C cars and parking lot #2 a capacity of D cars. However,
the store employees diminish the capacity of one or both parking lots. Let there
be c employee cars parked during the store opening hours in parking lot #1 and d
employee cars in parking lot #2. In real situations the number of employees allowed
to park in parking lot #1 is usually zero because the store manager needs to keep
the nearest spaces for customers. The sole exception is customarily for handicapped
employees, who most often make up only a small percentage of the total employees.
Let the store be open daily from time t = 0 until time Tshut.

Let the flux of cars along the road to the store be S cars/h. Most drivers would
wish to park as close to the store as possible, thereby minimizing both their walking
and also the time spent carrying all the goodies they bought at the store. However,
a smaller number of drivers will opt for the more distant parking lot #2 because
either they do not wish to spend a longer time looking for a parking space in lot #1
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Traffic Flow

Parking lot #1

Parking lot #2

Exiting Customer FlowStore

Fig. 1 Sketch of the parking lot problem

or because they do not wish to have their car undergo a higher chance of being
scratched by the thoughtless customers, or because they are part of the minority
who enjoy walking. Let the potential fraction of the flux of cars that opt for parking
lot #1 be f, and the potential fraction of the flux of cars that bypass parking lot #1
opt for parking lot #2 be g (note that f + g can be greater than unity but must be
less than 2). But not all such options can come true. First, if the first parking lot is
full then cars have no choice but to continue to parking lot #2. Second, if the more
remote parking lot #2 is also full then cars must continue along the road and so the
merchant has lost potential customers.

Let the average amount spent by customers who do enter the store be $/car. Let
the average time customers spend in the store buying their wonderful Christmas
goodies be Tbuy. Once the store has closed to new customers, the customers al-
ready in the store are allowed to stay and complete their purchases. The parking lots
then empty after a time t > Tshut, and, on average, at time t = Tshut + Tbuy. (Actu-
ally, personal observation shows that the time to get out of the parking lots is much
longer because the exits are usually also the entrances. The less than friendly car
drivers then tend to block the entrance as they try to enter so that other cars cannot
leave. This problem causes a bottle-neck in the traffic flow from the parking lots
and leads to major loss of potential customers as we will also show. In addition,
the exiting cars must enter the road flow of traffic, which can be hideous, and this
slow down effect is also a major blockade to parting potential customers from their
money).The employees also leave the store and, because they too wish to complete
their Christmas shopping as rapidly as possible, they also eventually exit the park-
ing lots after cleaning up the store and restocking the shelves for the next day’s mad
frolic.

The question is: Can the merchant adjust the buying time and/or the product
average price and/or the flux of consumers so that, over the opening hours of the
store, he maximizes his profit? Clearly the answer to this question must also depend
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on the net flux S of cars per hour along the road and also on the holding capacity of
each parking lot.

For a low flux of cars and a high holding capacity, the parking lots are never full
and every potential customer can enter the store. However, as the flux of cars rises,
for fixed parking lot capacities, there comes a point when the parking lots are full
and only when the first customers who have bought goodies start leaving (at a time
Tbuy after opening of the store) can new cars enter the parking lots. The potential
profit must also depend on the fraction of customers who are prepared to enter either
parking lots #1 or #2, as well as on those who take one look at the mayhem that
is going on in the parking lots and decide to drive further – either to a different
store or to home, where they work on building numerical programs to evaluate the
Christmas parking lot problem in the quiet of their studies. I count myself among
the latter, naturally, or this paper would not exist.

The number of people who choose not to go to the stores for Christmas shopping
is small, either because they are forced to go in order to buy that “must have” gift
that is the demand of some small child, or because they feel it is a patriotic duty to
spend their remaining hard won salaries before the end of the calendar year and so
“max out” their plastic credit cards. For illustrative purposes we take this percentage
of the populace to be effectively zero.

In general, there must be a bypass of cars throughout the opening hours of the
store and the aim of the merchant is to minimize the total bypass so that customers
enter his store. Once in the store they spend their average $/car and then exit. There
can be bypass of cars from parking lot #1 but then the merchant must try to capture
such a bypass with parking lot #2 so that no customers are lost. At a high enough
flux of cars this desire will fail because the parking lots are full. Furthermore, only a
fraction g of the cars that have bypassed parking lot # 1 (either because they wished
to or because parking lot #1 was full) choose to enter parking lot #2.

Based on the above ideas, and choosing not to participate in the mindless fiscal
frenzy of Bah Humbug time, in the relative peace and quiet far from the madding
throng I have built a spreadsheet program that allows me to play peacefully with this
Christmas parking lot problem. The next illustrations show how one can estimate
the profit the merchant makes as parameters are adjusted to minimize the loss of
potential customers.

3 Numerical Illustrations

3.1 Base Case

Consider the situation where a store has 50 employees, of whom 10% only are
allowed to park in parking lot #1, with the remaining 45 relegated to the long trek
from and to parking lot #2. Let parking lot #1 have a total capacity of 500 cars and let
the more distant parking lot #2 have the same capacity. Let the lemming attitude of
the public be such that 80% of the original traffic flow will try to enter parking lot #1
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in search of a space if they can when parking lot #1 is not full; the remaining cars
will opt for parking lot #2 because they believe they will spend less time looking for
a parking space and also waste less gas cruising around the parking lot in search of
such elusive spaces. But when parking lot #1 is full then not even 80% of the original
traffic flow can enter the parking lot and the overflow must carry on to parking lot
#2 where only a fraction g of that residual flow choose to enter parking lot #2. We
take this fraction to be 100% for the base case so that g = 1.

Let the store manager arrange to have his store open 20 h a day in this high po-
tential profit time of year (actually many stores are open 24 h per day during this
plastic credit card meltdown season so 20 h is somewhat conservative). Suppose
further that those who do enter the store spend, on average, $100 per car (again this
sum is probably somewhat conservative given the observations of damage to my
bank account that has prevailed over the years). Let the average time for customers
to shop, pay, and exit be about an hour (although judging, again personally, from
shopping at Christmas with one or more of my daughters this one hour limit is un-
doubtedly a very gross underestimate). But based on this one hour shopping number
the earliest shoppers start to leave the store, loaded with their goodies, an hour after
it has opened.

Suppose that the store manager has priced his goods so that about 100 cars per
hour flow down the street to his store, for a total car count over the 20 h opening
time of some 2,000 cars. Remember this is the base case and is not likely to return
a very good profit for the store because so few cars flow past per hour. But the base
case will be used so that one can draw comparisons with the later cases to follow
set in a familiar framework. Then, as shown in Fig. 2, there are no cars that bypass
either parking lots #1 or #2; all customers can have their money replaced by trashy
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Fig. 2 Results of the Base Case calculations for fill of the parking lots with time and the bypass
(zero) of cars
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presents, and there is an orderly flow of traffic into and out of the parking lots.
Basically this ease of shopping is due to the small volume of cars, only 100/h, and
the large capacity of the two parking lots (500 cars each) so that there is always
ample parking space. The exit rates out of both parking lots have been taken to be
at the entrance rates of 80 cars/h for parking lot #1 and 20 cars/h for parking lot
#2 because of this stress-free shopping. However, the situation is much different if
the flow of cars is higher but the exit rates out of the parking lots are limited to 100
cars/h under all conditions, as we now show.

3.2 High Traffic Flow

Let there be a dominant toy that is a “must have” for almost every child and let
the store have the sole rights of distribution (Claus et al., 2008). Now every car in
a neighborhood from, apparently, millions of miles around the store has no choice
except to try to purchase this ultimate toy at the one store. (In my case it was a
“Dancerina” doll one year and a “Raggedy Ann and Raggedy Andy” alarm clock
another year (Penney, 1999). I still twitch every time I think about the two situa-
tions). Suppose this dominance causes a traffic flow of 10 times the base case, i.e.
1,000 cars per hour for the 20 h period, implying 20,000 cars are all trying to squeeze
into the now no longer capacious parking lots (I truly believe this sort of situation is
a better description, possibly marginally underestimated a touch, of the reality that
prevails at the season of “Spend everything you have ever earned and do it NOW”).

Now the mayhem of the parking lots kicks into high gear. Shown in Fig. 2 are the
volume fills of parking lots #1 and #2 with time, using the same parameters as in the
base case except the exit rate from both parking lots is limited to 100 cars/h and the
original flux of cars on the road is 1,000 per h for the 20 h opening time of the store,
for a total of 20,000 cars in total. Also shown in Fig. 2 are the cumulative bypass of
cars for parking lot #1 and the cumulative bypass for both parking lots together. The
two upper panels of Fig. 2 show that both parking lots fill almost immediately and
stay full until the store closes. The time to get out of the parking lot can extend up
to 5 h after the store shuts, at an exit rate of 100 cars/h (How very true that is!). The
two bottom panels of Fig. 2 show the cumulative bypass of cars, which therefore
do not purchase anything from the store. Note that parking lot #1 fills in about 0.5 h
so that most of the cars thereafter have to bypass the lot. Cumulatively, the total is
about 14,000 cars over the 20 h opening period that do not get a space in parking
lot #1. They add to the flow of traffic heading towards parking lot #2. However, as
shown in the cumulative bypass panel of Fig. 2, just under 16,000 cars bypass both
parking lots. The problem here is the bottleneck of exiting cars. At 100 cars/h one
cannot refill the parking lots at better than 100 cars/h. so that one look at the massive
traffic jams that exist causes only the foolhardy (of which there are about 4,000 for
this example) to even attempt to enter the parking lots. The rest of the cars bypass
both lots and, presumably, try to find the desired toy elsewhere; alternatively some
80% of the children demanding the “must have” toy are disappointed, leading to
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major fits, sulks, tears, etc. at opening time of the presents (and I know wherefrom I
speak!). The merchant, in this case, despite having a monopoly on the “must-have”
toy, can service only about 4,000 customers because of the insanity of the drivers
attempting to both leave and enter the parking lots in terms of their driving and need
to enter the high density steam of road traffic. A better design system for traffic
entrance and exit is required to increase the rate at which cars can leave the lots and
enter the main traffic stream and so maximize the merchant’s profit.

3.3 A Better Traffic Flow

Let the merchant redesign his traffic flow for the parking lots so that he can raise
the exit rate to 200 cars/h. from each parking lot. Now the problem of capturing
money-bearing customers is somewhat better, as shown in Fig. 4, using the same
parameter values as for the high flux of cars situation (1,000 cars/h for 20 h), and
with the same 80% trying to get a space in parking lot #1 if available.

While the two parking lots are nearly always filled to capacity during the store
opening hours, as shown in the upper two panels of Fig. 4, and while the cumulative
bypass of cars for parking lot #1 is almost 12,000 as shown in the left lower panel of
Fig. 4, some of that bypass is now captured by the second parking lot, so that only

Parking Lot #1 Fill Volume

0
100

200
300

400

500

600

0 10 20 30

Parking Lot #2  Fill Volume

0

100

200
300
400

500
600

0 10 20 30
Time (hrs)Time (hrs)

Cumulative Bypass for Parking Lot #1

0
2000
4000
6000
8000

10000
12000
14000
16000

0 10 20 30
Time (hrs)

Cumulative Bypass for Both Parking Lots

0
2000
4000
6000
8000

10000
12000
14000
16000

0 5 10 15 20 25
Time (hrs)

V
ol

um
e 

F
ill

 (
C

ar
s)

V
ol

um
e 

F
ill

 (
C

ar
s)

C
ar

s

C
ar

s

Fig. 3 Results for the high density of traffic flow (1,000 cars/h when the exit from the parking lots
is limited to 100 cars/h for parking lot #1 and also 100 cars/h for parking lot #2)
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Fig. 4 Same as Fig. 3 but when the exit rate from each parking lot is increased to 200 cars/h

about 11,800 cars bypass the store completely; the store can now extract money
from about 41% of the potential customers, a total customer base of 8,200 cars is
serviced, leading to a doubling of the profit, and a halving of the small child tantrums
at the opening time for presents.

3.4 A Corollary Effect

Once more, personal observation indicates that none of the suggestions above is
ideal. Because of the high traffic density both on the road and entering and exiting
the parking lots, and due to the idiocy of many drivers, there are car crashes at an
increased rate during this season of self-reduction to poverty. The car crashes in the
parking lots tend to do minor damage to the cars (although there is a huge number of
such “fender-benders” because the Pauli Exclusion Principle dictates that two cars
cannot occupy the same parking space simultaneously), while the crashes on the
road, due to the slow-down of traffic trying to enter the lots and due to the drivers
trying to exit the lots into the high speed road traffic, tend to be more serious per car
involved, even if less in number-generally.

So as well as going bankrupt due to the store purchases, there is also a risk
one will go deeply into debt due to car repairs (AAA, 1999), increased car insur-
ance costs (Sylvan, 2000) and medical bills. The time-honored American tradition
of “Sue anyone and everyone” can then be invoked to attempt to recover a por-
tion, or all, of this risked outlay-including suing the store because it is not security
conscious.
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4 Conclusion

In short: there are no ways the store merchant can maximize his profit but he can
increase his profit above the base case by suitably pricing his merchandise so that
the flow of traffic to his store is increased, and by designing the parking lots for
easier and faster entrance and exit. The disadvantage is that by so doing the merchant
raises the accident rate of cars in the parking lots and on the access roads, and will
undoubtedly be sued and have to pay, thereby lowering his potential profit margin.

Avoidance therapy for the potential risk of car crashes, for avoiding the long
delay in getting a parking space and so also minimizing gas consumption, for saving
the costs of buying trashy gifts for real money, for avoiding bankruptcy, and for
peace and quiet is to stay home, build the Christmas Parking Lot program and have
fun playing with it, and write this paper. The downside is that one then guarantees
child tantrums on Christmas day because of the absence of the “must-have” toy.

I can hardly wait for summer vacation and the traffic flow to the beach and the
search for accommodation; the makings of another program writing session are al-
ready causing my fingers to tremble with hope. Merry Christmas anyway.
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