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Preface

This LNEE volume contains the papers presented at the ICMEET 2015: International
Conference on Microelectronics, Electromagnetics and Telecommunications. The
conference was held during 18—19 December, 2015 at Department of Electronics and
Communication Engineering, GITAM Institute of Technology, GITAM University,
Visakhapatnam, India. The objective of this international conference was to provide
an opportunity for researchers, academicians, industry persons and students to
interact and exchange ideas, experience and expertise in the current trend and
strategies in the field of Microelectronics, Electromagnetics and Communication
Technologies. Besides this, participants were also enlightened about vast avenues
and current and emerging technological developments in the field of Antennas,
Electromagnetics, Telecommunication Engineering, and Low Power VLSI Design.
The conference attracted a large number of high-quality submissions and stimulated
cutting-edge research discussions among many academic pioneering researchers,
scientists, industrial engineers, and students from all around the world and provided a
forum to researchers. Research submissions in various advanced technology areas
were received and after a rigorous peer-review process with the help of programme
committee members and external reviewers, 73 papers were accepted with an
acceptance ratio of 0.33.

The conference featured distinguished personalities that include Dr. Lipo Wang
(Nanyang Technological University, Singapore), Dr. V. Bhujanga Rao
(Distinguished Scientist and Director General, Naval Systems and Materials), Prof.
G.S.N. Raju (Vice Chancellor, Andhra University), Dr. Aditya K. Jagannadham
(IIT Kanpur), Dr. Sanjay Malhotra (BARC, Trombay), Dr. Samir Igbal (University
of Texas, Arlington, USA), Dr. D. Sriram Kumar (NIT Trichy), Dr. P.V. Ananda
Mohan (ECIL, Bangalore), Dr. G. Radha Krishna (II'T Madras), Mr. Rajan A. Beera
(Global Director of Engineering, Cortland, NY), and Mr. G.S. Rao (Managing
Director—Technology, Accenture). Separate invited talks were organized in
industrial and academia tracks on both days. The conference also hosted a few
tutorials and workshops for the benefit of participants. We are indebted to the
management of Springer Publishers, GITAM University, for their immense support
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to make this conference possible at such a grand scale. A total of 13 sessions were
organized as a part of ICMEET 2015 including ten technical, two plenary and one
inaugural session. The Session Chairs for the technical sessions were Mrs. D.R.
Rajeswari (Scientist-F, NSTL), Dr. V.S.S.N.S. Baba (Prutvi Electronics,
Hyderabad), Dr. B. Prabhakar Rao (JNTU, Kakinada), Dr. S Srinivasa Kumar
(JNTU, Kakinada), Dr. G. Sasibhushana Rao (Andhra University), Dr.
P. Mallikarjuna Rao (Andhra University), Dr. P. Rajesh Kumar (Andhra
University), Dr. P.V. Sridevi (Andhra University), Dr. A. Mallikarjuna Prasad
(JNTU, Kakinada), Dr. N. Balaji (JNTU, Vizianagaram), Dr. Ch. Srinivasa Rao
(JNTU, Vizianagaram), Dr. B. Tirumala Krishna (JNTU, Vizianagaram), Dr.
Ibrahim Varghese (NSTL, Visakhapatnam), Dr. N. Bala Subrahmanyam (GVPCE,
Visakhapatnam), Dr. M. Sai Ram (GVPCE, Visakhapatnam), and Dr. P. Ramana
Reddy (MVGR College of Engineering, Vizianagaram).

We express our sincere thanks to members of the technical review committee
and the faculty of Department of ECE, for their valuable support in doing critical
reviews to enhance the quality of all accepted papers. Our heartfelt thanks are due to
the National and International Advisory Committee for their support in making this
a grand success. Our authors deserve a big thank you as it is due to them that the
conference was such a huge success.

Our sincere thanks to all sponsors, press, print, and electronic media for their
excellent coverage of this convention.

December 2015 Suresh Chandra Satapathy
N Bheema Rao

S Srinivas Kumar

C Dharma Raj

V Malleswara Rao

GVK Sarma
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Subthreshold Operation of Energy
Recovery Circuits

D. Jennifer Judy and V.S. Kanchana Bhaaskaran

Abstract This paper introduces a novel design methodology i.e. adiabatic
subthreshold mode which inherits the features of both the subthreshold logic and
the adiabatic (or the energy recovery) circuits. In this paper, analysis of essential
digital gates is done for the three modes of operation namely, (1) subthreshold
(2) adiabatic and (3) adiabatic subthreshold operation. The simulation results val-
idate the benefits obtained in terms of the reduced energy consumption in the
adiabatic subthreshold mode, making it suitable for ultra low power and medium
throughput (10 kHz—1 MHz) applications. Specifically, it has been emphasized that
the non-adiabatic dissipation that is prevalent in adiabatic circuits is almost dis-
carded in the proposed mode. And, the challenges faced by the methodology are
mitigated by the circuit level technique of upsizing the channel. Berkeley Predictive
Technology Model (BPTM) 45 nm technology node has been used in the simu-
lation studies on industry standard Spice tools.

Keywords Subthreshold - Device sizing - Adiabatic subthreshold - Nonadiabatic
dissipation

1 Introduction

Generally, in a CMOS inverter, if IN = 0 and V is the supply voltage, only 4CV? is
delivered to the load capacitance for OUT = 1. The remaining 4CV? is dissipated in
the circuit transistors. Here, C represents the nodal capacitance. Then, when input
signal IN becomes 1, the %CV? stored in the load capacitor is dissipated to the
ground [1]. On the other hand, in the adiabatic logic, a time varying supply clock,
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called as power-clock is used, that reduces the voltage drop across the device at any
time. The majority of the energy spent on charging the nodal capacitance is recycled
back to the supply clock every time and is not dissipated to the ground as it occurs
in CMOS. Hence, these circuits are called as Adiabatic circuits. This energy
recovery property greatly reduces the switching power of the digital circuits.
However, in the quasi-adiabatic circuits that consists of cross coupled PMOS
transistors or cross coupled inverters at the outputs there is significant amount of
non-adiabatic dissipation. This is due to the fact that the transistor helping in energy
recovery remains ON only till the gate voltage is below its threshold voltage. When
the output voltage reaches the threshold value of V7. the recovery path transistor
becomes off and no further energy recovery takes place. This contributes for the
15CV3, power dissipation, which happens every time when the input signal
switches. This non adiabatic energy dissipation is a major setback in the Quasi
adiabatic structures.

On the other hand, in the subthreshold logic, device sizing is done in such a way
that they are operated with Vpp < V.. In this weak inversion region, the leakage
current or the subthreshold current is considered the computation current. It helps in
surmounting the 4CV7, power dissipation drawback of the adiabatic circuits.
Moreover, the exponential I-V relationship in the subthreshold region of operation
increases the current gain. However, it is to be pointed out that, although the
switching power is greatly reduced, subthreshold circuit operations are intended
mainly for medium throughput applications. Additionally, due to the exponentially
increasing current gain, the sensitivity of the circuit to the process and temperature
variations increases. Nevertheless, the robustness of the circuit has been improved
by different circuit level and device level techniques.

In this paper, it is proposed to utilize the advantages of both the subthreshold
logic operation and the energy recovering adiabatic logic and launch a new mode of
operation called adiabatic subthreshold mode. In adiabatic subthreshold mode of
operation, the adiabatic circuit is device-sized to operate with the supply clock
below the threshold value, i.e., in the weak inversion region. Here, the
non-adiabatic dissipation discussed above is reduced to a bare minimum. Moreover,
in this mode the process of near complete energy recovery property enhances the
lower power operation capability even better than the conventional CMOS sub-
threshold operation. Further, the multi phase power-clocking in the adiabatic cir-
cuits assist in efficient pipelining due to their inherent nature of each clock lagging
behind the other by 90°, with the successive power-clocks operating the cascade of
circuits. The pipelining adopted in the adiabatic structures, may improve the
throughput of the novel mode far better than the subthreshold circuits.

In this paper, the basic digital logic gates such as inverter, NAND, NOR, XOR,
AND and OR shown in Fig. 1 are analysed for all the above three modes of
operations to validate the claims. Each of the claim and the simulation outcomes are
substantiated with necessary analytical support and conceptual clarification.
Further, the proposed adiabatic subthreshold mode is illustrated with a 4 stage, 8
stage and 16 stage cascaded inverter chain to prove the operation of the adiabatic
subthreshold operation with increased logical depth or higher latency.
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Fig. 1 Basic CMOS digital logic gates device sized for subthreshold operation a NOT, b NOR,
¢ NAND

Section 2 discusses the device sizing and the impacts of subthreshold operation
of the above mentioned basic digital logic gate circuits. Section 3 explains the
circuit counterparts operated in adiabatic mode and detail out the features and
benefits. Section 4 elaborates the adiabatic subthreshold mode of operation of the
circuits listed in Sect. 3. Section 4 exemplifies a 4 stage, 8 stage and 16 stage
cascaded inverter chain operated in all the three modes. Section 5 presents the
simulation results, discussions and the analysis depicting the justification and val-
idation. Section 6 concludes and the scope for the future work is also discussed.

2 Subthreshold Operation

2.1 Device Sizing

Scaling down of V,; below the value of threshold voltage, for ultra low power
designs require optimal sizing of transistors for accurate functionality, minimum
delay, minimum power consumption and also symmetrical noise margin [2]. Thus,
there is a need to obtain an optimal size ratio p = (W/L)p/(W/L)y. Changing p is
done by changing the width of the transistors maintaining the length constant
(p = (W, + AW, /L AW, + AW,/[L,). PMOS transistor is made larger with respect to
the NMOS device, maintaining the total size of the logic gate constant. Hence, in
effect, C; is maintained constant, to maintain the power dissipation of the gate also
constant. Since the gate oxide capacitances contributing to the C; is the same per
unit area for both the PMOS and NMOS transistors, the energy does not vary so
much. However p affects the delay, power and noise margin as follows.

e Increased width of the transistor will reduce the propagation delay due to the
increased current. i.e., larger PMOS and smaller NMOS will give low #,.4.
However, it will increase ,;,. Weaker PMOS and larger NMOS will result in
reduced 2,4, and increased #,.4
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e Changing p further changes the miller parasitic capacitance and hence the load
capacitance C;. This affects the total power consumption.

e Smaller PMOS and larger NMOS give reasonable noise margin low level NML
and reduce #,y; and the static power. However, larger PMOS and smaller
NMOS improve NMH and reduce the t,, 5, however, at the cost of increased
static power. Here, NML = V;; — Vo, and NMH = Vo — Vig.

Hence, in the presented work, an optimal size ratio p is designed for realizing
minimum delay, minimum power consumption and reasonable noise margin
characteristics. Thus, the device sizing is fixed as p = (Wp = 135 nm/Lp = 45 nm)/
(Wn = 65 nm/Ly = 45 nm) after analysing with various aspect ratios in the process
corner models Fast PMOS/Slow NMOS and Slow NMOS/Fast PMOS for wide
range of supply voltages below the threshold value Vi = 0.61 V.

2.2  Subthreshold Circuits

Subthreshold operation employs the leakage current as the operation current by
maintaining the supply voltage V,;; < Vry. The I-V characteristics of the devices in
the weak inversion region are entirely different from the strong inversion region as
shown in Fig. 2.

The weak inversion current has an exponential behaviour in contrast to the linear
behaviour of the strong inversion region operation. The subthreshold current is
given by the equation

Loy = 1, % e((VGSfVTH/nvt)) ~ (1 _ e(7VDS/vt)) ~ e;1VDS/nvt (1)
I, = 1,Cox X W/L(n — 1)vi (2)

Here, Vs is the transistor gate to source voltage, Vpg is the drain to source
voltage, Vry is the threshold voltage, vy is the thermal voltage, # is the DIBL

Fig. 2 Exponential

1 Linear Region
behaviour of the drain current 1E04

« . i
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coefficient, n is the subthreshold swing coefficient of the transistor, u, is the zero
bias mobility C,y is the gate oxide capacitance, W and L are the width and length
of the transistor respectively [3]. The equation signifies the exponential dependence
of the subthreshold current on V. This is the reason for the high transconductance
gain of the circuit and the ideal VTC characteristics of the gate.

In the super-threshold region, a transistor enters the saturation region only when
Vps > Vgs — Vr which gives a much narrower saturation region and thus an
undesirable voltage transfer characteristic (VTC). However, the devices in the
subthreshold region, the drain current saturates and becomes independent of Vpg
for Vps > 3kT/q (~78 mV at 300 K). Hence, the devices are good current sources
in the subthreshold region in the operating voltage range of 3k7/q to V4, [4, 5].

Furthermore, the exponential dependence of the drain current on the Vgg voltage
increases the sensitivity of the circuit to the process and temperature variations and
hence, the robustness of the device is declining which is one of the challenges faced
in the subthreshold circuits. An added consequence of the subthreshold region is the
decrease in the input gate capacitance, where the gate capacitance is given by

Ci = series(Cox, Cq)||Cir||Cor || Cao (3)

Here, C,, Cq4 are the oxide and depletion capacitances, C;r and C, are the fringe
capacitances and Cg, is the overlap capacitance. The second order effects of the
MOS devices are also less pronounced in the subthreshold region. The subthreshold
currents are weaker and hence, the time taken for charging and discharging the
nodal capacitance is longer, as given by

Td == CLVDD/Ion (4)

Thus, operating the devices in the weak inversion region exhibits several benefits
such as 1. High current gain 2. Lower power dissipation 3. High noise margin 4.
Low input gate capacitance 5. Reduced gate tunnelling current, Gate induced drain
leakage and reverse biased diode leakage. However, the sensitivity of the sub-
threshold circuits to the PVT variations and the low throughput of the devices
operating in the subthreshold regime are major obstacles that need to be eradicated
to acquire the benefits [6, 7]. The robustness of the circuits can be enhanced by
various circuit level and device level techniques such as channel upsizing and body
biasing [8].

Extending the subthreshold logic to adiabatic circuits can improve power effi-
ciency of the energy recovery circuits for ultra low power operation besides
deriving several benefits from each of the low power schemes. In order to illustrate
the claims on the proposed adiabatic subthreshold mode, CMOS basic digital logic
gates (AND, NAND, OR, NOR, NOT, XOR) are device sized to operate in sub-
threshold region. And also, the adiabatic designs of logic gates are evaluated in the
strong inversion and weak inversion region of operation (adiabatic subthreshold
mode) as discussed in the subsequent sections.
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3 Adiabatic Circuits

Figure 3a—c show the (Efficient Charge recovery Logic) ECRL adiabatic structures
of the digital logic gates. In these adiabatic circuits, it is noted that the constant
power supply Vpp of the conventional CMOS circuits is replaced with a
power-clock, which is trapezoidal in shape with four phases, as shown in Fig. 4.
The cascaded successive stages of the ECRL adiabatic gates are driven by the four
phases of the power clock PCLK1, PCLK2, PCLK3 and PCLK4. This pipelining
feature of the ECRL adiabatic architecture lessens the energy dissipated per stage
and enhances the throughput [9, 10].

The time varying power clock reduces the potential across the switching devices
at any time, and this minimizes the dissipation in the pull-up and pull-down tran-
sistor networks. The energy delivered to the circuit nodes during Evaluate phase is
recycled back to the supply during the Recovery phase. The output nodal value is
cascaded to the subsequent stage in the adiabatic pipeline during the Hold phase
[11]. This adiabatic dissipation of the power-clocked circuit during the
evaluating/recovery phase is given by

Eugia = RonC1/TCLV}), (5)

Ron = [tegpe, Weti/Legp (Voo — |Vihp])] ™" (6)

(a) T PCLK

=linls

oL

Fig. 3 ECRL a INV/BUF, b AND/NAND, ¢ XOR/XNOR

}
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Wait
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Recover

|

Fig. 4 Four phase power clock
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where R, is the ON resistance in the charging path, C; is the load capacitance and
T is the power clock period. However, there prevails a non-adiabatic component of
power that is irrecoverable [12]. This is due to the fact that the PMOS transistors are
maintained on only as long as its source voltage is more than the threshold voltage
Vr [13]. The non adiabatic dissipation is the sum of energy components due to the
Vinp and the leakage. i.e., E,q = Eypp + Ejeqrage.

It can be expressed by the equation as depicted below,

Enaa = 1/2CLV3

wp T VoplieakkT (7)

Then, the total energy loss Eg;ss per switching event of the adiabatic circuits is
given by,

R, C
Ediss = 2< T L) CLV;D + 1/2CLV5LP + VDDIleakkT (8)
Expanding,

Egiss = 2C; V) +1/2C,V3, + VopleakT — (9)

L

w
T,up Cox <_) (VDD| Vthp |)
p

where n, Vr, u, is subthreshold slope factor, thermal voltage and mobility of the
leaking transistors respectively [14]. It is inferred from the Eqs. (7) and (9), the
adiabatic power dissipation component decreases with reducing frequency, while
the nonadiabatic dissipation is independent on frequency. This detrimental feature
of the adiabatic circuits is subsisting at all frequencies and hence is a design
constraint and need to be sorted out. Thus, there come into view the novel approach
i.e. adiabatic subthreshold mode that inherits the features of the subthreshold and
the adiabatic styles of operation. Consequently, this proposed mode also exhibits
most of the benefits of both the techniques as detailed out in the next section.

4 Adiabatic Subthreshold Logic

This section presents the adiabatic subthreshold mode of operation, i.e., the adia-
batic structures are operated in the weak inversion region. The adiabatic structures
are device sized for subthreshold operation and power clock PCLK voltage is held
below the threshold value V1 for operation in the weak inversion region. This novel
methodology acquires most of the merits of both the low power schemes which is
listed as below.
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e The dynamic power dissipation P, = aC, V2 is minimized as the nodal
capacitance Cp is reduced by device sizing due to the reduction in the gate
capacitances, Vpp being less than the threshold voltage and the power-clock
period T being longer. (meaning lower power-clock frequency)

e Besides, absolute energy recovery made possible through the use of time
varying power clock improves the power efficiency to a greater extent.

e And, most crucially it is also justified that the non-adiabatic power dissipation is
also brought down to an utmost low value in the proposed mode as given by the
Eq. (10).

1 w
Enad = 5 CL Vl%tp + VDD,U'Cox <L> V’[z‘expng7 Vih/n VTkT (10)

The non-adiabatic dissipation is dependent on 1. The power supply voltage
PCLK that is now scaled down to a value below the threshold voltage 2. The nodal
capacitance that is lessened by the reduction in the gate capacitance and 3. The
value of threshold voltage that is come down to 3kT/q = 78 mV in the subthreshold
region.

e Moreover, the gate tunneling current, reverse biased current DIBL, GIDL
leakage currents are minimized due to their dependence on the supply voltage
which is now below the threshold value.

e The weaker currents may increase the delay in the subthreshold mode and
decrease the frequency of operation. However, the pipelining adopted in the
adiabatic subthreshold circuits improves the throughput.

e Device optimization of the adiabatic circuits for subthreshold operation also
improves the power delay product.

e Moreover, the current source property (drain current saturates at Vpg > 3kT/q)
in the subthreshold region enables better pass gate logic or in other words
reduces the voltage degradation in series connected devices. This is owing to the
fact that the voltage drop across the devices is just the 3k7/q drop (~78 mV) as
against the full V};, value of around 700 mV.

The claims are exemplified with the basic digital gates and a 4 stage, 8 stage and
16 stage cascaded inverter chain in all the above three modes of operation analysed
for power efficiency. A 4 stage inverter chain is depicted in Fig. 5 for better

Peclk1 Pclk2 Pclk3 Pclk4
n N Qi N Q2 N Q3 N a
<Out

‘ Q1B ‘ QzB ‘ Q3B ‘ QB

Fig. 5 Cascaded inverter chain
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understanding in which the successive stages are driven by the four phases of the
power clock. However, in the subthreshold mode, power clock will be replaced by a
constant supply voltage Vpp.

5 Simulation Results and Analysis

The circuits are designed using the BPTM 45 nm process technology models and
are simulated using TSPICE. The basic CMOS digital logic gate circuits shown in
Fig. 2 are device sized (Wp = 135 nm; Lp = 45 nm) (Wy = 65 nm; Ly = 45 nm) to
operate with a constant Vpp set at value 0.4 V for subthreshold operation. And,
four-phase trapezoidal power-clocks with peak-to-peak voltage of 1.1 v
(Vr = 0.61 v) are used to power up the ECRL circuits for the adiabatic mode of
operation. Also, the ECRL circuits are device sized to operate with the time varying
power clocks PCLK1, PCLK2, PCLK3 and PCLK4 fixed at peak to peak value of
0.4 V. Thus the power dissipation results so obtained in all the three modes of
operation, i.e., subthreshold logic, adiabatic logic and adiabatic subthreshold logic
for the basic logic gates have been depicted in Fig. 6.

The graph in Fig. 6 portrays the reduced dynamic power dissipation in the
proposed mode due to smaller operating voltage, less nodal capacitance and
reduced operating frequency.

Further, it has already been stated that the voltage degradation of series con-
nected devices is reduced in subthreshold operation due to the current source
property in the weak inversion region. Thus the logical depth that can be attained in
the adiabatic subthreshold mode can defensed with simulation of the 4 stage, 8
stage and 16 stage inverter chains. The power results are plotted in Fig. 7. On
comparison, the 16 stage inverter in the subthreshold operation consumes 570 nW,
while the dynamic power dissipation incurred by the proposed subthreshold adia-
batic counterpart decreases to 27 nW. Thus, a power efficiency of 95 % is realized
in the novel mode of operation.

[ Subthreshold Gates
160 [ Adiabatic Gates
[ Adiabatic Subthreshold Gates

Power in nW
@
S

0 LI L .
INV OR NOR MAND AND XOR

Basic Gates

Fig. 6 Simulation results of the gates in the subthreshold, adiabatic, adiabatic subthreshold modes
of operation
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Fig. 7 Simulation results of 600 -
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The frequency range of operation of adiabatic subthreshold circuits is held at
10 kHz-1 MHz and this improved throughput is mainly by the pipelining feature
adopted in the ECRL architecture. This makes the subthreshold circuits suitable for
medium throughput applications.

And also, it is clear that in the adiabatic mode when the power-clock reaches the
threshold voltage during its negative ramping (or recovery phase); the recovery
transistor is cut-off, leaving 1/ ZCLVtzhp
adiabatic dissipation is narrowed to the least in the proposed mode. As inferred
from Eq. (10), it is explicit that the scaled supply voltage, the threshold voltage
which is now reduced to 3kT/q (=78 mV) instead of V1 (0.61 V) and the decreased
leakage currents diminishes non-adiabatic component in the total power dissipation.
The above analytical argument is proven with the simulation results of the 16 stage
cascaded inverter chain shown in Fig. 8. It is validated that the inherent non
adiabatic dissipation is 1600 nW in the adiabatic logic and reduced to 25 nW in the

of power dissipation unrecovered. This non

Fig. 8 Non adiabatic power 1800 -
dissipation of a 16 stage
inverter chain
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adiabatic subthreshold logic of a 16 stage inverter chain showing 98.4 % power
efficiency.

However, the novel mode faces several challenges due to its sensitivity to the
PVT. Due to these reasons, the noise margin is reduced and the robustness is
declined. The above effects are addressed by upsizing the channel length to
Lp = Ly = 45 n. The variability given by 6V = /WL, is mitigated by increasing
the channel length to several nanometers [15]. Due to the increased channel length,
current gain is improved, reasonable noise margin is attained, and the robustness to
variability is progressing. Moreover, the static power, which is larger in the sub-
threshold mode, is reduced by alleviating the leakage currents by channel length
upsizing thus improving the energy gain.

Thus it is ascertained that the proposed adiabatic subthreshold mode reveals
several advantages in terms of power efficiency discarding even the irrecoverable non
adiabatic dissipation of the adiabatic circuits. Moreover, the throughput of the adi-
abatic subthreshold mode is escalated by opting the pipelining feature in the adiabatic
circuits and thus fits well for medium throughput ultra low power applications.

6 Conclusion

This paper validates the benefits obtained in operating the adiabatic circuits in the
subthreshold region. The main drawback imposed by the energy recovery design
approach of the adiabatic circuits is the irrecoverable nonadiabatic dissipation that
is surmounted by operating the same in the subthreshold region. The design
methodology is proved using digital logic gate circuits and a larger circuit, namely,
a 16-stage inverter chain with increased latency of 16 stages of logical depth to
prove the capability of pipelining in the adiabatic circuits. It is also proven that the
operating frequency of these circuits can range from hundreds of KHz to tens of
MHz, with much lower power consumption compared to the traditional adiabatic
and subthreshold counterparts. The future scope of the design may rely on incor-
porating the designed novel circuits to real time biomedical applications such as
pacemakers, defibrillators and other applications such as RF IDs, sensor networks
and battery operated portable devices that demands ultra low power and medium
throughput.

References

1. J. Rabaey, Digital Integrated Circuits (Prentice Hall, 2003)

2. H. Soeleman, K. Roy, Ultra-low power digital subthreshold logic circuits. Proceedings
IEEE/ACM International Symposium Low Power Electron Devices, pp. 94-96 (1999)

3. B.H. Calhoun, A. Wang, A.P. Chandrakasan, Modelling and sizing for minimum energy
operation in subthreshold circuits. IEEE J. Solid-State Circuits 40(9), 1778-1786 (2005)



12

10.

11.

12.

13.

14.

15.

D. Jennifer Judy and V.S. Kanchana Bhaaskaran

. A. Wang, B.H. Calhoun, A. Chandrakasan, Sub-threshold Designs for Ultra Low-Power
Systems (Springer Publishers, 2005)

. H. Soeleman, K. Roy, B.C. Paul, Robust subthreshold logic for ultra-low power operation.
IEEE Trans. VLSI Syst. 9, 90-99 (2001)

. H. Soeleman, K. Roy, B.C. Paul, Robust ultra-low power sub-threshold DTMOS logic.
International Symposium Low Power Electron Design (2000)

. A.P. Chandrakasan, S. Sheng, R.W. Brodersen, Low- power CMOS digital design.
IEEE J. Solid-State Circuits 27, 473-484 (1992)

. A.P. Chandrakasan, R.W. Brodersen, Minimizing power consumption in digital CMOS
circuits. Proc. IEEE 83, 498-523 (2005)

. W.C. Athas, Low-power digital systems based on adiabatic switching principles. IEEE Trans.

VLSI 2(4), 398406 (1994)

A.G. Dickinson, J.S. Denker, Adiabatic dynamic logic. IEEE J. Solid-State Circuits 30(3),

311-315 (1995)

K.T. Lau, F. Liu, Improved adiabatic pseudo-domino logic family. Electron. Lett. 33(25),

2113-2114 (1997)

Y. Moon, D.K. Jeong, An efficient charge recovery logic circuit. IEEE J. Solid-State Circuits

31(4), 514-522 (1996)

V.S. Kanchana Bhaaskaran, J.P. Raina, Two phase sinusoidal power-clocked quasi-adiabatic

logic circuits. J. Circuits, Syst. Comput. 19(2), 335-347 (2010)

V.S. Kanchana Bhaaskaran, J.P. Raina, Differential cascode adiabatic logic structure for low

power. J. Low Power Electron. 4(2), 178-191 (2008)

B. Zhai, S. Hanson, D. Blaauw, D. Sylvester, Analysis and mitigation of variability in

subthreshold design. Proceedings International Symposium Low Power Electronics and

Design, pp. 20-25 (2005)



Design and Analysis of a Low Cost,
Flexible Soft Wear Antenna for an ISM
Band Working in Different Bending
Environment

L. Rexiline Sheeba and T. Jayanthy

Abstract A low cost, flexible software antenna for ISM band is presented. The
Novel antenna is proposed for ISM Band applications. Pure 100 % Cotton is used
as dielectric substrate material with dielectric constant 1.6. This antenna is flexible
and suitable for wearable applications. The designed antenna resonates at ISM
(Industrial, Scientific, and medicine) band with a return loss of more than —25 dB.
The simulated and measured results show the performance in terms of Return Loss,
Radiation pattern which shows the efficiency of the proposed antenna and this
flexible softwear antenna is measured in various bending environments are pre-
sented in this paper. Investigation focuses on an ordinary cotton cloth with 3 mm
thickness, used as its substrate, and the patch and ground plane are made up of
copper as conducting material together to form a flexible textile antenna. Proposed
antenna is tested in various bending condition. Such Textile antenna designed for an
ISM Band 2.45 GHz. Its radiation characteristics, return loss, gain, polarization
have been examined which are the issues when it is used as a wearable antenna for
medical purpose. Since it is a flexible textile antenna it bends for any condition.
Observations were done for various diameter PVC pipes which is equivalent to the
human body organs like arm, elbow, forearm, wrist or in the leg, ankle, knee, thigh
and its resonant frequencies were noted. One of the advantages of these charac-
teristics is once the antenna is flexible and bends in any condition then the specific
absorption rate can be reduced, when this antenna is placed on the human body.
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Flexible textile antenna «+ Human body physical structure
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1 Introduction

Wireless communication devices and techniques are flourishing, convalescing and
escalating nowadays. The improvement of such devices should assemble precise
requirements miniature dimension, light weight, low cost with attractive appear-
ance. To improve the characteristic of wearable microstrip antennas many tech-
niques were developed. In recent years, wearable devices are getting popular and
dominating in electronic industries. By using suitable materials such as textiles and
foams, the electronic systems can be integrated into clothing. These smart textile
systems can be deployed in different fields, and have been shown to function in
garments. This low profile antenna is suitable for wearable applications and
microstrip patch antenna topology is chosen. An Electronic Device Worn by a
person said to be a Wearable contrivance. If it is a wearable one, then it should
expect to be a light weight, low profile. One such device worn by a person for
communication purposes such as navigation, monitoring health issues and is widely
used in military and medical application said to be a wearable microstrip antenna.
They enable the integration of flexible, robust conductive textiles to form the
radiator and ground plane. Textile antennas already have been successfully
implemented with satisfactory performance. Conductive textiles, metal foils can be
used as the radiating element [1-3]. In 1993; FCC allocated 40 MHz of unlicensed
band in the 1890-1930 MHz band. Several years later, the FCC also unlicensed the
5.15-5.35 GHz and 5.725-5.825 GHz frequencies considered as the existing 5 GHz
ISM band.

The proposed Softwear antenna uses soft substrates in the microstrip patch
antenna. Moreover this softwear microstrip patch antenna is used as a wearable one
because of its compact size, light weight and ease of integration in clothes. So
Textile substrates are used as soft substrates in this softwear antenna, wearable and
textile antenna properties are in two dimensions. The Combination of textile
antenna and wearable properties referred as softwear antenna in which it is 2-D
flexible along two planes also it is optimized to perform proximity of the human
body [1]. Researchers are focusing on such type of antenna because of its wearable
system technology. User body and the characteristics of the antenna should be
maximized for the coupling of antenna and human body interaction, treatment of
malignant tumour can be found by using patch radiator and its operation is simple
in microstrip patch antenna, strip line is separated with a separation which is
flexible used to measure the human body temperature [2]. Several wearable
antennas have been developed in the form of flexible metal patches on soft sub-
strates which uses textile material. A new Hexagonal patch is proposed which is
operating in industrial, scientific and medical frequency band at 2.45 GHz and was
verified by the numerical techniques like Finite Element Method (FEM) and the
method of moments (MOM) and the effect on the human body is known by its
resonance frequency and gain. For Simulation human tissue is modelled as multi-
layer’s, for skin, fat, and muscle, various ¢, and ¢ value have been investigated to
create a model of human tissue [3]. General scenarios of wireless body centric
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communication are namely, off-Body, in-body and on body. Also the Intra body
and Interbody communications also explained in this review which deals Wireless
Body Area Network (WBAN). IEEE 802.15.1 (Bluetooth) in (PAN) personal Area
Networks (WPAN) is widely used, which extends the propagation range. Efficiency
and gain of the antenna can be analysed in 3 parameters like Antenna-distance from
the body, Location on the body and the type of the antenna, also the dispersive
electrical properties of the human body is lossy at higher frequencies presence of
human body changes the operating frequency of the antenna [4]. Normally human
body is composed of water with dielectric constant and conductivity. When the
metal based antenna placed on the skin, it reflects from the body. When EM waves
coincide on the skin, a then there is a change in its resonant frequency.
Electromagnetic Interference (EMI) between the human body and the antenna is
calculated by Specific Absorption Rate, it is the rate of heat generated by the
antenna and was sensitized as heat on the body surface. High dielectric constant
increases surface wave losses and Bandwidth of the antenna decreases the impe-
dance Bandwidth [5]. In medical application when a patient is to carry such radiator
which constantly communicates the outside world can use this wearable technology
working in various bending environments. In on body environment to keep the
wearable antenna flat all the time is difficult when a patient worn on clothing. Due
to the patient’s body movement there is a possibility of bending the antenna in any
condition. Also, this bending may modify the characteristics of the antenna like
resonant frequency, Magnitude, return Loss etc. In general diameter of the human
body organs are different; it also depends on the age factor. When this antenna is
placed on the organs such as arm, elbow forearm, wrist or in leg, ankle, knee, thigh
it is flexible and works in any pliable situation. This paper proposed some of the
key features related to the wearable antenna design process include Textile material
selection, material conductivity, antenna performance on various bending envi-
ronment. Simulation and investigational interpretation were made on the perfor-
mance characteristics of this Flexible softwear microstrip antenna are also explained
rest of the section shows the bending performance of the antenna in various
diameter using PVC pipes which represents the diameter of the human arm, forearm
elbow, wrist, ankle foot, and also wherever bending is possible in human body
according to the body movement.

1.1 Substrate Material

Pure 100 % cotton material is chosen with a firm and smooth surface and it is
suitable for wearable applications. Thickness of this material is 0.3 mm. The
electrical evaluations should be performed before the establishment of any kind of
soft substrate material. It is important to know the dielectric permittivity of the
chosen cotton material. If the dielectric constant is more, then gain, directivity, and
efficiency increases. To Perform the effect of textile material Relative permittivity
g = 1.6 cotton material is selected. Comparing with other cotton materials like
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Wash cotton, curtain cotton, poly cotton and Jean cotton the relative dielectric
permittivity value is more [6]. If the dielectric permittivity value is more then
performance of the antenna is more. Low dielectric constant in textile substrate
reduces the surface loss and improves the impedance bandwidth of the antenna.

1.2 Conducting Material

To establish the communication system a conducting material with its electrical
characteristics are required for the ground plane as well as the patch of the antenna.
Material conduction should satisfy several requirements such as having a low and
stable electrical resistance (1 /square) in order to minimize losses [2, 7-9].
Variance of the resistance throughout the area should be small. Also conducting
material should be flexible when it is worn, also when the antenna is deformed to
any radius. The material used in such type of antenna should be in elastic because of
bending, stretching and compression is possible when it is worn or integrated within
the cloth [3, 4, 10-13]. Conducting properties of various materials plays major role
in achieving the desired performance of antenna designs and also in fabrication. An
impedance matching element controls the impedance bandwidth of the patch. In
this flexible softwear antenna ground plane acts as an impedance matching element
which create a capacitive load neutralizes the inductive nature of the patch to
produce pure resistive input impedance. The proposed work focused on copper
which is used as the conducting material because of its flexibility on the substrate.
Copper has good flexibility and surface resistivity used in both patch and ground
plane. One end of the patch is made up of copper and the other end conducting
plane is also made up of copper. This is flexible for any bending radius which is
possible when integrated in cloth or worn by the user.

1.3 Relationship Between Permittivity ¢ and Conductivity ¢

Permittivity € and conductivity ¢ are complex quantities expressed in real and
imaginary parts as

e=¢ —j& (1)
c=a —jo’ (2)
Effective permittivity €. and the effective conductivity o, are defined as

ee=¢ —d'Jo (3)
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o, = ¢ + we’ (4)

Loss due to conductivity is expressed in dissipation factor or it is said to be
tangent tan 6, which is defined as

_Imfe,] o,
tand = Rele] ~ we, (5)

Refraction Index of a substrate and patch includes both parameters

n=./eU, (6)

¢ Relative permittivity,
u,. Relative Permeability

Ratio of space-wave radiation to surface wave radiation can be found for any
small antenna mounted on the substrate and it can be applied to a patch. To achieve
efficiency and high Gain dielectric constant should be decreased so that it increases
the spatial waves which increase the bandwidth of the antenna. The Relative per-
mittivity &, value changes as bandwidth changes. Dielectric constant thickness
determines the bandwidth and efficiency performance of this planar textile softwear
antenna. Low relative permittivity results in a wide patch and a thin substrate results
in smaller patch.

2 Antenna Design Consideration

To have a low profile planar antenna this can be integrated into clothing. One of the
familiar topology of microstrip antenna is preferred. This ensures radiation away
from the body with sufficient bandwidth for a good coverage. Here the Use of
100 % cotton material is used as the dielectric substrate with a g, value of 1.6.
Copper metal in the patch is acting as the radiating surface with a thickness of
0.1 mm. HFSS software is used for the design of the proposed antenna and the
results were simulated for the antenna with the final dimensions in mm.
L1 =54.8 mm, L2 =47.1 mm, h =3 mm. Due to the larger physical area and higher
bandwidth and ease of fabrication rectangular microstrip antenna is chosen. A 50 Q
microstrip feed line was provided for the antenna feed and SMA connector is the
feeder for the microwave power.

oy 7
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C Velocity of Electromagnetic wave
€. Relative permittivity of the cotton Textile material
f.  Resonant frequency

Microstrip patch lies between dielectric material and air, thus electromagnetic
waves related to effective permittivity (e..5) given by the expression introduced by
Balanis [14], as shown in Eq. 8

brefp = r; 1] + {92_ 1} [1+ 12h/w] /2 )

where, h-Height of the substrate
Because of the narrow bandwidth of the patch, the resonant frequency depends
on the length of the patch; design value of L is given by

-] 2 .

&rp-effective permittivity, additional line length AL and effect of fringing fields

AL [rert +0.3] } w 0.264
T =041 | S [ +0.8 10
h |:[8reff — 0258] T ( )
Effective patch length L.y is given by
Leg = L+2A4L (11)

Resonant Frequency of a planar rectangular patch antenna determines W and L,
thickness t and permittivity €.q of the dielectric

Jom = [(m/L)* + (/W) (12)

2\/ Eeff
m, n-mode numbers when an antenna curved in an arc along its length
L=R0 (13)

R-Radius of curvature, 0-angle subtended by the patch length.

Equation (1) can be modified with the variation in the effective length by
assuming the new length lies along an arc midway through the dielectric material,
by ignoring the changes to the fringing field, new length can be given as

Leﬁ_<5_5)0:L_@ (14)
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Effective length L. becomes L in [14] and 6 = 0

A change in antenna performance reflects both increased and decreased fre-
quencies depending on the bending environment. The curvature effect of the
antenna on its resonant frequency was given by Krowne [15, 16] as

1 m . » n.»s
) =/ (5 — 15
o =572\ G+ 35 (15)
2b-length of the patch antenna, a-radius of the cylinder, 20-angle bounded the
patch width, €, p-permittivity, permeability.

2.1 Results and Discussion

Proposed softwear microstrip rectangular patch antenna has been modelled using
HFSS (Fig. 1). HFSS is a commercial finite element method solver for EM struc-
tures. This software is provided with a linear circuit simulator with an integrated
optimetrics for electrical network design. The geometrical construction and its
material properties and also the desired output frequency should be specified. HFSS
integrates an automated solution process HFSS automatically generates an appro-
priate and accurate mesh analysis for the given geometry [17].

Antenna geometry using HFSS have been shown in Fig. 1. Which shows the
geometric construction of the flexible softwear antenna. Simulated | S11 |
parameter in dB. (20Log10 | S11 | ) also said to be | S11 | , the radiation pattern
of the softwear antenna and the directivity are shown in Figs. 2, 3 and 4 respec-
tively. Performance of the antenna depends on the return loss. As the return loss
increases antenna performance also increases. More than —25 dB was achieved in
the above observation.

Fig. 1 Simulated softwear
antenna
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Above snapshot Figs. 5 and 6 shows the front and back side of the fabricated
flexible softwear antenna. Measured S11 parameter using a Network Analyzer have
been shown in Figs. 7 and 8.

The simulated and measured results shows the performance of the proposed
flexible softwear antenna The proposed antenna is working in the frequency of
2.39 GHz, which is almost near to the simulated output of 2.4 GHz shown in
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Fig. 4 Return loss of the proposed antenna

Fig. 5 Photographs of the
front and back side of the
flexible soft wear antenna

Fig. 6 Photographs of the
front and back side of the
flexible soft wear antenna
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Fig. 7 Snapshot of the
measurement of S using
network analyzer

Fig. 8 Flexible softwear B
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Table 1. When this flexible softwear is tested in various pliable condition different
frequencies were obtained which evidences, the proposed softwear antenna is
flexible and working in various meandering environment.

The measured return loss (s11) characteristics of the antenna under different
bending condition on the poly vinyl chloride (PVC) pipes of radii 11, 5, and 3 cm
respectively. Which is shown in above Figs. 9, 10, 11 and 12. When the flexible
softwear antenna is bent on the pipe of radius 11 cm, it resonates at 5.59 GHz with
the magnitude of (—12.414) dB as shown in Fig. 9. Similarly when the antenna bent
on the pipe radius of 5 cm the resonant frequency of the antenna shifted to

Table 1 Simulated and

Simulated output Measured output
measured output

2.45 GHz 2.39 GHz
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Fig. 9 Flexible softwear antenna placed on PVC pipe

Fig. 11 Antenna under bending on 5 cm dia PVC pipe

(5.62 GHz) with the magnitude of (—36.9) dB and when the bending radius is about
3 cm then the resonant frequency is shifted to 5.7 GHz with the magnitude of
(—29 dB). Experimental results shows in any bending condition resonant frequency
of the proposed antenna increases as diameter decreases. It shows when more or
less bending taking place while this flexible softwear antenna is placed on any of
the above said organ of the human body then the resonant frequency oscillate in and
around of the corresponding Resonant frequency. Also it was observed that when
the pipe is kept in horizontal or vertical position same resonant frequencies and the
corresponding magnitudes are obtained. The resonant frequency obtained from the
sample diameters of the PVC pipes are coming under the ISM band between 5.5
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Fig. 12 Antenna under
bending on 3 cm dia PVC

pipe

and 5.7 GHz. which shows the proposed flexible softwear antenna is working in
ISM band.

Diameter of the circle is the longest distance in a circle, when the flexible
softwear antenna is placed on PVC pipes with different diameter, shown Shift in its
resonant frequency and its magnitude in dB shown in Table 2. The measured results
show as the diameter increases resonant frequency decreases, and magnitude
increases, it shows the resonant frequencies oscillates within the ISM band.

Figure 13 shows the geometry of flexible soft wear antenna on a PVC pipe. This
shows the xz direction in which radiation is possible. By decreasing the radius of
curvature, the strength of the Electric field increases [15], the magnitude value of
the electric field depends on the effective dielectric constant and the same depends
on the radius of curvature. Magnitude increases with decrease in curvature is shown
in above Table 2.

Table 2 Measured result on placement of flexible softwear antenna on PVC pipes

Diameter of the PVC pipes (cm) Resonant frequency (GHz) Magnitude in dB
11 5.59 —12.414

5 5.62 —36.9

3 5.7 -29
Fig. 13 Geometry of flexible 3

softwear antenna on a PVC
pipe
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2.2 Experimental Observation and Concern on Bending
Effects

Once the antenna is installed as an integrated part of the clothing on different parts
of the human body like arm, elbow, forearm wrist, thigh, ankle and wherever
human body movement is possible. This study examines the bending effect and the
frequency resonance of proposed softwear antenna under various bending envi-
ronment. In this experiment human body organs like thigh, knee, arm, forearm,
wrist etc. are realised by the curved surfaces of 3 different diameter PVC pipes of its
various internal radiuses. The diameter is almost similar to the above said
humanbody organs. Hence different diameter shows different resonant frequency.
As diameter increases frequency decreases which was tabulated above. Normally a
cylindrical bend is more precise when compared to V-shape bends in clothing [12].
Proposed antenna is tested by properly bending it on the surface of PVC pipes.

While bending fringing fields should be taken into deliberation, due to this
performance of the antenna has great consequence. At the Centre of the patch
E-field is null. The fringing field between the margin of the patch and the ground
plane guide the radiation. The thickness of the substrate plays major role for the
amount of the fringing field. By using Eqgs. (8—12) the resonant frequency of the
antenna and all the parameters can be calculated.

3 Conclusion

The proposed Antenna performance depends on its structure. Using HFSS the
proposed flexible softwear antenna was modelled with a soft substrate. The resonant
frequency depends on the dimension of the patch shape, type of the substrate
material and also the feed line technique. Variation of these parameters influences
the resonant frequency. In this work when this novel antenna is placed on human
organs with various diameter resonant frequency oscillates and shift to various
frequency and this variation belongs to the ISM band was observed. This soft wear
antenna is very cheap and is flexible for any bending Radiuses. By this observation
the amount of heat generated on the human body can be reduced, while it was
implanted on the human body organs with various diameters. Also the textile sub-
strate used in this proposed antenna is 100 % cotton which absorbs water accord-
ingly the performance also get changed and to be validated for future enhancement.
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Bandwidth Enhanced Nearly Perfect
Metamaterial Absorber for K-Band
Applications

S. Ramya and I. Srinivasa Rao

Abstract In this paper, a nearly perfect metamaterial absorber is proposed with
enhanced bandwidth and polarization insensitive. The proposed unit cell structure
consists of outer split ring and inner asterisk shaped resonators printed on FR4
dielectric substrate. The designed metamaterial absorber gives broad bandwidth of
2.01 GHz and peak absorptivity of 99.98 and 99.94 % at 19.4 and 19.8 GHz,
respectively. The simulation results prove the polarization insensitive behavior of
the structure for oblique and normal incidence of the polarized waves at angles of
25° and 85°, respectively. The effective parameter is retrieved and the field dis-
tributions are studied. This metamaterial absorber is well suited for K-band appli-
cations like radar and satellite communications for uses in weather radar, imaging
radar and air traffic control.

Keywords Metamaterial - Absorber - Polarization - K-band applications

1 Introduction

Due to unusual properties of the metamaterials like negative permittivity, negative
permeability etc. along with its many advantages, extensive research was concen-
trated in various fields like antennas [1], absorbers [2] etc. The most promising
application of the metamaterial is the microwave absorber. Compared to earlier
days absorber, the metamaterial absorber due to its unusual properties, leads to
nearly unity absorption with enhanced bandwidth, polarization insensitivity beha-
viour and compact size. These metamaterial microwave absorbers are widely used
for electromagnetic wave absorption to reduce specific absorption rate in mobile
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phones [3, 4], Electromagnetic interference suppression [5, 6], Radar cross section
reduction [7] and Electromagnetic compatibility. Various metamaterial absorbers
were designed in microwave, terahertz and infra-red frequency ranges with dual
band, triple band, multi-band absorption etc. Recent trend and the biggest challenge
is the design of bandwidth enhanced metamaterial absorber to overcome the
delimits of absorbers with narrow band absorption. The different forms of split ring
based resonators which were used for ultra-wideband applications [8] are now
replaced by electric field driven LC resonators. For achieving enhanced bandwidth
for absorption, multi-layer structures were proposed but the structure was polar-
ization dependant [9]. In terahertz region bandwidth enhanced structures has been
proposed [10]. The dual-layer dual band absorber with enhanced bandwidth of 1.24
and 1.92 GHz was proposed in [11]. In [12] the single layer structure obtained the
bandwidth enhancement of 940 MHz. The broadband absorbers in C and Ku bands
were also proposed. This paper proposes a split ring with inner asterisk shaped
structure for enhanced bandwidth and polarization insensitive metamaterial absor-
ber. The structure gives wide bandwidth of 2.01 GHz with two absorption peaks of
99.98, 99.94 % at 19.4 and 19.8 GHz, respectively. Nearly perfect absorption is
achieved by proper optimization of the structure. The surface current and electric
field distributions are analyzed for good understanding of the physical mechanism
of the proposed structure. The polarization insensitivity behavior of the structure for
different normal and oblique angle of incidences are studied. The proposed meta-
material absorber has potential applications in K-band.

2 Proposed Design of Unit Cell Structure

The unit cell of the proposed structure is shown in Fig. 1. It consists of top outer
split ring with inner asterisk shaped resonators and grounded bottom layer separated
by FR4 dielectric substrate of height 0.635 mm with dielectric constant ¢, = 4.4 and
dielectric loss tangent tan & = 0.02. The copper thickness of 0.035 mm is used for
the bottom ground and top metallic patterns. The dimensions of the structure are
a=6mm, b=6mm, c =205 mm,d =205 mm, e =36 mm, f =43 mm,
w; = 0.2 mm and w, = 0.2 mm.

This structure resonates at 19.4 and 19.8 GHz and the absorptivity can be
calculated using the reflection coefficient S;; and transmission coefficient S,; as,

Absorptivity = 1 — [Sy;]* — |Sy|*. (1)

The S,; is zero due to copper ground which stops the wave transmission. The
reflection of the waves should be minimized to make perfect metamaterial absorber
which is achieved by impedance matching of the structure to the free space
impedance. The input impedance is given as [12],
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Fig. 1 Proposed unit cell o a
structure s

| WV

1
Impedance = ————
P 1-Si

2)
A perfectly impedance matched structure should have real part of the input
impedance as unity and imaginary part of the input impedance as zero [12].

3 Simulation Results

The proposed metamaterial absorber is simulated using Ansys HFSS with periodic
boundary conditions. Figure 2 shows the reflection coefficient plot for the proposed
structure with enhanced bandwidth of 2.01 GHz from 18.4 to 20.41 GHz. The
enhanced bandwidth is due to fine tuning of the structure dimensions. The structure
resonates at 19.4 and 19.8 GHz with peak absorptivity of 99.98 and 99.94 % as
shown in Fig. 3, calculated using Eq. (1). The input impedance of the unit cell
structure is calculated using Eq. (2) and is shown in Fig. 4.

The retrieved impedance parameter has almost unity real impedance and zero
imaginary impedance at the resonating frequencies. Simulation results show that
nearly perfect absorption with enhanced bandwidth is achieved and can be used for
K-band applications. The electric field distributions and surface current distributions
at 19.4 and 19.8 GHz are shown in Figs. 5, 6 and 7. In Fig. 5, the electric field
distributions clearly show that the broad bandwidth absorption is achieved due to
both split ring and asterisk shaped resonators. The Figs. 6 and 7 show the surface
current distributions at 19.4 GHz and 19.8 GHz. The directions of the surface current
on the bottom layer are in anti-parallel with the direction of the surface current on
the top layer of the proposed structure and hence they constitute a circulating
current loop.
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4 Results for Oblique Incidence and Normal Incidence

The polarization insensitivity of the metamaterial absorber is verified by simulation
under normal and oblique angles of incidence of the incoming polarized waves.
Figure 8 shows the response of the structure under oblique incidence. The response
of the structure under normal angle of incidence is shown in Fig. 9. The peak
absorption is obtained only at zero oblique and normal angle of incidence. For
normal and oblique incidence, at angles of 25° and 85° the structure is polarization



32 S. Ramya and I. Srinivasa Rao

(@) (b)
IsurflA_per_n]

9.7765¢+202
9.1781+2082
8. 5632e+002
7. 95BYes202

7. 34968002
6. T42Tes002

6.135%9¢+202
5.5291e+002
4. 9223e+002
Y4, 3154es202
I 3. T0BGeeRR2

3. 181 Be202

2. 494084202
1. 8861es002
1.2813¢+082
6. T44GesR01
6. TE35e 200

Fig. 6 Surface current distribution at 19.4 GHz. a Top layer. b Bottom layer

(a) (b)

T——————————— Tt
o ol el - - - ey W W Y o 9. 7769e4002
—— i 5.178100002
'.i\--"':-' ——= 1 A Sl A = "-‘."\" '.s.sesz:-asz
1 1 1 4 " . s B ‘\ | 7. 95644002
4 A Tw o | alll’ . R A 7. Jn36es002
| > 1 2 1 2 [ v ol d LI 6. 7527es002

13

- T 2 B, 1359e+007
4 - ] 1 x ~ b Bl 552014002
EE_ | = = - o N I S T A 4.922384002
11 G -w AA | 4. 31540002
1 L VN 1B 1. 7008e0002
Yy < = \ b “" » v | 3.19180e002
AA 1 - ' 1 1 2, 434904002
| LY - ~ v Wy ) —a——a | - o 1.6961e0002
e =~ 1.2813e0002
1 T v - = - = = = = 4 6. T¥HBes0RL
- — —~— —— — — - — — - - - §. 76351000

Fig. 7 Surface current distribution at 19.8 GHz. a Top layer. b Bottom layer

3 10
(a) (b)
54
084
-10 F
g
. 154 H
@ —0=0° = 08
= ol ——p =25
§ —— =85
B 5l 0.4
o
@
€ )
02
354
40 T T T T T T T T T 00 T T T T T T T T T
15 16 17 18 189 20 21 22 23 24 25 15 16 17 18 19 20 21 2 23 24 25
Freq [GHz] Freq [GHz]

Fig. 8 a Reflection coefficient. b Absorptivity under oblique angle of incidence

insensitive. For other angles of incidence i.e. when the structure is rotated or when
the position of the antenna is changed, the reflected power increases, absorptivity
decreases and the structure becomes polarization sensitive.
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5 Conclusion

A bandwidth enhanced polarization insensitive nearly perfect metamaterial absorber
is proposed. The split ring with asterisk shaped metamaterial absorber structure is
optimized to give enhanced bandwidth and nearly perfect absorption at higher
frequencies, making it as an promising absorber in K-band applications for satellite
and radar applications for uses in weather radar, imaging radar and air traffic
control. The simulation result shows the peak absorptivity of 99.98 %, 99.94 % at
19.4 and 19.8 GHz respectively. The bandwidth enhancement of 2.01 GHz is
achieved between 18.4 and 20.41 GHz. The surface current and electric field dis-
tributions are plotted and analyzed. The proposed structure is polarization insen-
sitive for both normal and oblique angle of incidence of the polarized waves at 25°
and 85°.
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An Approach to Improve the Performance
of FIR Optical Delay Line Filters

P. Prakash and M. Ganesh Madhan

Abstract An approach to improve the filter characteristics of FIR optical delay line
filter is presented. This scheme uses constrained least square algorithm to derive the
optimum filter coefficients along with tuning of external phase shifter to reduce the
overlap between adjacent pass bands. Based on this technique, a three port (1 x 3)
lattice form FIR optical delay line filter is synthesized and compared with the
existing results. The results of the filter designed is found to require only 18 stages,
50 dB stop band attenuation along with minimum attenuation of —24 dB in the
overlap region. These values are significantly better compared to the literature
reports available for similar filters.

Keywords Optical delay line filter - Constraint least square algorithm - Finite
impulse response - Directional coupler - Phase shifter - Optical signal processing

1 Introduction

Optical delay line filters are widely used in the field of optical signal processing.
They are implemented with phase shifters, directional couplers, optical delay lines
and they are based on coherent superposition of incident fields [1]. The incoming
signal, split into different signal paths are delayed with respect to each other,
multiplied with appropriate weights and added together. Optical delay line filters
are similar to conventional digital filters in electronics domain [2, 3]. FIR filters can
be realized using fiber optic components as they posses periodic transfer function,
which is used for filtering several adjacent channels simultaneously. Optical FIR
circuits do not posses feedback paths and characterized by transfer functions with
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numerators alone [4-6]. Optical delay line filters can provide efficient RF filtering
in optical domain itself, thereby avoiding optical to electrical conversion and
processing in electronic domain. These filters find application in analog fiber optic
communication applications.

The design of 1 x 3, 3 x 3 FIR filters have already been proposed in the literature [7,
8]. In the case of 1 x 3 filter, Sequential Quadratic Programming (SQP) optimization
method has been used to obtain the approximate complex expansion coefficients. In
their design example, the delay time was about 0.01 ns, which corresponds to a free
spectral range (FSR) of 100 GHz. The number of stages used in the 1 x 3 filter design
is 21 [7].

Kaname Jinguji and Takashi Yasui [9] in their work, have designed a 1 x M
(M = 2) optical lattice filter based on least square method with non linear con-
strains. In their approach, the number of stages was 39 and the stopband attenuation
was 26 dB. Azam et al. [10] have proposed an optical delay line circuit which offers
similar characteristics as 1 x M FIR digital filter. In our earlier paper, we have
designed a 1 x 5 optical band pass delay line filter based on the division of transfer
matrix into canonical forms and the circuit parameters were obtained using
Constrained Least Square (CLS) method [11]. This algorithm is found to increase
the speed of execution and improves the numerical accuracy of the result [12]. In
conventional delay line filter design reported in literature, the pass band overlap is
significant and the same band of frequencies is passed through multiple ports,
leading to cross talk. Filters with minimum overlapping of adjacent pass bands are
always preferable.

In this paper, an approach to improve the performance of FIR delay line filter is
reported. The improved characteristics of the filter results from the optimum filter
coefficients developed using the CLS algorithm along with optimum external phase
shifter value. A 1 x 3 lattice form FIR filter is developed based on the proposed
scheme and found to result in reduced number of components (stages) and
improved stop band attenuation. Further pass band separation is improved by tuning
the external phase shifters to an optimum value.

2 Circuit Configuration and Synthesis

The circuit configuration for a three port (1 x 3) lattice form FIR optical delay line
filter used in this work is shown in Fig. 1. The 1 x 3 structure has one input and
three outputs along with of 2 x (N + 1) directional couplers and 2 x (N + 1) phase
shifters and one external phase shifter. The delay difference in each path has a time
delay At. The filter structure used in this work is based on the report of Azam et al.
[7]. But they have used Remez algorithm, whereas, we deduce the filter coefficients
based on constrained least square approach. The filter transfer function is the
product of the transfer function matrix of directional coupler, waveguides and phase
shifters.
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Fig. 1 Schematic of a generic, single stage 1 x 3 lattice for delay line filter

The transfer function of the first element in the structure shown in Fig. 1 is given
as

0 0
Sp=( 0o 10 (1)
0 1

The transfer functions of the directional coupler between the waveguides are
given in the following expressions (Egs. 2 and 3).

cosly —jsinl4 O
Sea=| —jsin0y cosfy O (2)
0 0 1
1 0 0
Seg=1|0 cosly —jsinfp (3)

0 —jsinfp cosOp

Similarly the phase shifters are characterized by their phase angles ¢, and @3,
and their transfer function are given as

el 0 0

SPA == 0 1 0 (4)
0 0 1
1 0 0

Sp=|0 eim 0 (5)
0 0 1

The total filter characteristic is expressed as the products of all these basic
components. This approach is similar to that of Azam et al. [7]. The synthesis
algorithm is used to determine the unknown circuit parameters such as optimum
coefficients, phase angle of the phase shifters, the coupling angle of the couplers
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and one external phase shifter with phase value ¢, [7, 11]. The synthesis method
has the following steps:

Step 1: Calculation of delay time difference At from the desired frequency fj

1

At :]70 (6)

Step 2: Calculation of the optimum coefficients using constrained least square
method [12].

Step 3: Obtaining the coupling coefficient angles of directional couplers and
phase shift angles of phase shifters.

The recursion equations can be obtained by factorizing the total transfer matrix
S(z), which can be decomposed into the following form:

S(z) = Sy(2)Sn-1(2). - $2(2)S1(2)S0 = [ [ Si(2) 7)
=N

Each transfer function block has a delay time difference At, two directional
couplers with coupling coefficients 64, ;5 and phase shifters with phase angles
@14, @15- The transfer function of each block is given as,

cos Ojpe 7Pz —jsin Ojpe /o 0
Si(z) = | —jsin Oy cos Oge 7?5771 cos 04 cos Oge 7 —jsin Oy sin Oz
— sin 64 sin Oz ! —jcos 04 sin O cos O

(8)

The input—output relation of a three port optical delay line filter in response to a
input (1 0 0) is given as

F(2) FINI(z) o 1
G | =| e | =]]s@]0 9)
H(z) MG ) 0

The key to solve the unknown filter parameters Oy, Oyp, Ona, @np Of the Nth
block is to separate Sy(z) from S(z) is shown in Eqgs. 10 and 11.

~ are [TEY
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For N = 0, the phase shift value ¢,, and the coupling coefficients Oy, are given
as,

Ons = al‘g{jBN CcoS GNBej(pNB — Cy sin ONB}
Ay 4 (11)
Ong = tan~! { (]BN cos Oype’?v — Cy sin QNB)eiijA }
An

Here N is the number of stages and n represents the number of recursion of the
corresponding equations. When nl = 0, additional equations can be derived, where

1=0,1,2..n— 1 d", b" and " indicate the 1, expansion coefficients of
FIN(z), GN(z) and HM!(z) respectively. At the first stage n = N, initial data for the
recurrent equations are given as aEN] =al, bEN] = bland CI[N] =cl(1=0,1,2,..,N).

[1]
I1+1

agn_ll = (aﬂl oS Opp e/ 4 j bl['f]H sin 0,4 cos,g P8 — ¢l | sin 0,4 sin 9,13)

bgn—ll _ (j aEﬂ] sin 0,4 e/®m + b,[n] coS 0,4 OS5 €/ +jcz[n] €0s O sin 0"3)
an—l] _ (J bgﬂ] sin OnBejq)"B + Cl[n] [ 0,13)
(12)

The external phase shifter value ¢, is calculated using the equation given below:
¢, = —arg (ag]]ej“"“ cos Ogu —&—jb([)olej("“” cos Opg sin O — cg)] sin O, sin 903) (13)

Thus, all coupling coefficient angles 0,4, 0,5(n = 0~N) of 2 x (N + 1) direc-
tional couplers, phase shift values @,,,¢,5(n =0~N) of 2 x (N+1) phase
shifters and phase value, ¢, of an external phase shifter can be obtained from the
above expressions.

3 Results and Discussion

This filter is aimed to filter out RF components, which are propagating in an optical
carrier through fiber. The expansion coefficients, coupling coefficient, angles of
directional couplers and the phase shift values of the phase shifters
(0,4, 0,8, ®,4 and @,5) are determined using CLS method. The coefficients are
shown in Table 1. The desired response is achieved with number of stages N = 18
and an external phase shifter value of ¢, = —0.0110. In order to evaluate the RF
filtering function in the optical domain, the modulating RF signal of a 1550 nm
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Table 1 Expansion coefficients and calculated circuit parameters for ¢, = —0.0124
Stage Expansion | Expansion | Expansion | Coupling Coupling Phase Phase
number | coefficients | coefficients | coefficients | coefficient | coefficient | shift shift
(ax) (br) (cx) angle angle value value
(Ona) (Onp) (@na) | (@np)
1 —0.0034 —0.0089 0.0096 —1.6980 0.9329 0.9809 | 0.3830
2 —0.0409 0.0334 0.0569 —-1.3074 —1.9593 1.4889 | 0.9239
3 —0.0737 —0.0386 —0.0822 1.2252 —1.8130 1.5666 0.7375
4 —0.0955 —0.0632 0.0876 1.3656 0.3430 1.7211 1.1340
5 —-0.0819 0.1029 —0.0594 1.6391 —0.9051 2.0834 2.7232
6 —-0.0205 0.0683 —0.0033 —2.0604 0.4699 0.5186 | 32.3884
7 0.0736 —0.1752 0.0827 0.9788 —1.3811 1.2413 3.3292
8 0.1602 —0.0301 —0.1494 —1.1478 —1.4827 1.6812 | 0.3170
9 0.1953 0.2076 0.1753 —1.6227 2.2396 1.1644 1.8608
10 0.1602 -0.0301 —0.1494 —1.1478 —1.4827 1.6812 | 0.3170
11 0.0736 —0.1752 0.0827 0.9788 —1.3811 1.2413 3.3292
12 —0.0205 0.0683 —0.0033 —2.0604 0.4699 0.5186 |32.3884
13 —-0.0819 0.1029 —0.0594 1.6391 —0.9051 2.0834 2.7232
14 —0.0955 —0.0632 0.0876 1.3656 0.3430 1.7211 1.1340
15 —0.0737 —0.0386 —0.0822 1.2252 —1.8130 1.5666 | 0.7375
16 —0.0409 0.0334 0.0569 —-1.3074 —1.9593 1.4889 | 0.9239
17 —-0.0157 0.0071 —0.0290 —1.6980 0.9329 0.9809 | 0.3830
18 —0.0034 —0.0089 0.0096 0.4319 0.0889 0.5490 1.4576

laser diode is varied from O to 500 MHz. The response of the optical filter at
different ports is shown in Fig. 2.

The frequency in the graph represents the modulating signal (RF) for the optical
carrier. It is found that filtering action of RF components in optical carriers is
efficiently carried out by the synthesized delay line filter.

The magnitude response shows almost O dB insertion loss at the center of each
frequency band while the stop band attenuation is less than 50 dB. However the
stop band attenuation varies for different ports. The results obtained shows that the
optimum number of stages used to design a 1 x 3 filter is 18 (k = 18). This value is
less than that reported by Azam et al. [7], where the number of stages used was 21,
and the stop band attenuation was about 30 dB only.

The filter response is obtained for different value of ¢, and the attenuation value
corresponding to the point of intersection of adjacent bands is determined. The
point of intersection corresponds to the minimum attenuation in the overlap region
between adjacent bands. Figure 3 shows the variation in minimum attenuation of
overlap region for different external phase shift values. By tuning the external phase
shifter, it is possible to achieve reduced bandwidth of overlap region, thereby
reducing the cross talk between adjacent pass bands. It is observed that the optimal
value of the external phase shifter is about —0.0124, which corresponds to an
attenuation of 24 dB. Under optimum condition, it is found that the bandwidth of
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the overlap region at 40 dB level for port 1 and 2 is 37 MHz. This is less compared
to the unoptimized phase shifter value (¢,) of —0.0110, which is about 85 MHz.
Figure 4 shows the magnitude response of the filter with better separation in pass
bands, which is obtained by tuning the external phase shifter value and corre-
sponding circuit parameters. The bandwidth corresponding to overlap region of port
2 and 3 of the filter is around 60 MHz, which is less compared to the bandwidth
reported in the previous case Fig. 2 (80 MHz). A minimum bandwidth and max-
imum attenuation correspond to region of overlap is determined for best filtering.

The variation of 3 dB bandwidth for different output ports from the filter shows
almost constant bandwidth around 70 MHz. Table 2 shows the bandwidth of
overlapping region at —40 dB level, for two external phase shifter values
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Fig. 4 Magnitude response of 1 x 3 FIR filter (¢, = —0.0124)

Table 2 . Bandv.vidth of Ports Bandwidth of overlapping region at
overlapping region at —40 dB —40 dB level
level for two different
Vea\izesor wo different ¢, 2, = 00110 P YTy
1 and 2 85 MHz 37 MHz
2 and 3 73 MHz 59 MHz

¢, = —0.0110, and —0.0124, and it is found that for the optimum value of
¢, = —0.0124, the overlap region is less.

In the 1 x 3 report of Azam et al. [7], the stop band attenuation is around 30 dB;
hence we compare the overlap bandwidth results at —30 dB levels. The overlap
bandwidth is found to be 0.11 rad/sample, which is much higher than that achieved
in this work (0.033 rad/sample). A 20 dB improvement is found in our case. As the
overlap bandwidth is significantly less, it is expected to improve the crosstalk
performance in the proposed filter.

The maximum insertion loss and minimum stop band attenuation in the pro-
posed filter are found as 0.18 and 50 dB respectively. The stopband attenuation
shows a periodic variation with the maximum value of 70 dB for the first and third
output ports; however the attenuation is found to be 50 dB for the center band.
Table 3 shows the comparison of Remez algorithm with CLS algorithm in terms of
number of stages, stop band attenuation, overlap region and maximum attenuation
in the overlap region. Since this paper focuses on synthesis of optical FIR filter with
CLS algorithm, experimental results are not provided. However, practical imple-
mentation can be carried out, based on this approach.
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Table 3 Comparison of CLS algorithm with different existing algorithms

Filter parameter 1 x 3 using REMEZ 1 x 3 using
algorithm [7] CLS algorithm

Number of stages 21 18

Stop band attenuation (dB) 20 50

Bandwidth of overlap region at —30 0.11 0.033

dB level (rad/sample)

Attenuation level corresponding to intersection 3 24

of two adjacent bands (dB)

4

Conclusion

An approach to improve the performance of FIR optical delay line filter is reported
in this paper. This scheme uses constrained least square (CLS) algorithm to
determine the filter coefficients effectively and also introduces an optimum external
phase shifter value for minimum overlap between adjacent frequency bands. This
concept is implemented in a (1 x 3) FIR optical delay line filter and found to
provide significant improvement in terms of number of stages, stop band attenua-
tion and reduced overlap between adjacent pass bands.
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Development of a VLSI Based Real-Time
System for Carcinoma Detection
and Identification

N. Balaji, B. Nalini and G. Jyothi

Abstract Breast cancer is most common life threatening non skin malignant state
in women. Accurate and early detection of breast cancer provides various chances
for the survival of the diseased person. The proposed system also helps the clinical
practitioner to diagnose the disease correctly. In this paper, an efficient VLSI
architecture for carcinoma detection and identification is implemented. The
implementation consists of three phases: pre-processing, feature extraction and
disease detection and identification. Pre-processing removes the noise by arithmetic
mean filters from the breast MRI image. Then the enhanced image is applied to an
efficient dual scan parallel flipping architecture to extract the features using pipeline
operation. The disease detection and identification can be performed better by using
content aware classifier, which is based on Euclidean distance and positive esti-
mation method. The proposed work aims at developing a VLSI system to diagnose
on a particular breast cancer disease and is implemented on VERTEX-4 FPGA as it
is a real time solution for disease detection and identification.

Keywords Breast cancer -+ MRI - Pre-processing - Feature extraction - Disease
detection and identification

1 Introduction

Today, there is almost every area of technical Endeavour that is impacted in some
way or the other by digital image processing. In the recent years, the most important
diagnostic tool in medical applications is medical imaging, mainly MRIL
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Mammography cannot determine whether an area is effected with cancer or not, but
it can provide guidance for further screening or diagnostic tests [1]. One of the most
powerful tool is breast MRI. The diseases that have been associated with structural
changes in the breast are Ductal Carcinoma in Situ, Inflammatory Breast Cancer [2]
Lobule Carcinoma and Metastatic Breast Cancer. The rate at which medical images
are produced every day is increasing exponentially. Such images are the rich
sources of information about shape, colour and texture, which can be exploited to
improve the diagnosis and ultimately the treatment of complex disease. In this
proposed work an attempt was made to improve the accuracy of disease detection
and identification with less hardware utilization.

The following steps are involved in the disease diagnosis. The first step involves
the reducing breast MRI image search space. Second step is the feature extraction
using Dual Scan Parallel Flipping Architecture (DSPFA) and Memory Efficient
Hardware Architecture on medical images. The third step is content aware classi-
fier, which is based on Euclidean distance and positive estimation. The classifier
parameters are trained for set of known breast MRI images. The parameters
obtained during training phase and test phase from the breast images are used to
identify the disease. The breast image data base is collected and an algorithm is
implemented on Vertex-4 FPGA.

The rest of the sections structured as follows. Section 2 describes related works.
Section 3 describes the VLSI architecture for disease detection and identification.
Section 4 discusses technology and tools used for implementation. The results
obtained are discussed in Sect. 5. Finally, Sect. 6 concludes the work.

2 Related Works

Mammography cannot determine whether an abnormal area is affected with cancer
or not, but it can provide guidance for further screening or diagnostic tests.
Magnetic Resonance Imaging (MRI) shows the most promise for improved breast
cancer screening. Breast MRI is a developing technique for the evaluation of
patients with primary breast carcinoma. MRI can be used to obtain three dimen-
sional images of the inner parts of the human body, without using X-rays. MRI
creates a detail picture of area inside the body without use of radiation and is a
painless procedure. For the detection of primary invasive and non invasive breast
carcinoma, breast MRI is very sensitive compared to mammography. MRI breast
imaging is a supplementary tool, in addition to mammography, to help diagnose
breast cancer.

Texture analysis places an important role for the characterization of biomedical
images [3]. It can be classified as statistical, geometrical and signal processing
types, out of which signal processing methods are used for texture filtering in the
spatial or frequency domain to extract significant features [4]. There are many
techniques available for feature extraction. In wavelet transforms, Discrete Wavelet
Transform (DWT) is commonly used techniques for multiresolution analysis [5, 6].
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For the characterization of biomedical images, multiresolution analysis is the most
broadly used technique in signal processing.

The DWT takes an input image and decomposes into sub images that are used for
characterization of horizontal and vertical frequencies. The DWT decomposition
yields the approximation (LL), horizontal (LH), vertical (HL) and detail
(HH) subbands. The process can be repeated for one or more levels if required.
Various techniques to construct wavelet bases, or to factor existing wavelet filters into
basic building blocks are known. One of these is lifting. The original motivation for
developing lifting was to build second generation wavelets, i.e., wavelets adapted to
situations that do not allow translation and dilation. Based on lifting scheme several
novel architectures have been proposed. It has some additional advantages in com-
parison with classical wavelets like FT and STFT. It makes computational time
optimal, sometimes increasing the speed of calculation by a factor 2. The 9/7-tap
lifting DWT has reduced computational complexity proposed in [7], but it required
delay of two multipliers and one adder. The extracted features like HL and LH are
used identify the type of disease. Recently efficient architectures such as dual scan
parallel flipping and Memory Efficient Architectures for a lifting-based 2-D DWT is
proposed [8, 13]. Compared to memory efficient architecture, DSPFA has less critical
path delay. In this paper, the Dual scan parallel flipping architecture is implemented
for disease detection and identification and a real time system is developed with
minimal critical path delay and 100 % hardware utilization efficiency.

2.1 Dual Scan Parallel Flipping Architecture

In recent years several VLSI architectures for lifting based DWT has been pro
proposed [9-12]. These architectures intend either to improve the processing speed
or reduce the hardware cost and memory efficient hardware. Lifting scheme entirely
relies on spatial domain and it has many advantages as compared to convolution
method such as fewer arithmetic operations, in-place implementation. The main
drawback of the conventional lifting scheme for 9/7 tap filter is process the inter-
mediate data in serial manner, thus results in longer critical path. In present algo-
rithm lifting steps are realized in parallel and pipeline manner. The critical path
delay is obtained to one multiplier delay of T, by placing pipeline registers into the
DWT unit that increase the control complexity [8]. The proposed dual-scan
architecture only needs N?/2 clocks to process an N x N image and only requires
five registers for transposition. In the algorithm sequence x(n), withn =0, 1 ...,
N — 1. The input sequence x(n) is divided into even and odd indexed sequences
denoted by 9, 4°. The steps involved in lifting algorithm are given by

s? = X, (1)
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o, 3, y, O are the 9/7 lifting filter coefficients. dl s S + > d1 s and d2 | are the
intermediate data values obtained from internal memory [8]. These intermediate
data are on different paths and this will be used for computing ¢?,s?, where d2, s?

are the outputs of current cycles. The intermediate data can be calculated in parallel
with the current operation and then utilized in the subsequent operation For

example, in the operation in (3), during the computation cycle of 4 ? , d? is concur-
rently computed with the addition operation between s?, s 1~ In a similar manner
Eq. (4) of first prediction stage is computed During the second hfnng step in (3)

and (4), signals and are scaled by and 1 5 respectively, instead of and “ﬁ =

because outputs ? , a_p produced from the ﬁrst lifting operations are used in the first
lifting step. The final outputs are scaled, as given by
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Thus, the proposed approach reduces the critical path delay to only one multi-
plier delay T, from two multipliers delay of 2T,

Block diagram of dual scan parallel flipping architecture as shown in Fig. 1.
Mainly it consists of row processor, transposing unit and column processing. The
odd and even samples from input data or signals are concatenated in Z-scan fashion.
Z-scanning tolerates instantaneous row and column processing operation, ensuing

> Row B Transposing [ Column >
" | Processor ¥ Unit ) Processor % 9%

Fig. 1 Block diagram of dual scan parallel flipping architecture
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in a small fixed latency [13]. Thus, the transposing buffer size is independent of N,
in which N indicates size of image and the corresponding pixels are read on the
rising edge of the clock. The entire image segmented into an overlay of 2 x 2 pixels
in order that column processing is able to start as shortly a 1-D DWT is produced by
alternate row processing.

2.1.1 Row Processor

The row Processor Element as shown in Fig. 2. It has two inputs and one output. In
addition to, the row PE consists of two adders, i.e., one multiplier and one hardware
shifter.

In row PE operation the current and previous pixels are fed at the adder line are
added, and the odd pixels fed at the multiplier line is multiplied by predetermined
constant coefficients C, depending on the precise PE.

The above algorithm uses flipping. Due to this, the reciprocal values of the 9/7
tap filter coefficients are considered which are high enough to cause an overflow
during multiplication operation. In case of two’s complement arithmetic operations,
the inverse coefficient values of 2* is multiplied. With this critical path delay is
reduced. Where k is an integer [14]. Therefore, (3), (4), and (5) are scaled by
constants 16, 32, and 8, respectively. Finally, the output is recovered by multiplied
(5) by 32 and (6) by 128 during scaling operation [8]. The second input coming
from previous pipeline stage of PE1 delayed by five clock cycles through delay
register 5D as shown in Fig. 3. Therefore, the critical path delay restricted to one
multiplier delay only.

2.1.2 Transposing Unit

A transpose unit is essential among the 1-D row processor and the 1-D column
processor to entire 2-D DWT operation. The TU has only five registers and one
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4 x 2 multiplexer, as shown in Fig. 4. The high pass and the low pass outputs from
the 1-D row processor accumulated in transpose unit and concurrently feed to the
1-D column processor.

2.1.3 Column Processor

The aim of a column processor (PE) is same as the row processor (PE). Thus, the
only difference is that the column processor acquires a line buffer and has two
output lines, as described in Fig. 5. To produce output O’1 on output line O’2 is
delayed by total three clocks to coordinate the two unit delays in two adders and
one delay in the shifter. Subsequently, both the output lines are pipelined with the
next PE. The entire column processor design is exposed in Fig. 6.
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The DSPFA can also work out a multi level 2-D DWT by utilizing off-chip
memory of size N*/4 to accumulate the current level LL band coefficients for the
next higher level DWT computations [8, 9]. The required clock cycle for j-level
DWT is —A~

j— N
2! (2 + 27)

3 VLSI Architecture for Carcinoma Detection
and Identification

The block diagram for carcinoma detection and identification is shown in Fig. 7.
The implementation of carcinoma detection and identification has following three
phases. Initially, image acquisition is done by giving a set of breast MRI images as
input. The average (mean) filter smoothens image data, thus noise can be elimi-
nated. For feature extraction, dual scan parallel flipping architecture is applied to
obtain its high frequency image component as it often contains most of desired
information about the biological tissue [3, 4]. Finally, Euclidean distance method is
used to detect and identify the type of disease.
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Fig. 7 Block diagram for carcinoma detection and identification

3.1 Noise Filter

Set of breast MRI images are given at the source input. The average or arithmetic
mean filter is used to smoothen the data and eliminate noise present in the input
image. The filter performs the spatial filtering on each gray level values in a square
or rectangular window surrounding each pixel.

D D) o

(8,1) €8xy

where m, n are the size of sub image centered at a point (x, y) and g(s, t) corrupted
image, f (x,y) de-noised image.

3.2 Feature Extraction

Feature extraction is nothing but extract significant information from the input data
in order to achieve required task based on this momentous data, instead of taking
whole data for further processing. Also defined as transforming the input data into
set of features is called feature extraction. In this, enhanced breast MRI image is
applied to the presented dual scan parallel flipping architecture to extract relevant
information.

3.3 Euclidean Distance Method

The Euclidean algorithm is a method for finding the greatest common divisor
(GCD) of two integers. The divisor algorithm states that for any integers a and b,
where abs (a) > abs(b) (abs is absolute value) and b # 0, there exists a q1 and rl
such that,
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Fig. 8 Four different diseases of breast MRI images

a=qib+r, with0<r <b (10)

The extracted features from dual scan parallel flipping architecture is applied to
the Euclidean distance method by which it identifies type of disease it is. The
projected approach is based on two stages, training and testing. In the training
phase, the structure is trained with set of four known breast diseases associated to
MRI image database. For each disease, set of four MRI images are taken as shown
in Fig. 8. After feature recognition, all essential features are stored for additional
processing. In the test stage, we will present one of the breast MRI images as test
input to the dwt unit; subsequently the output is compared to the trained rest to
identify the disease as shown in Fig. 10.

4 Technology and Tools

The architecture has been implemented in Verilog coding for feature extraction,
feature recognition and disease identification and its synthesis were done with
Xilinx synthesis tool. Xilinx ISE has been used for performing the mapping,
placing, and routing. In behavioral simulation ISIM simulator has been used. The
architecture is implemented on VERTEX-4 FPGA.

5 Design Results of Disease Detection and Identification

The behavioral simulation waveform for disease detection and identification is
shown in Fig. 9. For different diseases, one MRI images for each of the diseases are
taken in the test database. For all these MRI images, the real time system is
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implemented with minimal critical path delay and 100 % hardware utilization
efficiency. For a particular input of breast MRI disease like ductal carcinoma in situ
breast cancer, the corresponding output is shown in the simulation waveform. The
entire system for breast disease detection and identification is implemented on
Vertex-4 FPGA. The design implementation report of dual scan parallel flipping
architecture is presented in Table 1. Also graphical user interface is created in the
MATLAB environment to display the result in the image format as shown in
Fig. 10. The implementation report shows that the proposed architecture has a
critical path delay of 4.210 ns, and utilizes a total of 4498 four-input lookup tables
for all the sixteen MRI images. From the device utilization summary as the
architecture utilizes less hardware, the same FPGA is useful for detecting more
number of diseases.

Table 1 Design implementation summary of dual scan parallel flipping algorithm

Logic utilization Available Used Utilization
Number of slice Flip-Flops 12,288 3538 28 %
Number of 4-input LUTSs 12,288 4498 36 %
Number of occupied slices 6,144 2645 43 %
Number of slices contained only related logic 2645 2645 100 %
Number of bounded IOB’s 240 17 7 %
Minimum period 3.028 ns

Maximum period 4.210 ns
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6 Conclusions

An efficient VLSI based dual scan parallel flipping architecture is implemented
using both MATLAB and Verilog HDL program. The architecture is implemented
on VERTEX-4 FPGA for breast cancer detection and identification and it is a real
time application. The developed system is a portable device with advantages of
high speed and low power consumption.
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A Novel Frequency-Time Based Approach
for the Detection of Characteristic Waves
in Electrocardiogram Signal

Kiran Kumar Patro and P. Rajesh Kumar

Abstract ECG is the electrical behavior of heart signal which is used to diagnose
the irregularity of heart activity after visually inspecting the ECG signals but it is
difficult to identify by physician’s naked eye hence an effective computer based
system is needed. One cardiac cycle of ECG signal consists of characteristic waves
P-QRS-T. The amplitudes and intervals values of P-QRS-T segment determine the
functioning of heart of every human. In this paper a novel methodology of
Frequency-Time based approach is used to identify P-QRS-T waves. R-peak
detection is the first step in characteristic waves detection, for identifying R-peak,
wavelet transform (sym4) decomposition method (Frequency domain) is used.
After R-peak detection other characteristic waves are detected by tracing to and fro
from R-peak (Time domain). Standard ECG wave form is taken as base wave form
and detects the waves in the estimated interval. MIT-BIH NSR database is taken
and the methodology is implemented on MATLAB software.

Keywords Electrocardiogram (ECG) - Wavelet transform decomposition
Frequency domain - Time domain - MIT-BIH NSR - Matlab

1 Introduction

The Electrocardiogram signal is a recording of the heart’s electrical activity and
provides valuable clinical information about heart’s performance. The electrical
activity generated by Atria and ventricles by its depolarization and repolarization is
depicted in both magnitude and direction in a graphical manner [1]. It provides
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Fig. 1 Characteristic waves R
of ECG

information about the morphology, rhythm, and. heart rate. ECG is not unique it
may vary from one person to other person as known fact that there is difference in
position, size, anatomy of the heart, age, relative body weight, chest configuration
and various other factors.

The electrical activity during the cardiac cycle is characterized by five separate
characteristic waves that are P, Q, R, S and T [1]. The amplitude of P wave is very
low (0.1-0.2 mV) and represent depolarization and contraction of the right and left
Atria. QRS complex having largest voltage deflection (1-1.2 mV) and represents
Depolarization of ventricles. T wave amplitude is also low (0.1-0.3 mV) and
represents ventricles Repolarization. The ECG signal is very sensitive in nature
therefore even the presence of small noise the various characteristics of the original
signal changes. Powerline Interference, Baseline wandering noise and EMG noises
corrupts the ECG during data acquisition, which makes detection of characteristic
waves difficult. So proper filtering is needed [2] for accurate detection.

Generally in ECG the major characteristic point is R-peak. Detection of R-peak
is a crucial task and it is the initial job in ECG signal analysis. After finding R-peak
location other components P, Q, S, T are detected by taking R-peak location as
reference and tracing to and fro from R-peak relative position. Figure 1 shows
normal ECG with all characteristic waves.

2 Frequency-Time Analysis for Characteristic Waves
Detection

R-peak detection is the first step in ECG characteristic waves detection, by taking
R-peak as reference, the other characteristic waves was identified Pan Tompkins
algorithm [3] also used to detect ECG characteristic waves. In this frequency
domain analysis (wavelet transform) is used for detection of R-peak [4] and next
Time domain analysis is used for detection of other characteristic waves.
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Fig. 2 Symlet wavelet transform

A. Wavelet Transform Approach

The Wavelet Transform is a time-scale analysis and used on wide range of appli-
cations, in particular signal compression. Now a day’s wavelet transform is used to
solve problems in Electro cardiology, including compression of data, ventricular
late potentials analysis, and finally ECG characteristic waves detection. Wavelet
transform decomposes the given signal into a number of levels related to signal
frequency components and analyses each level with particular resolution [5].

In this the ECG signal decomposed into 4 levels using Symlet wavelet (sym4)
transform for finding R-peak. In wavelet decomposition it down samples the
original ECG signal, as a result the samples are reduced and QRS complex is
retained. Symlet wavelet transform is the modified version of Daubechies wavelet
with increased symmetry (Fig. 2).

Decomposed signals are noise free signals, and by making a threshold of 60 % of
maximum value. The values which are above threshold [6] are invariably R-peaks.
The decomposed signal can be reconstructed into actual signal by first multiplying
the down sampled signal into 4, so that R-peaks are detected in actual signal.

B. Time domain Analysis

Frequency domain approach is used for the detection of R-Peak only and after time
domain approach is used for other characteristic wave’s detection.
R-R interval can be calculated by

Rloc(n+ 1) — Rloc(n)
fs
fy = Sampling frequency

TR—R (}’l) =

(sec)

Rloc = location of R—peak

For identifying P-wave, a window in time domain is created with time gap limits
from 65 % of R-R interval to 95 % R-R interval which is added to same R-peak
location. In that window the maximum value will represents P-wave.

The Q-wave is identified by choosing minimum value in Time based window
starting from 20 ms before corresponding R-peak. Similarly S-peak is detected by
selecting least value in time based window after R-peak location.
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For identifying T-wave, a window in time domain is created with time gap limits
from 15 % of R-R interval to 55 % R-R interval which is added to same R-peak
location. In that window the maximum value will represents T-wave.

The time domain windows are adaptive because they depend on R-R interval
values.

3 Methodology of Frequency-Time Based Approach

The main aim of this methodology is for accurate detection of Characteristic waves
P-QRS-T of Electrocardiogram. In this Frequency-Time domain approach is
adopted [7]. Finding of R-peak is the initial step of identifying characteristic fea-
tures of ECG which is done in frequency domain (wavelet decomposition) method
[7, 8] and other features are detected by taking R-peak location as reference and
thereby creating windows in time domain [9] (Fig. 3).

Steps wise methodology of proposed Frequency-Time based Approach:

Step 1: Load the ECG records from MIT-BIH NSR database [10, 11]

Step 2: Remove the different type of noises in ECG frequency range (Baseline
drift noise, power line Interference, EMG noise) using cascaded based
digital filters (Fig. 4).

Step 3: For finding R-peak decompose the signal using Wavelet (db4/sym4) at
particular scale [7, 8].

Step 4: After decomposition identify R-peak in ECG signal keeping 60 % of the
signal value as threshold.

Step 5: Reconstruction of ECG signal from decomposed signal find R-peak and
R-location (Rloc)

Step 6: For finding Q-point by finding lowest value in the window range
Rloc-X; to Rloc-Y;
Where X; =50 * t; Y| = 10 * t, (t; = sampling time)
te= 1/f; (f= sampling frequency)

Step 7: For identifying S-point create a window on the right side of R-peak in
time domain in the range of
Rloc + X, to Rloc + Y,
Where X = 5%t Y, = 50%t,
ts = 1/f; (f; = sampling frequency)

Step 8: Detect T-point by finding highest value in the window range
Rloc + X3 to Rloc + Y5
Where X3 = 25%t; Y5 = 100%t,
ts = 1/f; (f; = sampling frequency)
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v
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Step 9: Detect P-Point by finding maximum value in window range
Rloc — X, to Rloc — Y4
Where X, = 50%t; Y| = 100%*t,
ts = 1A (f; = sampling frequency)

All the windows in time domain are created w.r.t Standard wave form of ECG
shown in Fig. 5.
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4 Results and Discussion

The analysis of Frequency-Time based approach was tested MIT-BIH NSR data-
base [10]. The entire detection techniques developed in MATLAB software [12].

The above Fig. 6 represents original ECG signal taken from MIT-BIH NSR
database.

The above Fig. 7 shows Symlet wavelet transform with 4 level decomposition
(Frequency Domain). It is a down sampling process which reduces samples in each
level) (Fig. 8).

The above Fig. 9 shows R-peak detected 4 level down sampled signal by taking
this signal as reference R-peak is detected in actual signal by reconstructing down
sampled signal (Fig. 10).
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Fig. 7 Wavelet decomposition (sym4) of ECG

Finally the R-peaks are detected in actual signal using Wavelet decomposition
and reconstruction methods.

The above Figs. 11 and 12 represents P-QRS-T detected actual ECG signal from
MIT-BIH NSR database 16265.mat signal [10]. In that R-peaks represents by *’,
P-peaks represents by ‘O’, Q and S peaks are represents by ‘+’ and finally T-peak is
represented by’A’.
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Fig. 8 Detailed wavelet coefficients (sym4) of ECG
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Fig. 9 R-peak detected down sampled ECG

The Characteristic waves detected ECG signal is taken from MIT-BIH Normal
Sinus Rhythm database 16,265 mat signal (7500 samples with Sampling frequency
fs = 128 Hz).

The Tables 1 and 2 represents amplitudes and wave locations (samples) of actual
ECG signal for first 10 samples only. The samples can be changed in time mode by
multiplying the samples with ‘t” where t; = 1/f; (f; = sampling frequency).
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Fig. 10 R-peak detected in original ECG
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Fig. 11 P-QRS-T detected in original ECG
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Table 1 Characteristic waves amplitude features in volts

K.K. Patro and P. Rajesh Kumar

Characteristic waves amplitude features

P-wave Q-wave R-wave S-wave T-wave
amplitude (v) amplitude (v) amplitude (v) amplitude (v) amplitude (v)
0.1483 —0.5898 0.9602 —0.5465 0.1123
0.1456 —0.5783 0.9522 —0.5412 0.1214
0.1412 -0.6117 0.9759 —0.5381 0.1222
0.1372 —0.5900 0.9304 —-0.5275 0.1260
0.1405 —0.5705 0.9079 -0.5031 0.1159
0.1276 —0.5452 0.8924 —0.5043 0.1123
0.1412 —0.5548 0.9062 —0.5203 0.1135
0.1399 -0.5769 0.9486 —0.5420 0.1164
0.1304 -0.5763 0.9123 -0.5073 0.1272
0.1423 -0.5773 0.8789 —0.5334 0.1245
Table 2 Characteristic waves locations w.r.t. samples

Characteristic waves locations w.r.t samples

P-wave Q-wave R-wave S-wave T-wave
locations locations locations locations locations
136 149 155 161 174
214 227 232 238 252
291 304 310 316 329
369 382 388 393 407
448 461 467 473 487
527 540 545 551 564
606 619 624 630 644
682 695 701 707 720
760 773 779 784 798
838 851 857 863 877

5 Conclusion

In this paper a novel Time-Frequency based methodology has implemented, in that
for R-peak detection Symlet4 wavelet transform decomposition technique is used
and for other peaks detection Time based window technique is developed. The
information about R-peak and QRS complex is very much useful for ECG analysis,
diagnosis, classification, authentication and identification performance. The
obtained amplitude features, interval features of characteristic waves of ECG are
validated for MIT-BIH NSR database records. The results from MATLAB shows
100 % accurate detection rate for all characteristic waves (P-QRS-T) of ECG.
Future scope includes calculation of all wave intervals, amplitude features for ECG
applications like arrhythmia detection and Bio-metric tool.
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A Long Signal Integrator for Fusion
Device Using Arm Controller

A. Nandhini and V. Kannan

Abstract Integrator is the basic circuit for measuring magnetic parameters like
magnetic flux and magnetic field from the magnetic coil signal. In Nuclear fusion
device the integrators are used to find the magnetic measurements which are sig-
nificant for the long duration (signal > 1 s) device operation. The proposed inte-
grator has been composed of input module, integrator module and processor
module. It has been tested for long duration with different input signal. There is no
conspicuous drift error has been noticed in the output.

Keywords Tokomak - Integrator - Fusion - ARM controller - Magnetic flux

1 Introduction

In modern nuclear fusion device like Tokamak, the fourth state of matter called
plasma has been used for heating the radioactive elements. The temperature of this
reaction is extremely high (>10° K). In order to tolerate the high temperature, the
reaction takes place in the presence of doughnut shaped magnetic arrangement [1].
It is necessary to find the magnetic parameters like magnetic flux and magnetic
field, in order to place the magnet and plasma in a safe distance. Hence, the
integrator is mandatory to measure these magnetic parameters [2—4].

Electronic integrators have been considered as two types depend on the applied
input and they are voltage integrators and current integrators. The time integration
of voltage signal from the magnetic coil will give the total magnetic flux (¢) and the
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magnetic field (E) [5, 6]. In similar manner the time integration of current signal
from the magnetic coil will give the total magnetic charge (Q).

In order to accomplish the measurements during long pulses, precise systems
and components level of stability of operation and performance. Measures such as
active alignment systems, in situ calibration, special components (e.g. long pulse
integrators) will be required [5].

In Tokamaks, the magnetic measurement system is based on passive coils used
in association with analog integrators. However, analog integrators are subject to
intrinsic problems. The two most important are firstly the integrator drift, due to the
offsets of the operational amplifier which introduces an absolute error that increases
with integration time, and secondly the saturation of the integrator in the case of a
high flux variation such as a disruption [6, 7].

The main objectives of the proposed integrator system are as follows [8].

Optimize existing integrators for fusion science and laboratory applications
Configure integrators for long pulse applications

e Incorporate integrator system into widely used DAQ (Data Acquisition) mod-
ules for ease of use.

2 Functional Description

The integrator system is mainly composed of three modules namely input module,
integrator module and processor module. Figure 1 shows the input module and
integrator module and Fig. 2 shows the processor module. The input module has
been composed of a buffer amplifier and a multiplexer. Similarly, the integrator
module has been composed of two RC integrators and an instrumentation amplifier.

BUFFER MULTIPLEXER 4051
MAIN INTEGRATOR

M oUTRUT MTECRATOR DUTPLT

uz ) 5

u B2 7 !
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Fig. 1 Input and output integrator module
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Fig. 2 Processor module

2.1 Input Module

The input signal (from the magnetic coil or function generator) has been applied to
the buffer of the input module. TLO62 is the buffer amplifier used in this method
which is connected to give unity gain and also to avoid loading effect of input
signal. The output from the buffer amplifier is connected to the multiplexer
(Mux) which allows the signal up to 5 s. After that it switches to zero, so that the
integration takes place only in that 5 s duration. 4051 Mux is used as a signal
selector or used for switching the output from the buffer after 5 s.

2.2 Integrator Module

The integrator module has two RC integrators and an instrumentation amplifier. In
which integratorl acts as a original integrator and integrator2 acts as a dummy
integrator. The input of integratorl has been connected to the output of Mux and
integrates the signal from the Mux. However the input of integrator2 is grounded
and so it produces a reference signal for offset calculation. Both integrator output
(integrator1 &2) are connected to the two inputs of instrumentation amplifier which
is actually used as a differential amplifier for eliminating offset in the integrated
output.
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2.3 Processor Module

The processor module has an ARM processor, UBC (Unipolar to Bipolar
Converter) and BUC (Bipolar to Unipolar Converter). The integrated output from
the amplifier is connected to BUC which converts the bipolar output signal into
unipolar signal. Then the signal is given to the ARM processor for processing. The
processor used in this method is LPC2148 which has in built ADC (Analog to
Digital Converter) and DAC (Digital to analog Converter). As ADC accepts only
unipolar signal, BUC has been used in this circuit. The integration formula has been
dumped in the processor so that it eliminates the offset induced drift and saturation
error. Then the digitally integrated signal has been given to the in-built DAC in
order to get the analog output. Finally, the signal is send to the UBC in order to get
the final bipolar output.

2.4 Operation

The buffer amplifier used for minimizing the loading effect at the input side. The
integrator has been designed in such a way that the RC time constant is long
compared to the ADC sampling interval At, but short compared to the pulse length
(Fig. 3). The output voltage V; of the RC network is given by

RCV1 = (V() — Vl) dt (1)

Fig. 3 A prototype integrator
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Using samples V; of the RC integrator’s output voltage V, the real-time pro-
cessor calculates the integral of the input voltage V,, which equals the magnetic
flux F through the pickup loop,

O = / Vodt = / Vidt+ RCV; =~ Z (V,At) + RCV;, (2)

where At is the sampling interval of the ADC. Here Vi is understood to represent
the voltage at the amplifier input, so the amplifier gain G does not appear explicitly
in the above Eq. (2). The passive RC integrator provides accurate integration of
transients that are too rapid for the ADC sampling rate. For transients with a time
scale shorter than the RC time, the RC integral initially contains most of the
integrated value [9, 10]. The digital integral (first term on the right-hand side) can
be thought of as a correction for the slow decay of the passive integrator. On the
other hand, for slowly varying signals the digital integral dominates and the RC
term becomes negligible.

Continuous measurement of the time-dependent baseline offset voltage is
obtained by connecting the instrumentation amplifier input between the output of
the RC integrator and a dummy integrator with resistance R. The instrumentation
amplifier performing the role of differential amplifier in order to minimize the offset
in the signal. The digitally integrated signal from the ARM processor tracks the
offset change and used to eliminate that error.

3 Results and Discussion

The test signal from the signal generator has been given to the input module of the
integrator. The buffer present in the input module has been sent the signal to the
multiplexer unit without any loss in voltage. The multiplexer will allow the signal
for 5 s since the reactor discharge happens for 5 s duration and after that it will
retain in zero signal mode.

The output of the integrator system has been displayed in the Figs. 4, 5 and 6. It
has been tested for triangular wave, square wave and pulse waveform. The main
advantage of this system is to produce integration output at very low frequency.

The prototype integrator output for various signals has been shown below. The
output response for triangular wave, square wave and pulse has been noted down.
This output has been monitored up to 5 s duration using storage oscilloscope and
there is no obvious offset induced drift present in the output.

Figure 6 shows the pulse signal which has been generated with the help of
microcontroller followed by DAC. This is similar to the signal produced from the
tokamak device [11, 12].



74 A. Nandhini and V. Kannan

Fig. 4 Output response for triangular wave
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Fig. 6 Output response for pulse
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Performance Analysis of Frequency
Dependent and Frequency Independent
Microstrip Patch Antennas

Naresh Kumar Darimireddy, R. Ramana Reddy
and A. Mallikarjuna Prasad

Abstract A miniature and low profile frequency dependent and frequency inde-
pendent microstrip patch antennas are proposed in the paper. An idea of converting
frequency dependent microstrip patch into frequency independent microstrip patch
by altering the dimensions, relative spacing and with suitable arrangement of
parasitic patches is presented and discussed. The performance analysis and design
details of frequency dependent and frequency independent patch antennas are
presented in the paper. To determine the mathematical calculations of critical
microstrip patch dimensions and the corresponding optimized design of both
antennas was carried out using Ansys HFSS solver. The parametric studies with
respect to various substrate materials, substrate thickness and some design
parameters of both the antennas are simulated and presented in the paper. The
proposed antennas are fabricated and tested. The Simulation and Experimental
results are compared. Based on these results, the proposed antennas operate in
UWB (3.1-10.6 GHz) range of frequencies.

Keywords Frequency dependent . Frequency independent - Printed antenna -
Parasitic patch - Microstrip patch
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1 Introduction

In some wireless and broadband applications we need directional antennas such as
Frequency Dependent and Frequency Independent antennas. To achieve the
end-fire radiation, the parasitic elements in the direction of the beam are smaller in
length than the feed element will be used. Typically the driven element is resonant
with its length slightly less than /2 (usually 0.45-0.494) whereas the lengths of the
directors should be about 0.4-0.451. However, the directors are not necessarily of
the same length and/or diameter and the separation between the directors is typi-
cally 0.3-0.41 [1, 2]. Mishra et al observed that, while the element widths are
scaled-out log-periodically with scaling-in of operating frequency, the element
lengths do not pursue this principle. However, almost all reported work [5] on
Log-Periodic microstrip antennas use a log-periodic scaling for the parasitic ele-
ment length.

In this paper, frequency dependent and independent microstrip patch antennas
are considered. Basically frequency dependent antennas work at a fixed frequency
of resonance and depending on that frequency the lengths of the directors, driven
element (or) active element and the reflector are changed. These antennas cannot
meet the desired features of broad band systems in a given band of frequency, so if
the antenna need to operate at different resonant frequencies then separate antennas
need to be designed for every operating frequency in case of frequency dependent
antennas [3]. In view of the above disadvantage, and to overcome the shortcoming,
frequency Independent antennas are considered with minor changes in the
dimensions of parasitic elements, relative spacing and suitable arrangement of
parasitic patches of frequency dependent antennas.

2 Antenna Design and Configuration

2.1 Frequency Dependent Antenna

Frequency dependent antenna, the word itself mentions that antenna depends on a
particular band of frequency of the required system. One of the frequency depen-
dent antennas is Yagi-Uda antenna and the design of six element frequency
dependent antenna is proposed in the paper. The microstrip frequency dependent
antenna consists of a driven patch along with several parasitic patch elements [6, 7]
which are arranged on the same substrate surface in such a way that the overall
antenna characteristics are enhanced.
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2.1.1 Design Procedure
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The design of frequency dependent antenna with six elements of desired gain at

different frequencies is carried out using the following relations.

e Wavelength
A = c¢/f in meters
where

¢ velocity of the light
f resonant frequency

Length of Directors

Lq; = 0.44*2

Ly = 0.44*2

L4z = 04372

Las = 0.40°2
e Length of Reflector

L, = 0475

e Spacing between Reflector and Driven Element
SL =025

e Spacing between Director and Driven Element

S¢=0.31"4
e Diameter of the elements
d=0.01"2
e Length of the array
L=15"

()

The proposed dimensions and the design of frequency dependent antenna are

shown in Fig. 1.
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Fig. 1 Proposed frequency dependent antenna design with dimensions

2.1.2 Simulated Results and Parametric Study

The simulated design parameters of frequency dependent antenna of six elements at
different operating fixed frequencies using MATLAB are recorded in Table 1.

The following results are recorded using HESS. Figure 2 shows the return loss of
the frequency dependent antenna and it resonates at the single band frequency of
9.5 GHz.

The Frequency dependent Antenna is designed using HFSS software whose
gain, bandwidth and return losses are varied with the variation of ground length and
substrate materials, substrate thickness and director width are recorded in Tables 2,
3 and 4 respectively.

2.1.3 Fabricated Antenna and Experimental Results
Figure 3 shows the fabricated structure and experimental setup of the antenna.
Figure 4 shows the measured return loss with single band frequency of operation.

2.1.4 Comparison of Results

See Table 5.

2.2 Frequency Independent Antenna

The Frequency Independent Antenna consists of parallel linear dipole elements of
different lengths and spacing. The lengths of the dipole elements, the spacing from
the virtual apex to the dipole elements, the wire radius of the dipole elements, the
spacing between the quarter wave-length dipoles are proportional with the geo-
metric scale factor T, which is always smaller than one. A wedge of enclosed angle
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Fig. 2 Return loss of frequency dependent antenna

Table 2 Variation of gain and bandwidth with respect to various substrate materials
S. no. | Substrate Full ground Half ground One-forth ground
1 RT/Duriod | Gain = 5.8228 dB Gain = 4.5071 dB Gain = 4.498 dB
5880 No bands No bands No bands
2 RT/Duriod | Gain = 6.0048 dB Gain = 4.8578 dB Gain = 4.2345 dB
6002 No bands No bands No bands
3 Glass Gain = 6.8700 dB Gain = 6.5108 dB Gain = 4.9437 dB
Single band at Single band at Four bands at 7.6 GHz,
7.5 GHz 7.6 GHz 7.8 GHz, 8.3 GHz,
9.2 GHz
Bandwidth = 0.19 % | Bandwidth = 0.88 % | Bandwidth = 2.66 %,
1.14 %, 2.48 %, 6.47 %
Table 3 Variation of gain and bandwidth with respect to substrate thickness
S. no. | Thickness |Full ground Half ground One-forth ground
1 1.4 mm Gain = 3.095 dB | Gain = 2.6596 dB Gain = —6.4275 dB
No bands Single band at 9.6 GHz | Single band at 8.5 GHz
Bandwidth = 2.98 % Bandwidth = 4.69 %
2 2 mm Gain = 3.7006 dB | Gain = 3.3456 dB Gain = 1.0060 dB
No bands No bands Single band at 8 GHz
Bandwidth = 5.76 %

bounds the dipole lengths. The spacing factor, o is defined as the distance between
two dipole elements divided by the twice of the length of the larger dipole element.
The relationship between the different parameters can be summarized as follows:
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Table 4 Variation of gain and bandwidth with respect to director’s width
S. no. | Directors width Full ground Half ground One-forth ground
(mm)
1 Wq =45 Gain = Gain = 3.0518 dB Gain = 8.5769 dB
3.3825 dB
Wq =45 No bands No bands Single band at
8.3 GHz
Wy =44 Bandwidth = 4.74 %
Wa =4
2 Wy = 6.5 Gain = Gain = 2.8366 dB Gain = 8.5891 dB
3.3748 dB
Wg = 6.5 No bands No bands Single band at
8.3 GHz
Wys = 6.4 Bandwidth: 4.82 %
Wd4 =6
3 Wy =85 Gain = Gain = 2.8334 dB Gain = 1.1970 dB
3.3723 dB
Wg =85 No bands Single band at Single band at
9.5 GHz 8.3 GHz
Wys = 8.4 Bandwidth = 4.68 % |Bandwidth = 4.37 %
Wd4 =8

Fig. 3 Fabricated structure and experimental setup of frequency dependent antenna

Here,
T Geometric ratio and T < 1,

L Length of the dipole,

_Ryp1 Liyi Dna

R,

L, D,

1—1 D,

T ftana 2L,
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Fig. 4 Experimental return loss of fabricated frequency dependent antenna

Table 5 Comparisqn of Parameters HFSS Network
simulated and experimental analyzer
results

Start and stop 1-10 GHz 1-10 GHz

frequencies

No. of bands Single Single band

band
Resonant frequency 9.5 GHz 9.4 GHz

R Distance from apex to the dipole elements,

D Spacing between the dipole elements.

6 Spacing factor, which relates distance between two adjacent elements with the
length of the larger element which is equal to half of the apex angle.

As the first step of the design procedure, fundamental design parameters t and &
should be chosen for a given directivity. For a given directivity, corresponding ¢
and t can be found. For a certain T, if maximum directivity is desired, 6, should be
chosen through the curves. Optimum o can be formulated as

Gopt = 0.258T — 0.066 (10)

1—1
= 2tan"! 11
o an (40_) (11)

After determining o, T and «, bandwidth of the system which determines the
longest and the shortest dipole elements can be calculated. Active region band-
width, B, can be related with the fundamental design parameters by the following
equation
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Fig. 5 Frequency independent antenna design with dimensions

2
Ba,:1.1+7.7(1—§) cota (12)

In practice a slightly larger structure bandwidth, By is usually designed to reach
the desired bandwidth, B. These bandwidths are related by

2
B, — B'B,, B*(1.1+7.7<1 f%) cotoc) (13)

Boom length of the structure is defined between the shortest dipole and longest
dipole elements and is given by

lmax
L= 2 (1 —1/By)coto (14)
Amax = 2Lmax (15)

The proposed dimensions and design of frequency independent antenna are
shown in Fig. 5.

2.2.1 Simulated Results and Parametric Study

Based on the equations discussed in the above section, a frequency independent
antenna is designed using HFSS software whose gain, bandwidth and return losses
are varied with the variation of ground length, substrate, and its thickness and
whose simulated parameters are also presented in Table 6 using MATLAB code.

The following results are recorded using HFSS. Figure 6 shows the return loss of
the frequency independent antenna with two operating band of resonant frequen-
cies. The analysis of gain and bandwidth of frequency independent antenna are
recorded in Table 7 and Table 8 with respect to various substrate materials and
substrate thickness.
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Table 6 Design parameters of frequency independent antenna

S. no. | Desired Wedge Length Relative | Average Output Center
directivity | angle of the mean characteristic | impedance | to
(degrees) | structure |spacing | impedance (in ohms) center
(mm) (in ohms) spacing

(in
inches)

1 9 dB 24.2 110 0.001 328.1961 60 0.8457

[Tame T x | v ] XY Plot 1 HFSSDesignl &

|t |&vee3] -as00 7 - — —— ’ ‘. Curve inlo

| =2 |eses| a5 | — dB(SHRectanglet4_T1 Rectanglatd_T11)

| a3 _omrl 30 4188 / by — |Setp1 Sweep
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Fig. 6 Return loss of frequency independent antenna

2.2.2 Fabricated Frequency Independent Antenna and Experimental
Results

Figure 7 shows the fabricated structure and experimental setup of the antenna.
Figure 8 shows the measured return loss with dual resonant frequencies.

2.2.3 Comparison of Results

See Table 9.

3 Discussion of Results

The performances of miniaturized frequency dependent and independent patch
antennas with respect to different parametric variations, where the gain, number of
operating bands, bandwidth and desired resonant frequencies are observed and
studied. With the substrate material FR-4 epoxy (er = 4.4), the frequency dependent
antenna operates at single band (9.4 GHz) and the frequency independent antenna
operates at dual band (6.4 and 9.3 GHz) of frequencies. From the parametric study it
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Table 7 Variation of gain and bandwidth with respect to various substrate materials

S. no | Substrate Full ground Half ground One-forth ground
1 RT/Duriod | Gain = 7.0422 dB Gain = Gain = 7.2209 dB
5880 7.0117 dB
Single band Double bands Single band
at 8.6 GHz at 1.7 GHz, at 8.6 GHz
8.6 GHZ
Bandwidth = 8.94 % Bandwidth Bandwidth = 8.94 %
=4.37 %,9.47 %
2 RT/Duriod | Gain = 8.9148 dB Gain = Gain = 8.9565 dB
6002 8.2243 dB
Single band Double bands Double bands
at 7.7 GHz at 1.5 GHz, at 1.9 GHz, 7.6 GHZ
7.8 GHZ
Bandwidth = 6.43 % Bandwidth = Bandwidth = 2.2 %,
339 %, 8.12 % |8.27 %
3 Glass Gain = 7.9850 dB Gain = Gain = 7.6071 dB
8.5121 dB
Nine bands Seven bands Six bands
at 4.9 GHz, 6.7 GHz, at 4.9 GHz, at 1.4 GHz, 4.9 GHz,
5.9 GHz,
6.8 GHz, 7 GHz, 7 GHz, 7.4 GHz, | 7 GHz, 7.8 GHz,
8.3 GHz, 9.7 GHz
8.3 GHz, 8.6 GHz, 7.4 GHz, | 7.7 GHz,
9.6 GHz, 9.9 GHz 8.4 GHz,
9.9 GHz
Bandwidth = 1.48 %, Bandwidth = Bandwidth = 5.98 %,
1.42 %,
0.34 %, 0.46 %, 0.62 %, 0.69 %, |1.61 %, 1.99 %,
0.31 %, 0.83 %, 0.51 %, 0.71 %, |1.63 %, 4.74 %,
0.74 %, 2.35 %, 0.26 %, 0.74 % | 1.29 %
0.62 %, 0.72 %

is observed that using glass or RT-Duriod as substrate material multiband charac-
teristics are obtained for both the antennas. The proposed antennas operate in UWB
(3.1-10.6 GHz) range of frequencies with good radiation characteristics and peak
gains of 4-9 dBi.
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Table 8 Variation of gain and bandwidth with respect to substrate thickness

S. no. | Thickness | Full ground Half ground One-forth ground
1 1.4 mm Gain = 4.2898 dB | Gain = 5.6992 dB Gain = 7.0237 dB
Double bands at | Triple bands at Four bands at 1.6 GHz,
6.4 GHz, 1.4 GHz, 6.4 GHZ, 6.4 GHZ, 7.9 GHz,
9.4 GHZ 9.4 GHz 9.4 GHz
Bandwidth = Bandwidth = 1.79 %, | Bandwidth = 6.44 %,
6.22 %, 12.76 % | 6.31 %, 12.07 % 5.23 %, 1.71 %, 12.55 %
2 2 mm Gain = 5.7329 dB | Gain = 6.6087 dB Gain = 6.7023 dB

Double bands at

Double bands at

Triple bands at 1.6 GHz,

6.3 GHz, 6.3 GHz, 9.3 GHZ 6.3 GHZ, 9.3 GHz
9.3 GHZ
Bandwidth = Bandwidth = 6.47 %, | Bandwidth = 7.09 %,

719 %, 9.75 %

9.8 %

6.70 %, 10.67 %

Fig. 8 Experimental return loss of fabricated frequency independent antenna
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Table 9 Comparison of simulated and experimental results

Parameters HESS Network analyzer
Start and stop frequencies 1-10 GHz 1-10 GHz

No. of bands Double band Double band
Resonant frequency 6.4 GHz, 9.3 GHz 6.4 GHz, 8.59 GHz

4 Conclusions

In this paper, the performance analysis and parametric study of frequency depen-
dent and frequency independent microstrip patch antennas are presented. A simple
idea of converting frequency dependent microstrip in to frequency independent
patch by dimensional changes and spacing are discussed. Observing the compar-
ative results of Simulated and experimental resonant frequencies, we can say that
the frequency dependent antenna has single band and frequency independent
antenna has double band characteristics. The proposed antennas used for ultra
wideband applications as the operating frequency of both the antennas lies in the
UWB (3.1-10.6 GHz) range. The deviations in practical results compared to sim-
ulated results are due to in-house manufacturing of proposed patch antenna struc-
tures and measurement environment.
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Implementation of Gait Recognition
for Surveillance Applications

K. Babulu, N. Balaji, M. Hema and A. Krishnachaitanya

Abstract There are various biometric measures that are used in industrial appli-
cations for identification of a human. They are signature verification, face recog-
nition method, voice, iris recognition methods, and recognition using digital
signatures. These existing human recognition methods have the following limita-
tions of not being unique, low reliability, and could easily traceable by intruders.
Gait is the walking style of a human. Gait can be recognized from a view-based
approach. In this approach two different image features are required; they are the
width of the outer contour of the silhouette and entire binary silhouette. Observation
vector can be obtained from the image feature by modeling the frame to exemplar
distance (FED) vector sequence with Hidden Markov Model (HMM) as it provides
robustness to recognition. In this paper an effort is made for gait recognition useful
in real time surveillance applications.

Keywords Gait - Feature vector - Frame to exemplar distance (FED) - Hidden
markov model (HMM)

1 Introduction

In recent days automated human recognition is a major component of surveillance.
An effective approach of identification is detecting physical characteristics of the
person. The surveillance application based on biometric feature is a challenging
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task as it difficult to get the face and iris information from a far distance, also the
captured image has less resolution. There are 24 different components to human
gait, and that, if all the measurements are considered, gait is unique [1].

1.1 Hidden Markov Model (HMM)

Hidden Markov Model is a statistical model in which it uses a Markov process with
hidden states. Hidden Markov Model (HMM) has a set of hidden states @, an
output alphabet (observations) O, transition probabilities A, output observation
probabilities B, [2] and initial state probabilities IlI. Usually the states, @, and
outputs, O, are understood, so an HMM [2] is said to be a triple, (A, B, II).

The hidden states are defined by the following Eq. 2.

0={q},i=12,...N (1)

The transition probabilities are defined by Eq. 2.

A= {aij_p<w>} 2)
qi(i=t)

In the above equation P (Qj¢—i+1) | Qi=y) is the conditional probability. Here A is
the probability [3] that the next state is q; given that the current state is g; Here
Observations (symbols) [2] is defined by Eq. 3

0={o}, k=1..M (3)

The Emission probabilities are defined by Eq. 4

B= {bik — bi(og) = P(%) } (4)

Here B is the probability that the output is o; given that the current state is g;.
The initial state probabilities are defined by Eq. 5

T = {Pi = P(Cli(z:()))} (5)

Figure 1 indicates hidden states and observation sequences with set of output
probabilities bj, and initial probabilities a;;
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2 Recognition of Gait

The characteristics can be efficiently captured by extraction of gait features. The
features should be chosen such a manner that they should be consistent and produce
good discriminability across different humans. Silhouette is chosen as a good
feature as it captures motion of most of the body parts [5]. After extracting the
silhouette either the entire silhouette [3] or the outer contour of the silhouette can be
selected based on the quality of the [4] silhouette. If the image data is of low quality
and low resolution then the binarized silhouette is an efficient image feature.

2.1 HMM Based Human Recognition Using Their Gait

The different phases or stances of human can be identified from a gait cycle [6].
Figure 2 Shows the 5 different frames extracted from gait cycle of two humans.
The key differentiators for human gait recognition are the appearance of the
stance and the transits across the stances during The better representation of a
person is to extract N exemplars (or stances) from the image sequence which will
minimize [1] the error in representation of person is given by following Eq. 6.

E={ej.......en} (6)

A human is better represented with minimum number of errors by extracting N
exemplars from his image sequence. If we know the image sequence for an
unknown person J = {j(1), ..., j(T)}, then the exemplars can be used for identifying
a human as defined by the Eq. 7.
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Fig. 2 stances for gait cycle of two humans

T
ID = arg min Zmin d(y(t),e)) (7)
I

Here y(t) indicate the image sequence of a person j [3] for all time instances t,
while n indicates the nth exemplar [3] of the jth individual. For a gait cycle [1], at
the initial stage a frame is similar in its characteristics to the first [3] exemplar when
compared to the other four. Further the frame will be similar to the second exemplar
as compared [3] to the others and so on. The probabilistic dependence gives the
information about the duration of a gait cycle [4] and the transition from one gait
cycle exemplar to the other.

3 Logic and Technology Involved

Initially image [1] features for a person j x/ = {x/(1),x/(2),...... x/(T)} is
extracted and then we build a model for the gait of person j in the data base and then
use the output of the model which is an observation sequence, to identify this
person from different persons in the database.

The gait cycle of each person is divided into N number of equal segments, and
then we extract the image features for ith segment for all the gait cycles. Then for
each segment the mean (centriods) of the features are calculated and they are called
as the exemplar for that part. This process can be repeated for all the segments, then
resultant exemplar set is the optimal exemplar [1] set E = {ef, oo e;}. If x(t) is
feature obtained from the silhouette at time instant t, then the distance of x(t) from



Implementation of Gait Recognition for Surveillance Applications 95

the [3] corresponding exemplars e, € E can be calculated. This computed distance
is called as frame-to-exemplar distance (FED) vector. It is a one dimensional vector
extracted from the two dimensional image to reduce complexity. For the jth person
in the database FED vector can be obtained by following equation

£ =d (X)) (8)

FED vector components are time varying with respective to different states. This
temporal variation [3] in the FED vector components will results in transition across
exemplars. In vision-based activity recognition, researchers have attempted a
number of methods such as optical flow, Kalman filtering, Hidden Markov models,
etc., under different modalities such as single camera, stereo, and infrared. In
present work HMM is used which uses Markov process and has the advantage to
model the changing statistical characteristics that are being observed to obtain the
actual observations. In this model to calculate HMM parameters we assume
exemplars as the states of the HMM and the FED [1] vector sequence is considered
as observed process which is used as input for HMM [7].

The likelihood that the jth person will be matched by using the HMM parameters
would be calculated by using the log probability by the following Eq. 9

P; = log (P (%)) )

We repeat the above process for all the persons in the database. If the probability
of the unknown human with identity m is P,,, then Pm should be the largest among
the database with probabilities of different persons. Then the human with proba-
bility P, would be considered as the matched person with the human with prob-
ability P,

4 Implementation of Gait Using Java

The above process can be implemented using java, which is a platform independent
language and can be used for any real time applications. The following is the
process by which we recognized the humans from different databases.

4.1 Data Flow Diagram

The data flow diagram gives the preliminary steps used to create a system along
with the inputs and outputs. Figure 3 shows the data flow diagram for identification
of humans using gait.
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Fig. 3 Data flow diagram of
identification of humans using Video capturing &framing
their gait +

Motion Detection
\4

Image File Processing

v

Gait Representation

v

Gait Recognition

4.2 Video Capture and Framing

The test videos of different humans walking are captured and file operations are
performed on the captured videos for extracting sequence of frames. On these
captured videos, the frame grabber file operation is performed to extract sequence
of frames. Here a JAVA class file called ‘FFmpegFrameGrabber’ is used for
grabbing individual frames from the captured video file. For capturing the videos,
the following assumptions are considered, they are, the camera is static and the
human is moving and the other assumption is that multiple cameras can be used and
at least any one camera captures the side view of the human [4] (Fig. 4).

4.3 Motion Detection

A motion detection algorithm called “background subtraction algorithm” [2] is
applied to detect any moving object in the video and identify the object to classify
as humans (Fig. 5).

For each frame I and for the reference image I, the difference is classified as
foreground and is defined by following Eq. 10

L — Irefval >Th (10)
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4.4 Image File Processing

In the Image file processing image operations such as reading and writing of the
images, pre-processing algorithms like edge finding, binarizing, and thinning are
performed. The Java built in classes File Input Stream and File Output Stream can
be used to read and write the image files.

user database

I capturing videos of unknown persons I

choose the video with the side view

generating the frames from the video

user database

! apply motion detection algorithm i

i identifying the moving objects

classify them as humans

L
|
|
|
|
|
|
|

Fig. 5 Sequence diagram for motion detection
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user database

obtain the silhouettes

| |
i i
U ﬂ_\J
7 I
! generate the fed vector !
u |
perform recognition |
/u verify db
7 :l
1 [
! yes matching is found ;
] U
I
I
i sorry not found i
u‘ U
I
i ]
I I
I I
i i
I I

Fig. 6 Sequence diagram for gait recognition

4.5 Gait Representation and Recognition

Here the input image sequence is applied to the preprocessing algorithms as dis-
cussed in the image file processing step above. FED vectors are generated for all the
elements in the image sequence and are trained with HMM to get the observation
feaures. Then these features are compared with the stored features to find the best
match. The Gait recognition process is explained through a sequence diagram in
Fig. 6.

5 Experimental Results

When the system is executed, the output of initial user interface is obtained as
shown Fig. 7. Here, the test path is given in the frame test path box and recognize
button is pressed for further recognition process.

Once the test path is given, it generates FED vectors for each person present in
the database as shown in the Fig. 8. After the generation of FED vectors, the
silhouettes that are in the format of Portable Grey Map (PGM) present in the test
folder are compared with the files present in the train folder and finally, if a person
is matched then the matched person with that specific person identity number will
be displayed.
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Once the person is recognized then the corresponding person’s Input and Output
video frames are displayed. An efficient Graphical User Interface is developed for

Gait recognition as shown in the Fig. 9.
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R

Fig. 9 Developed graphical user interface display for gait recognition

6 Conclusion

In this paper we have implemented an approach in which binarized silhouettes are
processed to get the image features and are further trained with HMM to obtain the
best observation sequence for recognization of an unknown human from the given
database. This approach is tested on different gait databases and the implementation
is working efficiently. The implementation is very much useful in all the real time
surveillance applications.
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Comparative Analysis of HVS Based
Robust Video Watermarking Scheme

Ch. Srinivasa Rao and V.S. Bharathi Devi

Abstract Digital watermarking is a technique of data hiding, which provide
security of data. This paper presents a comparative analysis of robust video
watermarking technique based on HVS (Human Visual system) quantization
matrix. The host video is partitioned into frames and owner’s identity watermark is
embedded in quantized transform coefficients. Scrambled watermark are generated
and embedded in each motionless scene of the host video. Experimental results
show no perceptual difference between watermarked frame and original frame and
it is robustness against a wide range attacks. PSNR (Peak Signal to Noise Ratio),
NCC (Normalized Cross Correlation) are computed and compared with other recent
video watermarking schemes. The proposed scheme offers high imperceptible and
robust results in terms PSNR and NCC.

Keywords NCC - HVS - PSNR - Hadamard transform - Slant transform and
discrete cosine transform (DCT)

1 Introduction

Digital video watermarking is a technique to hide the secret image (watermark
image) into the each scene of the host video resulting “watermarked video”. Digital
watermarking is found to be a solution for digital copyright protection. Applications
of video watermarking contain fingerprinting, broadcast monitoring, video
authentication and copyright protection. Watermarking technique can be catego-
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rized to in two ways they are visible and invisible watermarking. This paper is
based on invisible watermarking. Two requirements of invisible watermarking are
Imperceptibility and robustness. To maintain these two requirements optimally
proposed video watermarking uses HVS mathematical model and Hadamard
transform. Proposed video watermarking algorithm uses “Blind algorithm”. This
paper implemented in frequency domain based watermarking technique.

Digital image watermarking using DFT (Discrete Fourier transform) in phase
and frequency domains are presented in [1]. J.R. Hernandez et al. presented
watermarking using DCT in [2]. M.A. Suhail et al. in [3] watermarking is done
using DCT-JPEG compression model. Watermarking based on DWT (Discrete
wavelet transform) is presented in [4]. A novel block based watermarking is pre-
sented using SVD (Singular value decomposition) is presented in [5S]. Human
Visual system based base robust video watermarking is presented in [6]. H. Hartung
et al. presented different approaches for video watermarking techniques in [7].
Robust Image watermarking based HVS in slant domain presented in [8].

The paper is organized as follows: Hadamard Transform is discussed in Sect. 2.
Information about HVS weightage matrix is presented in Sect. 3. Proposed
Watermark embedding and extraction processes are explained in Sect. 4.
Experimental results with robustness check and comparative performance evalua-
tion are discussed in Sect. 5.

2 Hadamard Transform

The proposed video watermarking algorithm uses Hadamard transform [9], it is
sub-optimal orthogonal transform with maximum energy compaction. This trans-
formation requires shorter processing time as it involves simpler integer manipu-
lations. Integer transforms are very much essential in video compression. It has ease
of hardware implementation than many common transform techniques. This
transformation is computationally less expensive.

3 HVS Weighting Matrix for Hadamard Transform

Proposed quantization matrix for Hadamard kernel [10] and with viewing dis-
tance = 320 is given in the following Table 1.

Proposed HVS quantization matrix for watermark embedding and extraction
process is presented in Table 1, based on this quantization matrix values proposed
watermarking process is able to maintain its requirements.
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Table 1 HVS quantization matrix

[1.0000 0.6517 1.0000 0.9599
0.4838 0.1836  0.3054 0.3168
0.9772  0.4735 0.8143  0.6439
0.8792  0.5339  0.8280  0.6090
1.0000 0.5806 0.9737  0.9475
0.6101  0.3800 0.4450  0.5815
1.0000 0.5743  0.8654 0.9146

10.7470  0.2588  0.5404  0.5391

1.0000
0.6166
0.9253
0.8266
1.0000
0.6206
1.0000
0.8507

4 Proposed Watermarking Scheme
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0.7684  1.0000  0.8746 |
0.185  0.5786  0.2924
0.6723  0.9695  0.6398
0.3533  0.7619  0.4802
0.7581  1.0000  0.8025
0.2845  0.4619  0.5649
0.5965 0.9769  0.8105
0.3554  0.6050  0.4260 |

Proposed watermarking process consists of two steps, watermark embedding and
watermark extraction processes. Watermark embedding and extraction process
steps are described below. Watermark embedding process detailed steps are given
in Fig. 1 and watermark extraction process steps are given in Fig. 2.

Partitioned into frames later convert each
frame RGB to YUV format

v

Binary watermark ]

v

Scrambled permutation

v

Extract “Y” component from
each YUV frame of the Host video

Embedding watermark based
on HVS Quantization matrix

Inverse Hadamard transform
Block based Hadamard *
Transform

Concatenate all Y, U, V components of water-

marked frames of host video

Fig. 1 Watermark embedding steps

v

Concatenate all frames after convert-

ing YUV to RGB frames

v

[

Watermarked Video ]
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[ Watermarked video ]
v
Partitioned into frames later convert Extracting watermark
each frame RGB to YUV > based on inverse of
Embedding process
Extract “Y” component from each v
YUYV frame of the video
Inverse
* Scrambling
Each Y component ‘
Segmentation into 8X8
Jv- [ Recover Watermark ]
Forward Hadamard

Transform

Fig. 2 Watermark extraction

5 Experimental Results

Proposed watermarking scheme is presented by using HVS based Hadamard
transforms and compared the results with DCT and Slant transforms in terms PSNR
and NCC values. Experimental results are verified by taking these as inputs-Host
video-“Foreman.avi”, embedding image in each scene is “javacup.gif”’, Embedding
algorithm uses Threshold (T) value as 30 and HVS quantization step size (Q) as 16.
By taking these parameters PSNR and NCC values are computed. Normally PSNR
gives quality of watermarked image (Eq. 1).

2
PSNR = 20log g —2>_ (1)

VMSE

PSNR values are computed for Slant, DCT, and Hadamard kernels. By com-
paring the results proposed transform results are more superior to other two
transforms. Robustness of the watermarking process is judged by using NCC value.
Equation for NCC is given in Eq. 2. NCC is correlation between embedded and
extracted images of the host video. NCC values are computed for all transforms and
the results shown that proposed transform results are more robust than other
transforms.

Ziﬁiw(i,j).w/\(hj)

NCC = T2
225 w(i.j)]

(2)
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Fig. 3 a and b Comparative plot for PSNR and NCC versus no. of frames

The comparative plot drawn between PSNR values versus number of frames for
host video is shown in Fig. 3a. It is observed that Propose method maintaining
better image quality for the watermarked video. The comparative plot drawn
between NCC values versus number of frames for host video is shown in Fig. 3b. It
is evident that propose method more robust.

5.1 Robustness Check

The robustness of the proposed method is observed by applying various attacks on
the watermarked frames of the watermarked video. Various attacks applied to the
watermarked video are Noise attacks (Salt and Pepper, Gaussian noise), Cropping
attacks (Central, Horizontal and vertical Cropping), Filtering attacks (Low pass,
High pass and Median filtering), JPEG compression attack, Blurring attacks
(Motion blur and Disk blur), Vertical Flipping attack, scaling attack and Rotation
attack. Proposed watermarking scheme survive for all these attacks. In Table 2.
Various attacks on the watermarked video with their PSNR and NCC values are
furnished. Attacked watermarked scene and respective extracted scene are also
included.

Different attacks applied on the watermarked which is prepared by using pro-
posed watermarking algorithm. For all these attacks how much imperceptible and
robust the algorithm will be observed by observing the attacked watermarked scene
and extracted watermark of the watermarked video.
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Table 2 Variour attacks and their respective PSNR and NCC values on watermarked video

R
N

/

S. no Various attacks Watermarked scene of a host video Extracted logo
= N ,
1 No attack ; E i S
2 Scaling 4 N s
N p:
3 Ipeg compression ; AN > -
&N y '
: : - W Sy
4 Median filtering % \ e
N\ s y
5 Salt and pepper noise % \\ g
N i '
i i E N
6 Smoothing filtering { > S .
‘ M
7 Central croppin 2 N EA
pping ; \\\ g §
8 Motion bl = N\
otion blur % \ g )
& ..' i “re Pu ')I -
9 Disk blur % N s
10 Sharpening % f
11 Vertical cropping // W\ g
D p
12 Vertical flipping g

. (c.:o.ntinued)
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Table 2 (continued)
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S. no Various attacks Watermarked scene of a host video Extracted logo
13 Horizontal cropping = \ £i
14 Gaussian noise ; \
w
15 Rotation &
qi

5.2 Comparative Performance Evaluation

Comparative evaluation is done to evaluate performance quality metric using the
equations given in Eqgs. 1 and 2. The host video (foreman.avi) and watermark logo
(javcup.jpg) are taken for watermarking technique, and is achieved by Slant, DCT
and Hadamard transforms respectively. This is shown in Table 3.

Imperceptibility check for proposed method (Hadamard) is verified by calcu-
lating PSNR value of each scene of watermarked video and Robustness check for

Table 3 Comparative NCC values

PSNR NCC
Various attacks DCT Slant Hadamard DCT Slant Hadamard
(proposed) (proposed)
No attack 36.6311 |36.5544 |54.4833 0.7841 | 0.7686 |0.9544
Central cropping | 32.0064 |31.8874 |33.6243 0.7858 |0.7724 | 0.9605
Vertical cropping | 10.7858 | 10.7851 | 10.7945 0.8271 |0.8214 | 0.9661
Horizontal 11.2855 | 11.2846 | 11.2954 0.8204 | 0.8158 | 0.9658
cropping
Vertical flipping 8.88674 | 8.8675 | 8.8745 0.7898 |0.7742 | 0.9601
Low pass filtering | 34.5629 | 34.1914 |34.6230 0.8034 | 0.8050 | 0.9708
Sharpening 214742 |22.2116 |24.8953 0.7143 |0.6962 | 0.7305
JPEG 40.5883 | 38.5481 |46.9442 0.783 | 0.7947 | 0.9652
compression
Median filtering 40.8188 |40.9323 | 42.5819 0.8039 |0.8099 | 0.9606
Gaussian noise 20.4868 | 20.4771 |20.5692 0.6067 | 0.5881 |0.0748
Motion blur 31.6208 | 31.6077 |31.6323 0.8041 |0.7988 | 0.9901
Salt and pepper 32.7922 | 32.3851 |34.3053 0.7590 | 0.7540 |0.8823
Rotation 49712 49710 | 49714 0.8337 | 0.8185 | 0.8957
Scaling 39.5976 | 38.1849 |59.6735 0.7891 |0.7703 | 0.9620
Disk blur 28.0090 | 28.0056 |28.0145 0.8946 |0.8525 |0.9992
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proposed method (Hadamard) is verified by calculating NCC values of each scene
of Emebedded image and Extracted image. Compared the results with DCT, Slant
transforms. Proposed method results are more optimal it is observed from Table 3.

Capacity, high perceptual quality and more robust against various attacks these
can be understand by observing Table 3 by computing PSNR and NCC values for
proposed and existing different transforms.

6 Conclusions

HVS based robust video watermarking technique by using Hadamard transform is
presented in this paper. The proposed method (using Hadamard) results are com-
pared with other transforms (Slant and Discrete Cosine Transforms). Proposed
method is more robust and imperceptible and can be seen from PSNR and NCC
values. Proposed method requires less computational time and also resilient to
many attacks. This technique can be extended by using different optimization
algorithms like Genetic Algorithm, Particle Swarm optimization Algorithm and
Differential Evaluation Algorithms for improved performance.
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Development of Microstrip Triple-Band
Filter Using Hybrid Coupling Path
Approach

M. Manoj Prabhakar, M. Ganesh Madhan
and S. Piramasubramanian

Abstract A multiple bandpass filter for 2.4, 3.6 and 5.2 GHz bands is designed
using hybrid coupling paths approach and simulated. The hybrid coupling paths are
implemented by coupled resonators structure. The filter is developed to provide
different bandwidth at various bands. The microstrip filter is implemented in FR4
substrate and the simulation results are compared with experiment. The filter
exhibits less than —10 dB return loss and low insertion loss in S;; and S,; char-
acteristics respectively.

Keywords Triple band - Stepped impedance resonator (SIR) - Microstrip - Hybrid
coupling - Bandpass filter

1 Introduction

Radio Frequency filters have become vital for modern wireless transceiver opera-
tions. Recent applications require wireless transceivers operating in multiple fre-
quency bands. Today’s wireless services operate at different frequencies and
bandwidths. Hence multiband filters become essential in transceivers. Combining
number of single band filters might be direct and simple, but large space requirement
and additional combining circuits restricts this approach. An alternate technique
utilizing the spurious frequency bands was reported by Makimoto and Yamashita
[1]. They have implemented the filter using Stepped Impedance Resonator (SIR).
Details of the resonance condition in SIR and their characteristics are also discussed
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in Ref. [2]. Using the same approach, Chang et al. [3] have designed a dual band
filter for 2.45 and 5.75 GHz bands. An ACSIR based dual band filter for UMTS and
WiFi bands operating at 2 and 5.8 GHz, was also reported [4]. Further, Lin and Chu
[5] have reported a multiple band pass filter operating at 1, 2.4 and 3.6 GHz, where
SIR technique is adopted for the design. However, the SIR technique involves
calculation of quality factors and coupling coefficients, which are cumbersome [0,
7]. A novel approach to overcome many of the short comings of the existing tech-
niques was reported by Chuang [8], where different coupling paths were used for
different bands, along with resonators. This approach leads to lesser computation
time. A dual band pass filter design is reported in ref [9, 10]. A triple band pass filter
for 900 MHz (GSM), 1.5 GHz (GPS) and 2.4 GHz (WLAN) is reported using
trisection SIR scheme [11]. We consider this scheme for our design of a triple-band
band pass filter for 2.4, 3.6 and 5.2 GHz bands. Two schemes viz., tapped feed line
and coupled feed line are conventionally used in filter design. In the case of tapped
feed line structure, additional resonators have to be implemented with appropriate
coupling, to ensure the required quality factor. Hence, we resort to coupled line feed
structure based implementation. The design involves evaluation of coupling coef-
ficient with respect to coupling gap. Compared to the dual band design of Ref. [6], a
similar structure with two additional resonators is required for the implementation.
For the bands considered in the present study, resonators 4 and 5 are small compared
with resonators 1 and 3, thereby necessitating a modification in the I/O coupling
structure. We introduce another coupling line for I/O coupling structure to match the
required Quality factor. With these modifications, the triple band filter is designed
and analyzed using an EM software and implemented in a low cost FR4 substrate.

2 Filter Design

The hybrid coupling paths approach, allows different band signals to follow dif-
ferent paths, leading to better controllability of bandwidth [8]. Figure 1 shows the
signal paths of the proposed filter. Five resonators are used to achieve the desired
hybrid coupling paths. The 2.4 GHz band signals passes through resonators 1 and 3.
The 3.6 GHz band passes through resonators 4 and 5 and 5.2 GHz travels through
1, 2 and 3.

Since both lower (2.4 GHz) and higher band (5.2 GHz) signals travels through
resonators 1 and 3, they exhibits stepped impedance at respective central fre-
quencies of the bands. A zero coupling at higher band is implemented by intro-
ducing quarter wavelength microstrip lines between first and third resonators. The
higher band coupling between resonators 1 and 3 is avoided by using a transmission
zero introduced by 90° coupled lines.

Resonator 2 does not allow lower band signal as it is non resonant. Further, it is
characterized by uniform impedance and resonates for the higher band signal. The
resonance conditions and impedance ratios are determined using the standard
procedures reported for dual band filter [8]. Resonators 4 and 5 are also
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implemented as Stepped impedance resonators. As the resonators 4 and 5 are small
compared with resonators 1 and 3, the I/O coupling structure has to be modified.
This is realized by introducing another coupling line for I/O coupling structure to
match the required Quality factor.

The resonance conditions for a single SIR as in Fig. 2 are determined by the
following transcendental equations [2]

tan 0; = Rz cot 0, at fp (1)
cot aB; = —Ry cot a6, at  fg (2)

where fy and f;; represent the fundamental and the first spurious resonance
frequencies. a = f;,/fy denotes the frequency ratio and R, = Z,/Z; is known as the
impedance ratio. Terms 0; and 0, denote the electric lengths of the high and low
impedance sections respectively. In this work, a0, = 90° generates a transmission
zero at the higher band. The above conditions leads to 6 =6,=6, [2] and

R, = <tan (g}%)) 3)
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Table 1 Specifications and parameters for triple band filter

Parameter 2.4 GHz band 3.6 GHz Band 5.2 GHz band
Central frequency, GHz 2.4 3.6 52
bandwidth, MHz 120 60 250

Filter order 2 2 3

Passband ripple, dB 0.5 0.5 0.5

Quality factor 28.058 84.174 33.20304
Coupling coefficient 0.0502 0.016734998 0.036335

The coupling coefficient between two adjacent resonators is controlled by the
gap between them. Gaps g3, g1» and gp3 are applied for lower, higher bands
respectively and given by

FBW
Mijy1 =———"fori=1tom—1 (4)

V8i8i+1

A coupled line feed structure is used for feeding the filter Table 1.

The required dimensions of the gaps between the resonators are calculated by
coupling coefficient between the resonators, which is determined from the simu-
lated S,; of the synchronous tuning circuit [8].

The external quality factor can be extracted by the simulated S;; of a singly
loaded resonator. The two physical parameters to meet the required external quality
factors of both bands simultaneously, are the coupling gap gr and the coupling
length L;. The values of these two parameters are calculated numerically. External
quality factor is given by [4]

_ &8
0. -2 (5)

From (3) Rz is found out as 0.78485. Considering Z, as 50 Q, Z, is found as
63.705 Q. The electric length 0 is found out as 41.538°.

Figure 3, shows the structure for finding coupling coefficient between the res-
onators 1 and 3. In this structure, the ports are weakly coupled to the coupled

Fig. 3 Geometry of the filter [2]
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resonator structure. The structure is simulated, and from the S,; response, the
coupling coefficient can be found as

21
k=+L—1 (6)
SRR

where f,jand f,, are the two peaks of the S,; response. Repeating this for
different coupling spacing, the design curves are obtained and shown in the Fig. 4.

Figure 5 shows external quality factor variation coupling length L; at different
spacing, g, for the 2.4 and 5.2 GHz. Further, the two circles in the graphs, shows
the required quality factors at two bands. The values of coupling spacing and
coupling length at these points provide the data required for the final structure.
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Fig. 5 External quality factor a0 24 CHzgi=02mm
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Figure 6 shows the quality factor for 3.6 GHz band versus coupling length for a
coupling spacing of 0.2 mm. The coordinates corresponding to the circle, in the
graph, denotes the required coupling length at I/O feeding structure for 3.6 GHz
band.

Figure 7 illustrates final structure of the triple band microstrip filter, which is
implemented in ADS software. Figure 8 depicts the photograph of the fabricated
filter.

Fig. 6 External Quality
factor for 3.6 GHz band 110
versus coupling length for
coupling spacing s = 0.2 mm
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Fig. 7 Final layout of triple band filter

Fig. 8 Fabricated filter

Measurements are carried out on the fabricated filter using an Agilent 8722
Network Analyzer and the results are compared with the simulation. The S,;
measurement plotted in Fig. 9 shows a stop band attenuation level of 30 dB
between first two pass bands. However, the difference is only 15 dB, between the
stop band and higher pass bands. In the case of S;; measurement (Fig. 10), the
central band provides a return loss of —10 dB, whereas the other bands provide a
return loss greater than —10 dB. The measured insertion loss is low in the lower
band but increases at higher bands. The observed 3 dB bandwidths are 200, 120 and
310 MHz for 2.4, 3.6 and 5.2 GHz bands respectively. They closely match with the
results obtained in ADS simulation. At higher frequency bands the fabricated filter
shows increased attenuation. The deviations in the measured values with respect to
simulation, are due to the fabrication tolerances and substrate imperfections.
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3 Conclusion

A multiple, band pass filter is designed in microstrip platform and simulated. The
design is implemented in FR4 substrate which achieves the bandwidth controlla-
bility in the three bands. The simulation results are found to agree with the
measurement.
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Security Issues in Cognitive Radio:
A Review

Shriraghavan Madbushi, Rajeshree Raut and M.S.S. Rukmini

Abstract Electromagnetic spectrum is a scarce, important and a very useful
resource. However, this resource has not been utilized effectively or in other words
most of the spectrum remains vacant. Due to fixed or licensed spectrum allocation
the spectrum remains vacant for a considerable amount of time. Cognitive radio, a
wireless and an intelligent technology was proposed by Joseph Mitola to make
efficient use of spectrum. The use of EM wave as a transmission medium makes
security a major concern in Cognitive Radio as these are easily susceptible to
attacks. Also, being a flexible wireless network technology it is susceptible to
traditional threats as well as unique attacks which will have an adverse effects on its
performance. This paper introduces the Cognitive Radio technology and mainly
focuses on security issues related to it. Further, we present a layered classification of
security issues of this exciting area of communication technology.

Keywords Cognitive radio « Spectrum - Software defined radio - Security issues

1 Introduction

Wireless Network technology has witnessed a remarkable growth during the last
decade. In 1985 the FCC (Federal Communications Commission) issued a mandate
defining several portions of the Electromagnetic spectrum as “license-exempt”
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[1, 2]. Some bands of the spectrum were allowed to operate without the need of
license and this was called as the Industrial, Scientific and Medical (ISM) band.
This declaration of FCC and the advent IEEE 802.11/a/b/g standards has brought a
revolution in the wireless domain [1]. The ISM band, being license free, has thus
become overcrowded resulting in increased interference and contention [1].
Although the ISM band is overcrowded, there are several licensed bands of spec-
trum which are being under-utilized. Licensed band here refers to band of spectrum
which is allotted by FCC by the traditional and static allocation process of spectrum
assignment serving a distinct service or several channels of distinct service [1]. The
static allocation, however differs from country to country, it has been observed that
the part of spectrum is not utilized efficiently. It was Joseph Mitola, who proposed a
novel idea of the opportunistic use of spectrum which was under-utilized. He
proposed an idea of using a novel device called Cognitive Radio (CR). Cognitive
radio is the term coined by Mitola and Maguire in an article wherein they describe it
as a radio that understands the context in which it finds itself and as a result can
tailor the communication process in line with that understanding. The intercon-
nection of Cognitive Radios (CRs) will form a Cognitive Radio network (CRN) [2].
Simon Haykin [3] defines Cognitive Radio as: An intelligent wireless communi-
cation system that is aware of its surrounding environments (i.e., outside world),
and uses the methodology of understanding-by-building to learn from the envi-
ronment and adapt its internal states to statistical variations in the incoming RF
stimuli by making corresponding changes in certain operating parameters (e.g.,
transmit-power, carrier-frequency, and modulation strategy) in real-time.
A cognitive radio is a device which has four broad inputs [4], namely, (i) an
understanding of the environment in which it operates, (ii) an understanding of the
communication requirement of the user(s), (iii) an understanding of the regulatory
policies which apply to it and (iv) an understanding of its own capabilities. One of
the major concerns in any Wireless Communication is that of security. This paper
focuses mainly on the security issues related to the Cognitive Radio. The paper is
further organized as follows. Section 2 describes the basics of Cognitive Radio.
Section 3 discusses the security threats in detail. At the end the conclusions and
motivation for future research are discussed.

2 Cognitive Radio Basics

Cognitive Radio in a way is a “smart radio”. Generally there are two types of CRs
[2]: Policy Radios and Learning Radios. Policy radios, by looking at the word
“policy” we can conclude that, it is a radio that has to follow some predefined
policies that will decide its behavior. Learning radios on the other hand have a
learning engine which allows the radio to learn from its surroundings and can
configure or re-configure its state. These radios make the use of a variety of
Artificial Intelligence (Al) learning algorithms as well.
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In CR scenario there will be two categories of users (i) primary users [PUs],
holding a license of a particular portion of spectrum, and (ii) secondary users [SUs],
also called cognitive users who do not hold the license but still, can use the portion of
spectrum allotted to the PUs in an opportunistic manner. Here one thing has to be
concentrated that, this should not interfere or hamper the performance the of the
licensed user. The main objective of CR is to sense the spectrum and make its
opportunistic use. The free spectrum portions are referred to as “white spaces” or
“spectrum hole”. Cognitive Radio technology is a Wireless Network Technology and
is vulnerable to all traditional threats of Wireless Networks in addition to the unique
threats introduced with the advent of this new area of Wireless Communication.

A Cognitive radio is based on what is called a Software Defined Radio (SDR). The
software allows the radio to tune to different frequencies, power levels, modulation
depending upon its learning and the environment in which it operates [15].

The Cognitive Radio is expected to perform the following four functions as
follows [5]:

1. Spectrum Sensing: detection of “white spaces” or the portion of spectrum vacant
for use. This must also ensure that no Primary User (licensed user) is not
operating at the same time.

2. Spectrum Management: selection of the best spectrum hole for transmission.

. Spectrum Sharing: sharing of spectrum with other potential users.

4. Spectrum Mobility: vacate the band when a licensed user is detected (spectrum
handoff).

W

The functions mentioned above form a cognition cycle which forms the basis on
which the Cognitive Radio operates. In his thesis Mitola [6] has described the
cognitive cycle consisting of five states namely Observe, Orient, Plan, Decide and
Act. The following figure, Fig. 1 shows the cognitive cycle described by Mitola.

Transmitted Signal
Radio Environment _

Primary User Detection

Spectrum
Sensing

Decision Request
Spectrum Hole

Channel
Capacity

Fig. 1 The cognition cycle
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Till now we have discussed basics of Cognitive Radio. The study of any
Wireless Network would be incomplete unless we explore its topology. As far as
the Cognitive Radio topology is concerned three different architectures have been
discussed in [7]. These are as follows: (i) Infrastructure, (ii) Ad-Hoc and (iii) Mesh.
Infrastructure Networks have Base Station (BS) also called as access points.
A device can communicate with other devices within the vicinity through the base
station. The communication between these devices can be routed via the base
station. Ad- Hoc topology is formed by devices without the need of a base station
These communicate with each other by establishing links between themselves
making use of different communication protocols available. Mesh topology is a
combination of the above two topologies.

3 Security Threats in Cognitive Radio

A “security threat” is described as a potential violation of security wherein it can be
intentional like a deliberate attack or unintentional due to an internal failure or
malfunctions [5].

An attack is considered strong if it involves a minimal number of adversaries
performing minimal operations, but causing maximum damage or loss to the
Primary Users and/or Cognitive Radio [8].

A detailed analysis of security requirements are done in [5] and they are defined
as follows:

1. Confidentiality: confidentiality of the stored and communicated data must be
ensured by the system.

2. Robustness: the system must resist against attacks and provide communication
services as per service level agreements.

3. Regulatory framework compliance: the system must adhere to rules and regu-
lations or policies.

4. Controlled access to resources: access to information or resources by unau-
thorized users must be avoided.

5. Non-Repudiation: non-denial of the responsibility for any of the activities per-

formed by an entity of the system.

. System integrity: system must guarantee the integrity of its system components

7. Data integrity: system must ensure the data, may be stored or communicated
must not be illegally modified.

N

The Cognitive Radio technology must enforce the security triad of confiden-
tiality, integrity and availability (CIA) [9].

We now discuss the security threats in Cognitive Radio with respect to the
security requirements discussed earlier. The attacks generally follow a layered
approach [7] and thus we also further categorize these threats according to different
protocol layers they target. We will categorize these attacks as follows:
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(i) Physical layer attacks
(i) Link layer attacks (also known as MAC attacks)
(iii) Network layer attacks
(iv) Transport layer attacks
(v) Application layer attacks

In addition to above we also discuss cross layer attacks which are specifically
targeting one particular layer but affect the performance of another layer.

As described in [2] the different classes of attacks which an attacker can con-
struct is categorized as follows:

(i) Dynamic Spectrum Access Attacks
(ii) Objective Function Attacks
(iii) Malicious Behavior attacks

3.1 Physical Layer Attacks

It is the bottom layer of the protocol stack and provides an interface to the trans-
mission medium. It consists of a medium that makes two network devices com-
municate with each other such as cables, network cards etc. In Cognitive Radio the
medium is atmosphere. The physical layer determines the bandwidth, channel
capacity, bit rate etc. In Cognitive radio the spectrum is accessed as and when it is
found unoccupied, this makes the physical layer complex. We now discuss some
attacks specific to the physical layer.

3.1.1 Primary User Emulation Attack [PUEA]

A fundamental function of Cognitive Radio is to sense the spectrum which we refer
to as spectrum sensing and the spectrum has to be shared in an opportunistic
manner [16]. The secondary user has to vacate the currently used spectrum as and
when it detects an incumbent (Primary User) signal to avoid the interference. This is
referred to as the spectrum hand off.

For a fair spectrum sharing it is necessary that the CR must recognize the
primary user signals. Nodes launching PUEA are of two types [1]:

o Greedy nodes which transmit fake primary user signals forcing all other users to
vacate the band in order to acquire its exclusive use.

e Malicious nodes that copy primary user signals in order to cause Denial of
Service (DoS) attacks. These nodes can cooperate and can transmit fake primary
user signals in more than one band resulting in hopping of a CRN form band to
band hampering its entire operation.
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Fig. 2 PUEA scenario

In PUEA [13], the attacker emulates the primary user signal to access the
resources. The secondary user will be under the impression that a primary user is
using the spectrum band and thus, it will vacate the band. Now, if the attacker’s
goal is to increase its share of spectrum then we refer this as selfish PUEA. This
attack can be conducted simultaneously by two attackers by establishing a dedi-
cated link between them [7].

If the attacker’s goal is to prevent other legitimate users from using the spectrum
then we refer this attack as a malicious PUEA.

The PUEA can target both types of cognitive radios Policy Radios and Learning
Radios [2, 7] with different severity. The Fig. 2 shows the PUEA scenario [10].

3.1.2 Objective Function Attack

The radio parameters include center frequency, bandwidth, power, modulation type,
coding rate, channel access protocol, encryption type and frame size [2, 7]. The
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cognitive engine manipulates these parameters to meet one or more objective
functions. The objective function attacks are those in which algorithms that utilize
the objective functions are attacked. Another name for objective function attacks is
“belief-manipulation attacks” [9].

Intrusion Detection systems (IDS) are used for detecting Objective function
attack. The IDS may be a mis-use based method or anomaly based method. The first
method uses the signatures of attack. While the other makes use of the abnormal
behavior of the system to detect an attack. Thus the attacks not known before hand
can be detected by the later system. It is worth mentioning here that the IDS follows
the FCC constraint of not modifying the Primary User system [17]. IDS operates in
two phases, the profiling phase and the detection phase [10].

3.1.3 Jamming

Similar to the conventional wireless technology, the Cognitive Radio receiver
requires a minimum signal-to-noise ratio (SNR) decode a digital signal. One of the
traditional attack strategy is to reduce the SNR below a threshold value by trans-
mitting noise over the channel this is also referred to as “receiver jamming” [11].
Now there may be a case wherein the performance of the receiver node is poor and
this may or may not be due to jammer. Sometimes this performance may be poor
due to natural causes, say network congestion, for example. Jamming is an attack
that can be done in the physical and the MAC layers [7]. There are four types of
jammers namely 1. Constant Jammer, 2. Deceptive Jammer, 3. Random Jammer,
and 4. Reactive Jammer [7]. A Constant Jammer is the one that is continuously
sending out data packets, while doing so it will not wait for channel to be idle and
also it has no regard for other users on the channel. A Deceptive Jammer will send
out packets continuously such that other users will switch to receive states and will
remain in that state. A Random Jammer will take breaks between jamming signals
and it may behave as a constant or a deceptive jammer during the jamming phase.
Lastly the reactive jammer is the one that will sense the channel all the time. It starts
transmitting the jamming signals whenever it detects a communication in the
channel and thus it is difficult to detect a reactive jammer. “Intentional Jamming” is
one of the most basic types of attacks [9] in which the attacker continuously and
intentionally transmits data packets on a licensed band making it unusable for both
the primary and secondary users. In Primary Receiver Jamming an attacker close to
the primary user will send request for transmission from other secondary users. This
will divert the traffic towards the primary user which will in turn create interference
to the primary user.

3.1.4 Overlapping Secondary User

A geographical region may contain coexisting and overlapping secondary net-
works. An attacker in one network can transmit signals that may cause harm to the
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primary and secondary users of both networks. The malicious node is not in the
control of the users of the network or under the direct control of the station. This is a
direct attack on the capability of the cognitive radio network for spectrum sensing
and sharing of both infrastructure and ad hoc based networks. This further results in
the denial of service attack [9].

3.2 Link Layer Attacks

3.2.1 SSDF Attack (Byzantine Attack)

The 802.11 data link layer consists of two sub layers. These are LLC and MAC.
MAC supports multiple users on a shared medium within the same network. The
“Spectrum Sensing Data Falsification” (SSDF) attack is also called as “Byzantine
Attack”. The attacker in this attack is the legitimate user of the network and is
called “Byzantine”. This attack is for selfishly acquiring the spectrum availability
and occupancy or with the goal of destructing the entire communication system. We
analyse this attack from two different scenarios.

i. distributed CRN
ii. centralized CRN

In a distributed CRN the spectrum sensing information is based on the obser-
vations of the secondary user itself and on the basis of the observations shared by
the secondary users. In other words the spectrum information is shared in collab-
oration between the secondary users. In a centralized CRN different secondary users
sense the environment and the spectrum sensing information is send to a fusion
center (FC). The FC is responsible for collecting the data and on the basis of this
data the FC provides information regarding frequency bands. that are free or busy.
The manipulation of fusion center data will prevent the user from accessing the
vacant band or it may allow to use a band that is already in use resulting in
interference.

This attack has more impact in a distributed CRN wherein false information can
propagate quickly. However, in case of centralized CRN a smart FC can compare
the data received by different CRs and identify which CR may be providing false
information [14].

3.2.2 Control Channel Saturation DoS Attack (CCSD)

In a multi hop CRN a channel negotiation is necessary in a distributed manner.
After channel negotiation the CRs can communicate with each other. Now, when
many CRs want to communicate with each other the channel negotiation becomes a
problem as the channel can support only a limited number of data channels. An
attacker will therefore try to send MAC control frames thereby saturating the
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control channel which results in poor performance of the network with approximate
zero throughput.

It has been further observed that this attack has more impact on multi hop CRNs
as compared to centralized CRNs. This is because of the fact that the MAC control
frames are authenticated by the base station and thus forging MAC frames is almost
impossible.

3.2.3 Selfish Channel Negotiation (SCN)

A selfish channel in a multi hop CRN can refuse to forward any data for other hosts.
This selfish behavior will result in conservation of energy and an increase in the
throughput. Some other selfish host alters the MAC behavior of the other CR
devices and thus claim the channel at the expense of other hosts. This scenario leads
to the severe degradation of the throughput of the entire CRN.

3.24 Control Channel Jamming

Cognitive Radio users cooperate among themselves with the help of control
channels. An attacker if attacks a control channel, known as control channel jam-
ming (CCC) attack, the receivers are prevented from sensing the valid messages
when an attacker injects a strong signal in the control channel. This scenario leads
to the denial of service for the users in that particular network.

3.3 Network Layer Attacks

It has been found in literature that much research has been focussed on MAC and
PHY layers. Network layer helps in routing of data packets from source node to
destination node maintaining the quality of service. Routing in CR is a challenge
due to spectrum handoff and dynamic spectrum sensing. As stated earlier Cognitive
Radios are prone to attacks similar to classic Wireless networks. In addition to this
CR is vulnerable to attacks which also plague the wireless sensor networks. Here
we discuss two major attacks namely, Hello flood attack and Sink hole attack.

3.3.1 Hello Flood Attack

This attack has been investigated as an attack against a Wireless Sensor Network
(WSN) and can be applied to a CR scenario as well due to its routing strategies. In
this attack, an attacker first broadcasts a message to all the nodes in a network. This
is an advertisement where an attacker offers a high quality link to a particular
destination using high power to convince the node that the attacker is a neighbor.
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As alot of power is put, the strength of the received signal will be high and the node
convinces itself that the attacker is its neighbor, although the attacker is far away
from the node. In this way all nodes will forward data packets to the attacker
assuming that the attacker is their neighbor. However, when the attack is detected
the nodes will lose their data packets and find themselves alone with no neighbor
nearby them. Some of the protocols used to exchange information between
neighbors for maintaining topology may also be attacked.

3.3.2 Sinkhole Attack

Cognitive Radio uses multi hop routing similar to the Wireless Sensor Network
(WSN). In this type of attack the attacker will be advertising itself as the best route
to a specific destination thereby enticing the nodes neighboring the attacker. Once
the attacker wins the trust of its neighbors, the neighbors themselves promote or
advertise the attackers path as the best route. Now, the attacker has the capability to
send the receives packets directly to the base station using high level power. Once
the trust has been established that the attacker’s route is the best route the attacker
can begin other attacks for example, eavesdropping, selective forwarding attack by
forwarding data packets from selected nodes, dropping received packets, modifying
data packets etc.

3.3.3 Worm Hole Attack

It is closely related to the sink hole attack. A wormhole attack is generally per-
petrated and administered by two malicious nodes. These nodes understate the
distance between them by relaying the packets along an out-of-bound channel that
is unavailable to other nodes [9]. In this attack the nodes are convinced by the
attacker that they are only one or two hops away via the adversary. However, the
nodes will be usually multiple hops from the base station. The attacker thus can
receive the packets for forwarding or can capture the packets for eavesdropping.
Another interesting scenario here is that the attacker can stop relaying the packets
which would create the separation of the network. Network routing protocols thus
have to be implemented and the attacker will be provided additional information
which will help the attacker to perpetrate other potential attacks.

3.3.4 Sybil Attack

Some local entities perceive the other remote entities as informational abstractions
(entities) without the physical knowledge of the remote entities. A sybil attacker
will create a large number of pseudonymous identities so as to gain a large influence
on the network. A system must exhibit the capability to ensure and identify that
distinct identities refer to distinct entities. Generally an attacker will pair sybil attack
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with Byzantine attack or Primary User Emulation attack so that the entire decision
making process gets effected.

3.3.5 Ripple Effect

The Cognitive Radio senses the spectrum and utilizes the portion of spectrum that is
free. While doing so it performs spectrum handoff whenever it senses the Primary
User (PU) so that interference is avoided. The ripple effect is similar to Byzantine
attack or Primary User Emulation Attack [PUEA] [9]. The wrong channel infor-
mation is shared so that the nodes change their channel. Here the attacker sends the
false information hop by hop so that the network enters a state of confusion.

3.4 Transport Layer Attacks

3.4.1 Key Depletion

The protocols used for IEEE 802.11 are prone to key repetition attacks. The
transport layer protocols establish cryptographic keys at the beginning of each
transport layer session. Due to the generation of large number of keys there is a
possibility that the sessions key that are generated will be repeated. This repetition
of keys may result in the breaking of the cipher system.

3.5 Application Layer Attacks

3.5.1 Cognitive Radio Virus

This attack is due to the self propagating behavior of Cognitive radio [2]. In this
attack a state that is introduced in a Cognitive Radio will cause a behavior that
induces the same state in another Cognitive radio and so on. Thus, the said state will
propagate through all the radios in that particular area. The self propagating
behavior of radio thus can infect the entire network. These types of attacks can even
spread between the radios that never had any protocol interaction.

3.6 Cross Layer Attacks

The cross layer attacks target the multiple layers and can affect the whole cognitive
radio cycle. Attacks discussed in previous sections can be combined to form cross
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layer attacks. Generally the cross layer attacks target one layer but affect the per-
formance of another layer.

3.6.1 Routing Information Jamming

In this attack the targeted node performs a spectrum handoff and it stops all ongoing
communication, switches to a new spectrum band, identifies the neighbouring
nodes. The targeted node will not be able to receive the routing information until
the spectrum handoff is complete. This is referred to as deafness [9]. 