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Preface

This LNEE volume contains the papers presented at the ICMEET 2015: International
Conference on Microelectronics, Electromagnetics and Telecommunications. The
conference was held during 18–19 December, 2015 at Department of Electronics and
Communication Engineering, GITAM Institute of Technology, GITAM University,
Visakhapatnam, India. The objective of this international conference was to provide
an opportunity for researchers, academicians, industry persons and students to
interact and exchange ideas, experience and expertise in the current trend and
strategies in the field of Microelectronics, Electromagnetics and Communication
Technologies. Besides this, participants were also enlightened about vast avenues
and current and emerging technological developments in the field of Antennas,
Electromagnetics, Telecommunication Engineering, and Low Power VLSI Design.
The conference attracted a large number of high-quality submissions and stimulated
cutting-edge research discussions among many academic pioneering researchers,
scientists, industrial engineers, and students from all around the world and provided a
forum to researchers. Research submissions in various advanced technology areas
were received and after a rigorous peer-review process with the help of programme
committee members and external reviewers, 73 papers were accepted with an
acceptance ratio of 0.33.

The conference featured distinguished personalities that include Dr. Lipo Wang
(Nanyang Technological University, Singapore), Dr. V. Bhujanga Rao
(Distinguished Scientist and Director General, Naval Systems and Materials), Prof.
G.S.N. Raju (Vice Chancellor, Andhra University), Dr. Aditya K. Jagannadham
(IIT Kanpur), Dr. Sanjay Malhotra (BARC, Trombay), Dr. Samir Iqbal (University
of Texas, Arlington, USA), Dr. D. Sriram Kumar (NIT Trichy), Dr. P.V. Ananda
Mohan (ECIL, Bangalore), Dr. G. Radha Krishna (IIT Madras), Mr. Rajan A. Beera
(Global Director of Engineering, Cortland, NY), and Mr. G.S. Rao (Managing
Director—Technology, Accenture). Separate invited talks were organized in
industrial and academia tracks on both days. The conference also hosted a few
tutorials and workshops for the benefit of participants. We are indebted to the
management of Springer Publishers, GITAM University, for their immense support
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to make this conference possible at such a grand scale. A total of 13 sessions were
organized as a part of ICMEET 2015 including ten technical, two plenary and one
inaugural session. The Session Chairs for the technical sessions were Mrs. D.R.
Rajeswari (Scientist-F, NSTL), Dr. V.S.S.N.S. Baba (Prutvi Electronics,
Hyderabad), Dr. B. Prabhakar Rao (JNTU, Kakinada), Dr. S Srinivasa Kumar
(JNTU, Kakinada), Dr. G. Sasibhushana Rao (Andhra University), Dr.
P. Mallikarjuna Rao (Andhra University), Dr. P. Rajesh Kumar (Andhra
University), Dr. P.V. Sridevi (Andhra University), Dr. A. Mallikarjuna Prasad
(JNTU, Kakinada), Dr. N. Balaji (JNTU, Vizianagaram), Dr. Ch. Srinivasa Rao
(JNTU, Vizianagaram), Dr. B. Tirumala Krishna (JNTU, Vizianagaram), Dr.
Ibrahim Varghese (NSTL, Visakhapatnam), Dr. N. Bala Subrahmanyam (GVPCE,
Visakhapatnam), Dr. M. Sai Ram (GVPCE, Visakhapatnam), and Dr. P. Ramana
Reddy (MVGR College of Engineering, Vizianagaram).

We express our sincere thanks to members of the technical review committee
and the faculty of Department of ECE, for their valuable support in doing critical
reviews to enhance the quality of all accepted papers. Our heartfelt thanks are due to
the National and International Advisory Committee for their support in making this
a grand success. Our authors deserve a big thank you as it is due to them that the
conference was such a huge success.

Our sincere thanks to all sponsors, press, print, and electronic media for their
excellent coverage of this convention.

December 2015 Suresh Chandra Satapathy
N Bheema Rao

S Srinivas Kumar
C Dharma Raj

V Malleswara Rao
GVK Sarma
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Subthreshold Operation of Energy
Recovery Circuits

D. Jennifer Judy and V.S. Kanchana Bhaaskaran

Abstract This paper introduces a novel design methodology i.e. adiabatic
subthreshold mode which inherits the features of both the subthreshold logic and
the adiabatic (or the energy recovery) circuits. In this paper, analysis of essential
digital gates is done for the three modes of operation namely, (1) subthreshold
(2) adiabatic and (3) adiabatic subthreshold operation. The simulation results val-
idate the benefits obtained in terms of the reduced energy consumption in the
adiabatic subthreshold mode, making it suitable for ultra low power and medium
throughput (10 kHz–1 MHz) applications. Specifically, it has been emphasized that
the non-adiabatic dissipation that is prevalent in adiabatic circuits is almost dis-
carded in the proposed mode. And, the challenges faced by the methodology are
mitigated by the circuit level technique of upsizing the channel. Berkeley Predictive
Technology Model (BPTM) 45 nm technology node has been used in the simu-
lation studies on industry standard Spice tools.

Keywords Subthreshold � Device sizing � Adiabatic subthreshold � Nonadiabatic
dissipation

1 Introduction

Generally, in a CMOS inverter, if IN = 0 and V is the supply voltage, only ½CV2 is
delivered to the load capacitance for OUT = 1. The remaining ½CV2 is dissipated in
the circuit transistors. Here, C represents the nodal capacitance. Then, when input
signal IN becomes 1, the ½CV2 stored in the load capacitor is dissipated to the
ground [1]. On the other hand, in the adiabatic logic, a time varying supply clock,
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called as power-clock is used, that reduces the voltage drop across the device at any
time. The majority of the energy spent on charging the nodal capacitance is recycled
back to the supply clock every time and is not dissipated to the ground as it occurs
in CMOS. Hence, these circuits are called as Adiabatic circuits. This energy
recovery property greatly reduces the switching power of the digital circuits.
However, in the quasi-adiabatic circuits that consists of cross coupled PMOS
transistors or cross coupled inverters at the outputs there is significant amount of
non-adiabatic dissipation. This is due to the fact that the transistor helping in energy
recovery remains ON only till the gate voltage is below its threshold voltage. When
the output voltage reaches the threshold value of VT, the recovery path transistor
becomes off and no further energy recovery takes place. This contributes for the
½CVth

2 power dissipation, which happens every time when the input signal
switches. This non adiabatic energy dissipation is a major setback in the Quasi
adiabatic structures.

On the other hand, in the subthreshold logic, device sizing is done in such a way
that they are operated with VDD < Vth. In this weak inversion region, the leakage
current or the subthreshold current is considered the computation current. It helps in
surmounting the ½CVth

2 power dissipation drawback of the adiabatic circuits.
Moreover, the exponential I-V relationship in the subthreshold region of operation
increases the current gain. However, it is to be pointed out that, although the
switching power is greatly reduced, subthreshold circuit operations are intended
mainly for medium throughput applications. Additionally, due to the exponentially
increasing current gain, the sensitivity of the circuit to the process and temperature
variations increases. Nevertheless, the robustness of the circuit has been improved
by different circuit level and device level techniques.

In this paper, it is proposed to utilize the advantages of both the subthreshold
logic operation and the energy recovering adiabatic logic and launch a new mode of
operation called adiabatic subthreshold mode. In adiabatic subthreshold mode of
operation, the adiabatic circuit is device-sized to operate with the supply clock
below the threshold value, i.e., in the weak inversion region. Here, the
non-adiabatic dissipation discussed above is reduced to a bare minimum. Moreover,
in this mode the process of near complete energy recovery property enhances the
lower power operation capability even better than the conventional CMOS sub-
threshold operation. Further, the multi phase power-clocking in the adiabatic cir-
cuits assist in efficient pipelining due to their inherent nature of each clock lagging
behind the other by 90o, with the successive power-clocks operating the cascade of
circuits. The pipelining adopted in the adiabatic structures, may improve the
throughput of the novel mode far better than the subthreshold circuits.

In this paper, the basic digital logic gates such as inverter, NAND, NOR, XOR,
AND and OR shown in Fig. 1 are analysed for all the above three modes of
operations to validate the claims. Each of the claim and the simulation outcomes are
substantiated with necessary analytical support and conceptual clarification.
Further, the proposed adiabatic subthreshold mode is illustrated with a 4 stage, 8
stage and 16 stage cascaded inverter chain to prove the operation of the adiabatic
subthreshold operation with increased logical depth or higher latency.
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Section 2 discusses the device sizing and the impacts of subthreshold operation
of the above mentioned basic digital logic gate circuits. Section 3 explains the
circuit counterparts operated in adiabatic mode and detail out the features and
benefits. Section 4 elaborates the adiabatic subthreshold mode of operation of the
circuits listed in Sect. 3. Section 4 exemplifies a 4 stage, 8 stage and 16 stage
cascaded inverter chain operated in all the three modes. Section 5 presents the
simulation results, discussions and the analysis depicting the justification and val-
idation. Section 6 concludes and the scope for the future work is also discussed.

2 Subthreshold Operation

2.1 Device Sizing

Scaling down of Vdd below the value of threshold voltage, for ultra low power
designs require optimal sizing of transistors for accurate functionality, minimum
delay, minimum power consumption and also symmetrical noise margin [2]. Thus,
there is a need to obtain an optimal size ratio ρ = (W/L)P/(W/L)N. Changing ρ is
done by changing the width of the transistors maintaining the length constant
(ρ = (Wp + ΔWp)/Lp/(Wn + ΔWn/Ln). PMOS transistor is made larger with respect to
the NMOS device, maintaining the total size of the logic gate constant. Hence, in
effect, CL is maintained constant, to maintain the power dissipation of the gate also
constant. Since the gate oxide capacitances contributing to the CL is the same per
unit area for both the PMOS and NMOS transistors, the energy does not vary so
much. However ρ affects the delay, power and noise margin as follows.

• Increased width of the transistor will reduce the propagation delay due to the
increased current. i.e., larger PMOS and smaller NMOS will give low tpLH.
However, it will increase tpHL. Weaker PMOS and larger NMOS will result in
reduced tpHL and increased tpLH.

Fig. 1 Basic CMOS digital logic gates device sized for subthreshold operation a NOT, b NOR,
c NAND
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• Changing ρ further changes the miller parasitic capacitance and hence the load
capacitance CL. This affects the total power consumption.

• Smaller PMOS and larger NMOS give reasonable noise margin low level NML
and reduce tpHL and the static power. However, larger PMOS and smaller
NMOS improve NMH and reduce the tpLH, however, at the cost of increased
static power. Here, NML = VIL − VOL and NMH = VOH − VIH.

Hence, in the presented work, an optimal size ratio ρ is designed for realizing
minimum delay, minimum power consumption and reasonable noise margin
characteristics. Thus, the device sizing is fixed as ρ = (WP = 135 nm/LP = 45 nm)/
(WN = 65 nm/LN = 45 nm) after analysing with various aspect ratios in the process
corner models Fast PMOS/Slow NMOS and Slow NMOS/Fast PMOS for wide
range of supply voltages below the threshold value VT = 0.61 V.

2.2 Subthreshold Circuits

Subthreshold operation employs the leakage current as the operation current by
maintaining the supply voltage Vdd < VTH. The I-V characteristics of the devices in
the weak inversion region are entirely different from the strong inversion region as
shown in Fig. 2.

The weak inversion current has an exponential behaviour in contrast to the linear
behaviour of the strong inversion region operation. The subthreshold current is
given by the equation

Isub ¼ Io � eððVGS�VTH=nvtÞÞ � ð1� eð�VDS=vtÞÞ � egVDS=nvt ð1Þ

Io ¼ loCox �W=Lðn� 1Þvt2 ð2Þ

Here, VGS is the transistor gate to source voltage, VDS is the drain to source
voltage, VTH is the threshold voltage, vT is the thermal voltage, η is the DIBL

Fig. 2 Exponential
behaviour of the drain current
in the subthreshold region
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coefficient, n is the subthreshold swing coefficient of the transistor, µo is the zero
bias mobility, Cox is the gate oxide capacitance, W and L are the width and length
of the transistor respectively [3]. The equation signifies the exponential dependence
of the subthreshold current on VDS. This is the reason for the high transconductance
gain of the circuit and the ideal VTC characteristics of the gate.

In the super-threshold region, a transistor enters the saturation region only when
VDS > VGS − VT which gives a much narrower saturation region and thus an
undesirable voltage transfer characteristic (VTC). However, the devices in the
subthreshold region, the drain current saturates and becomes independent of VDS

for VDS > 3kT/q (*78 mV at 300 K). Hence, the devices are good current sources
in the subthreshold region in the operating voltage range of 3kT/q to Vdd [4, 5].

Furthermore, the exponential dependence of the drain current on the VGS voltage
increases the sensitivity of the circuit to the process and temperature variations and
hence, the robustness of the device is declining which is one of the challenges faced
in the subthreshold circuits. An added consequence of the subthreshold region is the
decrease in the input gate capacitance, where the gate capacitance is given by

Ci ¼ series Cox;Cdð ÞjjCif jjCof jjCdo ð3Þ

Here, Cox, Cd are the oxide and depletion capacitances, Cif and Cof are the fringe
capacitances and Cdo is the overlap capacitance. The second order effects of the
MOS devices are also less pronounced in the subthreshold region. The subthreshold
currents are weaker and hence, the time taken for charging and discharging the
nodal capacitance is longer, as given by

Td ¼ CLVDD=Ion ð4Þ

Thus, operating the devices in the weak inversion region exhibits several benefits
such as 1. High current gain 2. Lower power dissipation 3. High noise margin 4.
Low input gate capacitance 5. Reduced gate tunnelling current, Gate induced drain
leakage and reverse biased diode leakage. However, the sensitivity of the sub-
threshold circuits to the PVT variations and the low throughput of the devices
operating in the subthreshold regime are major obstacles that need to be eradicated
to acquire the benefits [6, 7]. The robustness of the circuits can be enhanced by
various circuit level and device level techniques such as channel upsizing and body
biasing [8].

Extending the subthreshold logic to adiabatic circuits can improve power effi-
ciency of the energy recovery circuits for ultra low power operation besides
deriving several benefits from each of the low power schemes. In order to illustrate
the claims on the proposed adiabatic subthreshold mode, CMOS basic digital logic
gates (AND, NAND, OR, NOR, NOT, XOR) are device sized to operate in sub-
threshold region. And also, the adiabatic designs of logic gates are evaluated in the
strong inversion and weak inversion region of operation (adiabatic subthreshold
mode) as discussed in the subsequent sections.
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3 Adiabatic Circuits

Figure 3a–c show the (Efficient Charge recovery Logic) ECRL adiabatic structures
of the digital logic gates. In these adiabatic circuits, it is noted that the constant
power supply VDD of the conventional CMOS circuits is replaced with a
power-clock, which is trapezoidal in shape with four phases, as shown in Fig. 4.
The cascaded successive stages of the ECRL adiabatic gates are driven by the four
phases of the power clock PCLK1, PCLK2, PCLK3 and PCLK4. This pipelining
feature of the ECRL adiabatic architecture lessens the energy dissipated per stage
and enhances the throughput [9, 10].

The time varying power clock reduces the potential across the switching devices
at any time, and this minimizes the dissipation in the pull-up and pull-down tran-
sistor networks. The energy delivered to the circuit nodes during Evaluate phase is
recycled back to the supply during the Recovery phase. The output nodal value is
cascaded to the subsequent stage in the adiabatic pipeline during the Hold phase
[11]. This adiabatic dissipation of the power-clocked circuit during the
evaluating/recovery phase is given by

Eadia ¼ RonCL=TCLV2
DD ð5Þ

Ron ¼ ½leffpCox
Weffp=LeffpðVDD � jVthpjÞ��1: ð6Þ

Fig. 3 ECRL a INV/BUF, b AND/NAND, c XOR/XNOR

Fig. 4 Four phase power clock
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where Ron is the ON resistance in the charging path, CL is the load capacitance and
T is the power clock period. However, there prevails a non-adiabatic component of
power that is irrecoverable [12]. This is due to the fact that the PMOS transistors are
maintained on only as long as its source voltage is more than the threshold voltage
VT [13]. The non adiabatic dissipation is the sum of energy components due to the
Vthp and the leakage. i.e., Enad = Evthp + Eleakage.

It can be expressed by the equation as depicted below,

Enad ¼ 1=2CLV
2
thp þVDDIleakkT ð7Þ

Then, the total energy loss Ediss per switching event of the adiabatic circuits is
given by,

Ediss ¼ 2
RonCL

T

� �
CLV

2
DD þ 1=2CLV

2
thp þVDDIleakkT ð8Þ

Expanding,

Ediss ¼ 2C2
LV

2
DD TlpCox

W
L

� �
p
ðVDDjVthpjÞ

" #
þ 1=2CLV

2
thp þVDDIleakkT ð9Þ

where n, VT, µ, is subthreshold slope factor, thermal voltage and mobility of the
leaking transistors respectively [14]. It is inferred from the Eqs. (7) and (9), the
adiabatic power dissipation component decreases with reducing frequency, while
the nonadiabatic dissipation is independent on frequency. This detrimental feature
of the adiabatic circuits is subsisting at all frequencies and hence is a design
constraint and need to be sorted out. Thus, there come into view the novel approach
i.e. adiabatic subthreshold mode that inherits the features of the subthreshold and
the adiabatic styles of operation. Consequently, this proposed mode also exhibits
most of the benefits of both the techniques as detailed out in the next section.

4 Adiabatic Subthreshold Logic

This section presents the adiabatic subthreshold mode of operation, i.e., the adia-
batic structures are operated in the weak inversion region. The adiabatic structures
are device sized for subthreshold operation and power clock PCLK voltage is held
below the threshold value VT for operation in the weak inversion region. This novel
methodology acquires most of the merits of both the low power schemes which is
listed as below.
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• The dynamic power dissipation Pd = αCLVdd
2 f is minimized as the nodal

capacitance CL is reduced by device sizing due to the reduction in the gate
capacitances, VDD being less than the threshold voltage and the power-clock
period T being longer. (meaning lower power-clock frequency)

• Besides, absolute energy recovery made possible through the use of time
varying power clock improves the power efficiency to a greater extent.

• And, most crucially it is also justified that the non-adiabatic power dissipation is
also brought down to an utmost low value in the proposed mode as given by the
Eq. (10).

Enad ¼ 1
2
CLV

2
thp þVDDlCox

W
L

� �
V2
Texp

Vgs�Vth=gVT kT ð10Þ

The non-adiabatic dissipation is dependent on 1. The power supply voltage
PCLK that is now scaled down to a value below the threshold voltage 2. The nodal
capacitance that is lessened by the reduction in the gate capacitance and 3. The
value of threshold voltage that is come down to 3kT/q = 78 mV in the subthreshold
region.

• Moreover, the gate tunneling current, reverse biased current DIBL, GIDL
leakage currents are minimized due to their dependence on the supply voltage
which is now below the threshold value.

• The weaker currents may increase the delay in the subthreshold mode and
decrease the frequency of operation. However, the pipelining adopted in the
adiabatic subthreshold circuits improves the throughput.

• Device optimization of the adiabatic circuits for subthreshold operation also
improves the power delay product.

• Moreover, the current source property (drain current saturates at VDS > 3kT/q)
in the subthreshold region enables better pass gate logic or in other words
reduces the voltage degradation in series connected devices. This is owing to the
fact that the voltage drop across the devices is just the 3kT/q drop (*78 mV) as
against the full Vth value of around 700 mV.

The claims are exemplified with the basic digital gates and a 4 stage, 8 stage and
16 stage cascaded inverter chain in all the above three modes of operation analysed
for power efficiency. A 4 stage inverter chain is depicted in Fig. 5 for better

Fig. 5 Cascaded inverter chain

8 D. Jennifer Judy and V.S. Kanchana Bhaaskaran



understanding in which the successive stages are driven by the four phases of the
power clock. However, in the subthreshold mode, power clock will be replaced by a
constant supply voltage VDD.

5 Simulation Results and Analysis

The circuits are designed using the BPTM 45 nm process technology models and
are simulated using TSPICE. The basic CMOS digital logic gate circuits shown in
Fig. 2 are device sized (WP = 135 nm; LP = 45 nm) (WN = 65 nm; LN = 45 nm) to
operate with a constant VDD set at value 0.4 V for subthreshold operation. And,
four-phase trapezoidal power-clocks with peak-to-peak voltage of 1.1 v
(VT = 0.61 v) are used to power up the ECRL circuits for the adiabatic mode of
operation. Also, the ECRL circuits are device sized to operate with the time varying
power clocks PCLK1, PCLK2, PCLK3 and PCLK4 fixed at peak to peak value of
0.4 V. Thus the power dissipation results so obtained in all the three modes of
operation, i.e., subthreshold logic, adiabatic logic and adiabatic subthreshold logic
for the basic logic gates have been depicted in Fig. 6.

The graph in Fig. 6 portrays the reduced dynamic power dissipation in the
proposed mode due to smaller operating voltage, less nodal capacitance and
reduced operating frequency.

Further, it has already been stated that the voltage degradation of series con-
nected devices is reduced in subthreshold operation due to the current source
property in the weak inversion region. Thus the logical depth that can be attained in
the adiabatic subthreshold mode can defensed with simulation of the 4 stage, 8
stage and 16 stage inverter chains. The power results are plotted in Fig. 7. On
comparison, the 16 stage inverter in the subthreshold operation consumes 570 nW,
while the dynamic power dissipation incurred by the proposed subthreshold adia-
batic counterpart decreases to 27 nW. Thus, a power efficiency of 95 % is realized
in the novel mode of operation.

Fig. 6 Simulation results of the gates in the subthreshold, adiabatic, adiabatic subthreshold modes
of operation
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The frequency range of operation of adiabatic subthreshold circuits is held at
10 kHz–1 MHz and this improved throughput is mainly by the pipelining feature
adopted in the ECRL architecture. This makes the subthreshold circuits suitable for
medium throughput applications.

And also, it is clear that in the adiabatic mode when the power-clock reaches the
threshold voltage during its negative ramping (or recovery phase); the recovery
transistor is cut-off, leaving 1=2CLV2

thp of power dissipation unrecovered. This non
adiabatic dissipation is narrowed to the least in the proposed mode. As inferred
from Eq. (10), it is explicit that the scaled supply voltage, the threshold voltage
which is now reduced to 3kT/q (=78 mV) instead of VT (0.61 V) and the decreased
leakage currents diminishes non-adiabatic component in the total power dissipation.
The above analytical argument is proven with the simulation results of the 16 stage
cascaded inverter chain shown in Fig. 8. It is validated that the inherent non
adiabatic dissipation is 1600 nW in the adiabatic logic and reduced to 25 nW in the

Fig. 7 Simulation results of
the power dissipation of the
cascaded inverters

Fig. 8 Non adiabatic power
dissipation of a 16 stage
inverter chain
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adiabatic subthreshold logic of a 16 stage inverter chain showing 98.4 % power
efficiency.

However, the novel mode faces several challenges due to its sensitivity to the
PVT. Due to these reasons, the noise margin is reduced and the robustness is
declined. The above effects are addressed by upsizing the channel length to
LP = LN = 45 n. The variability given by rVT ¼ ffiffiffiffiffiffiffiffiffiffiffi

WLeff
p

is mitigated by increasing
the channel length to several nanometers [15]. Due to the increased channel length,
current gain is improved, reasonable noise margin is attained, and the robustness to
variability is progressing. Moreover, the static power, which is larger in the sub-
threshold mode, is reduced by alleviating the leakage currents by channel length
upsizing thus improving the energy gain.

Thus it is ascertained that the proposed adiabatic subthreshold mode reveals
several advantages in terms of power efficiency discarding even the irrecoverable non
adiabatic dissipation of the adiabatic circuits. Moreover, the throughput of the adi-
abatic subthreshold mode is escalated by opting the pipelining feature in the adiabatic
circuits and thus fits well for medium throughput ultra low power applications.

6 Conclusion

This paper validates the benefits obtained in operating the adiabatic circuits in the
subthreshold region. The main drawback imposed by the energy recovery design
approach of the adiabatic circuits is the irrecoverable nonadiabatic dissipation that
is surmounted by operating the same in the subthreshold region. The design
methodology is proved using digital logic gate circuits and a larger circuit, namely,
a 16-stage inverter chain with increased latency of 16 stages of logical depth to
prove the capability of pipelining in the adiabatic circuits. It is also proven that the
operating frequency of these circuits can range from hundreds of KHz to tens of
MHz, with much lower power consumption compared to the traditional adiabatic
and subthreshold counterparts. The future scope of the design may rely on incor-
porating the designed novel circuits to real time biomedical applications such as
pacemakers, defibrillators and other applications such as RF IDs, sensor networks
and battery operated portable devices that demands ultra low power and medium
throughput.
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Design and Analysis of a Low Cost,
Flexible Soft Wear Antenna for an ISM
Band Working in Different Bending
Environment

I. Rexiline Sheeba and T. Jayanthy

Abstract A low cost, flexible software antenna for ISM band is presented. The
Novel antenna is proposed for ISM Band applications. Pure 100 % Cotton is used
as dielectric substrate material with dielectric constant 1.6. This antenna is flexible
and suitable for wearable applications. The designed antenna resonates at ISM
(Industrial, Scientific, and medicine) band with a return loss of more than −25 dB.
The simulated and measured results show the performance in terms of Return Loss,
Radiation pattern which shows the efficiency of the proposed antenna and this
flexible softwear antenna is measured in various bending environments are pre-
sented in this paper. Investigation focuses on an ordinary cotton cloth with 3 mm
thickness, used as its substrate, and the patch and ground plane are made up of
copper as conducting material together to form a flexible textile antenna. Proposed
antenna is tested in various bending condition. Such Textile antenna designed for an
ISM Band 2.45 GHz. Its radiation characteristics, return loss, gain, polarization
have been examined which are the issues when it is used as a wearable antenna for
medical purpose. Since it is a flexible textile antenna it bends for any condition.
Observations were done for various diameter PVC pipes which is equivalent to the
human body organs like arm, elbow, forearm, wrist or in the leg, ankle, knee, thigh
and its resonant frequencies were noted. One of the advantages of these charac-
teristics is once the antenna is flexible and bends in any condition then the specific
absorption rate can be reduced, when this antenna is placed on the human body.
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1 Introduction

Wireless communication devices and techniques are flourishing, convalescing and
escalating nowadays. The improvement of such devices should assemble precise
requirements miniature dimension, light weight, low cost with attractive appear-
ance. To improve the characteristic of wearable microstrip antennas many tech-
niques were developed. In recent years, wearable devices are getting popular and
dominating in electronic industries. By using suitable materials such as textiles and
foams, the electronic systems can be integrated into clothing. These smart textile
systems can be deployed in different fields, and have been shown to function in
garments. This low profile antenna is suitable for wearable applications and
microstrip patch antenna topology is chosen. An Electronic Device Worn by a
person said to be a Wearable contrivance. If it is a wearable one, then it should
expect to be a light weight, low profile. One such device worn by a person for
communication purposes such as navigation, monitoring health issues and is widely
used in military and medical application said to be a wearable microstrip antenna.
They enable the integration of flexible, robust conductive textiles to form the
radiator and ground plane. Textile antennas already have been successfully
implemented with satisfactory performance. Conductive textiles, metal foils can be
used as the radiating element [1–3]. In 1993; FCC allocated 40 MHz of unlicensed
band in the 1890–1930 MHz band. Several years later, the FCC also unlicensed the
5.15–5.35 GHz and 5.725–5.825 GHz frequencies considered as the existing 5 GHz
ISM band.

The proposed Softwear antenna uses soft substrates in the microstrip patch
antenna. Moreover this softwear microstrip patch antenna is used as a wearable one
because of its compact size, light weight and ease of integration in clothes. So
Textile substrates are used as soft substrates in this softwear antenna, wearable and
textile antenna properties are in two dimensions. The Combination of textile
antenna and wearable properties referred as softwear antenna in which it is 2-D
flexible along two planes also it is optimized to perform proximity of the human
body [1]. Researchers are focusing on such type of antenna because of its wearable
system technology. User body and the characteristics of the antenna should be
maximized for the coupling of antenna and human body interaction, treatment of
malignant tumour can be found by using patch radiator and its operation is simple
in microstrip patch antenna, strip line is separated with a separation which is
flexible used to measure the human body temperature [2]. Several wearable
antennas have been developed in the form of flexible metal patches on soft sub-
strates which uses textile material. A new Hexagonal patch is proposed which is
operating in industrial, scientific and medical frequency band at 2.45 GHz and was
verified by the numerical techniques like Finite Element Method (FEM) and the
method of moments (MOM) and the effect on the human body is known by its
resonance frequency and gain. For Simulation human tissue is modelled as multi-
layer’s, for skin, fat, and muscle, various ɛr and σ value have been investigated to
create a model of human tissue [3]. General scenarios of wireless body centric
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communication are namely, off-Body, in-body and on body. Also the Intra body
and Interbody communications also explained in this review which deals Wireless
Body Area Network (WBAN). IEEE 802.15.1 (Bluetooth) in (PAN) personal Area
Networks (WPAN) is widely used, which extends the propagation range. Efficiency
and gain of the antenna can be analysed in 3 parameters like Antenna-distance from
the body, Location on the body and the type of the antenna, also the dispersive
electrical properties of the human body is lossy at higher frequencies presence of
human body changes the operating frequency of the antenna [4]. Normally human
body is composed of water with dielectric constant and conductivity. When the
metal based antenna placed on the skin, it reflects from the body. When EM waves
coincide on the skin, a then there is a change in its resonant frequency.
Electromagnetic Interference (EMI) between the human body and the antenna is
calculated by Specific Absorption Rate, it is the rate of heat generated by the
antenna and was sensitized as heat on the body surface. High dielectric constant
increases surface wave losses and Bandwidth of the antenna decreases the impe-
dance Bandwidth [5]. In medical application when a patient is to carry such radiator
which constantly communicates the outside world can use this wearable technology
working in various bending environments. In on body environment to keep the
wearable antenna flat all the time is difficult when a patient worn on clothing. Due
to the patient’s body movement there is a possibility of bending the antenna in any
condition. Also, this bending may modify the characteristics of the antenna like
resonant frequency, Magnitude, return Loss etc. In general diameter of the human
body organs are different; it also depends on the age factor. When this antenna is
placed on the organs such as arm, elbow forearm, wrist or in leg, ankle, knee, thigh
it is flexible and works in any pliable situation. This paper proposed some of the
key features related to the wearable antenna design process include Textile material
selection, material conductivity, antenna performance on various bending envi-
ronment. Simulation and investigational interpretation were made on the perfor-
mance characteristics of this Flexible softwear microstrip antenna are also explained
rest of the section shows the bending performance of the antenna in various
diameter using PVC pipes which represents the diameter of the human arm, forearm
elbow, wrist, ankle foot, and also wherever bending is possible in human body
according to the body movement.

1.1 Substrate Material

Pure 100 % cotton material is chosen with a firm and smooth surface and it is
suitable for wearable applications. Thickness of this material is 0.3 mm. The
electrical evaluations should be performed before the establishment of any kind of
soft substrate material. It is important to know the dielectric permittivity of the
chosen cotton material. If the dielectric constant is more, then gain, directivity, and
efficiency increases. To Perform the effect of textile material Relative permittivity
εr = 1.6 cotton material is selected. Comparing with other cotton materials like
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Wash cotton, curtain cotton, poly cotton and Jean cotton the relative dielectric
permittivity value is more [6]. If the dielectric permittivity value is more then
performance of the antenna is more. Low dielectric constant in textile substrate
reduces the surface loss and improves the impedance bandwidth of the antenna.

1.2 Conducting Material

To establish the communication system a conducting material with its electrical
characteristics are required for the ground plane as well as the patch of the antenna.
Material conduction should satisfy several requirements such as having a low and
stable electrical resistance (1 Ω/square) in order to minimize losses [2, 7–9].
Variance of the resistance throughout the area should be small. Also conducting
material should be flexible when it is worn, also when the antenna is deformed to
any radius. The material used in such type of antenna should be in elastic because of
bending, stretching and compression is possible when it is worn or integrated within
the cloth [3, 4, 10–13]. Conducting properties of various materials plays major role
in achieving the desired performance of antenna designs and also in fabrication. An
impedance matching element controls the impedance bandwidth of the patch. In
this flexible softwear antenna ground plane acts as an impedance matching element
which create a capacitive load neutralizes the inductive nature of the patch to
produce pure resistive input impedance. The proposed work focused on copper
which is used as the conducting material because of its flexibility on the substrate.
Copper has good flexibility and surface resistivity used in both patch and ground
plane. One end of the patch is made up of copper and the other end conducting
plane is also made up of copper. This is flexible for any bending radius which is
possible when integrated in cloth or worn by the user.

1.3 Relationship Between Permittivity ε and Conductivity σ

Permittivity ε and conductivity σ are complex quantities expressed in real and
imaginary parts as

e ¼ e0 � je00 ð1Þ

r ¼ r0 � jr00 ð2Þ

Effective permittivity ɛe and the effective conductivity σe are defined as

ee ¼ e0 � r00=x ð3Þ
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re ¼ r0 þxe00 ð4Þ

Loss due to conductivity is expressed in dissipation factor or it is said to be
tangent tan δ, which is defined as

tan d ¼ Im ee½ �
Re ee½ � ¼

re
xee

ð5Þ

Refraction Index of a substrate and patch includes both parameters

n ¼ ffiffiffiffiffiffiffiffi
erlr

p ð6Þ

er Relative permittivity,
lr Relative Permeability

Ratio of space-wave radiation to surface wave radiation can be found for any
small antenna mounted on the substrate and it can be applied to a patch. To achieve
efficiency and high Gain dielectric constant should be decreased so that it increases
the spatial waves which increase the bandwidth of the antenna. The Relative per-
mittivity εr value changes as bandwidth changes. Dielectric constant thickness
determines the bandwidth and efficiency performance of this planar textile softwear
antenna. Low relative permittivity results in a wide patch and a thin substrate results
in smaller patch.

2 Antenna Design Consideration

To have a low profile planar antenna this can be integrated into clothing. One of the
familiar topology of microstrip antenna is preferred. This ensures radiation away
from the body with sufficient bandwidth for a good coverage. Here the Use of
100 % cotton material is used as the dielectric substrate with a εr value of 1.6.
Copper metal in the patch is acting as the radiating surface with a thickness of
0.1 mm. HFSS software is used for the design of the proposed antenna and the
results were simulated for the antenna with the final dimensions in mm.
L1 = 54.8 mm, L2 = 47.1 mm, h = 3 mm. Due to the larger physical area and higher
bandwidth and ease of fabrication rectangular microstrip antenna is chosen. A 50 Ω
microstrip feed line was provided for the antenna feed and SMA connector is the
feeder for the microwave power.

w ¼ c

2fr
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2=ðer þ 1Þp ð7Þ
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C Velocity of Electromagnetic wave
Ɛr Relative permittivity of the cotton Textile material
fr Resonant frequency

Microstrip patch lies between dielectric material and air, thus electromagnetic
waves related to effective permittivity (ɛreff) given by the expression introduced by
Balanis [14], as shown in Eq. 8

ereff ¼ er þ 1
2

� �
þ er � 1

2

� �
½1þ 12h=w��1=2 ð8Þ

where, h-Height of the substrate
Because of the narrow bandwidth of the patch, the resonant frequency depends

on the length of the patch; design value of L is given by

L ¼ c
2fr

ffiffiffiffiffiffiffiffi
ereff

p
" #

� 2DL ð9Þ

ereff -effective permittivity, additional line length DL and effect of fringing fields

DL
h

¼ 0:412
ereff þ 0:3½ �

ereff � 0:258½ �
� �

w
h

h i
þ 0:264

w
h

þ 0:8 ð10Þ

Effective patch length Leff is given by

Leff ¼ Lþ 2DL ð11Þ

Resonant Frequency of a planar rectangular patch antenna determines W and L,
thickness t and permittivity ɛreff of the dielectric

fmn ¼ c
2
p
eeff

½ðm=LÞ2 þðn=WÞ2� ð12Þ

m, n-mode numbers when an antenna curved in an arc along its length

L ¼ Rh ð13Þ

R-Radius of curvature, h-angle subtended by the patch length.
Equation (1) can be modified with the variation in the effective length by

assuming the new length lies along an arc midway through the dielectric material,
by ignoring the changes to the fringing field, new length can be given as

Leff¼
L
h
� t
2

� �
h ¼ L� th

2
ð14Þ
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Effective length Leff becomes L in [14] and h ¼ 0
A change in antenna performance reflects both increased and decreased fre-

quencies depending on the bending environment. The curvature effect of the
antenna on its resonant frequency was given by Krowne [15, 16] as

ðfrÞmn ¼
1

2
ffiffi
e

p
l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð m
2ha

Þ2 þð n
2b

Þ2
r

ð15Þ

2b-length of the patch antenna, a-radius of the cylinder, 2h-angle bounded the
patch width, ε, µ-permittivity, permeability.

2.1 Results and Discussion

Proposed softwear microstrip rectangular patch antenna has been modelled using
HFSS (Fig. 1). HFSS is a commercial finite element method solver for EM struc-
tures. This software is provided with a linear circuit simulator with an integrated
optimetrics for electrical network design. The geometrical construction and its
material properties and also the desired output frequency should be specified. HFSS
integrates an automated solution process HFSS automatically generates an appro-
priate and accurate mesh analysis for the given geometry [17].

Antenna geometry using HFSS have been shown in Fig. 1. Which shows the
geometric construction of the flexible softwear antenna. Simulated │S11│
parameter in dB. (20Log10 │S11│) also said to be │S11│, the radiation pattern
of the softwear antenna and the directivity are shown in Figs. 2, 3 and 4 respec-
tively. Performance of the antenna depends on the return loss. As the return loss
increases antenna performance also increases. More than −25 dB was achieved in
the above observation.

Fig. 1 Simulated softwear
antenna
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Above snapshot Figs. 5 and 6 shows the front and back side of the fabricated
flexible softwear antenna. Measured S11 parameter using a Network Analyzer have
been shown in Figs. 7 and 8.

The simulated and measured results shows the performance of the proposed
flexible softwear antenna The proposed antenna is working in the frequency of
2.39 GHz, which is almost near to the simulated output of 2.4 GHz shown in

Fig. 2 Radiation pattern of the sofwear antenna

Fig. 3 Directivity
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Fig. 5 Photographs of the
front and back side of the
flexible soft wear antenna

Fig. 6 Photographs of the
front and back side of the
flexible soft wear antenna

Fig. 4 Return loss of the proposed antenna
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Table 1. When this flexible softwear is tested in various pliable condition different
frequencies were obtained which evidences, the proposed softwear antenna is
flexible and working in various meandering environment.

The measured return loss (s11) characteristics of the antenna under different
bending condition on the poly vinyl chloride (PVC) pipes of radii 11, 5, and 3 cm
respectively. Which is shown in above Figs. 9, 10, 11 and 12. When the flexible
softwear antenna is bent on the pipe of radius 11 cm, it resonates at 5.59 GHz with
the magnitude of (−12.414) dB as shown in Fig. 9. Similarly when the antenna bent
on the pipe radius of 5 cm the resonant frequency of the antenna shifted to

Fig. 7 Snapshot of the
measurement of S11 using
network analyzer

Fig. 8 Flexible softwear
antenna measured result

Table 1 Simulated and
measured output

Simulated output Measured output

2.45 GHz 2.39 GHz
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(5.62 GHz) with the magnitude of (−36.9) dB and when the bending radius is about
3 cm then the resonant frequency is shifted to 5.7 GHz with the magnitude of
(−29 dB). Experimental results shows in any bending condition resonant frequency
of the proposed antenna increases as diameter decreases. It shows when more or
less bending taking place while this flexible softwear antenna is placed on any of
the above said organ of the human body then the resonant frequency oscillate in and
around of the corresponding Resonant frequency. Also it was observed that when
the pipe is kept in horizontal or vertical position same resonant frequencies and the
corresponding magnitudes are obtained. The resonant frequency obtained from the
sample diameters of the PVC pipes are coming under the ISM band between 5.5

Fig. 10 Antenna under bending on 11 cm dia PVC pipe

Fig. 11 Antenna under bending on 5 cm dia PVC pipe

Fig. 9 Flexible softwear antenna placed on PVC pipe
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and 5.7 GHz. which shows the proposed flexible softwear antenna is working in
ISM band.

Diameter of the circle is the longest distance in a circle, when the flexible
softwear antenna is placed on PVC pipes with different diameter, shown Shift in its
resonant frequency and its magnitude in dB shown in Table 2. The measured results
show as the diameter increases resonant frequency decreases, and magnitude
increases, it shows the resonant frequencies oscillates within the ISM band.

Figure 13 shows the geometry of flexible soft wear antenna on a PVC pipe. This
shows the xz direction in which radiation is possible. By decreasing the radius of
curvature, the strength of the Electric field increases [15], the magnitude value of
the electric field depends on the effective dielectric constant and the same depends
on the radius of curvature. Magnitude increases with decrease in curvature is shown
in above Table 2.

Table 2 Measured result on placement of flexible softwear antenna on PVC pipes

Diameter of the PVC pipes (cm) Resonant frequency (GHz) Magnitude in dB

11 5.59 −12.414

5 5.62 −36.9

3 5.7 −29

Fig. 13 Geometry of flexible
softwear antenna on a PVC
pipe

Fig. 12 Antenna under
bending on 3 cm dia PVC
pipe
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2.2 Experimental Observation and Concern on Bending
Effects

Once the antenna is installed as an integrated part of the clothing on different parts
of the human body like arm, elbow, forearm wrist, thigh, ankle and wherever
human body movement is possible. This study examines the bending effect and the
frequency resonance of proposed softwear antenna under various bending envi-
ronment. In this experiment human body organs like thigh, knee, arm, forearm,
wrist etc. are realised by the curved surfaces of 3 different diameter PVC pipes of its
various internal radiuses. The diameter is almost similar to the above said
humanbody organs. Hence different diameter shows different resonant frequency.
As diameter increases frequency decreases which was tabulated above. Normally a
cylindrical bend is more precise when compared to V-shape bends in clothing [12].
Proposed antenna is tested by properly bending it on the surface of PVC pipes.

While bending fringing fields should be taken into deliberation, due to this
performance of the antenna has great consequence. At the Centre of the patch
E-field is null. The fringing field between the margin of the patch and the ground
plane guide the radiation. The thickness of the substrate plays major role for the
amount of the fringing field. By using Eqs. (8–12) the resonant frequency of the
antenna and all the parameters can be calculated.

3 Conclusion

The proposed Antenna performance depends on its structure. Using HFSS the
proposed flexible softwear antenna was modelled with a soft substrate. The resonant
frequency depends on the dimension of the patch shape, type of the substrate
material and also the feed line technique. Variation of these parameters influences
the resonant frequency. In this work when this novel antenna is placed on human
organs with various diameter resonant frequency oscillates and shift to various
frequency and this variation belongs to the ISM band was observed. This soft wear
antenna is very cheap and is flexible for any bending Radiuses. By this observation
the amount of heat generated on the human body can be reduced, while it was
implanted on the human body organs with various diameters. Also the textile sub-
strate used in this proposed antenna is 100 % cotton which absorbs water accord-
ingly the performance also get changed and to be validated for future enhancement.
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Bandwidth Enhanced Nearly Perfect
Metamaterial Absorber for K-Band
Applications

S. Ramya and I. Srinivasa Rao

Abstract In this paper, a nearly perfect metamaterial absorber is proposed with
enhanced bandwidth and polarization insensitive. The proposed unit cell structure
consists of outer split ring and inner asterisk shaped resonators printed on FR4
dielectric substrate. The designed metamaterial absorber gives broad bandwidth of
2.01 GHz and peak absorptivity of 99.98 and 99.94 % at 19.4 and 19.8 GHz,
respectively. The simulation results prove the polarization insensitive behavior of
the structure for oblique and normal incidence of the polarized waves at angles of
25° and 85°, respectively. The effective parameter is retrieved and the field dis-
tributions are studied. This metamaterial absorber is well suited for K-band appli-
cations like radar and satellite communications for uses in weather radar, imaging
radar and air traffic control.

Keywords Metamaterial � Absorber � Polarization � K-band applications

1 Introduction

Due to unusual properties of the metamaterials like negative permittivity, negative
permeability etc. along with its many advantages, extensive research was concen-
trated in various fields like antennas [1], absorbers [2] etc. The most promising
application of the metamaterial is the microwave absorber. Compared to earlier
days absorber, the metamaterial absorber due to its unusual properties, leads to
nearly unity absorption with enhanced bandwidth, polarization insensitivity beha-
viour and compact size. These metamaterial microwave absorbers are widely used
for electromagnetic wave absorption to reduce specific absorption rate in mobile
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phones [3, 4], Electromagnetic interference suppression [5, 6], Radar cross section
reduction [7] and Electromagnetic compatibility. Various metamaterial absorbers
were designed in microwave, terahertz and infra-red frequency ranges with dual
band, triple band, multi-band absorption etc. Recent trend and the biggest challenge
is the design of bandwidth enhanced metamaterial absorber to overcome the
delimits of absorbers with narrow band absorption. The different forms of split ring
based resonators which were used for ultra-wideband applications [8] are now
replaced by electric field driven LC resonators. For achieving enhanced bandwidth
for absorption, multi-layer structures were proposed but the structure was polar-
ization dependant [9]. In terahertz region bandwidth enhanced structures has been
proposed [10]. The dual-layer dual band absorber with enhanced bandwidth of 1.24
and 1.92 GHz was proposed in [11]. In [12] the single layer structure obtained the
bandwidth enhancement of 940 MHz. The broadband absorbers in C and Ku bands
were also proposed. This paper proposes a split ring with inner asterisk shaped
structure for enhanced bandwidth and polarization insensitive metamaterial absor-
ber. The structure gives wide bandwidth of 2.01 GHz with two absorption peaks of
99.98, 99.94 % at 19.4 and 19.8 GHz, respectively. Nearly perfect absorption is
achieved by proper optimization of the structure. The surface current and electric
field distributions are analyzed for good understanding of the physical mechanism
of the proposed structure. The polarization insensitivity behavior of the structure for
different normal and oblique angle of incidences are studied. The proposed meta-
material absorber has potential applications in K-band.

2 Proposed Design of Unit Cell Structure

The unit cell of the proposed structure is shown in Fig. 1. It consists of top outer
split ring with inner asterisk shaped resonators and grounded bottom layer separated
by FR4 dielectric substrate of height 0.635 mm with dielectric constant εr = 4.4 and
dielectric loss tangent tan δ = 0.02. The copper thickness of 0.035 mm is used for
the bottom ground and top metallic patterns. The dimensions of the structure are
a = 6 mm, b = 6 mm, c = 2.05 mm, d = 2.05 mm, e = 3.6 mm, f = 4.3 mm,
w1 = 0.2 mm and w2 = 0.2 mm.

This structure resonates at 19.4 and 19.8 GHz and the absorptivity can be
calculated using the reflection coefficient S11 and transmission coefficient S21 as,

Absorptivity ¼ 1� S11j j2 � S21j j2: ð1Þ

The S21 is zero due to copper ground which stops the wave transmission. The
reflection of the waves should be minimized to make perfect metamaterial absorber
which is achieved by impedance matching of the structure to the free space
impedance. The input impedance is given as [12],
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Impedance ¼ 1þ S11
1� S11

ð2Þ

A perfectly impedance matched structure should have real part of the input
impedance as unity and imaginary part of the input impedance as zero [12].

3 Simulation Results

The proposed metamaterial absorber is simulated using Ansys HFSS with periodic
boundary conditions. Figure 2 shows the reflection coefficient plot for the proposed
structure with enhanced bandwidth of 2.01 GHz from 18.4 to 20.41 GHz. The
enhanced bandwidth is due to fine tuning of the structure dimensions. The structure
resonates at 19.4 and 19.8 GHz with peak absorptivity of 99.98 and 99.94 % as
shown in Fig. 3, calculated using Eq. (1). The input impedance of the unit cell
structure is calculated using Eq. (2) and is shown in Fig. 4.

The retrieved impedance parameter has almost unity real impedance and zero
imaginary impedance at the resonating frequencies. Simulation results show that
nearly perfect absorption with enhanced bandwidth is achieved and can be used for
K-band applications. The electric field distributions and surface current distributions
at 19.4 and 19.8 GHz are shown in Figs. 5, 6 and 7. In Fig. 5, the electric field
distributions clearly show that the broad bandwidth absorption is achieved due to
both split ring and asterisk shaped resonators. The Figs. 6 and 7 show the surface
current distributions at 19.4 GHz and 19.8 GHz. The directions of the surface current
on the bottom layer are in anti-parallel with the direction of the surface current on
the top layer of the proposed structure and hence they constitute a circulating
current loop.

Fig. 1 Proposed unit cell
structure
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Fig. 2 Reflection coefficient of the proposed structure

Fig. 3 Absorptivity of the proposed structure

30 S. Ramya and I. Srinivasa Rao



4 Results for Oblique Incidence and Normal Incidence

The polarization insensitivity of the metamaterial absorber is verified by simulation
under normal and oblique angles of incidence of the incoming polarized waves.
Figure 8 shows the response of the structure under oblique incidence. The response
of the structure under normal angle of incidence is shown in Fig. 9. The peak
absorption is obtained only at zero oblique and normal angle of incidence. For
normal and oblique incidence, at angles of 25° and 85° the structure is polarization

Fig. 4 Retrieved impedance of the proposed structure

Fig. 5 Electric field distribution. a 19.4 GHz, b 19.8 GHz
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insensitive. For other angles of incidence i.e. when the structure is rotated or when
the position of the antenna is changed, the reflected power increases, absorptivity
decreases and the structure becomes polarization sensitive.

Fig. 6 Surface current distribution at 19.4 GHz. a Top layer. b Bottom layer

Fig. 7 Surface current distribution at 19.8 GHz. a Top layer. b Bottom layer

Fig. 8 a Reflection coefficient. b Absorptivity under oblique angle of incidence
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5 Conclusion

A bandwidth enhanced polarization insensitive nearly perfect metamaterial absorber
is proposed. The split ring with asterisk shaped metamaterial absorber structure is
optimized to give enhanced bandwidth and nearly perfect absorption at higher
frequencies, making it as an promising absorber in K-band applications for satellite
and radar applications for uses in weather radar, imaging radar and air traffic
control. The simulation result shows the peak absorptivity of 99.98 %, 99.94 % at
19.4 and 19.8 GHz respectively. The bandwidth enhancement of 2.01 GHz is
achieved between 18.4 and 20.41 GHz. The surface current and electric field dis-
tributions are plotted and analyzed. The proposed structure is polarization insen-
sitive for both normal and oblique angle of incidence of the polarized waves at 25°
and 85°.
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An Approach to Improve the Performance
of FIR Optical Delay Line Filters

P. Prakash and M. Ganesh Madhan

Abstract An approach to improve the filter characteristics of FIR optical delay line
filter is presented. This scheme uses constrained least square algorithm to derive the
optimum filter coefficients along with tuning of external phase shifter to reduce the
overlap between adjacent pass bands. Based on this technique, a three port (1 × 3)
lattice form FIR optical delay line filter is synthesized and compared with the
existing results. The results of the filter designed is found to require only 18 stages,
50 dB stop band attenuation along with minimum attenuation of −24 dB in the
overlap region. These values are significantly better compared to the literature
reports available for similar filters.

Keywords Optical delay line filter � Constraint least square algorithm � Finite
impulse response � Directional coupler � Phase shifter � Optical signal processing

1 Introduction

Optical delay line filters are widely used in the field of optical signal processing.
They are implemented with phase shifters, directional couplers, optical delay lines
and they are based on coherent superposition of incident fields [1]. The incoming
signal, split into different signal paths are delayed with respect to each other,
multiplied with appropriate weights and added together. Optical delay line filters
are similar to conventional digital filters in electronics domain [2, 3]. FIR filters can
be realized using fiber optic components as they posses periodic transfer function,
which is used for filtering several adjacent channels simultaneously. Optical FIR
circuits do not posses feedback paths and characterized by transfer functions with
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numerators alone [4–6]. Optical delay line filters can provide efficient RF filtering
in optical domain itself, thereby avoiding optical to electrical conversion and
processing in electronic domain. These filters find application in analog fiber optic
communication applications.

The design of 1 × 3, 3 × 3 FIR filters have already been proposed in the literature [7,
8]. In the case of 1 × 3 filter, Sequential Quadratic Programming (SQP) optimization
method has been used to obtain the approximate complex expansion coefficients. In
their design example, the delay time was about 0.01 ns, which corresponds to a free
spectral range (FSR) of 100 GHz. The number of stages used in the 1 × 3 filter design
is 21 [7].

Kaname Jinguji and Takashi Yasui [9] in their work, have designed a 1 × M
(M ≥ 2) optical lattice filter based on least square method with non linear con-
strains. In their approach, the number of stages was 39 and the stopband attenuation
was 26 dB. Azam et al. [10] have proposed an optical delay line circuit which offers
similar characteristics as 1 × M FIR digital filter. In our earlier paper, we have
designed a 1 × 5 optical band pass delay line filter based on the division of transfer
matrix into canonical forms and the circuit parameters were obtained using
Constrained Least Square (CLS) method [11]. This algorithm is found to increase
the speed of execution and improves the numerical accuracy of the result [12]. In
conventional delay line filter design reported in literature, the pass band overlap is
significant and the same band of frequencies is passed through multiple ports,
leading to cross talk. Filters with minimum overlapping of adjacent pass bands are
always preferable.

In this paper, an approach to improve the performance of FIR delay line filter is
reported. The improved characteristics of the filter results from the optimum filter
coefficients developed using the CLS algorithm along with optimum external phase
shifter value. A 1 × 3 lattice form FIR filter is developed based on the proposed
scheme and found to result in reduced number of components (stages) and
improved stop band attenuation. Further pass band separation is improved by tuning
the external phase shifters to an optimum value.

2 Circuit Configuration and Synthesis

The circuit configuration for a three port (1 × 3) lattice form FIR optical delay line
filter used in this work is shown in Fig. 1. The 1 × 3 structure has one input and
three outputs along with of 2 × (N + 1) directional couplers and 2 × (N + 1) phase
shifters and one external phase shifter. The delay difference in each path has a time
delay Ds. The filter structure used in this work is based on the report of Azam et al.
[7]. But they have used Remez algorithm, whereas, we deduce the filter coefficients
based on constrained least square approach. The filter transfer function is the
product of the transfer function matrix of directional coupler, waveguides and phase
shifters.
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The transfer function of the first element in the structure shown in Fig. 1 is given
as

SD ¼
e�jwDs 0 0
0 1 0
0 0 1

0
@

1
A ð1Þ

The transfer functions of the directional coupler between the waveguides are
given in the following expressions (Eqs. 2 and 3).

ScA ¼
cos hA �j sin hA 0

�j sin hA cos hA 0
0 0 1

0
@

1
A ð2Þ

ScB ¼
1 0 0
0 cos hB �j sin hB
0 �j sin hB cos hB

0
@

1
A ð3Þ

Similarly the phase shifters are characterized by their phase angles uA and uB,
and their transfer function are given as

SpA ¼
e�juA 0 0
0 1 0
0 0 1

0
@

1
A ð4Þ

SpB ¼
1 0 0
0 e�juB 0
0 0 1

0
@

1
A ð5Þ

The total filter characteristic is expressed as the products of all these basic
components. This approach is similar to that of Azam et al. [7]. The synthesis
algorithm is used to determine the unknown circuit parameters such as optimum
coefficients, phase angle of the phase shifters, the coupling angle of the couplers

Fig. 1 Schematic of a generic, single stage 1 × 3 lattice for delay line filter
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and one external phase shifter with phase value ue [7, 11]. The synthesis method
has the following steps:

Step 1: Calculation of delay time difference Ds from the desired frequency f0

Ds ¼ 1
f0

ð6Þ

Step 2: Calculation of the optimum coefficients using constrained least square
method [12].

Step 3: Obtaining the coupling coefficient angles of directional couplers and
phase shift angles of phase shifters.

The recursion equations can be obtained by factorizing the total transfer matrix
SðzÞ, which can be decomposed into the following form:

SðzÞ ¼ SNðzÞSN�1ðzÞ. . .S2ðzÞS1ðzÞS0 ¼
Y
l¼N

SlðzÞ ð7Þ

Each transfer function block has a delay time difference Ds, two directional
couplers with coupling coefficients hlA; hlB and phase shifters with phase angles
ulA;ulB. The transfer function of each block is given as,

SlðzÞ ¼
cos hlAe�julA z�1 �j sin hlAe�julA 0

�j sin hlA cos hlBe�julB z�1 cos hlA cos hlBe�julB �j sin hlA sin hlBz�1

� sin hlA sin hlBz�1 �j cos hlA sin hlB cos hlB

0
@

1
A

ð8Þ

The input–output relation of a three port optical delay line filter in response to a
input (1 0 0) is given as

FðzÞ
GðzÞ
HðzÞ

0
B@

1
CA ¼

F½N�ðzÞ
G½N�ðzÞ
H½N�ðzÞ

0
BB@

1
CCA ¼

Y0
l¼N

SlðzÞ
1

0

0

0
B@

1
CA ð9Þ

The key to solve the unknown filter parameters hNA; hNB;uNA;uNB of the Nth
block is to separate SNðzÞ from SðzÞ is shown in Eqs. 10 and 11.

uNB ¼ arg
jCN

BN

� �

hNB ¼ tan�1 jCNe�juNB

CN

� � ð10Þ
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For N = 0, the phase shift value uNA and the coupling coefficients hNA are given
as,

uNA ¼ arg
jBN cos hNBejuNB � CN sin hNB

AN

� �

hNB ¼ tan�1 ðjBN cos hNBejuNB � CN sin hNBÞe�juNA

AN

� � ð11Þ

Here N is the number of stages and n represents the number of recursion of the
corresponding equations. When nl = 0, additional equations can be derived, where

l = 0, 1, 2… n − 1. a n½ �
l ; b n½ �

l and c½n�l indicate the lth expansion coefficients of
F½N�ðzÞ;G½N�ðzÞ and H½N�ðzÞ respectively. At the first stage n = N, initial data for the

recurrent equations are given as a N½ �
l = al ; b N½ �

l ¼ bl and c N½ �
l ¼ clðl ¼ 0; 1; 2; . . .;N).

a½n�1�
l ¼ a½n�lþ 1 cos hnAe

junA þ j b
½n�
lþ 1 sin hnA cosnB e

junB � c½n�lþ 1 sin hnA sin hnB
� �

b
½n�1�
l ¼ j a½n�l sin hnAejunA þ b½n�l cos hnA cosnB ejunB þ j c½n�l cos hnA sin hnB

� �
c½n�1�
l ¼ j b

½n�
l sin hnBejunB þ c½n�l cos hnB

� �

8>>><
>>>:

ð12Þ

The external phase shifter value ue is calculated using the equation given below:

ue ¼ � arg a½0�0 eju0A cos h0A þ jb½0�0 eju0B cos h0B sin h0B � c½0�0 sin h0A sin h0B
� �

ð13Þ

Thus, all coupling coefficient angles hnA; hnBðn ¼ 0�NÞ of 2� ðNþ 1Þ direc-
tional couplers, phase shift values unA;unBðn ¼ 0�NÞ of 2� ðN þ 1Þ phase
shifters and phase value, ue of an external phase shifter can be obtained from the
above expressions.

3 Results and Discussion

This filter is aimed to filter out RF components, which are propagating in an optical
carrier through fiber. The expansion coefficients, coupling coefficient, angles of
directional couplers and the phase shift values of the phase shifters
ðhnA; hnB;unA and unBÞ are determined using CLS method. The coefficients are
shown in Table 1. The desired response is achieved with number of stages N = 18
and an external phase shifter value of ue ¼ �0:0110. In order to evaluate the RF
filtering function in the optical domain, the modulating RF signal of a 1550 nm
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laser diode is varied from 0 to 500 MHz. The response of the optical filter at
different ports is shown in Fig. 2.

The frequency in the graph represents the modulating signal (RF) for the optical
carrier. It is found that filtering action of RF components in optical carriers is
efficiently carried out by the synthesized delay line filter.

The magnitude response shows almost 0 dB insertion loss at the center of each
frequency band while the stop band attenuation is less than 50 dB. However the
stop band attenuation varies for different ports. The results obtained shows that the
optimum number of stages used to design a 1 × 3 filter is 18 (k = 18). This value is
less than that reported by Azam et al. [7], where the number of stages used was 21,
and the stop band attenuation was about 30 dB only.

The filter response is obtained for different value of ue and the attenuation value
corresponding to the point of intersection of adjacent bands is determined. The
point of intersection corresponds to the minimum attenuation in the overlap region
between adjacent bands. Figure 3 shows the variation in minimum attenuation of
overlap region for different external phase shift values. By tuning the external phase
shifter, it is possible to achieve reduced bandwidth of overlap region, thereby
reducing the cross talk between adjacent pass bands. It is observed that the optimal
value of the external phase shifter is about −0.0124, which corresponds to an
attenuation of 24 dB. Under optimum condition, it is found that the bandwidth of

Table 1 Expansion coefficients and calculated circuit parameters for ue ¼ �0:0124

Stage
number

Expansion
coefficients
ðakÞ

Expansion
coefficients
ðbkÞ

Expansion
coefficients
ðckÞ

Coupling
coefficient
angle
(hNA)

Coupling
coefficient
angle
(hNB)

Phase
shift
value
(uNA)

Phase
shift
value
(uNB)

1 −0.0034 −0.0089 0.0096 −1.6980 0.9329 0.9809 0.3830

2 −0.0409 0.0334 0.0569 −1.3074 −1.9593 1.4889 0.9239

3 −0.0737 −0.0386 −0.0822 1.2252 −1.8130 1.5666 0.7375

4 −0.0955 −0.0632 0.0876 1.3656 0.3430 1.7211 1.1340

5 −0.0819 0.1029 −0.0594 1.6391 −0.9051 2.0834 2.7232

6 −0.0205 0.0683 −0.0033 −2.0604 0.4699 0.5186 32.3884

7 0.0736 −0.1752 0.0827 0.9788 −1.3811 1.2413 3.3292

8 0.1602 −0.0301 −0.1494 −1.1478 −1.4827 1.6812 0.3170

9 0.1953 0.2076 0.1753 −1.6227 2.2396 1.1644 1.8608

10 0.1602 -0.0301 −0.1494 −1.1478 −1.4827 1.6812 0.3170

11 0.0736 −0.1752 0.0827 0.9788 −1.3811 1.2413 3.3292

12 −0.0205 0.0683 −0.0033 −2.0604 0.4699 0.5186 32.3884

13 −0.0819 0.1029 −0.0594 1.6391 −0.9051 2.0834 2.7232

14 −0.0955 −0.0632 0.0876 1.3656 0.3430 1.7211 1.1340

15 −0.0737 −0.0386 −0.0822 1.2252 −1.8130 1.5666 0.7375

16 −0.0409 0.0334 0.0569 −1.3074 −1.9593 1.4889 0.9239

17 −0.0157 0.0071 −0.0290 −1.6980 0.9329 0.9809 0.3830

18 −0.0034 −0.0089 0.0096 0.4319 0.0889 0.5490 1.4576
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the overlap region at 40 dB level for port 1 and 2 is 37 MHz. This is less compared
to the unoptimized phase shifter value (ue) of −0.0110, which is about 85 MHz.
Figure 4 shows the magnitude response of the filter with better separation in pass
bands, which is obtained by tuning the external phase shifter value and corre-
sponding circuit parameters. The bandwidth corresponding to overlap region of port
2 and 3 of the filter is around 60 MHz, which is less compared to the bandwidth
reported in the previous case Fig. 2 (80 MHz). A minimum bandwidth and max-
imum attenuation correspond to region of overlap is determined for best filtering.

The variation of 3 dB bandwidth for different output ports from the filter shows
almost constant bandwidth around 70 MHz. Table 2 shows the bandwidth of
overlapping region at −40 dB level, for two external phase shifter values

Fig. 2 Magnitude response of 1 × 3 FIR filter (ue = −0.0110)

Fig. 3 Minimum attenuation in the region of overlap for different external phase shift values
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ue = −0.0110, and −0.0124, and it is found that for the optimum value of
ue = −0.0124, the overlap region is less.

In the 1 × 3 report of Azam et al. [7], the stop band attenuation is around 30 dB;
hence we compare the overlap bandwidth results at −30 dB levels. The overlap
bandwidth is found to be 0.11 rad/sample, which is much higher than that achieved
in this work (0.033 rad/sample). A 20 dB improvement is found in our case. As the
overlap bandwidth is significantly less, it is expected to improve the crosstalk
performance in the proposed filter.

The maximum insertion loss and minimum stop band attenuation in the pro-
posed filter are found as 0.18 and 50 dB respectively. The stopband attenuation
shows a periodic variation with the maximum value of 70 dB for the first and third
output ports; however the attenuation is found to be 50 dB for the center band.
Table 3 shows the comparison of Remez algorithm with CLS algorithm in terms of
number of stages, stop band attenuation, overlap region and maximum attenuation
in the overlap region. Since this paper focuses on synthesis of optical FIR filter with
CLS algorithm, experimental results are not provided. However, practical imple-
mentation can be carried out, based on this approach.

Fig. 4 Magnitude response of 1 × 3 FIR filter (φe = −0.0124)

Table 2 Bandwidth of
overlapping region at −40 dB
level for two different ue
values

Ports Bandwidth of overlapping region at
−40 dB level

ue = −0.0110 ue = −0.0124

1 and 2 85 MHz 37 MHz

2 and 3 73 MHz 59 MHz
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4 Conclusion

An approach to improve the performance of FIR optical delay line filter is reported
in this paper. This scheme uses constrained least square (CLS) algorithm to
determine the filter coefficients effectively and also introduces an optimum external
phase shifter value for minimum overlap between adjacent frequency bands. This
concept is implemented in a (1 × 3) FIR optical delay line filter and found to
provide significant improvement in terms of number of stages, stop band attenua-
tion and reduced overlap between adjacent pass bands.
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Development of a VLSI Based Real-Time
System for Carcinoma Detection
and Identification

N. Balaji, B. Nalini and G. Jyothi

Abstract Breast cancer is most common life threatening non skin malignant state
in women. Accurate and early detection of breast cancer provides various chances
for the survival of the diseased person. The proposed system also helps the clinical
practitioner to diagnose the disease correctly. In this paper, an efficient VLSI
architecture for carcinoma detection and identification is implemented. The
implementation consists of three phases: pre-processing, feature extraction and
disease detection and identification. Pre-processing removes the noise by arithmetic
mean filters from the breast MRI image. Then the enhanced image is applied to an
efficient dual scan parallel flipping architecture to extract the features using pipeline
operation. The disease detection and identification can be performed better by using
content aware classifier, which is based on Euclidean distance and positive esti-
mation method. The proposed work aims at developing a VLSI system to diagnose
on a particular breast cancer disease and is implemented on VERTEX-4 FPGA as it
is a real time solution for disease detection and identification.

Keywords Breast cancer � MRI � Pre-processing � Feature extraction � Disease
detection and identification

1 Introduction

Today, there is almost every area of technical Endeavour that is impacted in some
way or the other by digital image processing. In the recent years, the most important
diagnostic tool in medical applications is medical imaging, mainly MRI.
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Mammography cannot determine whether an area is effected with cancer or not, but
it can provide guidance for further screening or diagnostic tests [1]. One of the most
powerful tool is breast MRI. The diseases that have been associated with structural
changes in the breast are Ductal Carcinoma in Situ, Inflammatory Breast Cancer [2]
Lobule Carcinoma and Metastatic Breast Cancer. The rate at which medical images
are produced every day is increasing exponentially. Such images are the rich
sources of information about shape, colour and texture, which can be exploited to
improve the diagnosis and ultimately the treatment of complex disease. In this
proposed work an attempt was made to improve the accuracy of disease detection
and identification with less hardware utilization.

The following steps are involved in the disease diagnosis. The first step involves
the reducing breast MRI image search space. Second step is the feature extraction
using Dual Scan Parallel Flipping Architecture (DSPFA) and Memory Efficient
Hardware Architecture on medical images. The third step is content aware classi-
fier, which is based on Euclidean distance and positive estimation. The classifier
parameters are trained for set of known breast MRI images. The parameters
obtained during training phase and test phase from the breast images are used to
identify the disease. The breast image data base is collected and an algorithm is
implemented on Vertex-4 FPGA.

The rest of the sections structured as follows. Section 2 describes related works.
Section 3 describes the VLSI architecture for disease detection and identification.
Section 4 discusses technology and tools used for implementation. The results
obtained are discussed in Sect. 5. Finally, Sect. 6 concludes the work.

2 Related Works

Mammography cannot determine whether an abnormal area is affected with cancer
or not, but it can provide guidance for further screening or diagnostic tests.
Magnetic Resonance Imaging (MRI) shows the most promise for improved breast
cancer screening. Breast MRI is a developing technique for the evaluation of
patients with primary breast carcinoma. MRI can be used to obtain three dimen-
sional images of the inner parts of the human body, without using X-rays. MRI
creates a detail picture of area inside the body without use of radiation and is a
painless procedure. For the detection of primary invasive and non invasive breast
carcinoma, breast MRI is very sensitive compared to mammography. MRI breast
imaging is a supplementary tool, in addition to mammography, to help diagnose
breast cancer.

Texture analysis places an important role for the characterization of biomedical
images [3]. It can be classified as statistical, geometrical and signal processing
types, out of which signal processing methods are used for texture filtering in the
spatial or frequency domain to extract significant features [4]. There are many
techniques available for feature extraction. In wavelet transforms, Discrete Wavelet
Transform (DWT) is commonly used techniques for multiresolution analysis [5, 6].
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For the characterization of biomedical images, multiresolution analysis is the most
broadly used technique in signal processing.

The DWT takes an input image and decomposes into sub images that are used for
characterization of horizontal and vertical frequencies. The DWT decomposition
yields the approximation (LL), horizontal (LH), vertical (HL) and detail
(HH) subbands. The process can be repeated for one or more levels if required.
Various techniques to construct wavelet bases, or to factor existing wavelet filters into
basic building blocks are known. One of these is lifting. The original motivation for
developing lifting was to build second generation wavelets, i.e., wavelets adapted to
situations that do not allow translation and dilation. Based on lifting scheme several
novel architectures have been proposed. It has some additional advantages in com-
parison with classical wavelets like FT and STFT. It makes computational time
optimal, sometimes increasing the speed of calculation by a factor 2. The 9/7-tap
lifting DWT has reduced computational complexity proposed in [7], but it required
delay of two multipliers and one adder. The extracted features like HL and LH are
used identify the type of disease. Recently efficient architectures such as dual scan
parallel flipping and Memory Efficient Architectures for a lifting-based 2-D DWT is
proposed [8, 13]. Compared to memory efficient architecture, DSPFA has less critical
path delay. In this paper, the Dual scan parallel flipping architecture is implemented
for disease detection and identification and a real time system is developed with
minimal critical path delay and 100 % hardware utilization efficiency.

2.1 Dual Scan Parallel Flipping Architecture

In recent years several VLSI architectures for lifting based DWT has been pro
proposed [9–12]. These architectures intend either to improve the processing speed
or reduce the hardware cost and memory efficient hardware. Lifting scheme entirely
relies on spatial domain and it has many advantages as compared to convolution
method such as fewer arithmetic operations, in-place implementation. The main
drawback of the conventional lifting scheme for 9/7 tap filter is process the inter-
mediate data in serial manner, thus results in longer critical path. In present algo-
rithm lifting steps are realized in parallel and pipeline manner. The critical path
delay is obtained to one multiplier delay of Tm by placing pipeline registers into the
DWT unit that increase the control complexity [8]. The proposed dual-scan
architecture only needs N2/2 clocks to process an N × N image and only requires
five registers for transposition. In the algorithm sequence x(n), with n = 0, 1 …,
N − 1. The input sequence x(n) is divided into even and odd indexed sequences
denoted by s0i , d

0
i . The steps involved in lifting algorithm are given by

s0i ¼ x2n ð1Þ

Development of a VLSI Based Real-Time System … 47



d0i ¼ x2nþ 1 ð2Þ

d1i
a

¼ d0i
a

þ s0i þ s0iþ 1

� � ð3Þ

s1i
ab

¼ s0i
ab

þ d0i�1

a
þ d1i

a

� �
ð4Þ

d2i
abc

¼ d1i
abc

þ s1i
ab

þ s1iþ 1

ab

� �
ð5Þ

s2i
abcd

¼ s1i
abcd

þ d2i�1

abc
þ d2i

abc

� �
ð6Þ

a; b; c; d are the 9/7 lifting filter coefficients. d0iþ 1; s
0
iþ 1; d

1
i ; s

1
i and d2i�1 are the

intermediate data values obtained from internal memory [8]. These intermediate
data are on different paths and this will be used for computing d2i ; s

2
i , where d2i ; s

2
i

are the outputs of current cycles. The intermediate data can be calculated in parallel
with the current operation and then utilized in the subsequent operation. For

example, in the operation in (3), during the computation cycle of d1i
a ;

d0i
a is concur-

rently computed with the addition operation between s0i ; s
0
iþ 1. In a similar manner

Eq. (4) of first prediction stage is computed. During the second lifting step in (3)
and (4), signals and are scaled by 1

bc and 1
cd respectively, instead of 1

abc and 1
abcd

because outputs d1i
a ;

s1i
ab produced from the first lifting operations are used in the first

lifting step. The final outputs are scaled, as given by

di ¼ d2i abc
k

ð7Þ

si ¼ s2i � kabcd ð8Þ

Thus, the proposed approach reduces the critical path delay to only one multi-
plier delay Tm from two multipliers delay of 2Tm.

Block diagram of dual scan parallel flipping architecture as shown in Fig. 1.
Mainly it consists of row processor, transposing unit and column processing. The
odd and even samples from input data or signals are concatenated in Z-scan fashion.
Z-scanning tolerates instantaneous row and column processing operation, ensuing

I/P O/P
Row

Processor
Transposing 
Unit

Column
Processor

Fig. 1 Block diagram of dual scan parallel flipping architecture
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in a small fixed latency [13]. Thus, the transposing buffer size is independent of N,
in which N indicates size of image and the corresponding pixels are read on the
rising edge of the clock. The entire image segmented into an overlay of 2 × 2 pixels
in order that column processing is able to start as shortly a 1-D DWT is produced by
alternate row processing.

2.1.1 Row Processor

The row Processor Element as shown in Fig. 2. It has two inputs and one output. In
addition to, the row PE consists of two adders, i.e., one multiplier and one hardware
shifter.

In row PE operation the current and previous pixels are fed at the adder line are
added, and the odd pixels fed at the multiplier line is multiplied by predetermined
constant coefficients C, depending on the precise PE.

The above algorithm uses flipping. Due to this, the reciprocal values of the 9/7
tap filter coefficients are considered which are high enough to cause an overflow
during multiplication operation. In case of two’s complement arithmetic operations,
the inverse coefficient values of 2k is multiplied. With this critical path delay is
reduced. Where k is an integer [14]. Therefore, (3), (4), and (5) are scaled by
constants 16, 32, and 8, respectively. Finally, the output is recovered by multiplied
(5) by 32 and (6) by 128 during scaling operation [8]. The second input coming
from previous pipeline stage of PE1 delayed by five clock cycles through delay
register 5D as shown in Fig. 3. Therefore, the critical path delay restricted to one
multiplier delay only.

2.1.2 Transposing Unit

A transpose unit is essential among the 1-D row processor and the 1-D column
processor to entire 2-D DWT operation. The TU has only five registers and one

SD3+D1 D1

Adder_line

O1

+

Shifter 

Multiplier_line

3D *

C

Fig. 2 Row processor element (RPE)
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4 × 2 multiplexer, as shown in Fig. 4. The high pass and the low pass outputs from
the 1-D row processor accumulated in transpose unit and concurrently feed to the
1-D column processor.

2.1.3 Column Processor

The aim of a column processor (PE) is same as the row processor (PE). Thus, the
only difference is that the column processor acquires a line buffer and has two
output lines, as described in Fig. 5. To produce output O’1 on output line O’2 is
delayed by total three clocks to coordinate the two unit delays in two adders and
one delay in the shifter. Subsequently, both the output lines are pipelined with the
next PE. The entire column processor design is exposed in Fig. 6.

α
d1

i αβγδ

s2
i

5D 5D 5D 5D

PE1 PE2 PE3 PE4

s0
i α

d1
i

αβ
s1i

αβγ

d2
i

αβ
s1i

αβγ

d2
i

s0
i

d0
i

Fig. 3 Row processor

R1 R2 R3

R4 R5

4x

2

M

U

X

….h(1,0), h(0,0)

….l(1,0), l0,0)

Clk

From row 

processor

To column

processor

..h(1,0), l(1,0)

..h(0,0), l(0,0)

Fig. 4 Transposing unit
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The DSPFA can also work out a multi level 2-D DWT by utilizing off-chip
memory of size N2/4 to accumulate the current level LL band coefficients for the
next higher level DWT computations [8, 9]. The required clock cycle for j-level
DWT is N

2 j�1 2þ N
2 j

� �.

3 VLSI Architecture for Carcinoma Detection
and Identification

The block diagram for carcinoma detection and identification is shown in Fig. 7.
The implementation of carcinoma detection and identification has following three
phases. Initially, image acquisition is done by giving a set of breast MRI images as
input. The average (mean) filter smoothens image data, thus noise can be elimi-
nated. For feature extraction, dual scan parallel flipping architecture is applied to
obtain its high frequency image component as it often contains most of desired
information about the biological tissue [3, 4]. Finally, Euclidean distance method is
used to detect and identify the type of disease.

+

O’1

O’2
C

Multiplier line
*

+
Adder line

Line Buffer SD3

Fig. 5 Column PE
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Fig. 6 Column processor
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3.1 Noise Filter

Set of breast MRI images are given at the source input. The average or arithmetic
mean filter is used to smoothen the data and eliminate noise present in the input
image. The filter performs the spatial filtering on each gray level values in a square
or rectangular window surrounding each pixel.

f̂ ðx; yÞ ¼ 1
mn

X
ðs;tÞ2sxy

gðs; tÞ ð9Þ

where m, n are the size of sub image centered at a point (x, y) and g(s, t) corrupted
image, f̂ ðx; yÞ de-noised image.

3.2 Feature Extraction

Feature extraction is nothing but extract significant information from the input data
in order to achieve required task based on this momentous data, instead of taking
whole data for further processing. Also defined as transforming the input data into
set of features is called feature extraction. In this, enhanced breast MRI image is
applied to the presented dual scan parallel flipping architecture to extract relevant
information.

3.3 Euclidean Distance Method

The Euclidean algorithm is a method for finding the greatest common divisor
(GCD) of two integers. The divisor algorithm states that for any integers a and b,
where abs (a) > abs(b) (abs is absolute value) and b ≠ 0, there exists a q1 and r1
such that,

Feature Extrac-

tion/Pattern recogni-

tion by DWT

Output (Disease 

detection and 

Identification)

Input Image Noise Filter

Fig. 7 Block diagram for carcinoma detection and identification
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a ¼ q1bþ r1 with 0� r1 � b ð10Þ

The extracted features from dual scan parallel flipping architecture is applied to
the Euclidean distance method by which it identifies type of disease it is. The
projected approach is based on two stages, training and testing. In the training
phase, the structure is trained with set of four known breast diseases associated to
MRI image database. For each disease, set of four MRI images are taken as shown
in Fig. 8. After feature recognition, all essential features are stored for additional
processing. In the test stage, we will present one of the breast MRI images as test
input to the dwt unit; subsequently the output is compared to the trained rest to
identify the disease as shown in Fig. 10.

4 Technology and Tools

The architecture has been implemented in Verilog coding for feature extraction,
feature recognition and disease identification and its synthesis were done with
Xilinx synthesis tool. Xilinx ISE has been used for performing the mapping,
placing, and routing. In behavioral simulation ISIM simulator has been used. The
architecture is implemented on VERTEX-4 FPGA.

5 Design Results of Disease Detection and Identification

The behavioral simulation waveform for disease detection and identification is
shown in Fig. 9. For different diseases, one MRI images for each of the diseases are
taken in the test database. For all these MRI images, the real time system is

Ductal Carcinoma in Situ Inflammatory Breast Cancer

Invasive Lobular  Cancer Meta Static Breast Cancer

Fig. 8 Four different diseases of breast MRI images
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implemented with minimal critical path delay and 100 % hardware utilization
efficiency. For a particular input of breast MRI disease like ductal carcinoma in situ
breast cancer, the corresponding output is shown in the simulation waveform. The
entire system for breast disease detection and identification is implemented on
Vertex-4 FPGA. The design implementation report of dual scan parallel flipping
architecture is presented in Table 1. Also graphical user interface is created in the
MATLAB environment to display the result in the image format as shown in
Fig. 10. The implementation report shows that the proposed architecture has a
critical path delay of 4.210 ns, and utilizes a total of 4498 four-input lookup tables
for all the sixteen MRI images. From the device utilization summary as the
architecture utilizes less hardware, the same FPGA is useful for detecting more
number of diseases.

Fig. 9 Simulation result of the dual scan parallel flipping architecture output

Table 1 Design implementation summary of dual scan parallel flipping algorithm

Logic utilization Available Used Utilization

Number of slice Flip-Flops 12,288 3538 28 %

Number of 4-input LUTs 12,288 4498 36 %

Number of occupied slices 6,144 2645 43 %

Number of slices contained only related logic 2645 2645 100 %

Number of bounded IOB’s 240 17 7 %

Minimum period 3.028 ns

Maximum period 4.210 ns
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6 Conclusions

An efficient VLSI based dual scan parallel flipping architecture is implemented
using both MATLAB and Verilog HDL program. The architecture is implemented
on VERTEX-4 FPGA for breast cancer detection and identification and it is a real
time application. The developed system is a portable device with advantages of
high speed and low power consumption.
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A Novel Frequency-Time Based Approach
for the Detection of Characteristic Waves
in Electrocardiogram Signal

Kiran Kumar Patro and P. Rajesh Kumar

Abstract ECG is the electrical behavior of heart signal which is used to diagnose
the irregularity of heart activity after visually inspecting the ECG signals but it is
difficult to identify by physician’s naked eye hence an effective computer based
system is needed. One cardiac cycle of ECG signal consists of characteristic waves
P-QRS-T. The amplitudes and intervals values of P-QRS-T segment determine the
functioning of heart of every human. In this paper a novel methodology of
Frequency-Time based approach is used to identify P-QRS-T waves. R-peak
detection is the first step in characteristic waves detection, for identifying R-peak,
wavelet transform (sym4) decomposition method (Frequency domain) is used.
After R-peak detection other characteristic waves are detected by tracing to and fro
from R-peak (Time domain). Standard ECG wave form is taken as base wave form
and detects the waves in the estimated interval. MIT-BIH NSR database is taken
and the methodology is implemented on MATLAB software.

Keywords Electrocardiogram (ECG) � Wavelet transform decomposition �
Frequency domain � Time domain � MIT-BIH NSR � Matlab

1 Introduction

The Electrocardiogram signal is a recording of the heart’s electrical activity and
provides valuable clinical information about heart’s performance. The electrical
activity generated by Atria and ventricles by its depolarization and repolarization is
depicted in both magnitude and direction in a graphical manner [1]. It provides
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information about the morphology, rhythm, and. heart rate. ECG is not unique it
may vary from one person to other person as known fact that there is difference in
position, size, anatomy of the heart, age, relative body weight, chest configuration
and various other factors.

The electrical activity during the cardiac cycle is characterized by five separate
characteristic waves that are P, Q, R, S and T [1]. The amplitude of P wave is very
low (0.1–0.2 mV) and represent depolarization and contraction of the right and left
Atria. QRS complex having largest voltage deflection (1–1.2 mV) and represents
Depolarization of ventricles. T wave amplitude is also low (0.1–0.3 mV) and
represents ventricles Repolarization. The ECG signal is very sensitive in nature
therefore even the presence of small noise the various characteristics of the original
signal changes. Powerline Interference, Baseline wandering noise and EMG noises
corrupts the ECG during data acquisition, which makes detection of characteristic
waves difficult. So proper filtering is needed [2] for accurate detection.

Generally in ECG the major characteristic point is R-peak. Detection of R-peak
is a crucial task and it is the initial job in ECG signal analysis. After finding R-peak
location other components P, Q, S, T are detected by taking R-peak location as
reference and tracing to and fro from R-peak relative position. Figure 1 shows
normal ECG with all characteristic waves.

2 Frequency-Time Analysis for Characteristic Waves
Detection

R-peak detection is the first step in ECG characteristic waves detection, by taking
R-peak as reference, the other characteristic waves was identified Pan Tompkins
algorithm [3] also used to detect ECG characteristic waves. In this frequency
domain analysis (wavelet transform) is used for detection of R-peak [4] and next
Time domain analysis is used for detection of other characteristic waves.

Fig. 1 Characteristic waves
of ECG
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A. Wavelet Transform Approach

The Wavelet Transform is a time-scale analysis and used on wide range of appli-
cations, in particular signal compression. Now a day’s wavelet transform is used to
solve problems in Electro cardiology, including compression of data, ventricular
late potentials analysis, and finally ECG characteristic waves detection. Wavelet
transform decomposes the given signal into a number of levels related to signal
frequency components and analyses each level with particular resolution [5].

In this the ECG signal decomposed into 4 levels using Symlet wavelet (sym4)
transform for finding R-peak. In wavelet decomposition it down samples the
original ECG signal, as a result the samples are reduced and QRS complex is
retained. Symlet wavelet transform is the modified version of Daubechies wavelet
with increased symmetry (Fig. 2).

Decomposed signals are noise free signals, and by making a threshold of 60 % of
maximum value. The values which are above threshold [6] are invariably R-peaks.
The decomposed signal can be reconstructed into actual signal by first multiplying
the down sampled signal into 4, so that R-peaks are detected in actual signal.

B. Time domain Analysis

Frequency domain approach is used for the detection of R-Peak only and after time
domain approach is used for other characteristic wave’s detection.

R-R interval can be calculated by

TR�R nð Þ ¼ Rloc nþ 1ð Þ � RlocðnÞ
fs

ðsecÞ
fs ¼ Sampling frequency

Rloc ¼ location of R�peak

For identifying P-wave, a window in time domain is created with time gap limits
from 65 % of R-R interval to 95 % R-R interval which is added to same R-peak
location. In that window the maximum value will represents P-wave.

The Q-wave is identified by choosing minimum value in Time based window
starting from 20 ms before corresponding R-peak. Similarly S-peak is detected by
selecting least value in time based window after R-peak location.

Fig. 2 Symlet wavelet transform

A Novel Frequency-Time Based Approach for the Detection … 59



For identifying T-wave, a window in time domain is created with time gap limits
from 15 % of R-R interval to 55 % R-R interval which is added to same R-peak
location. In that window the maximum value will represents T-wave.

The time domain windows are adaptive because they depend on R-R interval
values.

3 Methodology of Frequency-Time Based Approach

The main aim of this methodology is for accurate detection of Characteristic waves
P-QRS-T of Electrocardiogram. In this Frequency-Time domain approach is
adopted [7]. Finding of R-peak is the initial step of identifying characteristic fea-
tures of ECG which is done in frequency domain (wavelet decomposition) method
[7, 8] and other features are detected by taking R-peak location as reference and
thereby creating windows in time domain [9] (Fig. 3).

Steps wise methodology of proposed Frequency-Time based Approach:

Step 1: Load the ECG records from MIT-BIH NSR database [10, 11]
Step 2: Remove the different type of noises in ECG frequency range (Baseline

drift noise, power line Interference, EMG noise) using cascaded based
digital filters (Fig. 4).

Step 3: For finding R-peak decompose the signal using Wavelet (db4/sym4) at
particular scale [7, 8].

Step 4: After decomposition identify R-peak in ECG signal keeping 60 % of the
signal value as threshold.

Step 5: Reconstruction of ECG signal from decomposed signal find R-peak and
R-location (Rloc)

Step 6: For finding Q-point by finding lowest value in the window range
Rloc-X1 to Rloc-Y1

Where X1 = 50 * ts Y1 = 10 * ts (ts = sampling time)
ts= 1/fs (fs= sampling frequency)

Step 7: For identifying S-point create a window on the right side of R-peak in
time domain in the range of
Rloc + X2 to Rloc + Y2

Where X1 = 5*ts Y1 = 50*ts
ts = 1/fs (fs = sampling frequency)

Step 8: Detect T-point by finding highest value in the window range
Rloc + X3 to Rloc + Y3

Where X3 = 25*ts Y3 = 100*ts
ts = 1/fs (fs = sampling frequency)
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Step 9: Detect P-Point by finding maximum value in window range
Rloc − X4 to Rloc − Y4

Where X4 = 50*ts Y1 = 100*ts
ts = 1/fs (fs = sampling frequency)

All the windows in time domain are created w.r.t Standard wave form of ECG
shown in Fig. 5.

Fig. 3 Frequency-time based
methodology
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4 Results and Discussion

The analysis of Frequency-Time based approach was tested MIT-BIH NSR data-
base [10]. The entire detection techniques developed in MATLAB software [12].

The above Fig. 6 represents original ECG signal taken from MIT-BIH NSR
database.

The above Fig. 7 shows Symlet wavelet transform with 4 level decomposition
(Frequency Domain). It is a down sampling process which reduces samples in each
level) (Fig. 8).

The above Fig. 9 shows R-peak detected 4 level down sampled signal by taking
this signal as reference R-peak is detected in actual signal by reconstructing down
sampled signal (Fig. 10).

Fig. 4 Cascaded FIR filter configuration

Fig. 5 Standard ECG
waveform
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Finally the R-peaks are detected in actual signal using Wavelet decomposition
and reconstruction methods.

The above Figs. 11 and 12 represents P-QRS-T detected actual ECG signal from
MIT-BIH NSR database 16265.mat signal [10]. In that R-peaks represents by ‘*’,
P-peaks represents by ‘O’, Q and S peaks are represents by ‘+’ and finally T-peak is
represented by’Δ’.
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Fig. 6 Original ECG waveform
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Fig. 7 Wavelet decomposition (sym4) of ECG
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The Characteristic waves detected ECG signal is taken from MIT-BIH Normal
Sinus Rhythm database 16,265 mat signal (7500 samples with Sampling frequency
fs ¼ 128Hz).

The Tables 1 and 2 represents amplitudes and wave locations (samples) of actual
ECG signal for first 10 samples only. The samples can be changed in time mode by
multiplying the samples with ‘ts’ where ts = 1/fs (fs = sampling frequency).
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Fig. 8 Detailed wavelet coefficients (sym4) of ECG
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Fig. 9 R-peak detected down sampled ECG
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Fig. 10 R-peak detected in original ECG
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Fig. 11 P-QRS-T detected in original ECG
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Fig. 12 Characteristic waves detected in original ECG signal
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5 Conclusion

In this paper a novel Time-Frequency based methodology has implemented, in that
for R-peak detection Symlet4 wavelet transform decomposition technique is used
and for other peaks detection Time based window technique is developed. The
information about R-peak and QRS complex is very much useful for ECG analysis,
diagnosis, classification, authentication and identification performance. The
obtained amplitude features, interval features of characteristic waves of ECG are
validated for MIT-BIH NSR database records. The results from MATLAB shows
100 % accurate detection rate for all characteristic waves (P-QRS-T) of ECG.
Future scope includes calculation of all wave intervals, amplitude features for ECG
applications like arrhythmia detection and Bio-metric tool.

Table 1 Characteristic waves amplitude features in volts

Characteristic waves amplitude features

P-wave
amplitude (v)

Q-wave
amplitude (v)

R-wave
amplitude (v)

S-wave
amplitude (v)

T-wave
amplitude (v)

0.1483 −0.5898 0.9602 −0.5465 0.1123

0.1456 −0.5783 0.9522 −0.5412 0.1214

0.1412 −0.6117 0.9759 −0.5381 0.1222

0.1372 −0.5900 0.9304 −0.5275 0.1260

0.1405 −0.5705 0.9079 −0.5031 0.1159

0.1276 −0.5452 0.8924 −0.5043 0.1123

0.1412 −0.5548 0.9062 −0.5203 0.1135

0.1399 −0.5769 0.9486 −0.5420 0.1164

0.1304 −0.5763 0.9123 −0.5073 0.1272

0.1423 −0.5773 0.8789 −0.5334 0.1245

Table 2 Characteristic waves locations w.r.t. samples

Characteristic waves locations w.r.t samples

P-wave
locations

Q-wave
locations

R-wave
locations

S-wave
locations

T-wave
locations

136 149 155 161 174

214 227 232 238 252

291 304 310 316 329

369 382 388 393 407

448 461 467 473 487

527 540 545 551 564

606 619 624 630 644

682 695 701 707 720

760 773 779 784 798

838 851 857 863 877
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A Long Signal Integrator for Fusion
Device Using Arm Controller

A. Nandhini and V. Kannan

Abstract Integrator is the basic circuit for measuring magnetic parameters like
magnetic flux and magnetic field from the magnetic coil signal. In Nuclear fusion
device the integrators are used to find the magnetic measurements which are sig-
nificant for the long duration (signal > 1 s) device operation. The proposed inte-
grator has been composed of input module, integrator module and processor
module. It has been tested for long duration with different input signal. There is no
conspicuous drift error has been noticed in the output.

Keywords Tokomak � Integrator � Fusion � ARM controller � Magnetic flux

1 Introduction

In modern nuclear fusion device like Tokamak, the fourth state of matter called
plasma has been used for heating the radioactive elements. The temperature of this
reaction is extremely high (>106 K). In order to tolerate the high temperature, the
reaction takes place in the presence of doughnut shaped magnetic arrangement [1].
It is necessary to find the magnetic parameters like magnetic flux and magnetic
field, in order to place the magnet and plasma in a safe distance. Hence, the
integrator is mandatory to measure these magnetic parameters [2–4].

Electronic integrators have been considered as two types depend on the applied
input and they are voltage integrators and current integrators. The time integration
of voltage signal from the magnetic coil will give the total magnetic flux (ф) and the
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magnetic field (E) [5, 6]. In similar manner the time integration of current signal
from the magnetic coil will give the total magnetic charge (Q).

In order to accomplish the measurements during long pulses, precise systems
and components level of stability of operation and performance. Measures such as
active alignment systems, in situ calibration, special components (e.g. long pulse
integrators) will be required [5].

In Tokamaks, the magnetic measurement system is based on passive coils used
in association with analog integrators. However, analog integrators are subject to
intrinsic problems. The two most important are firstly the integrator drift, due to the
offsets of the operational amplifier which introduces an absolute error that increases
with integration time, and secondly the saturation of the integrator in the case of a
high flux variation such as a disruption [6, 7].

The main objectives of the proposed integrator system are as follows [8].

• Optimize existing integrators for fusion science and laboratory applications
• Configure integrators for long pulse applications
• Incorporate integrator system into widely used DAQ (Data Acquisition) mod-

ules for ease of use.

2 Functional Description

The integrator system is mainly composed of three modules namely input module,
integrator module and processor module. Figure 1 shows the input module and
integrator module and Fig. 2 shows the processor module. The input module has
been composed of a buffer amplifier and a multiplexer. Similarly, the integrator
module has been composed of two RC integrators and an instrumentation amplifier.

Fig. 1 Input and output integrator module
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2.1 Input Module

The input signal (from the magnetic coil or function generator) has been applied to
the buffer of the input module. TL062 is the buffer amplifier used in this method
which is connected to give unity gain and also to avoid loading effect of input
signal. The output from the buffer amplifier is connected to the multiplexer
(Mux) which allows the signal up to 5 s. After that it switches to zero, so that the
integration takes place only in that 5 s duration. 4051 Mux is used as a signal
selector or used for switching the output from the buffer after 5 s.

2.2 Integrator Module

The integrator module has two RC integrators and an instrumentation amplifier. In
which integrator1 acts as a original integrator and integrator2 acts as a dummy
integrator. The input of integrator1 has been connected to the output of Mux and
integrates the signal from the Mux. However the input of integrator2 is grounded
and so it produces a reference signal for offset calculation. Both integrator output
(integrator1&2) are connected to the two inputs of instrumentation amplifier which
is actually used as a differential amplifier for eliminating offset in the integrated
output.

Fig. 2 Processor module
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2.3 Processor Module

The processor module has an ARM processor, UBC (Unipolar to Bipolar
Converter) and BUC (Bipolar to Unipolar Converter). The integrated output from
the amplifier is connected to BUC which converts the bipolar output signal into
unipolar signal. Then the signal is given to the ARM processor for processing. The
processor used in this method is LPC2148 which has in built ADC (Analog to
Digital Converter) and DAC (Digital to analog Converter). As ADC accepts only
unipolar signal, BUC has been used in this circuit. The integration formula has been
dumped in the processor so that it eliminates the offset induced drift and saturation
error. Then the digitally integrated signal has been given to the in-built DAC in
order to get the analog output. Finally, the signal is send to the UBC in order to get
the final bipolar output.

2.4 Operation

The buffer amplifier used for minimizing the loading effect at the input side. The
integrator has been designed in such a way that the RC time constant is long
compared to the ADC sampling interval Δt, but short compared to the pulse length
(Fig. 3). The output voltage V1 of the RC network is given by

RCV1 ¼ V0 � V1ð Þ dt ð1Þ

Fig. 3 A prototype integrator
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Using samples Vi of the RC integrator’s output voltage V1, the real-time pro-
cessor calculates the integral of the input voltage V0, which equals the magnetic
flux F through the pickup loop,

U ¼
Z

V0dt ¼
Z

V1dtþRCV1 �
X

ðViDtÞþRCVi; ð2Þ

where Δt is the sampling interval of the ADC. Here Vi is understood to represent
the voltage at the amplifier input, so the amplifier gain G does not appear explicitly
in the above Eq. (2). The passive RC integrator provides accurate integration of
transients that are too rapid for the ADC sampling rate. For transients with a time
scale shorter than the RC time, the RC integral initially contains most of the
integrated value [9, 10]. The digital integral (first term on the right-hand side) can
be thought of as a correction for the slow decay of the passive integrator. On the
other hand, for slowly varying signals the digital integral dominates and the RC
term becomes negligible.

Continuous measurement of the time-dependent baseline offset voltage is
obtained by connecting the instrumentation amplifier input between the output of
the RC integrator and a dummy integrator with resistance R. The instrumentation
amplifier performing the role of differential amplifier in order to minimize the offset
in the signal. The digitally integrated signal from the ARM processor tracks the
offset change and used to eliminate that error.

3 Results and Discussion

The test signal from the signal generator has been given to the input module of the
integrator. The buffer present in the input module has been sent the signal to the
multiplexer unit without any loss in voltage. The multiplexer will allow the signal
for 5 s since the reactor discharge happens for 5 s duration and after that it will
retain in zero signal mode.

The output of the integrator system has been displayed in the Figs. 4, 5 and 6. It
has been tested for triangular wave, square wave and pulse waveform. The main
advantage of this system is to produce integration output at very low frequency.

The prototype integrator output for various signals has been shown below. The
output response for triangular wave, square wave and pulse has been noted down.
This output has been monitored up to 5 s duration using storage oscilloscope and
there is no obvious offset induced drift present in the output.

Figure 6 shows the pulse signal which has been generated with the help of
microcontroller followed by DAC. This is similar to the signal produced from the
tokamak device [11, 12].
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Fig. 4 Output response for triangular wave

Fig. 5 Output response for square wave
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Performance Analysis of Frequency
Dependent and Frequency Independent
Microstrip Patch Antennas

Naresh Kumar Darimireddy, R. Ramana Reddy
and A. Mallikarjuna Prasad

Abstract A miniature and low profile frequency dependent and frequency inde-
pendent microstrip patch antennas are proposed in the paper. An idea of converting
frequency dependent microstrip patch into frequency independent microstrip patch
by altering the dimensions, relative spacing and with suitable arrangement of
parasitic patches is presented and discussed. The performance analysis and design
details of frequency dependent and frequency independent patch antennas are
presented in the paper. To determine the mathematical calculations of critical
microstrip patch dimensions and the corresponding optimized design of both
antennas was carried out using Ansys HFSS solver. The parametric studies with
respect to various substrate materials, substrate thickness and some design
parameters of both the antennas are simulated and presented in the paper. The
proposed antennas are fabricated and tested. The Simulation and Experimental
results are compared. Based on these results, the proposed antennas operate in
UWB (3.1–10.6 GHz) range of frequencies.

Keywords Frequency dependent � Frequency independent � Printed antenna �
Parasitic patch � Microstrip patch
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1 Introduction

In some wireless and broadband applications we need directional antennas such as
Frequency Dependent and Frequency Independent antennas. To achieve the
end-fire radiation, the parasitic elements in the direction of the beam are smaller in
length than the feed element will be used. Typically the driven element is resonant
with its length slightly less than λ/2 (usually 0.45–0.49λ) whereas the lengths of the
directors should be about 0.4–0.45λ. However, the directors are not necessarily of
the same length and/or diameter and the separation between the directors is typi-
cally 0.3–0.4λ [1, 2]. Mishra et al observed that, while the element widths are
scaled-out log-periodically with scaling-in of operating frequency, the element
lengths do not pursue this principle. However, almost all reported work [5] on
Log-Periodic microstrip antennas use a log-periodic scaling for the parasitic ele-
ment length.

In this paper, frequency dependent and independent microstrip patch antennas
are considered. Basically frequency dependent antennas work at a fixed frequency
of resonance and depending on that frequency the lengths of the directors, driven
element (or) active element and the reflector are changed. These antennas cannot
meet the desired features of broad band systems in a given band of frequency, so if
the antenna need to operate at different resonant frequencies then separate antennas
need to be designed for every operating frequency in case of frequency dependent
antennas [3]. In view of the above disadvantage, and to overcome the shortcoming,
frequency Independent antennas are considered with minor changes in the
dimensions of parasitic elements, relative spacing and suitable arrangement of
parasitic patches of frequency dependent antennas.

2 Antenna Design and Configuration

2.1 Frequency Dependent Antenna

Frequency dependent antenna, the word itself mentions that antenna depends on a
particular band of frequency of the required system. One of the frequency depen-
dent antennas is Yagi-Uda antenna and the design of six element frequency
dependent antenna is proposed in the paper. The microstrip frequency dependent
antenna consists of a driven patch along with several parasitic patch elements [6, 7]
which are arranged on the same substrate surface in such a way that the overall
antenna characteristics are enhanced.
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2.1.1 Design Procedure

The design of frequency dependent antenna with six elements of desired gain at
different frequencies is carried out using the following relations.

• Wavelength

k ¼ c=f inmeters ð1Þ

where
c velocity of the light
f resonant frequency

• Length of Directors

Ld1 ¼ 0:44�k
Ld2 ¼ 0:44�k
Ld3 ¼ 0:43�k
Ld4 ¼ 0:40�k

ð2Þ

• Length of Reflector

Lr ¼ 0:475�k ð3Þ

• Spacing between Reflector and Driven Element

SL ¼ 0:25�k ð4Þ

• Spacing between Director and Driven Element

Sd ¼ 0:31�k ð5Þ

• Diameter of the elements

d ¼ 0:01�k ð6Þ

• Length of the array

L ¼ 1:5�k ð7Þ

The proposed dimensions and the design of frequency dependent antenna are
shown in Fig. 1.
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2.1.2 Simulated Results and Parametric Study

The simulated design parameters of frequency dependent antenna of six elements at
different operating fixed frequencies using MATLAB are recorded in Table 1.

The following results are recorded using HFSS. Figure 2 shows the return loss of
the frequency dependent antenna and it resonates at the single band frequency of
9.5 GHz.

The Frequency dependent Antenna is designed using HFSS software whose
gain, bandwidth and return losses are varied with the variation of ground length and
substrate materials, substrate thickness and director width are recorded in Tables 2,
3 and 4 respectively.

2.1.3 Fabricated Antenna and Experimental Results

Figure 3 shows the fabricated structure and experimental setup of the antenna.
Figure 4 shows the measured return loss with single band frequency of operation.

2.1.4 Comparison of Results

See Table 5.

2.2 Frequency Independent Antenna

The Frequency Independent Antenna consists of parallel linear dipole elements of
different lengths and spacing. The lengths of the dipole elements, the spacing from
the virtual apex to the dipole elements, the wire radius of the dipole elements, the
spacing between the quarter wave-length dipoles are proportional with the geo-
metric scale factor τ, which is always smaller than one. A wedge of enclosed angle

Fig. 1 Proposed frequency dependent antenna design with dimensions
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bounds the dipole lengths. The spacing factor, σ is defined as the distance between
two dipole elements divided by the twice of the length of the larger dipole element.
The relationship between the different parameters can be summarized as follows:

Fig. 2 Return loss of frequency dependent antenna

Table 2 Variation of gain and bandwidth with respect to various substrate materials

S. no. Substrate Full ground Half ground One-forth ground

1 RT/Duriod
5880

Gain = 5.8228 dB Gain = 4.5071 dB Gain = 4.498 dB

No bands No bands No bands

2 RT/Duriod
6002

Gain = 6.0048 dB Gain = 4.8578 dB Gain = 4.2345 dB

No bands No bands No bands

3 Glass Gain = 6.8700 dB Gain = 6.5108 dB Gain = 4.9437 dB

Single band at
7.5 GHz

Single band at
7.6 GHz

Four bands at 7.6 GHz,
7.8 GHz, 8.3 GHz,
9.2 GHz

Bandwidth = 0.19 % Bandwidth = 0.88 % Bandwidth = 2.66 %,
1.14 %, 2.48 %, 6.47 %

Table 3 Variation of gain and bandwidth with respect to substrate thickness

S. no. Thickness Full ground Half ground One-forth ground

1 1.4 mm Gain = 3.095 dB Gain = 2.6596 dB Gain = −6.4275 dB

No bands Single band at 9.6 GHz Single band at 8.5 GHz

Bandwidth = 2.98 % Bandwidth = 4.69 %

2 2 mm Gain = 3.7006 dB Gain = 3.3456 dB Gain = 1.0060 dB

No bands No bands Single band at 8 GHz

Bandwidth = 5.76 %
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s ¼ Rnþ 1

Rn
¼ Lnþ 1

Ln
¼ Dnþ 1

Dn
ð8Þ

r ¼ 1� s
4 tan a

¼ Dn

2Ln
ð9Þ

Here,
τ Geometric ratio and τ < 1,
L Length of the dipole,

Table 4 Variation of gain and bandwidth with respect to director’s width

S. no. Directors width
(mm)

Full ground Half ground One-forth ground

1 Wd1 = 4.5 Gain =
3.3825 dB

Gain = 3.0518 dB Gain = 8.5769 dB

Wd2 = 4.5 No bands No bands Single band at
8.3 GHz

Wd3 = 4.4 Bandwidth = 4.74 %

Wd4 = 4

2 Wd1 = 6.5 Gain =
3.3748 dB

Gain = 2.8366 dB Gain = 8.5891 dB

Wd2 = 6.5 No bands No bands Single band at
8.3 GHz

Wd3 = 6.4 Bandwidth: 4.82 %

Wd4 = 6

3 Wd1 = 8.5 Gain =
3.3723 dB

Gain = 2.8334 dB Gain = 1.1970 dB

Wd2 = 8.5 No bands Single band at
9.5 GHz

Single band at
8.3 GHz

Wd3 = 8.4 Bandwidth = 4.68 % Bandwidth = 4.37 %

Wd4 = 8

Fig. 3 Fabricated structure and experimental setup of frequency dependent antenna
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R Distance from apex to the dipole elements,
D Spacing between the dipole elements.
σ Spacing factor, which relates distance between two adjacent elements with the

length of the larger element which is equal to half of the apex angle.

As the first step of the design procedure, fundamental design parameters τ and σ
should be chosen for a given directivity. For a given directivity, corresponding σ
and τ can be found. For a certain τ, if maximum directivity is desired, σopt should be
chosen through the curves. Optimum σ can be formulated as

ropt ¼ 0:258s� 0:066 ð10Þ

a ¼ 2 tan�1 1� s
4r

� �
ð11Þ

After determining σ, τ and α, bandwidth of the system which determines the
longest and the shortest dipole elements can be calculated. Active region band-
width, Bar can be related with the fundamental design parameters by the following
equation

Fig. 4 Experimental return loss of fabricated frequency dependent antenna

Table 5 Comparison of
simulated and experimental
results

Parameters HFSS Network
analyzer

Start and stop
frequencies

1–10 GHz 1–10 GHz

No. of bands Single
band

Single band

Resonant frequency 9.5 GHz 9.4 GHz
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Bar ¼ 1:1þ 7:7 1� s
2

� �2
cot a ð12Þ

In practice a slightly larger structure bandwidth, Bs is usually designed to reach
the desired bandwidth, B. These bandwidths are related by

Bs ¼ B�Bar ¼ B� 1:1þ 7:7 1� s
2

� �2
cot a

� �
ð13Þ

Boom length of the structure is defined between the shortest dipole and longest
dipole elements and is given by

L ¼ kmax

4
ð1� 1=BsÞ cot a ð14Þ

kmax ¼ 2Lmax ð15Þ

The proposed dimensions and design of frequency independent antenna are
shown in Fig. 5.

2.2.1 Simulated Results and Parametric Study

Based on the equations discussed in the above section, a frequency independent
antenna is designed using HFSS software whose gain, bandwidth and return losses
are varied with the variation of ground length, substrate, and its thickness and
whose simulated parameters are also presented in Table 6 using MATLAB code.

The following results are recorded using HFSS. Figure 6 shows the return loss of
the frequency independent antenna with two operating band of resonant frequen-
cies. The analysis of gain and bandwidth of frequency independent antenna are
recorded in Table 7 and Table 8 with respect to various substrate materials and
substrate thickness.

Fig. 5 Frequency independent antenna design with dimensions
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2.2.2 Fabricated Frequency Independent Antenna and Experimental
Results

Figure 7 shows the fabricated structure and experimental setup of the antenna.
Figure 8 shows the measured return loss with dual resonant frequencies.

2.2.3 Comparison of Results

See Table 9.

3 Discussion of Results

The performances of miniaturized frequency dependent and independent patch
antennas with respect to different parametric variations, where the gain, number of
operating bands, bandwidth and desired resonant frequencies are observed and
studied. With the substrate material FR-4 epoxy (εr = 4.4), the frequency dependent
antenna operates at single band (9.4 GHz) and the frequency independent antenna
operates at dual band (6.4 and 9.3 GHz) of frequencies. From the parametric study it

Table 6 Design parameters of frequency independent antenna

S. no. Desired
directivity

Wedge
angle
(degrees)

Length
of the
structure
(mm)

Relative
mean
spacing

Average
characteristic
impedance
(in ohms)

Output
impedance
(in ohms)

Center
to
center
spacing
(in
inches)

1 9 dB 24.2 110 0.001 328.1961 60 0.8457

Fig. 6 Return loss of frequency independent antenna
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is observed that using glass or RT-Duriod as substrate material multiband charac-
teristics are obtained for both the antennas. The proposed antennas operate in UWB
(3.1–10.6 GHz) range of frequencies with good radiation characteristics and peak
gains of 4–9 dBi.

Table 7 Variation of gain and bandwidth with respect to various substrate materials

S. no Substrate Full ground Half ground One-forth ground

1 RT/Duriod
5880

Gain = 7.0422 dB Gain =
7.0117 dB

Gain = 7.2209 dB

Single band Double bands Single band

at 8.6 GHz at 1.7 GHz,
8.6 GHZ

at 8.6 GHz

Bandwidth = 8.94 % Bandwidth
= 4.37 %, 9.47 %

Bandwidth = 8.94 %

2 RT/Duriod
6002

Gain = 8.9148 dB Gain =
8.2243 dB

Gain = 8.9565 dB

Single band Double bands Double bands

at 7.7 GHz at 1.5 GHz,
7.8 GHZ

at 1.9 GHz, 7.6 GHZ

Bandwidth = 6.43 % Bandwidth =
3.39 %, 8.12 %

Bandwidth = 2.2 %,
8.27 %

3 Glass Gain = 7.9850 dB Gain =
8.5121 dB

Gain = 7.6071 dB

Nine bands Seven bands Six bands

at 4.9 GHz, 6.7 GHz, at 4.9 GHz,
5.9 GHz,

at 1.4 GHz, 4.9 GHz,

6.8 GHz, 7 GHz, 7 GHz, 7.4 GHz, 7 GHz, 7.8 GHz,
8.3 GHz, 9.7 GHz

8.3 GHz, 8.6 GHz, 7.4 GHz,
9.6 GHz, 9.9 GHz

7.7 GHz,
8.4 GHz,
9.9 GHz

Bandwidth = 1.48 %, Bandwidth =
1.42 %,

Bandwidth = 5.98 %,

0.34 %, 0.46 %, 0.62 %, 0.69 %, 1.61 %, 1.99 %,

0.31 %, 0.83 %, 0.51 %, 0.71 %, 1.63 %, 4.74 %,

0.74 %, 2.35 %, 0.26 %, 0.74 % 1.29 %

0.62 %, 0.72 %
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Table 8 Variation of gain and bandwidth with respect to substrate thickness

S. no. Thickness Full ground Half ground One-forth ground

1 1.4 mm Gain = 4.2898 dB Gain = 5.6992 dB Gain = 7.0237 dB

Double bands at
6.4 GHz,
9.4 GHZ

Triple bands at
1.4 GHz, 6.4 GHZ,
9.4 GHz

Four bands at 1.6 GHz,
6.4 GHZ, 7.9 GHz,
9.4 GHz

Bandwidth =
6.22 %, 12.76 %

Bandwidth = 1.79 %,
6.31 %, 12.07 %

Bandwidth = 6.44 %,
5.23 %, 1.71 %, 12.55 %

2 2 mm Gain = 5.7329 dB Gain = 6.6087 dB Gain = 6.7023 dB

Double bands at
6.3 GHz,
9.3 GHZ

Double bands at
6.3 GHz, 9.3 GHZ

Triple bands at 1.6 GHz,
6.3 GHZ, 9.3 GHz

Bandwidth =
7.19 %, 9.75 %

Bandwidth = 6.47 %,
9.8 %

Bandwidth = 7.09 %,
6.70 %, 10.67 %

Fig. 7 Fabricated structure and experimental setup of frequency independent antenna

Fig. 8 Experimental return loss of fabricated frequency independent antenna
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4 Conclusions

In this paper, the performance analysis and parametric study of frequency depen-
dent and frequency independent microstrip patch antennas are presented. A simple
idea of converting frequency dependent microstrip in to frequency independent
patch by dimensional changes and spacing are discussed. Observing the compar-
ative results of Simulated and experimental resonant frequencies, we can say that
the frequency dependent antenna has single band and frequency independent
antenna has double band characteristics. The proposed antennas used for ultra
wideband applications as the operating frequency of both the antennas lies in the
UWB (3.1–10.6 GHz) range. The deviations in practical results compared to sim-
ulated results are due to in-house manufacturing of proposed patch antenna struc-
tures and measurement environment.
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Table 9 Comparison of simulated and experimental results

Parameters HFSS Network analyzer

Start and stop frequencies 1–10 GHz 1–10 GHz
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Resonant frequency 6.4 GHz, 9.3 GHz 6.4 GHz, 8.59 GHz
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Implementation of Gait Recognition
for Surveillance Applications

K. Babulu, N. Balaji, M. Hema and A. Krishnachaitanya

Abstract There are various biometric measures that are used in industrial appli-
cations for identification of a human. They are signature verification, face recog-
nition method, voice, iris recognition methods, and recognition using digital
signatures. These existing human recognition methods have the following limita-
tions of not being unique, low reliability, and could easily traceable by intruders.
Gait is the walking style of a human. Gait can be recognized from a view-based
approach. In this approach two different image features are required; they are the
width of the outer contour of the silhouette and entire binary silhouette. Observation
vector can be obtained from the image feature by modeling the frame to exemplar
distance (FED) vector sequence with Hidden Markov Model (HMM) as it provides
robustness to recognition. In this paper an effort is made for gait recognition useful
in real time surveillance applications.

Keywords Gait � Feature vector � Frame to exemplar distance (FED) � Hidden
markov model (HMM)

1 Introduction

In recent days automated human recognition is a major component of surveillance.
An effective approach of identification is detecting physical characteristics of the
person. The surveillance application based on biometric feature is a challenging
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task as it difficult to get the face and iris information from a far distance, also the
captured image has less resolution. There are 24 different components to human
gait, and that, if all the measurements are considered, gait is unique [1].

1.1 Hidden Markov Model (HMM)

Hidden Markov Model is a statistical model in which it uses a Markov process with
hidden states. Hidden Markov Model (HMM) has a set of hidden states Q, an
output alphabet (observations) O, transition probabilities A, output observation
probabilities B, [2] and initial state probabilities Π. Usually the states, Q, and
outputs, O, are understood, so an HMM [2] is said to be a triple, (A, B, Π).

The hidden states are defined by the following Eq. 2.

Q ¼ qif g; i ¼ 1; 2; . . .:N ð1Þ

The transition probabilities are defined by Eq. 2.

A ¼ aij ¼ P
qiði¼tþ 1Þ
qiði¼tÞ

� �� �
ð2Þ

In the above equation P (qi(i=t+1) | qi(i=t)) is the conditional probability. Here A is
the probability [3] that the next state is qj given that the current state is qi. Here
Observations (symbols) [2] is defined by Eq. 3

O ¼ okf g; k ¼ 1. . .M ð3Þ

The Emission probabilities are defined by Eq. 4

B ¼ bik ¼ bi okð Þ ¼ P
ok
qi

� �� �
ð4Þ

Here B is the probability that the output is ok given that the current state is qi.
The initial state probabilities are defined by Eq. 5

p ¼ Pi ¼ P qi t¼0ð Þ
� �� 	 ð5Þ

Figure 1 indicates hidden states and observation sequences with set of output
probabilities bik and initial probabilities aij

92 K. Babulu et al.



2 Recognition of Gait

The characteristics can be efficiently captured by extraction of gait features. The
features should be chosen such a manner that they should be consistent and produce
good discriminability across different humans. Silhouette is chosen as a good
feature as it captures motion of most of the body parts [5]. After extracting the
silhouette either the entire silhouette [3] or the outer contour of the silhouette can be
selected based on the quality of the [4] silhouette. If the image data is of low quality
and low resolution then the binarized silhouette is an efficient image feature.

2.1 HMM Based Human Recognition Using Their Gait

The different phases or stances of human can be identified from a gait cycle [6].
Figure 2 Shows the 5 different frames extracted from gait cycle of two humans.

The key differentiators for human gait recognition are the appearance of the
stance and the transits across the stances during The better representation of a
person is to extract N exemplars (or stances) from the image sequence which will
minimize [1] the error in representation of person is given by following Eq. 6.

E ¼ e1. . .. . .::eNf g ð6Þ

A human is better represented with minimum number of errors by extracting N
exemplars from his image sequence. If we know the image sequence for an
unknown person J = {j(1), …, j(T)}, then the exemplars can be used for identifying
a human as defined by the Eq. 7.

Fig. 1 Hidden Markov
model
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ID ¼ argmin
j

XT
t¼1

min d yðtÞ; ejn
� � ð7Þ

Here y(t) indicate the image sequence of a person j [3] for all time instances t,
while n indicates the nth exemplar [3] of the jth individual. For a gait cycle [1], at
the initial stage a frame is similar in its characteristics to the first [3] exemplar when
compared to the other four. Further the frame will be similar to the second exemplar
as compared [3] to the others and so on. The probabilistic dependence gives the
information about the duration of a gait cycle [4] and the transition from one gait
cycle exemplar to the other.

3 Logic and Technology Involved

Initially image [1] features for a person j x j ¼ x jð1Þ; x jð2Þ; . . .. . .x jðTÞf g is
extracted and then we build a model for the gait of person j in the data base and then
use the output of the model which is an observation sequence, to identify this
person from different persons in the database.

The gait cycle of each person is divided into N number of equal segments, and
then we extract the image features for ith segment for all the gait cycles. Then for
each segment the mean (centriods) of the features are calculated and they are called
as the exemplar for that part. This process can be repeated for all the segments, then
resultant exemplar set is the optimal exemplar [1] set E = {e1

*, …, eN
* }. If x(t) is

feature obtained from the silhouette at time instant t, then the distance of x(t) from

Fig. 2 stances for gait cycle of two humans
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the [3] corresponding exemplars en 2 E can be calculated. This computed distance
is called as frame-to-exemplar distance (FED) vector. It is a one dimensional vector
extracted from the two dimensional image to reduce complexity. For the jth person
in the database FED vector can be obtained by following equation

f x
j

j ¼ d X jðtÞ; e jn
� � ð8Þ

FED vector components are time varying with respective to different states. This
temporal variation [3] in the FED vector components will results in transition across
exemplars. In vision-based activity recognition, researchers have attempted a
number of methods such as optical flow, Kalman filtering, Hidden Markov models,
etc., under different modalities such as single camera, stereo, and infrared. In
present work HMM is used which uses Markov process and has the advantage to
model the changing statistical characteristics that are being observed to obtain the
actual observations. In this model to calculate HMM parameters we assume
exemplars as the states of the HMM and the FED [1] vector sequence is considered
as observed process which is used as input for HMM [7].

The likelihood that the jth person will be matched by using the HMM parameters
would be calculated by using the log probability by the following Eq. 9

Pj ¼ log P
fy
kj

� �� �
ð9Þ

We repeat the above process for all the persons in the database. If the probability
of the unknown human with identity m is Pm, then Pm should be the largest among
the database with probabilities of different persons. Then the human with proba-
bility Pm would be considered as the matched person with the human with prob-
ability Pm.

4 Implementation of Gait Using Java

The above process can be implemented using java, which is a platform independent
language and can be used for any real time applications. The following is the
process by which we recognized the humans from different databases.

4.1 Data Flow Diagram

The data flow diagram gives the preliminary steps used to create a system along
with the inputs and outputs. Figure 3 shows the data flow diagram for identification
of humans using gait.

Implementation of Gait Recognition for Surveillance Applications 95



4.2 Video Capture and Framing

The test videos of different humans walking are captured and file operations are
performed on the captured videos for extracting sequence of frames. On these
captured videos, the frame grabber file operation is performed to extract sequence
of frames. Here a JAVA class file called ‘FFmpegFrameGrabber’ is used for
grabbing individual frames from the captured video file. For capturing the videos,
the following assumptions are considered, they are, the camera is static and the
human is moving and the other assumption is that multiple cameras can be used and
at least any one camera captures the side view of the human [4] (Fig. 4).

4.3 Motion Detection

A motion detection algorithm called “background subtraction algorithm” [2] is
applied to detect any moving object in the video and identify the object to classify
as humans (Fig. 5).

For each frame I and for the reference image Iref, the difference is classified as
foreground and is defined by following Eq. 10

Ival � Irefval


 

[ Th ð10Þ

Motion Detection

Image File Processing

Gait Representation 

Gait Recognition

 Video capturing &framing 
Fig. 3 Data flow diagram of
identification of humans using
their gait
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4.4 Image File Processing

In the Image file processing image operations such as reading and writing of the
images, pre-processing algorithms like edge finding, binarizing, and thinning are
performed. The Java built in classes File Input Stream and File Output Stream can
be used to read and write the image files.

user database

capturing videos of unknown persons

generating the frames from the video

choose the video with the side view

Fig. 4 Sequence diagram for video capturing and framing

user database

apply motion detection algorithm

classify them as humans

identifying the moving objects

Fig. 5 Sequence diagram for motion detection
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4.5 Gait Representation and Recognition

Here the input image sequence is applied to the preprocessing algorithms as dis-
cussed in the image file processing step above. FED vectors are generated for all the
elements in the image sequence and are trained with HMM to get the observation
feaures. Then these features are compared with the stored features to find the best
match. The Gait recognition process is explained through a sequence diagram in
Fig. 6.

5 Experimental Results

When the system is executed, the output of initial user interface is obtained as
shown Fig. 7. Here, the test path is given in the frame test path box and recognize
button is pressed for further recognition process.

Once the test path is given, it generates FED vectors for each person present in
the database as shown in the Fig. 8. After the generation of FED vectors, the
silhouettes that are in the format of Portable Grey Map (PGM) present in the test
folder are compared with the files present in the train folder and finally, if a person
is matched then the matched person with that specific person identity number will
be displayed.

user database

obtain the silhouettes

perform recognition

generate the fed vector

verify db

yes matching is found

sorry not found

Fig. 6 Sequence diagram for gait recognition
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Once the person is recognized then the corresponding person’s Input and Output
video frames are displayed. An efficient Graphical User Interface is developed for
Gait recognition as shown in the Fig. 9.

Fig. 7 Gait recognition window

Fig. 8 Matched result
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6 Conclusion

In this paper we have implemented an approach in which binarized silhouettes are
processed to get the image features and are further trained with HMM to obtain the
best observation sequence for recognization of an unknown human from the given
database. This approach is tested on different gait databases and the implementation
is working efficiently. The implementation is very much useful in all the real time
surveillance applications.
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Comparative Analysis of HVS Based
Robust Video Watermarking Scheme

Ch. Srinivasa Rao and V.S. Bharathi Devi

Abstract Digital watermarking is a technique of data hiding, which provide
security of data. This paper presents a comparative analysis of robust video
watermarking technique based on HVS (Human Visual system) quantization
matrix. The host video is partitioned into frames and owner’s identity watermark is
embedded in quantized transform coefficients. Scrambled watermark are generated
and embedded in each motionless scene of the host video. Experimental results
show no perceptual difference between watermarked frame and original frame and
it is robustness against a wide range attacks. PSNR (Peak Signal to Noise Ratio),
NCC (Normalized Cross Correlation) are computed and compared with other recent
video watermarking schemes. The proposed scheme offers high imperceptible and
robust results in terms PSNR and NCC.

Keywords NCC � HVS � PSNR � Hadamard transform � Slant transform and
discrete cosine transform (DCT)

1 Introduction

Digital video watermarking is a technique to hide the secret image (watermark
image) into the each scene of the host video resulting “watermarked video”. Digital
watermarking is found to be a solution for digital copyright protection. Applications
of video watermarking contain fingerprinting, broadcast monitoring, video
authentication and copyright protection. Watermarking technique can be catego-
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rized to in two ways they are visible and invisible watermarking. This paper is
based on invisible watermarking. Two requirements of invisible watermarking are
Imperceptibility and robustness. To maintain these two requirements optimally
proposed video watermarking uses HVS mathematical model and Hadamard
transform. Proposed video watermarking algorithm uses “Blind algorithm”. This
paper implemented in frequency domain based watermarking technique.

Digital image watermarking using DFT (Discrete Fourier transform) in phase
and frequency domains are presented in [1]. J.R. Hernandez et al. presented
watermarking using DCT in [2]. M.A. Suhail et al. in [3] watermarking is done
using DCT-JPEG compression model. Watermarking based on DWT (Discrete
wavelet transform) is presented in [4]. A novel block based watermarking is pre-
sented using SVD (Singular value decomposition) is presented in [5]. Human
Visual system based base robust video watermarking is presented in [6]. H. Hartung
et al. presented different approaches for video watermarking techniques in [7].
Robust Image watermarking based HVS in slant domain presented in [8].

The paper is organized as follows: Hadamard Transform is discussed in Sect. 2.
Information about HVS weightage matrix is presented in Sect. 3. Proposed
Watermark embedding and extraction processes are explained in Sect. 4.
Experimental results with robustness check and comparative performance evalua-
tion are discussed in Sect. 5.

2 Hadamard Transform

The proposed video watermarking algorithm uses Hadamard transform [9], it is
sub-optimal orthogonal transform with maximum energy compaction. This trans-
formation requires shorter processing time as it involves simpler integer manipu-
lations. Integer transforms are very much essential in video compression. It has ease
of hardware implementation than many common transform techniques. This
transformation is computationally less expensive.

3 HVS Weighting Matrix for Hadamard Transform

Proposed quantization matrix for Hadamard kernel [10] and with viewing dis-
tance = 320 is given in the following Table 1.

Proposed HVS quantization matrix for watermark embedding and extraction
process is presented in Table 1, based on this quantization matrix values proposed
watermarking process is able to maintain its requirements.
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4 Proposed Watermarking Scheme

Proposed watermarking process consists of two steps, watermark embedding and
watermark extraction processes. Watermark embedding and extraction process
steps are described below. Watermark embedding process detailed steps are given
in Fig. 1 and watermark extraction process steps are given in Fig. 2.

Table 1 HVS quantization matrix

4260.06050.03554.08507.05391.05404.02588.07470.0

8105.09769.05965.00000.19146.08654.05743.00000.1

5649.04619.02845.06206.05815.04450.03800.06101.0

8025.00000.17581.00000.19475.09737.05806.00000.1

4802.07619.03533.08266.06090.08280.05339.08792.0

6398.09695.06723.09253.06439.08143.04735.09772.0

2924.05786.0185.06166.03168.03054.01836.04838.0

8746.00000.17684.00000.19599.00000.16517.00000.1

Host Video Binary watermark 

Partitioned into frames later convert each 
frame RGB to YUV format

Extract “Y” component from 
each YUV frame of the Host video 

Block based Hadamard 

Transform 

Scrambled permutation 

Embedding watermark based 
on HVS Quantization matrix 

Inverse Hadamard transform

Concatenate all Y, U, V components of water-
marked frames of host video 

Concatenate all frames after convert-

ing YUV to RGB frames

Watermarked Video 

Fig. 1 Watermark embedding steps
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5 Experimental Results

Proposed watermarking scheme is presented by using HVS based Hadamard
transforms and compared the results with DCT and Slant transforms in terms PSNR
and NCC values. Experimental results are verified by taking these as inputs-Host
video-“Foreman.avi”, embedding image in each scene is “javacup.gif”, Embedding
algorithm uses Threshold (T) value as 30 and HVS quantization step size (Q) as 16.
By taking these parameters PSNR and NCC values are computed. Normally PSNR
gives quality of watermarked image (Eq. 1).

PSNR ¼ 20 log10
255ffiffiffiffiffiffiffiffiffiffi
MSE

p ð1Þ

PSNR values are computed for Slant, DCT, and Hadamard kernels. By com-
paring the results proposed transform results are more superior to other two
transforms. Robustness of the watermarking process is judged by using NCC value.
Equation for NCC is given in Eq. 2. NCC is correlation between embedded and
extracted images of the host video. NCC values are computed for all transforms and
the results shown that proposed transform results are more robust than other
transforms.

NCC ¼
P

i;j wði; jÞ:w^ði; jÞP
i;j ½wði; jÞ�2

ð2Þ

 Watermarked video 

Partitioned into frames later convert 
each frame RGB to YUV

Extract “Y” component from each 
YUV frame of the video 

Each Y component 
Segmentation into 8X8

Forward Hadamard 
Transform

Extracting watermark 
based on inverse of 

Embedding process 

Recover Watermark

Inverse
Scrambling

Fig. 2 Watermark extraction
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The comparative plot drawn between PSNR values versus number of frames for
host video is shown in Fig. 3a. It is observed that Propose method maintaining
better image quality for the watermarked video. The comparative plot drawn
between NCC values versus number of frames for host video is shown in Fig. 3b. It
is evident that propose method more robust.

5.1 Robustness Check

The robustness of the proposed method is observed by applying various attacks on
the watermarked frames of the watermarked video. Various attacks applied to the
watermarked video are Noise attacks (Salt and Pepper, Gaussian noise), Cropping
attacks (Central, Horizontal and vertical Cropping), Filtering attacks (Low pass,
High pass and Median filtering), JPEG compression attack, Blurring attacks
(Motion blur and Disk blur), Vertical Flipping attack, scaling attack and Rotation
attack. Proposed watermarking scheme survive for all these attacks. In Table 2.
Various attacks on the watermarked video with their PSNR and NCC values are
furnished. Attacked watermarked scene and respective extracted scene are also
included.

Different attacks applied on the watermarked which is prepared by using pro-
posed watermarking algorithm. For all these attacks how much imperceptible and
robust the algorithm will be observed by observing the attacked watermarked scene
and extracted watermark of the watermarked video.

Fig. 3 a and b Comparative plot for PSNR and NCC versus no. of frames
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Table 2 Variour attacks and their respective PSNR and NCC values on watermarked video

S. no Various attacks Watermarked scene of a host video Extracted logo

1 No attack

2 Scaling

3 Jpeg compression

4 Median filtering

5 Salt and pepper noise

6 Smoothing filtering

7 Central cropping

8 Motion blur

9 Disk blur

10 Sharpening

11 Vertical cropping

12 Vertical flipping

(continued)
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5.2 Comparative Performance Evaluation

Comparative evaluation is done to evaluate performance quality metric using the
equations given in Eqs. 1 and 2. The host video (foreman.avi) and watermark logo
(javcup.jpg) are taken for watermarking technique, and is achieved by Slant, DCT
and Hadamard transforms respectively. This is shown in Table 3.

Imperceptibility check for proposed method (Hadamard) is verified by calcu-
lating PSNR value of each scene of watermarked video and Robustness check for

Table 2 (continued)

S. no Various attacks Watermarked scene of a host video Extracted logo

13 Horizontal cropping

14 Gaussian noise

15 Rotation

Table 3 Comparative NCC values

PSNR NCC

Various attacks DCT Slant Hadamard
(proposed)

DCT Slant Hadamard
(proposed)

No attack 36.6311 36.5544 54.4833 0.7841 0.7686 0.9544

Central cropping 32.0064 31.8874 33.6243 0.7858 0.7724 0.9605

Vertical cropping 10.7858 10.7851 10.7945 0.8271 0.8214 0.9661

Horizontal
cropping

11.2855 11.2846 11.2954 0.8204 0.8158 0.9658

Vertical flipping 8.88674 8.8675 8.8745 0.7898 0.7742 0.9601

Low pass filtering 34.5629 34.1914 34.6230 0.8034 0.8050 0.9708

Sharpening 21.4742 22.2116 24.8953 0.7143 0.6962 0.7305

JPEG
compression

40.5883 38.5481 46.9442 0.783 0.7947 0.9652

Median filtering 40.8188 40.9323 42.5819 0.8039 0.8099 0.9606

Gaussian noise 20.4868 20.4771 20.5692 0.6067 0.5881 0.0748

Motion blur 31.6208 31.6077 31.6323 0.8041 0.7988 0.9901

Salt and pepper 32.7922 32.3851 34.3053 0.7590 0.7540 0.8823

Rotation 4.9712 4.9710 4.9714 0.8337 0.8185 0.8957

Scaling 39.5976 38.1849 59.6735 0.7891 0.7703 0.9620

Disk blur 28.0090 28.0056 28.0145 0.8946 0.8525 0.9992
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proposed method (Hadamard) is verified by calculating NCC values of each scene
of Emebedded image and Extracted image. Compared the results with DCT, Slant
transforms. Proposed method results are more optimal it is observed from Table 3.

Capacity, high perceptual quality and more robust against various attacks these
can be understand by observing Table 3 by computing PSNR and NCC values for
proposed and existing different transforms.

6 Conclusions

HVS based robust video watermarking technique by using Hadamard transform is
presented in this paper. The proposed method (using Hadamard) results are com-
pared with other transforms (Slant and Discrete Cosine Transforms). Proposed
method is more robust and imperceptible and can be seen from PSNR and NCC
values. Proposed method requires less computational time and also resilient to
many attacks. This technique can be extended by using different optimization
algorithms like Genetic Algorithm, Particle Swarm optimization Algorithm and
Differential Evaluation Algorithms for improved performance.
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Development of Microstrip Triple-Band
Filter Using Hybrid Coupling Path
Approach

M. Manoj Prabhakar, M. Ganesh Madhan
and S. Piramasubramanian

Abstract A multiple bandpass filter for 2.4, 3.6 and 5.2 GHz bands is designed
using hybrid coupling paths approach and simulated. The hybrid coupling paths are
implemented by coupled resonators structure. The filter is developed to provide
different bandwidth at various bands. The microstrip filter is implemented in FR4
substrate and the simulation results are compared with experiment. The filter
exhibits less than −10 dB return loss and low insertion loss in S11 and S21 char-
acteristics respectively.

Keywords Triple band � Stepped impedance resonator (SIR) �Microstrip � Hybrid
coupling � Bandpass filter

1 Introduction

Radio Frequency filters have become vital for modern wireless transceiver opera-
tions. Recent applications require wireless transceivers operating in multiple fre-
quency bands. Today’s wireless services operate at different frequencies and
bandwidths. Hence multiband filters become essential in transceivers. Combining
number of single band filters might be direct and simple, but large space requirement
and additional combining circuits restricts this approach. An alternate technique
utilizing the spurious frequency bands was reported by Makimoto and Yamashita
[1]. They have implemented the filter using Stepped Impedance Resonator (SIR).
Details of the resonance condition in SIR and their characteristics are also discussed
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in Ref. [2]. Using the same approach, Chang et al. [3] have designed a dual band
filter for 2.45 and 5.75 GHz bands. An ACSIR based dual band filter for UMTS and
WiFi bands operating at 2 and 5.8 GHz, was also reported [4]. Further, Lin and Chu
[5] have reported a multiple band pass filter operating at 1, 2.4 and 3.6 GHz, where
SIR technique is adopted for the design. However, the SIR technique involves
calculation of quality factors and coupling coefficients, which are cumbersome [6,
7]. A novel approach to overcome many of the short comings of the existing tech-
niques was reported by Chuang [8], where different coupling paths were used for
different bands, along with resonators. This approach leads to lesser computation
time. A dual band pass filter design is reported in ref [9, 10]. A triple band pass filter
for 900 MHz (GSM), 1.5 GHz (GPS) and 2.4 GHz (WLAN) is reported using
trisection SIR scheme [11]. We consider this scheme for our design of a triple-band
band pass filter for 2.4, 3.6 and 5.2 GHz bands. Two schemes viz., tapped feed line
and coupled feed line are conventionally used in filter design. In the case of tapped
feed line structure, additional resonators have to be implemented with appropriate
coupling, to ensure the required quality factor. Hence, we resort to coupled line feed
structure based implementation. The design involves evaluation of coupling coef-
ficient with respect to coupling gap. Compared to the dual band design of Ref. [6], a
similar structure with two additional resonators is required for the implementation.
For the bands considered in the present study, resonators 4 and 5 are small compared
with resonators 1 and 3, thereby necessitating a modification in the I/O coupling
structure. We introduce another coupling line for I/O coupling structure to match the
required Quality factor. With these modifications, the triple band filter is designed
and analyzed using an EM software and implemented in a low cost FR4 substrate.

2 Filter Design

The hybrid coupling paths approach, allows different band signals to follow dif-
ferent paths, leading to better controllability of bandwidth [8]. Figure 1 shows the
signal paths of the proposed filter. Five resonators are used to achieve the desired
hybrid coupling paths. The 2.4 GHz band signals passes through resonators 1 and 3.
The 3.6 GHz band passes through resonators 4 and 5 and 5.2 GHz travels through
1, 2 and 3.

Since both lower (2.4 GHz) and higher band (5.2 GHz) signals travels through
resonators 1 and 3, they exhibits stepped impedance at respective central fre-
quencies of the bands. A zero coupling at higher band is implemented by intro-
ducing quarter wavelength microstrip lines between first and third resonators. The
higher band coupling between resonators 1 and 3 is avoided by using a transmission
zero introduced by 90° coupled lines.

Resonator 2 does not allow lower band signal as it is non resonant. Further, it is
characterized by uniform impedance and resonates for the higher band signal. The
resonance conditions and impedance ratios are determined using the standard
procedures reported for dual band filter [8]. Resonators 4 and 5 are also
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implemented as Stepped impedance resonators. As the resonators 4 and 5 are small
compared with resonators 1 and 3, the I/O coupling structure has to be modified.
This is realized by introducing another coupling line for I/O coupling structure to
match the required Quality factor.

The resonance conditions for a single SIR as in Fig. 2 are determined by the
following transcendental equations [2]

tan h1 ¼ RZ cot h2 at f0 ð1Þ

cot ah1 ¼ �RZ cot ah2 at fs1 ð2Þ

where f0 and fs1 represent the fundamental and the first spurious resonance
frequencies. a = fs1/f0 denotes the frequency ratio and RZ = Z2/Z1 is known as the
impedance ratio. Terms h1 and h2 denote the electric lengths of the high and low
impedance sections respectively. In this work, ah2 ¼ 900 generates a transmission
zero at the higher band. The above conditions leads to h¼ h1¼ h2 [2] and

RZ ¼ tan
p
2
f0
fs1

� �� �
ð3Þ

Fig. 1 Coupling path for
a 3.6 GHz b 2.4 GHz band
c 5.2 GHz band

Fig. 2 Geometry of a SIR [2]
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The coupling coefficient between two adjacent resonators is controlled by the
gap between them. Gaps g13, g12 and g23 are applied for lower, higher bands
respectively and given by

Mi;iþ 1 ¼ FBWffiffiffiffiffiffiffiffiffiffiffiffiffi
gigiþ 1

p for i ¼ 1 tom� 1 ð4Þ

A coupled line feed structure is used for feeding the filter Table 1.
The required dimensions of the gaps between the resonators are calculated by

coupling coefficient between the resonators, which is determined from the simu-
lated S21 of the synchronous tuning circuit [8].

The external quality factor can be extracted by the simulated S11 of a singly
loaded resonator. The two physical parameters to meet the required external quality
factors of both bands simultaneously, are the coupling gap gf and the coupling
length Lf. The values of these two parameters are calculated numerically. External
quality factor is given by [4]

Qe ¼ g1
FBW

ð5Þ

From (3) RZ is found out as 0.78485. Considering Z2 as 50 Ω, Z1 is found as
63.705 Ω. The electric length θ is found out as 41.538°.

Figure 3, shows the structure for finding coupling coefficient between the res-
onators 1 and 3. In this structure, the ports are weakly coupled to the coupled

Table 1 Specifications and parameters for triple band filter

Parameter 2.4 GHz band 3.6 GHz Band 5.2 GHz band

Central frequency, GHz 2.4 3.6 5.2

bandwidth, MHz 120 60 250

Filter order 2 2 3

Passband ripple, dB 0.5 0.5 0.5

Quality factor 28.058 84.174 33.20304

Coupling coefficient 0.0502 0.016734998 0.036335

Fig. 3 Geometry of the filter [2]
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resonator structure. The structure is simulated, and from the S21 response, the
coupling coefficient can be found as

k ¼ � f 2p2 � f 2p1
f 2p2 þ f 2p1

ð6Þ

where fp1and fp2 are the two peaks of the S21 response. Repeating this for
different coupling spacing, the design curves are obtained and shown in the Fig. 4.

Figure 5 shows external quality factor variation coupling length Lf at different
spacing, gf, for the 2.4 and 5.2 GHz. Further, the two circles in the graphs, shows
the required quality factors at two bands. The values of coupling spacing and
coupling length at these points provide the data required for the final structure.

Fig. 4 Coupling coefficient variation with coupling spacing between the adjacent resonators
a 2.4 GHz band b 5.2 GHz band c 3.6 GHz band
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Figure 6 shows the quality factor for 3.6 GHz band versus coupling length for a
coupling spacing of 0.2 mm. The coordinates corresponding to the circle, in the
graph, denotes the required coupling length at I/O feeding structure for 3.6 GHz
band.

Figure 7 illustrates final structure of the triple band microstrip filter, which is
implemented in ADS software. Figure 8 depicts the photograph of the fabricated
filter.

Fig. 5 External quality factor
variation with coupling length

Fig. 6 External Quality
factor for 3.6 GHz band
versus coupling length for
coupling spacing s = 0.2 mm
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Measurements are carried out on the fabricated filter using an Agilent 8722
Network Analyzer and the results are compared with the simulation. The S21
measurement plotted in Fig. 9 shows a stop band attenuation level of 30 dB
between first two pass bands. However, the difference is only 15 dB, between the
stop band and higher pass bands. In the case of S11 measurement (Fig. 10), the
central band provides a return loss of −10 dB, whereas the other bands provide a
return loss greater than −10 dB. The measured insertion loss is low in the lower
band but increases at higher bands. The observed 3 dB bandwidths are 200, 120 and
310 MHz for 2.4, 3.6 and 5.2 GHz bands respectively. They closely match with the
results obtained in ADS simulation. At higher frequency bands the fabricated filter
shows increased attenuation. The deviations in the measured values with respect to
simulation, are due to the fabrication tolerances and substrate imperfections.

Fig. 7 Final layout of triple band filter

Fig. 8 Fabricated filter
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3 Conclusion

A multiple, band pass filter is designed in microstrip platform and simulated. The
design is implemented in FR4 substrate which achieves the bandwidth controlla-
bility in the three bands. The simulation results are found to agree with the
measurement.

Fig. 9 S21 response of the
triple band filter

Fig. 10 S11 response of the
triple band filter
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Security Issues in Cognitive Radio:
A Review

Shriraghavan Madbushi, Rajeshree Raut and M.S.S. Rukmini

Abstract Electromagnetic spectrum is a scarce, important and a very useful
resource. However, this resource has not been utilized effectively or in other words
most of the spectrum remains vacant. Due to fixed or licensed spectrum allocation
the spectrum remains vacant for a considerable amount of time. Cognitive radio, a
wireless and an intelligent technology was proposed by Joseph Mitola to make
efficient use of spectrum. The use of EM wave as a transmission medium makes
security a major concern in Cognitive Radio as these are easily susceptible to
attacks. Also, being a flexible wireless network technology it is susceptible to
traditional threats as well as unique attacks which will have an adverse effects on its
performance. This paper introduces the Cognitive Radio technology and mainly
focuses on security issues related to it. Further, we present a layered classification of
security issues of this exciting area of communication technology.

Keywords Cognitive radio � Spectrum � Software defined radio � Security issues

1 Introduction

Wireless Network technology has witnessed a remarkable growth during the last
decade. In 1985 the FCC (Federal Communications Commission) issued a mandate
defining several portions of the Electromagnetic spectrum as “license-exempt”
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[1, 2]. Some bands of the spectrum were allowed to operate without the need of
license and this was called as the Industrial, Scientific and Medical (ISM) band.
This declaration of FCC and the advent IEEE 802.11/a/b/g standards has brought a
revolution in the wireless domain [1]. The ISM band, being license free, has thus
become overcrowded resulting in increased interference and contention [1].
Although the ISM band is overcrowded, there are several licensed bands of spec-
trum which are being under-utilized. Licensed band here refers to band of spectrum
which is allotted by FCC by the traditional and static allocation process of spectrum
assignment serving a distinct service or several channels of distinct service [1]. The
static allocation, however differs from country to country, it has been observed that
the part of spectrum is not utilized efficiently. It was Joseph Mitola, who proposed a
novel idea of the opportunistic use of spectrum which was under-utilized. He
proposed an idea of using a novel device called Cognitive Radio (CR). Cognitive
radio is the term coined by Mitola and Maguire in an article wherein they describe it
as a radio that understands the context in which it finds itself and as a result can
tailor the communication process in line with that understanding. The intercon-
nection of Cognitive Radios (CRs) will form a Cognitive Radio network (CRN) [2].
Simon Haykin [3] defines Cognitive Radio as: An intelligent wireless communi-
cation system that is aware of its surrounding environments (i.e., outside world),
and uses the methodology of understanding-by-building to learn from the envi-
ronment and adapt its internal states to statistical variations in the incoming RF
stimuli by making corresponding changes in certain operating parameters (e.g.,
transmit-power, carrier-frequency, and modulation strategy) in real-time.
A cognitive radio is a device which has four broad inputs [4], namely, (i) an
understanding of the environment in which it operates, (ii) an understanding of the
communication requirement of the user(s), (iii) an understanding of the regulatory
policies which apply to it and (iv) an understanding of its own capabilities. One of
the major concerns in any Wireless Communication is that of security. This paper
focuses mainly on the security issues related to the Cognitive Radio. The paper is
further organized as follows. Section 2 describes the basics of Cognitive Radio.
Section 3 discusses the security threats in detail. At the end the conclusions and
motivation for future research are discussed.

2 Cognitive Radio Basics

Cognitive Radio in a way is a “smart radio”. Generally there are two types of CRs
[2]: Policy Radios and Learning Radios. Policy radios, by looking at the word
“policy” we can conclude that, it is a radio that has to follow some predefined
policies that will decide its behavior. Learning radios on the other hand have a
learning engine which allows the radio to learn from its surroundings and can
configure or re-configure its state. These radios make the use of a variety of
Artificial Intelligence (AI) learning algorithms as well.
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In CR scenario there will be two categories of users (i) primary users [PUs],
holding a license of a particular portion of spectrum, and (ii) secondary users [SUs],
also called cognitive users who do not hold the license but still, can use the portion of
spectrum allotted to the PUs in an opportunistic manner. Here one thing has to be
concentrated that, this should not interfere or hamper the performance the of the
licensed user. The main objective of CR is to sense the spectrum and make its
opportunistic use. The free spectrum portions are referred to as “white spaces” or
“spectrum hole”. Cognitive Radio technology is aWireless Network Technology and
is vulnerable to all traditional threats of Wireless Networks in addition to the unique
threats introduced with the advent of this new area of Wireless Communication.

A Cognitive radio is based on what is called a Software Defined Radio (SDR). The
software allows the radio to tune to different frequencies, power levels, modulation
depending upon its learning and the environment in which it operates [15].

The Cognitive Radio is expected to perform the following four functions as
follows [5]:

1. Spectrum Sensing: detection of “white spaces” or the portion of spectrum vacant
for use. This must also ensure that no Primary User (licensed user) is not
operating at the same time.

2. Spectrum Management: selection of the best spectrum hole for transmission.
3. Spectrum Sharing: sharing of spectrum with other potential users.
4. Spectrum Mobility: vacate the band when a licensed user is detected (spectrum

handoff).

The functions mentioned above form a cognition cycle which forms the basis on
which the Cognitive Radio operates. In his thesis Mitola [6] has described the
cognitive cycle consisting of five states namely Observe, Orient, Plan, Decide and
Act. The following figure, Fig. 1 shows the cognitive cycle described by Mitola.

Fig. 1 The cognition cycle
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Till now we have discussed basics of Cognitive Radio. The study of any
Wireless Network would be incomplete unless we explore its topology. As far as
the Cognitive Radio topology is concerned three different architectures have been
discussed in [7]. These are as follows: (i) Infrastructure, (ii) Ad-Hoc and (iii) Mesh.
Infrastructure Networks have Base Station (BS) also called as access points.
A device can communicate with other devices within the vicinity through the base
station. The communication between these devices can be routed via the base
station. Ad- Hoc topology is formed by devices without the need of a base station
These communicate with each other by establishing links between themselves
making use of different communication protocols available. Mesh topology is a
combination of the above two topologies.

3 Security Threats in Cognitive Radio

A “security threat” is described as a potential violation of security wherein it can be
intentional like a deliberate attack or unintentional due to an internal failure or
malfunctions [5].

An attack is considered strong if it involves a minimal number of adversaries
performing minimal operations, but causing maximum damage or loss to the
Primary Users and/or Cognitive Radio [8].

A detailed analysis of security requirements are done in [5] and they are defined
as follows:

1. Confidentiality: confidentiality of the stored and communicated data must be
ensured by the system.

2. Robustness: the system must resist against attacks and provide communication
services as per service level agreements.

3. Regulatory framework compliance: the system must adhere to rules and regu-
lations or policies.

4. Controlled access to resources: access to information or resources by unau-
thorized users must be avoided.

5. Non-Repudiation: non-denial of the responsibility for any of the activities per-
formed by an entity of the system.

6. System integrity: system must guarantee the integrity of its system components
7. Data integrity: system must ensure the data, may be stored or communicated

must not be illegally modified.

The Cognitive Radio technology must enforce the security triad of confiden-
tiality, integrity and availability (CIA) [9].

We now discuss the security threats in Cognitive Radio with respect to the
security requirements discussed earlier. The attacks generally follow a layered
approach [7] and thus we also further categorize these threats according to different
protocol layers they target. We will categorize these attacks as follows:
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(i) Physical layer attacks
(ii) Link layer attacks (also known as MAC attacks)
(iii) Network layer attacks
(iv) Transport layer attacks
(v) Application layer attacks

In addition to above we also discuss cross layer attacks which are specifically
targeting one particular layer but affect the performance of another layer.

As described in [2] the different classes of attacks which an attacker can con-
struct is categorized as follows:

(i) Dynamic Spectrum Access Attacks
(ii) Objective Function Attacks
(iii) Malicious Behavior attacks

3.1 Physical Layer Attacks

It is the bottom layer of the protocol stack and provides an interface to the trans-
mission medium. It consists of a medium that makes two network devices com-
municate with each other such as cables, network cards etc. In Cognitive Radio the
medium is atmosphere. The physical layer determines the bandwidth, channel
capacity, bit rate etc. In Cognitive radio the spectrum is accessed as and when it is
found unoccupied, this makes the physical layer complex. We now discuss some
attacks specific to the physical layer.

3.1.1 Primary User Emulation Attack [PUEA]

A fundamental function of Cognitive Radio is to sense the spectrum which we refer
to as spectrum sensing and the spectrum has to be shared in an opportunistic
manner [16]. The secondary user has to vacate the currently used spectrum as and
when it detects an incumbent (Primary User) signal to avoid the interference. This is
referred to as the spectrum hand off.

For a fair spectrum sharing it is necessary that the CR must recognize the
primary user signals. Nodes launching PUEA are of two types [1]:

• Greedy nodes which transmit fake primary user signals forcing all other users to
vacate the band in order to acquire its exclusive use.

• Malicious nodes that copy primary user signals in order to cause Denial of
Service (DoS) attacks. These nodes can cooperate and can transmit fake primary
user signals in more than one band resulting in hopping of a CRN form band to
band hampering its entire operation.
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In PUEA [13], the attacker emulates the primary user signal to access the
resources. The secondary user will be under the impression that a primary user is
using the spectrum band and thus, it will vacate the band. Now, if the attacker’s
goal is to increase its share of spectrum then we refer this as selfish PUEA. This
attack can be conducted simultaneously by two attackers by establishing a dedi-
cated link between them [7].

If the attacker’s goal is to prevent other legitimate users from using the spectrum
then we refer this attack as a malicious PUEA.

The PUEA can target both types of cognitive radios Policy Radios and Learning
Radios [2, 7] with different severity. The Fig. 2 shows the PUEA scenario [10].

3.1.2 Objective Function Attack

The radio parameters include center frequency, bandwidth, power, modulation type,
coding rate, channel access protocol, encryption type and frame size [2, 7]. The

Fig. 2 PUEA scenario
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cognitive engine manipulates these parameters to meet one or more objective
functions. The objective function attacks are those in which algorithms that utilize
the objective functions are attacked. Another name for objective function attacks is
“belief-manipulation attacks” [9].

Intrusion Detection systems (IDS) are used for detecting Objective function
attack. The IDS may be a mis-use based method or anomaly based method. The first
method uses the signatures of attack. While the other makes use of the abnormal
behavior of the system to detect an attack. Thus the attacks not known before hand
can be detected by the later system. It is worth mentioning here that the IDS follows
the FCC constraint of not modifying the Primary User system [17]. IDS operates in
two phases, the profiling phase and the detection phase [10].

3.1.3 Jamming

Similar to the conventional wireless technology, the Cognitive Radio receiver
requires a minimum signal-to-noise ratio (SNR) decode a digital signal. One of the
traditional attack strategy is to reduce the SNR below a threshold value by trans-
mitting noise over the channel this is also referred to as “receiver jamming” [11].
Now there may be a case wherein the performance of the receiver node is poor and
this may or may not be due to jammer. Sometimes this performance may be poor
due to natural causes, say network congestion, for example. Jamming is an attack
that can be done in the physical and the MAC layers [7]. There are four types of
jammers namely 1. Constant Jammer, 2. Deceptive Jammer, 3. Random Jammer,
and 4. Reactive Jammer [7]. A Constant Jammer is the one that is continuously
sending out data packets, while doing so it will not wait for channel to be idle and
also it has no regard for other users on the channel. A Deceptive Jammer will send
out packets continuously such that other users will switch to receive states and will
remain in that state. A Random Jammer will take breaks between jamming signals
and it may behave as a constant or a deceptive jammer during the jamming phase.
Lastly the reactive jammer is the one that will sense the channel all the time. It starts
transmitting the jamming signals whenever it detects a communication in the
channel and thus it is difficult to detect a reactive jammer. “Intentional Jamming” is
one of the most basic types of attacks [9] in which the attacker continuously and
intentionally transmits data packets on a licensed band making it unusable for both
the primary and secondary users. In Primary Receiver Jamming an attacker close to
the primary user will send request for transmission from other secondary users. This
will divert the traffic towards the primary user which will in turn create interference
to the primary user.

3.1.4 Overlapping Secondary User

A geographical region may contain coexisting and overlapping secondary net-
works. An attacker in one network can transmit signals that may cause harm to the
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primary and secondary users of both networks. The malicious node is not in the
control of the users of the network or under the direct control of the station. This is a
direct attack on the capability of the cognitive radio network for spectrum sensing
and sharing of both infrastructure and ad hoc based networks. This further results in
the denial of service attack [9].

3.2 Link Layer Attacks

3.2.1 SSDF Attack (Byzantine Attack)

The 802.11 data link layer consists of two sub layers. These are LLC and MAC.
MAC supports multiple users on a shared medium within the same network. The
“Spectrum Sensing Data Falsification” (SSDF) attack is also called as “Byzantine
Attack”. The attacker in this attack is the legitimate user of the network and is
called “Byzantine”. This attack is for selfishly acquiring the spectrum availability
and occupancy or with the goal of destructing the entire communication system. We
analyse this attack from two different scenarios.

i. distributed CRN
ii. centralized CRN

In a distributed CRN the spectrum sensing information is based on the obser-
vations of the secondary user itself and on the basis of the observations shared by
the secondary users. In other words the spectrum information is shared in collab-
oration between the secondary users. In a centralized CRN different secondary users
sense the environment and the spectrum sensing information is send to a fusion
center (FC). The FC is responsible for collecting the data and on the basis of this
data the FC provides information regarding frequency bands. that are free or busy.
The manipulation of fusion center data will prevent the user from accessing the
vacant band or it may allow to use a band that is already in use resulting in
interference.

This attack has more impact in a distributed CRN wherein false information can
propagate quickly. However, in case of centralized CRN a smart FC can compare
the data received by different CRs and identify which CR may be providing false
information [14].

3.2.2 Control Channel Saturation DoS Attack (CCSD)

In a multi hop CRN a channel negotiation is necessary in a distributed manner.
After channel negotiation the CRs can communicate with each other. Now, when
many CRs want to communicate with each other the channel negotiation becomes a
problem as the channel can support only a limited number of data channels. An
attacker will therefore try to send MAC control frames thereby saturating the
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control channel which results in poor performance of the network with approximate
zero throughput.

It has been further observed that this attack has more impact on multi hop CRNs
as compared to centralized CRNs. This is because of the fact that the MAC control
frames are authenticated by the base station and thus forging MAC frames is almost
impossible.

3.2.3 Selfish Channel Negotiation (SCN)

A selfish channel in a multi hop CRN can refuse to forward any data for other hosts.
This selfish behavior will result in conservation of energy and an increase in the
throughput. Some other selfish host alters the MAC behavior of the other CR
devices and thus claim the channel at the expense of other hosts. This scenario leads
to the severe degradation of the throughput of the entire CRN.

3.2.4 Control Channel Jamming

Cognitive Radio users cooperate among themselves with the help of control
channels. An attacker if attacks a control channel, known as control channel jam-
ming (CCC) attack, the receivers are prevented from sensing the valid messages
when an attacker injects a strong signal in the control channel. This scenario leads
to the denial of service for the users in that particular network.

3.3 Network Layer Attacks

It has been found in literature that much research has been focussed on MAC and
PHY layers. Network layer helps in routing of data packets from source node to
destination node maintaining the quality of service. Routing in CR is a challenge
due to spectrum handoff and dynamic spectrum sensing. As stated earlier Cognitive
Radios are prone to attacks similar to classic Wireless networks. In addition to this
CR is vulnerable to attacks which also plague the wireless sensor networks. Here
we discuss two major attacks namely, Hello flood attack and Sink hole attack.

3.3.1 Hello Flood Attack

This attack has been investigated as an attack against a Wireless Sensor Network
(WSN) and can be applied to a CR scenario as well due to its routing strategies. In
this attack, an attacker first broadcasts a message to all the nodes in a network. This
is an advertisement where an attacker offers a high quality link to a particular
destination using high power to convince the node that the attacker is a neighbor.
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As a lot of power is put, the strength of the received signal will be high and the node
convinces itself that the attacker is its neighbor, although the attacker is far away
from the node. In this way all nodes will forward data packets to the attacker
assuming that the attacker is their neighbor. However, when the attack is detected
the nodes will lose their data packets and find themselves alone with no neighbor
nearby them. Some of the protocols used to exchange information between
neighbors for maintaining topology may also be attacked.

3.3.2 Sinkhole Attack

Cognitive Radio uses multi hop routing similar to the Wireless Sensor Network
(WSN). In this type of attack the attacker will be advertising itself as the best route
to a specific destination thereby enticing the nodes neighboring the attacker. Once
the attacker wins the trust of its neighbors, the neighbors themselves promote or
advertise the attackers path as the best route. Now, the attacker has the capability to
send the receives packets directly to the base station using high level power. Once
the trust has been established that the attacker’s route is the best route the attacker
can begin other attacks for example, eavesdropping, selective forwarding attack by
forwarding data packets from selected nodes, dropping received packets, modifying
data packets etc.

3.3.3 Worm Hole Attack

It is closely related to the sink hole attack. A wormhole attack is generally per-
petrated and administered by two malicious nodes. These nodes understate the
distance between them by relaying the packets along an out-of-bound channel that
is unavailable to other nodes [9]. In this attack the nodes are convinced by the
attacker that they are only one or two hops away via the adversary. However, the
nodes will be usually multiple hops from the base station. The attacker thus can
receive the packets for forwarding or can capture the packets for eavesdropping.
Another interesting scenario here is that the attacker can stop relaying the packets
which would create the separation of the network. Network routing protocols thus
have to be implemented and the attacker will be provided additional information
which will help the attacker to perpetrate other potential attacks.

3.3.4 Sybil Attack

Some local entities perceive the other remote entities as informational abstractions
(entities) without the physical knowledge of the remote entities. A sybil attacker
will create a large number of pseudonymous identities so as to gain a large influence
on the network. A system must exhibit the capability to ensure and identify that
distinct identities refer to distinct entities. Generally an attacker will pair sybil attack
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with Byzantine attack or Primary User Emulation attack so that the entire decision
making process gets effected.

3.3.5 Ripple Effect

The Cognitive Radio senses the spectrum and utilizes the portion of spectrum that is
free. While doing so it performs spectrum handoff whenever it senses the Primary
User (PU) so that interference is avoided. The ripple effect is similar to Byzantine
attack or Primary User Emulation Attack [PUEA] [9]. The wrong channel infor-
mation is shared so that the nodes change their channel. Here the attacker sends the
false information hop by hop so that the network enters a state of confusion.

3.4 Transport Layer Attacks

3.4.1 Key Depletion

The protocols used for IEEE 802.11 are prone to key repetition attacks. The
transport layer protocols establish cryptographic keys at the beginning of each
transport layer session. Due to the generation of large number of keys there is a
possibility that the sessions key that are generated will be repeated. This repetition
of keys may result in the breaking of the cipher system.

3.5 Application Layer Attacks

3.5.1 Cognitive Radio Virus

This attack is due to the self propagating behavior of Cognitive radio [2]. In this
attack a state that is introduced in a Cognitive Radio will cause a behavior that
induces the same state in another Cognitive radio and so on. Thus, the said state will
propagate through all the radios in that particular area. The self propagating
behavior of radio thus can infect the entire network. These types of attacks can even
spread between the radios that never had any protocol interaction.

3.6 Cross Layer Attacks

The cross layer attacks target the multiple layers and can affect the whole cognitive
radio cycle. Attacks discussed in previous sections can be combined to form cross
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layer attacks. Generally the cross layer attacks target one layer but affect the per-
formance of another layer.

3.6.1 Routing Information Jamming

In this attack the targeted node performs a spectrum handoff and it stops all ongoing
communication, switches to a new spectrum band, identifies the neighbouring
nodes. The targeted node will not be able to receive the routing information until
the spectrum handoff is complete. This is referred to as deafness [9]. Till the
completion of hand off process the targeted and its neighboring node will be using
the stale route for communication We know that spectrum hand off is an important
event in cognitive radio. There will be some delay while switching from one
spectrum band to another spectrum band. This delay during transition is a matter of
consideration. This delay allows the attacker to jam the routing information among
the nodes. The nodes will therefore follow some stale routes and route the packets
on an incorrect route. This attack can be made more severe if the targeted node
performs spectrum hand off more frequently. This attack scenario has been dis-
cussed in detail in [12].

3.6.2 Small Back-Off Window

This attack is feasible against the cognitive radio networks using Carrier Sense
Multiple Access with Collision Avoidance (CSMA/CA) protocol at the MAC layer
[9]. The main motive of this attack is to gain more access to the channel by
manipulating the contention protocol parameters (by choosing a very small back
off, window) to obtain overall or more frequent access to the channel.

3.6.3 Lion Attack

This attack takes place at the physical layer or the link layer and targets the
transport layer. The main motive behind this attack is to destroy the TCP con-
nection. In this type of attack the attacker makes use of the Primary User Emulation
Attack [PUEA]. As we know that the Secondary User [SU], whenever detects a
primary signal has to perform spectrum handoff. However the TCP will not be
aware of this handoff and will continue to send packets as usual without any
acknowledgment. As the TCP receives no acknowledgment it considers that the
segment is lost and re-transmit the segment resulting in delays and packet loss. This
attack may be more severe if the attacker knows in advance and moves to the
channel to which the secondary user will be hopping to. This scenario is similar to
the Denial of Service (DoS) Attack.
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3.6.4 Jelly Fish Attack

The jelly fish attack and the lion attack are related that they both target the
TCP. This attack targets the transport layer, however, the attack is performed at the
network layer. In this attack the attacker intentionally reorder the packets it receives
and forwards. These re-transmissions severely degrades the performance. Further if
the malicious node randomly delays the packets the TCP timers will be invalid
resulting in network congestion [9]. The jelly fish also obeys the data plane and the
control plane protocol rules making it difficult to distinguish between the attack and
congested network [9].

3.7 Software Defined Radio (SDR) Security

SDR security is another area of critical importance. SDR security is important due
to its capacity to reconfigure itself. SDR security falls in two main categories [1]:

i. Software based protection, and
ii. Hardware based protection.

Software based protection is to defend against the malicious software download,
buggy software installation etc. Hardware protection involves the implementation
of hardware components. These monitor several other parameters of the SDR [5].

4 Conclusions

It has been observed that several portions of the licensed spectrum are underutilized
and on the other hand the user demand for spectrum usage is increasing. The
solution proposed is in the form of a promising technology called as the Cognitive
Radio technology. The Cognitive Radio technology being a wireless technology is
vulnerable to various attacks including those which also plague the traditional
Wireless Networks as well as Wireless Sensor Networks. This technology faces
many security threats mainly due to its two interesting characteristics namely
cognitive capability and reconfigurability. This paper discusses almost all types of
attacks affecting the Cognitive Radio technology. Further, we have analyzed all
these attacks from a layered approach point of view. The so called cross layer
attacks and the Software Defined Radio (SDR) security threats can affect the overall
functioning of the cognitive cycle. Being a review paper, only attacks affecting the
Cognitive Radio, and no mitigation techniques of any of these attacks have been
discussed in this paper. We further conclude that the security of primary user is of
paramount importance, thus we emphasize more on security of primary user for our
work in future.
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GPS C/A Code Multipath Error
Estimation for Surveying Applications
in Urban Canyon

Bharati Bidikar, G. Sasibhushana Rao, L. Ganesh
and M.N.V.S. Santosh Kumar

Abstract Global Positioning System (GPS) is satellite based navigation system
implemented on the principle of trilateration, provides instantaneous 3D PVT
(position, velocity and time) in the common reference system anywhere on or above
the earth surface. But the positional accuracy of the GPS receiver is impaired by
various errors which may be originating at the satellite, receiver or in the propagation
path. These errors have assumed importance due to the high accuracy and precision
requirements in number of applications like the static and kinematic surveying,
altitude determination, CAT I aircrafts landing and missile guidance. In this paper,
the error originating at the receiver due to multiple paths of the satellite transmitted
radio frequency (RF) signal is estimated. Multipath phenomenon is prevalent par-
ticularly in urban canyons, which is the major error among other GPS error sources
originating at the receiver. The algorithm proposed in this paper estimates the error
using coarse/acquisition (C/A) code range, carrier phase range and Link1 (L1) and
Link2 (L2) carrier frequencies. This algorithm avoids the complexity of the error
estimation using conventional methods where sensitive parameters such as the
geometry or the reflection coefficient of the nearby reflectors are considered. The
error impact analysis presented in this paper will be useful in selecting the site for
GPS receiving antenna where the reflection coefficients are hard to measure up to the
required accuracy. Analysis of the change in intensity of this error with respect to
elevation angle of the satellite will facilitate in selecting pseudoranges with least
error. Error estimation and range modeling proposed in this paper will be a valuable
aid in precise navigation, surveying and ground based geodetic studies.
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1 Introduction

GPS applications are not limited only to precise positioning. GPS also finds its
application in surveying, missile guidance, military and civil aviation [1]. However,
the accuracy, availability, reliability and integrity of GPS navigation solution are
impaired by various errors originating at the satellites like orbital errors, satellite
clock errors [2]. Whereas the receiver clock errors, multipath errors, receiver noise
and antenna phase centre variations are the errors originating at the receiver [3].
Also the propagation medium contributes, to the delays in the GPS signal propa-
gation as it passes through the earth’s atmosphere [4]. In addition to these errors, the
accuracy of the navigation solution is also affected by geometric locations of the
GPS satellites as viewed by the receiver. Hence error estimation and correction is of
prime concern in precise navigation applications. In this paper, the error originating
at the receiver i.e. multipath error is addressed.

Multipath affects both the C/A code range and carrier phase measurements [5].
But the C/A code range multipath is much larger than the carrier phase multipath.
The multipath error originating at the receiver is very sensitive to the geometry and
the reflection coefficients of the nearby reflectors which depend on the weather
conditions [6]. These parameters limit the efficiency of the conventional multipath
modeling methods. But in this paper an algorithm is proposed to calculate the
multipath error on GPS L1 C/A code range measurement of L1 frequency using
pseudorange, carrier phase, L1 and L2 carrier frequencies (fL1 = 1575.42 MHz and
fL2 = 1227.60 MHz) [7]. The pseudorange measurements of visible satellite are
corrected for the respective multipath error and the receiver position is calculated.

In this paper multipath errors for Satellite Vehicle Pseudorandom noise
(SVPRN) 07, 23, 28 and 31 are estimated for the pseudorange and carrier phase
measurements obtained for a geographical location in the Indian subcontinent for
typical ephemerides collected on 11th March 2011. The proposed algorithm and the
impact analysis done in this paper will also be a valuable aid for setting up the GPS
receiver antenna.

2 Multipath Error Modelling

In precise positioning applications, multipath is major error source and impact
needs to be calculated especially in urban canyon while setting up GPS receiving
antenna [8]. This error is due to transmitted carrier signal taking multiple paths in
addition to the line of sight signal path to antenna [9]. Multipath occurrence
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depends on the properties of the reflector, the antenna gain pattern and the type of
correlator used in a receiver [10]. Multipath components or the reflected signal
takes more time to reach the receiver than direct signal this interferes with the
correlator in GPS receiver to precisely determine transit time of the signal [11]. This
affects both C/A code and P code measurements on transmitted carrier signal [12].
In this paper, the multipath error is modeled considering the GPS observables and
the carrier frequencies.

PL1 ¼ qþ IL1 þMPL1 ð1Þ

where,
PL1 Pseudorange on L1 frequency (m)
q Geometric Range (m)
IL1 Ionospheric delay on L1 frequency (m)
MPL1 Multipath error on PL1 (m)

/L1 ¼ q� IL1 þ kL1NL1 þm/L1 ð2Þ

/L2 ¼ q� IL2 þ kL2NL2 þm/L2 ð3Þ

where,
/L1 Carrier phase measurement on L1 frequency (m)
/L2 Carrier phase measurement on L2 frequency (m)
NL1; NL2 Integer ambiguity on L1and L2 frequencies respectively
kL1 Wavelength of L1 carrier frequency (m)
kL2 Wavelength of L2 carrier frequency (m)
m/L1 Multipath error on /L1 (m)
m/L2 Multipath error on /L2 (m)

The multipath error on carrier phase measurements is negligible compared to
error on pseudorange. Hence m/L1 and m/L2 are assumed as zero. The expression
for MPL1 can be obtained by forming the appropriate linear combinations (Subtract
Eq. (2) from Eq. (1)).

PL1 � /L1 ¼ 2IL1 � kL1NL1 þMPL1

MPL1 � kL1NL1 ¼ PL1 � /L1 � 2IL1
ð4Þ

To represent the above equation in ionospheric (I1) delay term free form, the
Eq. (3) is subtracted from Eq. (2) and rearranged as below,

/L1 � /L2 ¼ IL2 � IL1 þ kL1NL1 � kL2NL2 ð5Þ
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In the above equation IL2 is substituted in terms of IL1 where, the ionospheric
delays (IL1 and IL2) are inter related to the respective carrier frequencies ( fL1 and fL2)
as,

ð fL1=fL2Þ2 ¼ IL2=IL1 ð6Þ

/L1 � /L2 ¼ ð fL1=fL2Þ2 � IL1 � IL1 þ kL1NL1 � kL2NL2

/L1 � /L2 ¼ ðð fL1=fL2Þ2 � 1Þ � IL1 þ kL1NL1 � kL2NL2

ð7Þ

Simplifying the Eq. (7) we get,

IL1 ¼ 1=ðð fL1=fL2Þ2 � 1Þ � ð/L1 � /L2Þþ 1=ðð fL1=fL2Þ2 � 1Þ � ðkL2NL2 � kL1NL1Þ
ð8Þ

Substituting the above expression for I1 in Eq. (4) we get,

MPL1 � kL1NL1 ¼ PL1 � /L1 � 2=ðð fL1=fL2Þ2 � 1Þ � ð/L1 � /L2Þþ 2=ðð fL1=fL2Þ2
� 1Þ � ðkL2NL2 � kL1NL1Þ

ð9Þ

Rearranging the terms in Eq. (9) we get,

MPL1 � ðkL1NL1 � 2=ðð fL1=fL2Þ2 � 1Þ � ðkL2NL2 � kL1NL1ÞÞ
¼ PL1 � ðð fL1=fL2Þ2 þ 1Þ=ðð fL1=fL2Þ2 � 1Þ � /L1 þ 2=ðð fL1=fL2Þ2 � 1Þ � /L2

ð10Þ

In above equation ðkL1NL1 � 2=ðð fL1=fL2Þ2 � 1Þ � ðkL2NL2 � kL1NL1ÞÞ is con-
stant and expectation of MPL1 is assumed as zero. The impact of the multipath error
and its variation with respect to elevation angle of the satellites for the entire
duration of observation are analysed. This analysis will be helpful in kinematic
applications where multipath signal become more arbitrary, particularly in aircraft
navigation and missile guidance where the reflecting geometry and the environment
around the receiving antenna changes relatively in random way [13].

3 Results and Discussion

Statistical analysis of the results shows that multipath error is too large to neglect.
These errors are estimated for geographical location (xu = 706970.90 m
yu = 6035941.02 m zu = 1930009.58 m) in the Indian subcontinent for typical
ephemerides collected on 11th March 2011 from the dual frequency GPS receiver
located at Department of Electronics and Communication Engineering, Andhra
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University College of Engineering, Visakhapatnam (Lat: 17.73°N/Long: 83.319°E),
India. For the observation period of 24 h, analysis of the error which is supported by
the relevant graphs and the tables are presented in this paper. During this obser-
vation period out of 32 satellites, minimum of 9 satellites were visible in each
epoch. Though the error is computed and analyzed for all the visible satellites, in
this paper the multipath error estimated for SV PRN07, 23, 28 and 31 are presented.
Navigation solution for each epoch is calculated using the pseudoranges (multipath
error corrected) of all visible satellites.

Table 1 illustrates the multipath error for four typical satellites. Similar results
were also obtained for all the visible satellites. The table also details the error in
receiver position distance from the surveyed location. Figure 1 shows the trajectories
of the Satellites 07, 23, 28 and 31 with respect to elevation and azimuth angles. The
subplots of Fig. 2 show the change in multipath error with respect to change in
elevation angle. From the Fig. 2a–d it is observed that the for the elevation angle of
less than 10° the multipath errors are 14.32, 18.79, 52.88 and 13.52 m respectively.

Table 1 Pseudorange multiipath error for satellites signal on L1 frequency

C/A Code multipath error on L1 frequency (m) Error in receiver
position distance (m)SV PRN07 SV PRN23 SV PRN28 SV PRN31

Min 7.362 14.11 40.21 9.136 −25.8

Max 14.32 18.79 52.88 13.52 31.49

Standard
deviation

1.816 1.439 1.984 1.019 10.78

Fig. 1 Sky plot for the
mentioned satellite orbits as
viewed from GPS receiver
located at Dept. of ECE,
Andhra University (Lat:
17.73°N, Long: 83.31°E)
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Fig. 2 a, b, c and d C/A code
multipath error for respective
satellites against the elevation
angle for the observation
period of 24 h
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The pseudoranges of all the visible satellites are corrected for estimated multipath
error but due to the residual errors in range the GPS receiver position was not
accurate. The inaccuracy in the distance from the surveyed location is estimated and
10.78 m of standard deviation was observed (as shown in Fig. 3).

4 Conclusions

The statistics and result analysis comprises of investigation of error magnitude
variations over a period of 24 h. Signals transmitted from the satellites, visible at
low elevation angles travel a longer path through the propagation medium than
those at higher elevation angles, which are subjected to multiple reflections. From
the results it is observed that the multipath error is maximum at the low elevation
angle of satellite. The proposed algorithm to estimate multipath error is essential for
all precise navigation applications. (e.g. CAT I/II aircraft landings, missile navi-
gation) and especially in surveying application in urban canyon. The impact
analysis done in this paper will also be a valuable aid in selecting a location of least
multipath error to set up the GPS receiver antenna for surveying, aircraft navigation
and tracking.
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Fig. 3 Error in distance of GPS receiver position from surveyed position over the observation
period of 24 h on 11th March 2011
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QoS Discrepancy Impact
(qdi) and Cohesion Between Services (cbs):
QoS Metrics for Robust Service
Composition

V. Sujatha, G. Appa Rao and T. Tharun

Abstract Service composition in service oriented architecture is an important
activity. In regard to achieve the quality of service and secured activities from the
web service compositions, they need to be verified about their impact towards fault
proneness before deploying that service composition. Henceforth, here in this
paper, we devised set of exploratory metrics, which enables to assess the services
by multi objective QOS factors. These devised explorative measures reconnoitres
the higher and lower ranges of the SCFI, which is from the earlier compositions that
are notified as either fault inclined or hale. The experimental results explored from
the empirical study indicating that the devised metrics are significant towards
estimating the state of given service composition is fault tending or hale.

Keywords Web service compositions � Composition support � Service composi-
tion impact scale � Service descriptor impact scale �Web service composition fault
proneness

1 Introduction

Service-Oriented Architecture (SOA) simplifies information technology related
operational tasks by consumption of ready-to-use services [1]. Such SOA found to
be realized currently in ecommerce domains such as B2B, B2C, C2B and C2C, in
particular the web services are one that considered serving under this SOA.
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Web services are software components with native functionality that can be
operable through web. Another important factor about this web services is that more
than one service can be composed as one component by coupled together loosely.
The standard WSDL is web service descriptive language that let the self-exploration
of the web services towards their functionality and UDDI is the registry that lets the
devised web services to register and available to required functionality [2].

Composition of web services is loosely interconnected set of Web service
operations that acts as a single component, which offers solutions for divergent
tasks of an operation. Since the task of composition is integrating divergent web
services explored through different descriptors, it is the most fault prone activity.
The functionality of service composition includes the activities such as (i) identify
the tasks involved in a given business operation, (ii) trace related web services to
fulfil the need of each task, (iii) couple these services by exploring the order of that
services usage, which is based on the expected information flow, (iv) and resolve
the given operation by ordering the responses of the web services that coupled
loosely as one component.

In order to achieve quality of service and secure transactions in web service
composition and usage, the impact of the composition should be estimated before
deploying those loosely coupled web services as one component.

The Web service compositions used earlier that can be found in repositories and
the services involved in those compositions helps to assess the impact of these web
services towards fault proneness.

The current composition strategies [3–9] are error prone, since these
State-of-the-art techniques are not mature enough to guarantee the fault free
operations. However, finding these compositions as fault prone after deployment is
functionally very expensive and not significant towards end level solutions, also
may leads to serious vulnerable. Hence the process of estimating the composition
scope towards fault proneness is mandatory.

2 Problem Identification

Let take the process of business to customer strategy as a model to explore the
demand of QoS aware service composition. The set of tasks related to any B2C
application are explored in Table 1.

These depicted interconnected tasks of the B2C strategy demands the services
with max QoS objectives such as reliability, uptime, cost, response time, iterative
scope, reputation and execution time, which is significant issue for research and
many of the researchers delivered considerable solutions for QoS aware service
composition in recent years. According to the service execution flow of the depicted
B2C model are:

• Two services (card verification, payment clearance) are involved to fulfil the
task 3,
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• The service to fulfil the task 5 is essentially need to wait for the stock verifi-
cation process (task 4)

• The services related to task 6 and task 7 are independent, can be initiated in
parallel

• The service related to task 8 is follower of the services related to task 6 and task 7

The observations above listed are not dependent of service QoS metrics, but they
are the requirements raised according to the context of the service composition. The
issue of selecting services for task 3 is sensitive since the verification and payment
clearance are two individual services, but should perform together, which is further
referred as the service connection constraint “togetherness”. The service that opted
for task 5 is dependent of service selected for task 4, until unless stock available,
these two services are recursive and this constraint of service connection can referred
further as “dependent”. The services considered for task 6 and task 7 performs
parallel, which we further referred as QoS connection constraint “parallel”. The
service selected for task is dependent of services selected for task 6 and task 7.

Another significant service connection constraint can depicted from the activity
of task 4 and task 5. Since these two services are dependent and recursive, if the
seller unable to arrange the items to be dispatched within the given time limit then

Table 1 Tasks related to B2C application

Task
id

Task Description Web services scope

1 Explores
and walk
through the
site

Customer explores the menu to
select choice items

Collecting available items
details from associate Sellers

2 Choosing
required
items

Moving selected items to cart No

3 Payment Decide to pay Card verification, payment
transaction

4 Stock
verification

Upon successful order, ordered
elements are in stock or not to be
checked

Stock statue verification

5 Pickup
process to
dispatch

If goods available, reserves for
pickup dispatch

Reserving Items ordered for
pickup, alert to courier about
reserved items for dispatching

6 Dispatching Confirm the courier to dispatch Official confirmation of the item
dispatched state

7 Invoice
preparation
and send

Once the items dispatched
invoice should be prepared and
send to customer through email

Invoice preparation and mail

8 Feedback
collection
from
customer

Collect the experience of the
customer about the deal

Prepare survey questioner and
collect answers from customer
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the earlier functionality should revert and initiate refunding or assigning new seller,
which is based on the customer choice. This constraint can be referred as “rollback”
for further references.

Any of these service connection constraints can be simplified by achieving
coherence of the connection between services. This coherence of the service con-
nection is maximal and reliable, if both of the services are either from same pro-
vider or providers those are officially agreed to exchange support.

In our best of knowledge, this dimension of considering coherence between
services towards QoS aware service composition was not considered in earlier
research. Henceforth here in this paper we devised a new composition metric called
Cohesion between services (cbs). The model devised here in this paper is defining a
statistical assessment strategy that assesses the robustness of the composition under
multiple QoS metrics and the cohesion between services.

3 Related Work

Service compositions with malfunctioned web services lead to form the highly fault
prone compositions [10]. Henceforth the web service composition to serve as one
component under SOA is complex and needs research domain attention to deliver
effective strategies towards the QoS centric service. The model devised in [11]
defined set of QoS factors to predict feasible services. Many of existing
quality-aware service selection strategies aimed to select best service among mul-
tiple services available. The model devised in [9] considering the linear program-
ming to find the linear combination of availability, successful execution rate,
response time, execution cost and reputation, which is in regard to find the optimal
service composition towards given business operation. The model devised in. [7,
12] is considering the temporal validity of the service factors. The authors in [13]
modelled a mixed integer linear program that considers both local and global
constraints.

The model devised in [8] is selecting services as a complex multi-choice
multi-dimension rucksack problem that tends to define different quality levels to the
services, which further taken into account towards service selection. All these
solutions are depends strongly on the positive scores given by users to each
parameter. However, it is not scalable to establish them in prospective order.

Though the QoS strategies defined are used in service composition the factor
fault proneness of the service composition is usual. In regard to this a model
devised in [14] explored a mechanism for fault proliferation and resurgence in
dynamically connected service compositions. Dynamically coupled architecture
outcomes in further complexness in need of fault proliferation between service
groups of a composition accomplished by not depending on other service groups.

In a gist, it can be conclude that almost all of the benchmarking service quality
assessment models are attribute specific, user rating specific or both. Hence
importance of attributes is divergent from one composition requirement to other,
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and the user ratings are influenced by contextual factors, and another important
factor is all of these bench mark models are assessing services based on their
individual performance, but in practice the functionality of one service may
influenced by the performance of other service. Henceforth here in this paper we
devised a statistical approach that estimates the impact scale of service composition
towards fault proneness, which is based on a devised metric called composition
support of service compositions and service descriptors.

In contrast to all of the explored existing models, we devised a statistical
assessment strategy in our earlier work called Web Service Composition Impact
Scale towards Fault Proneness [15, 16].

4 QoS Discrepancy Impact (qdi) and Cohesion Between
Services (cbs): Metrics for Service Composition

The Dataset opted is of 14 attributes (see Table 2) with values of type continues and
categorical. The detailed exploration of these attributes given in our earlier article
[16, 17]. The dataset opted is of the records, such that each record is of the
14 composition QOS representative attribute values. In regard to facilitate the
attribute optimization process devised here in this paper, the values of the attributes
in the given dataset should be numeric and categorical. Henceforth, initially we
convert all continuous values to categorical.

Let us consider an application with set of m tasks and each task t can be fulfilled
with any individual service among available services

S ¼ fst1; st2; . . .; stm8sti ¼ fsi1; si2; . . .sipgg

The services in set sti ¼ fs1; s2; s3; . . .sxg are x number of similar services to
resolve the task ti of given application. Hence the solution to the given application
is the composition of the services such that only on service among the x similar
services of each task should be considered for composition. Thus, the objective of
our proposal is which service should be selected from each set of x similar services.

The selected services toward service composition can influence the QoS. Hence,
it is essential to pick optimal services. The meta-heuristic model proposed in this
approach is based on the characteristics of services and their composition, which are
described as follows:

• A service can be rated best in its independent performance. But might fail to
deliver the some performance as a dependent service during composition.

• A service can be rated divergently with respect to its various QoS factors. As an
example, a service s can be best with respect to uptime, but the service might be
moderate in terms of cost, worst in the context of execution time.

• The importance of the QoS factors might vary from one composition require-
ment to other.
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According to the characteristics of the services described, it is evident that the
best ranked independent service is not always the optimal towards the composition.
But at the same moment verification of the composition with all possible services of
task is also not scalable and robust. The services under a composition that per-
formed well under some prioritized QoS factors are always need not be the best fit
for service composition under other prioritized QoS factors. In regard to this the
said meta-heuristic model in its first stage, finds the fitness of the independent
services, which is based on primary QoS factor opted. This process is labeled as
local fitness evaluation of the services. Further services are ranked according to

Table 2 Description of dataset attributes

Attribute
ID

Attribute of
complete
record

Description Value state of the attribute

1 Connotation Services of same
provider used for
optimality

Ratio against expected

2 Cyclic Number of services
required to be cyclic

Services involved in composition with
cyclic behavior

3 Dependent No of services
dependent of others

The count of service in composition
dependent of other services

4 Parallel No of services
executes parallel

Count of services in composition with
parallel execution

5 Repetitive No of services
invoked repeatedly
due to failure

Count of services invoked repeatedly
due to response failure

6 Uptime Average of the
services as
composition uptime

Average of percentage of services
uptime involved in composition

7 Services
count

No of services in
composition

Total number of services involved in
composition

8 Diversity No of services of
divergent providers
or environment

Services that are not of same provider
or same environment

9 Roundtrip
time

The completion time
of the composition

Composition completion time

10 Cost Composition cost Total cost of the services as
composition cost

11 Reliability Response accuracy Percentage of response accuracy

12 Response
time

Composition
response Time

Average response time of the services
involved in composition

13 Versioning
ratio

Composition
versioning count

No of times composition changed due
to change of services, removing
existing or adding new services

14 Status Indicates
composition is fault
inclined or hale

1 represents fault inclined, 0 represents
hale
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their fitness and will be used in the same order to finalize a service towards
composition.

4.1 Input Data Format

Let a set of service level QoS metrics M ¼ fm1;m2;m3;m4; . . .mjMjg of each ser-
vice in the given service set

S ¼ fst1 ¼ fs11; s12; . . .s1ig; st2 ¼ fs21; s22; . . .s2jg; . . .stm ¼ fsm1; sm2; . . .smpgg:

Let E ¼ fe1; e2; e3; . . .; en8½ei : tj ! tjþ 1�g be the set of n edges such that each
edge connecting two tasks in composition sequence. Let CT ¼
f½ti; tj; tk; . . .�; ½tx; ty; tz; . . .�; . . .g be the set of task-sets such that the connections
between tasks of each tasks-set is influenced by any of the connection QoS con-
straint called dependent, parallel, rollback or togetherness. This can be defined as,
each tasks-set of CT is expecting cohesion between services. The term cohesion can
be defined under our proposed model as the services used for these tasks should be
from same provider or from the providers mutually agreed to support each other.

4.2 QoS Discrepancy Impact

If we consider a QoS metric mopt as the prime metric for ranking the services, then
the metrics of QoS of the services could be categorized as positive and negative.
The positive e metrics are those which require higher values and the negative
metrics are those which require optimal minimal values.

Henceforth the values of negative and positive metrics are normalized as if the
metric mk is positive then mðmkÞ ¼ 1� 1

mk
or if negative then mðmkÞ ¼ 1

mk
.

Next for each service set, based on the normalized values of the related services
from maximum to minimum the services are given a ranking so that different
metrics are given different ranking for each service. Further the QoS discrepancy is
determined by applying this given ranking.

If we consider a rank set of a service ½sj9sj 2 sti ^ sti 2 S� is
rsðsjÞ ¼ ½rðm1Þ; rðm2Þ; . . .rðmnÞ�, then for the service we can measure the QoS
Discrepancy Impact qdi as below,

lðsjÞ ¼
PjMsj j

i¼1 rðmi9mi 2 MsjÞ
jMsj j

0
@

1
A ð1Þ
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In the above equation, lðsjÞ depicts the mean of the all the QoS metric ranks of the
metrics Msj .

rðsjÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPjMsj j
k¼1

lðsjÞ�frðmkÞ9mk2Msjgð Þ2

jMsj j

vuut ð2Þ

In the above equation rðsjÞ is the standard deviation of the QOS metric ranks given
to a service sj.

gðsjÞ ¼

PjMsj j
k¼1 lðsjÞ � frðmkÞ9mk 2 Msjg

� �3,jMsj j

ðrðsjÞÞ3
ð3Þ

gðsjÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gðsjÞ � gðsjÞ

q
ð4Þ

In the above equation gðsjÞ represents the skewness [18, 19] related to the QOS
metric ranks distributed for service sj.

The value of skewness may be negative or positive, and close to 0 which denotes
that all QoS metrics ranks are nearer, equal to 0 denotes all QoS metrics having
same rank.

For only positive skewness values, we have to determine the square-root of the
square of the resultant skewness.

As per ANOVA [19, 20, 21],

• The skewness if is less it denotes that the ranking is uniformly distributed that
could be, best, moderate, or worst ranks and not a combination of the three types
of ranks.

• The distributed ranks mean denotes the centrality of the distributed ranks.
• The deviation of these ranks with respect to each other is denoted by standard

deviation.
• The less variance between skewness, mean and standard deviation represents the

ranks distribution with less skewness, less deviation and moderately average of
near ranks.

So the measurement of the fitness of the service sj may be done as below,

lðgðsjÞ; lðsjÞ; rðsjÞÞ ¼ gðsjÞþ lðsjÞþ rðsjÞ
3

ð5Þ

From this equation, the mean lðgðsjÞ; lðsjÞ; rðsjÞÞ of the resulting skewness (gðsjÞ),
mean (lðsjÞ) and standard deviation (rðsjÞ of service sj is measured as below,
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r2ðgðsjÞ; lðsjÞ; rðsjÞÞ ¼

ðlðgðsjÞ; lðsjÞ; rðsjÞÞ � gðsjÞÞ2 þ
ðlðgðsjÞ; lðsjÞ; rðsjÞÞ � lðsjÞÞ2 þ

ðlðgðsjÞ; lðsjÞ; rðsjÞÞ � rðsjÞÞ2

2
664

3
775

3
ð6Þ

fqdiðsjÞ ¼ 1
r2ðgðsjÞ; lðsjÞ; rðsjÞÞþ 1

ð7Þ

From this equation,

• fqdiðsjÞ denotes for a service sj the inverse of the QoS discrepancy Impact.
• r2 or resultant variance for a value between 0 and 1 is normalized so that more

variance results in more QoS discrepancy impact. Here the inverse results in
lower qdi.

• For avoiding the error of divided by zero, we have added 1 to the variance.

4.3 Measuring Cohesion Between Services (cbs)

If we consider C ¼ fc1; c2; c3; . . .; czg as a set of all possible compositions that can
be arranged,

For a composition ci, the cohesion between services (cbs) represents the cohe-
sion in the total number connections (connection created between services offered
by the same provider or by the providers with mutual and official relationship)
against the number of total connections that need cohesion (see Sect. 4.1). So the
measurement of the cohesion between services cbsðciÞ is as below,

cbsðciÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðlðcbsðciÞ;CBSRÞ � cbsðciÞÞ2 þðlðcbsðciÞ;CBSRÞ � CBSRÞ2

2

s
þ 1

2
4

3
5
�1

ð8Þ

In the above equation,

• CBSR denotes the Cohesion count of the number of edges in total between tasks
having the cohesion required for the service composition of the target
application.

• cbsðciÞ denotes for a composition ci the cohesion between the services and its
measurement is done with normalization of the standard deviation obtained from
cbsðciÞ and CBSR to 0� cbsðciÞ� 1
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• The resultant standard deviation is increased by 1 with which the error, divide
by zero, is avoided.

• lðcbsðciÞ;CBSRÞ denotes the mean of the cbsðciÞ and CBSR.

4.4 Measuring qdi of the Composition

Next for a composition ci the overall composition fitness measurement can be done
as below,

First for a services composition, the services are measured for the mean of fitness
values as below,

lðciÞ ¼
Pjcij

j¼1 ffqdiðsjÞ8sj 2 cig
jcij ð9Þ

where lðciÞ denotes the mean of the inverse of QoS discrepancy Impact related to
the services comprising a composition ci

Next for a service composition the services are measured for the standard
deviation of the Inverse of the QoS discrepancy Impact as below,

rðciÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPjci j
k¼1

lðciÞ�f eqdiðskÞ9sk2cig� �2

jcij

vuut ð10Þ

Where rðciÞ denotes the standard deviation of the fitness distributed across the
services comprising of a composition ci

Then for a services composition the services are measured for the skewness of

the fqdi(inverse of the qdi)

gðciÞ ¼
Pjcij

k¼1 lðciÞ � ffqdiðskÞ9sk 2 cig
� �3

�
jcij

ðrðciÞÞ3
ð11Þ

gðciÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gðciÞ � gðciÞ

p
ð12Þ

Where gðciÞ denotes the skewness seen across the fitness distributed over ser-
vices comprising a composition ci.

Next in a service composition the services, variance of the mean, standard
deviation, and skewness of the fitness values are measured as below,
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r2ðgðciÞ; lðciÞ; rðciÞÞ ¼

ðlðgðciÞ; lðciÞ; rðciÞÞ � gðcjÞÞ2

þðlðgðciÞ; lðciÞ; rðciÞÞ � lðcjÞÞ2

þðlðgðciÞ; lðciÞ; rðciÞÞ � rðcjÞÞ2

2
664

3
775

3
ð13Þ

where r2 denotes the variance between gðciÞ,lðciÞ and rðciÞ
Finally the variance divides 1, resulting in the composition QoS Discrepancy

Impact qdiðciÞ (variance and qdi are proportionate), as below,

qdiðciÞ ¼ r2ðgðciÞ; lðciÞ; rðciÞÞ ð14Þ

fqdiðciÞ ¼ ½qdiðciÞþ 1��1 ð15Þ

where the ‘qdiðciÞ’ is increased by 1 for avoiding the error of divide by zero.

4.5 Ordering Resultant Compositions by Composition
Aptness Value and Connotation Aptness Value

The resultant compositions are sequentially ordered by their values of inverse of

QoS Discrepancy Impact fqdi in the order of max to min. Then the best composi-
tions i.e. “max best service compositions (cbest)” are selected. These cbest com-
positions are ordered considering their cohesion in between the services cbs in the
order of max to min. Finally from the ordered cbest compositions the “final best
compositions” (fbest) are selected.

5 Experiments and Results Exploration

The model devised is analysed for its performance with a dataset created to rep-
resent the tasks coupling requirements and the QoS factors different priority
requirements. Table 3 explores the dataset applied in the performance assessment of
the devised approach. The parameter of dependency scope of the services com-
position, requires the metric coupling between services (cbs) assessment. The
significance of the divergent prioritization of the factors of QoS is highly relevant
the service quality discrepancy impact (qdi) measurement. In service selection the

Table 3 The data used for
experiments

Number of tasks 450

Range of tasks to be scheduled 70–250

Range of dependency scope 5–75
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metrics, cbs, qdi are applied in sequentially arranging the services. The services of a
diverse set lying in range of 70–250 are used in the experiments. The expression
language known as R is used in performing statistical analysis based on an
explorative approach and the devised model performance analysis assessment is
done using computational metrics known as, time complexity and time taken for
task completion. The devised models scalability and robustness are also estimated
with the additional performance assessment metric, optimal service selection for
composition. In this context this model devised by us is contrasted with another two
models called GRASP [22] and Greedy [5] which uses the strategies of assessment
same as the model devised by us.

The results of the experiment performed show the proposed model is efficient in
terms of scalability and robustness, according to the performance metrics, time
complexity (see Fig. 1), service composition completion time (see Fig. 2) and the
composed services task completion time (see Fig. 3). The inferences from the Fig. 1
show, in contrast to the GRASP and Greedy models our devised explorative sta-
tistical analysis model towards a ratio of 100 services the time factor involved is
low and stable. As depicted in the Fig. 2 the devised model compared to the

Fig. 1 Time complexity observed to compose an average of 100 services

Fig. 2 Composition completion time observed
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remaining models of benchmark shows optimal scheduling completion time in the
range of tasks from 70 to 250. The estimation of the selection of an optimal service
for the composition is done towards task completion time considering a ratio of 100
tasks composition. In Fig. 3 the devised model for explorative statistical analysis is
contrasted with GRASP and Greedy techniques for investigating scalable and
robust factors.

We can infer a growth of 1.1 and 0.65 % respectively in Average Scheduling
time complexity respectively with GRASP and Greedy techniques, in contrast to
our devised QDI&CBS. A growth of 2 and 1.2 % in the Task Scheduling com-
pletion time respectively is seen with GRASP and Greedy techniques in contrast to
QDI&CBS.

6 Conclusion

We have devised in this paper a meta-heuristic model for providing recommen-
dations towards a QoS aware web service composition. In contrast to the remaining
models of bench mark (as given in Sect. 2), the model devised is not limited to a
single or just two QoS factors specifically. Our approach devised helps in selecting
services based on a diverse range of QoS factors combination and combinations
prioritization with the help of an important composition factor. The services of
optimal requirements for a composition may be selected with the help of one of the
devised metric, QoS Discrepancy Impact which overcomes the verification proce-
dure for each available service towards the specified task applicability in a service
composition. The services are assessed and ordered and the applicability of a ser-
vice is determined based on the metric value associated with a service. Also the
composition initiator involves those services only which have QoS Discrepancy
Impact as per the given threshold values. This ability of the devised strategy
considerably overcomes the difficulty associated with other prevailing models. The
metric coupling between services is another metric which has significant role in
reducing the complexity of the computing involved in finishing the task. The result

Fig. 3 Optimal resource utilization observed
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achieved is possible with the strategy developed by us which uses the global fitness
scale, with which in a service composition a selected service is assessed for its task
compatibility based on the best QoS Discrepancy Impact. In case a service fails to
qualify the fitness requirements then the next service associated with the task
having best QoS Discrepancy Impact is verified for the service composition. In
majority of the tasks, the service having best QoS Discrepancy Impact meets the
global fitness scale requirements. So there is a very less requirement for verification
of multiple services combinations in the service composition. The outcomes of the
experiments are remarkable which show the significance of the devised approach.
Also the scope of future research in various directions is shown possible with the
experimental outcomes of the devised approaches. A possible direction for future
research is the estimation of the correlation between QoS factors for the assessment
of QoS Discrepancy Impact and in a similar way assessment of the correlation
between services for determining the Coupling between Services. Another possible
research topic that could be our next possible direction of research is applying fuzzy
logic in the assessment of the QoS Discrepancy Impact metric.
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Low Power and Optimized Ripple Carry
Adder and Carry Select Adder Using
MOD-GDI Technique

Pinninti Kishore, P.V. Sridevi and K. Babulu

Abstract Adders are the most important fundamental blocks of the digital systems
which are used in a wide variety of applications. Among them the first basic adder is
the Ripple Carry Adder (RCA) and the fastest adder is the Carry Select Adder
(CSA). Though all these adders are existed, the speed adding using low power and
optimized area is still a challenging issue. In this paper a new technique, Modified
Gate Diffusion Input (MOD-GDI) is used to achieve an optimized design with less
transistor count and low power dissipation. In the proposed work the 8-bit, 16-bit
Ripple Carry Adder and the 8-bit, 16-bit Carry Select Adder have been designed
using the CMOS and MOD-GDI techniques. The comparison of their power dissi-
pations and overall transistor count is done and proved that low power and optimized
designs are achieved through MOD-GDI technique. The simulation is carried out
using Mentor Graphics tool with a supply voltage of 1.8 V at 90 nm technology.

Keywords Ripple carry adder � Carry select adder � Gate diffusion input (GDI) �
Mod-GDI � Low power

1 Introduction

In the digital systems the adders play a vital role in computational circuits and other
complex arithmetic circuits. The arithmetic function attracts a lot of researcher’s [1]
where they use them in many applications. Among the complex adders, the most
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primary adder is the Ripple Carry Adder. The design of the Ripple Carry Adder
(RCA) consists of multiple 1-bit full adders. Each full adder input of Cin, which is
the Cout of the previous adder. As each carry bit ripples the next full adder, so it is
called the Ripple Carry Adder. Since this adder has some disadvantages like the
gate delay and the computational time is more, engineers had designed some adders
with faster way to add the two binary numbers. One among those adders is the
Carry Select Adder (CSA). In this adder it uses multiple pairs of RCA to generate
the partial sum and carry by taking the carry input Cin and Cout. Then the final sum
and the carry are selected by the Multipliers (MUX).

Modified Gate Diffusion Input (MOD-GDI) is a new technique which is used
in low power circuits. This technique is originated from the Gate Diffusion Input
(GDI) technique to overcome the demerits of GDI technique. Using this tech-
nique, the power dissipation and the overall transistor count is reduced. In this
paper the implementation of the 8-bit and 16-bit RCA, 8-bit and 16-bit CSA is
done using the MOD-GDI and CMOS technique and the comparison of power
dissipation and the transistor count is tabulated.

2 Preliminaries

Modified Gate Diffusion Input (MOD-GDI) is a technique for the low power digital
systems. Using this technique, the optimized schematics of the various digital cir-
cuits can be obtained. This technique w as adapted from the GDI technique [2], and
so the structure of the MOD-GDI cell is similar to the GDI cell. Both the GDI [3] and
MOD-GDI cells are three terminal. The only difference between these cells is that the
substrate of PMOS is connected to the VDD and of the NMOS to the GND. Figure 1
shows the MOD-GDI cell with input terminals G, P and N.

Fig. 1 The basic Mod-GDI
cell
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Using this MOD-GDI cell the functions that can be achieved are tabulated in
Table 1. To implement the RCA and the CSA, the gate functions needed are the
Inverter gate EX-OR gate and the 2 × 1 MUX gate. The structures of these gates are
shown in Figs. 2, 3 and 4 respectively. Both the RCA and the CSA uses the 1-bit
Full Adder circuit. The 1-bit Full Adder circuit is designed using MOD-GDI
technique is shown in the Fig. 5.

Fig. 2 Inverter using
Mod-GDI technique

Table 1 Input configurations
for different logic functions

N NS P PS G D Function

0 0 1 1 A Al INVETER

B 0 0 1 A AB AND

A 0 B 1 A A+B OR

Al 0 A 1 B AlB+ABl EX-OR (basic)

A 0 Al 1 B AB+AlBl EX-NOR (basic)

0 0 B B A AlB FUNCTION

C 0 B 1 A AlB+AC MUX

Fig. 3 Two input EX-OR
gate using Mod-GDI
technique
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The proposed 1-bit full adder consists of two EX-OR gates [4] and one 2 × 1
MUX gate which are connected as shown in the Fig. 5. It also consists of a
feedback PMOS transistor which helps in achieving a full swing at the outputs of
the Full adder.

Fig. 4 2 × 1 MUX using Mod-GDI technique

Fig. 5 1-bit full adder using Mod-GDI technique
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3 Proposed RCA and CSA

3.1 Ripple Carry Adder

In a n-bit Ripple Carry Adder, there are n full adders connected in cascaded mode.
Every 1-bit Full adder’s carry output is given as input to the carry of the next stage
Full adder. Every stage adder is a combinational circuit in which the output depends
on the current inputs only. The Cin, carry input i.e. the LSB stage is always 0
(LOW). The construction of 2n-bit adder is done using two n-bit adders of RCA.
Both modules can be simultaneously perform addition and then allow the carry
propagation form one to the next module. In this paper the implementation of the
8-bit RCA’s is done and followed by 16-bit RCA by cascading two 8-bit RCA. The
cascading of 2n-bit RCA is shown in Fig. 6 [5].

The schematic of the 8-bit RCA using the MOD-GDI technique is shown in
Fig. 7 followed by the Fig. 8 which shows the inputs given to 8-bit RCA for
simulation process. In the Fig. 9 it shows the cascading of two 8-bit RCA to obtain
16-bit RCA and the inputs given to it is shown.

Fig. 6 Cascading of 2n-bit RCA

Fig. 7 8-bit ripple carry adder using MOD-GDI technique
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Fig. 9 Inputs given to the 16-bit RCA implemented using two 8-bit RCA

Fig. 8 Inputs given to 8-bit ripple carry adder
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3.2 Carry Select Adder (CSA)

Carry Select Adders use multiple narrow adders to create fast and wide adders.
The CSA breaks the addition problem into smaller groups which helps for fast
computation. It provides two separate group of adders for the upper words (MSB).
A MUX is used to select the valid result. For example consider the addition of two
n-bit numbers a = a0…an−1 and b = b0…bn−1. The CSA splits the n-bits into (n/2)-bit
sections and the higher group words an−1…an/2 and bn−1…bn/2 are added [6]. The
carry out bit cn/2 is produced by the sum of lower order words a(n/2)−1…a0 and b(n/2)
−1…b0. The value of cn/2 is then used to select the required result. The resultant can
be designed in schematic form which is known as the basic building block of CSA is
shown in Fig. 10. To implement a CSA the two important cells needed they are 1-bit
full adder and the 2 × 1 MUX. These are implemented using MOD-GDI technique
which is shown in Figs. 4 and 5. The 8-bit CSA and the 16-bit CSA schematics are
shown in the Figs. 11 and 12 respectively.

4 Results and Analysis

4.1 Power Calculations

Basically in all the digital circuits the power consumption is occurred due to two
main components: static power dissipation and dynamic power dissipation. The
static power dissipation is occurred due to the sub threshold conduction of the

Fig. 10 Basic building block of CSA
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Fig. 11 8-bit carry select adder using MOD-GDI technique

Fig. 12 16-bit carry select adder using MOD-GDI technique

Table 2 Comparison of total power dissipation and transistor count in CMOS and MOD-GDI
techniques

Complex
adders

CMOS MOD-GDI

Transistor
count

Total power
dissipation (mw)

Transistor
count

Total power
dissipation (pw)

RCA 8-bit 308 0.66809 88 312.76

16-bit 616 1.3363 176 625.51

CSA 8-bit 396 1.2177 142 501.72

16-bit 878 2.9852 338 1192.4
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transistors when they are off, also due to the leakage currents through the reverse
biased diodes and the tunnelling current through gate oxide. The static power dis-
sipation is very less when compared to the dynamic power for the digital circuit
design. The dynamic power dissipation in the circuits is occurred due to the process
of charging and discharging of the load capacitance during the switching process and
also due to the short-circuit current flowing from the power supply to the ground
during the transistor switching. In one complete cycle the current flows from supply
to charge the load capacitance and then flows from the charged load capacitance to
the ground at the time of discharge. The total power dissipation is given in Eq. (1).

Ptotal ¼ Pdynamic þ Pstatic

¼ aCV2Fþ IsubVdd
ð1Þ

where,
Α switching activity
C load capacitance
Vdd supply voltage
F clock frequency
Isub sub threshold leakage current

Fig. 13 Output waveforms of 8-bit RCA for the given example
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The comparisons of Total power dissipation [7] and the overall transistor count
using CMOS [8, 9] and MOD-GDI is taken for the 8-bit and 16-bit RCA and CSA
which is tabulated in the Table 2.

Fig. 14 Output waveforms of 16-bit RCA for the given example
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4.2 Functionality Analysis of RCA and CSA

The Functionality of the RCA and CSA is tested by giving an example to it. The
inputs given to the 8-bit RCA is a[7:0] = 10111111, b[7:0] = 01111111 and for and
16-bit RCA is a[15:0] = 1011111110111111, b[15:0] = 1111111111111111 as
shown in Figs. 8 and 9. The expected output for the given inputs are S
[7:0] = 100111110 and S[15:0] = 1011111110111110 respectively. Figures 13 and
14 shows the waveforms of 8-bit and 16-bit RCA which justifies the functionality
by obtaining the expected outputs. Similarly the inputs given to 8-bit CSA is a
[7:0] = 01111111, b[7:0] = 11111111 and 16-bit CSA is a[15:0] = 11111
11101111110, b[15:0] = 1111111111111111. The expected output for the given
inputs are S[7:0] = 101111110 and S[15:0] = 11111111011111101 respectively.
Figures 15 and 16 shows the waveforms of 8-bit and 16-bit CSA. The outputs S
[7:0] and S[15:0] are observed by ignoring the first two inputs i.e. y(1) and y(3) in
the all the wave forms.

Fig. 15 Output waveforms of 8-bit CSA for the given example
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5 Conclusion

The implementation of the 8-bit and 16-bit RCA, CSA were presented and their
functionalities are verified. Total power dissipation and Transistor count of the
proposed adders using MOD-GDI is shown in Table 2. Comparisons of CMOS

Fig. 16 Output waveforms of 16-bit CSA for the given example

170 P. Kishore et al.



based RCA and CSA with the MOD-GDI based RCA and CSA is done. From the
Table 2 it is concluded that MOD-GDI technique can be the best technique than the
CMOS for complex combinational circuits. The future research activities may
include the integrate these complex adders in digital circuits like ALU. Processors
and other combinational circuits.

References

1. O.J. Bedrij, Carry-select adder. IRE Trans. Eletron. Comput. Ec 11(3), 340–344 (2005)
2. S. Ram, R.R. Ahamed, Comparison and analysis of combinational circuits using different logic

styles. In: IEEE–31661, 4th ICCCNT—2013, Tiruchengode, India-(2013), pp. 157–162
3. A. Morgenshtein, A. Fish, I.A. Wagner, Gate-diffusion input (GDI)—a power efficient method

for digital combinational circuits. IEEE Trans. VLSI 10, 566–581 (2002)
4. S. Wairya, R.K. Nagaria, S. Tiwari, Comparative performance analysis of XOR/XNOR

function based high-speed CMOS full adder circuits for low voltage vlsi design. Int. J. VLSI
Design Commun. Syst. (VLSICS) 3, 221–242 (2012)

5. B. Govindarajal, Computer Architecture and Organization: Design Principles and
Applications, 8th edn, pp. 125–135 (Tata Mcgraw Hill Education Private Limited, 2008)

6. J.P. Uyemura, Introduction to VLSI Circuits and Systems, pp. 145–159 (Wiley-Indian Edition,
2009)

7. Y. Sunil Gavaskar Reddy, V.V.G.S. Rajendra Prasad, Power comparison of CMOS and
adiabatic full adder circuits. Int. J. VLSI Design Commun. Syst. (VLSICS) 2, 75–86 (2011)

8. D. Sinha, T. Sharma, K.G. Sharma, B.P. Singh, Design and analysis of low power 1-bit full
adder cell. In: 2011 3rd International Conference on Electronics Computer Technology
(ICECT), vol. 2, pp. 303–305 (2011)

9. K.-S. Yeo, K. Roy, Low voltage, Low Power VLSI Sub Systems, pp. 35–45 (Tata McGraw-Hill
Edition, 2009)

Low Power and Optimized Ripple Carry Adder … 171



Increasing the Lifetime of Leach Based
Cooperative Wireless Sensor Networks

Simta Kumari, Sindhu Hak Gupta and R.K. Singh

Abstract Energy constrain is the major problem faced by WSN. In this paper
LEACH protocol is analyzed. It is shown that distance; initial energy and election
probability play a vital role in increasing the lifetime of sensor nodes. This paper
implements LEACH in cooperative transmission and analyses its performance in
comparison to SISO (Single Input Single Output). It is shown that for large network
area cooperative transmission is more successful than SISO as it will consume less
energy to transmit data over the large network area.

Keywords LEACH � Cooperative communication � WSN � V-MIMO

1 Introduction

Wireless sensor network is an upcoming research area in these days. WSNs consist
of thousands of sensors nodes which are scattered randomly in harsh environment.
These small sensor nodes have the capability to sense, process, and compute and
transmit the data collected from particular event to base station [1]. Each single
sensor node consists of microprocessor, power source, and low energy radios.
Usually these sensor nodes are battery operated. Due to the limited battery
resources which deplete at faster rate due to computation and communication
operations. Low energy consumption is one of the key requirement of energy
constrained WSNs. Multi Input Multi Output (MIMO) technology is very relevant
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technology to increase the packet size. Practically it is very difficult to implement
MIMO technology in wireless sensor network. This is because of the sensor node
which has physical limitation that it can accommodate only one antenna practically
for transmission. With the result it becomes difficult to implement MIMO, as it will
be very difficult for a size wise constrained sensor node to support multiple
transmitters and receivers [2]. Cooperative Communication helps to create virtual
MIMO in a WSN. Cooperative Communication enables a wireless system to
achieve diversity. It enables single antenna wireless sensor node into multiuser
environment. This is made possible as sensor nodes share their antennas and
achieve transmit diversity. The fundamental concept behind Cooperative
Communication [3] was in the wake of information theoretic properties of the relay
channel [4, 5]. Amplify and Forward, Decode and Forward and Coded Cooperative
Communication [6] are the few Cooperative Protocols [7, 8]. Since we get all the
benefits of MIMO from Cooperative Communication, we can term it as
Virtual MIMO (V-MIMO).

LEACH is one of the basic clustering protocol which is firstly proposed by
Heinzelman [9, 10]. This is Low Energy Adaptive Clustering Hierarchy. This
protocol is based on probability and no of rounds. It depends on randomly selected
cluster heads.

The operation of leach protocol consists of two phases:

1. Setup phase: In set up phase, clusters are organized and cluster heads are
selected. Each node decides on the basis of probability whether or not become a
cluster head for current round. This is made by the node n choosing a random
number between 0 and 1. If any node which becomes clusters head once, it
cannot become cluster head again for ‘p’ rounds. If number is less than threshold
value t (n), the node become cluster head for current round.

The threshold is:

T nð Þ ¼ p=1�p� ðr �mod 1=pf g; n €G ð1Þ

Here
p is the percentage of cluster head.
r current round
G set of nodes that are not cluster heads in the past 1/p rounds

2. Steady state phase: In this phase data is divided in frames and nodes send their
data to cluster head. After some time new round begin and entered network
renewed.

The main contribution of this paper is that:
It is shown that by increasing the initial energy and varying election probability

of the node, network life time can be increased. This will be very beneficial factor in
choosing a cluster head for future modification of LEACH algorithm.
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It is shown that for long distance communication the energy consumed by
cooperative communication is much less in comparison to energy consumed
by non-cooperative transmission.

It is shown for same energy level the number of bits transmitted in cooperative
transmission is much less in comparison to the number of bits transmitted in
non-cooperative transmission.

2 System Model

The network model consists total 200 number of nodes which are deployed over a
squared field network having area M × M in meters. Every sensor node has specific
lifetime. During this lifetime, nodes utilize its energy for collecting, computing and
processing and finally transmitting to base station. All sensor nodes are considered
to be synchronized [11].

The simulation parameters are given in Table 1.

3 Energy Consumption Model

Energy consumption model in this paper is considered in [12]. The model consists
of a source node, destination node and relay nodes. If only source transmits to
destination it will be a non-cooperative SISO communication and if source trans-
mits to destination via relay in addition to direct transmission it will be cooperative
communication. In SISO (single input single output) non cooperative communi-
cation approach, sensors transmit their data to the cluster head and cluster head
transmit all their aggregated data to the destination node without any cooperation.

Table 1 Parametres for
simulation

Parameters Values

Area (100 * 100) m

Packet size 4000 bits

No of rounds 1500

Initial energy 0.5 nj/bit

p (probability) 0.05

Etx_elec 50 nj/bit

Erx_elec 50 nj/bit

Eamp 100 pj/bit/m2

D 10 m

Mt 2

K (loss) 2

No of nodes 200
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Energy required to transmit and receive b-bit data in distance d for single
transmission is given by

ESISO�TX b; dð Þ ¼ bEtransnitter þ bEamplifierdk ð2Þ

ESISO�RX bð Þ ¼ bEreceiver ð3Þ

In cooperative transmission, sensors nodes transmit their data to cluster head and
cluster head further transmit to another cluster head to reach the sink cluster head is
acting as relay. Data is transmitted to the sink with each other’s cooperation.

We also consider Mt as the number of transmitting antennas, where as other
parameters remain as same as in single transmission.

ECOOPERATIVE�TX b; dð Þ ¼ MtbEtransmitter þ l MtEamplifierdk ð4Þ

ECOOPERATIVE�RX bð Þ ¼ MtbEreciever ð5Þ

4 Experimental and Simulation Results

Figure 1 shows the simulation result of simple stable election protocol based on
LEACH that if energy of node is 0.5 J, than node become dead after 700 no of
rounds.

The formation of cluster head is done on the basis of probability and residual
energy. Node which has highest residual energy will become the cluster head. Now
all other nodes send their data to cluster head instead of direct sending to base
station. Nodes become dead node after certain numbers of rounds. Now we observe
that at which particular round the node becomes dead node.

Fig. 1 Number of rounds
versus number of nodes
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Figure 2 depicts the results of increasing initial energy will increase the lifetime
of nodes. It is very evident from the graph that increase in initial energy results in
direct increase in the number of rounds.

Table 2 gives a detailed insight into the effect of variation at initial energy on the
number of rounds.

Figure 3 shows the graph between number of rounds and number of nodes on the
basis of election probability. We see that number of alive node increases as the
probability of the node to become cluster head decreases (Table 3).

The simulation result for single transmission is shown in Figs. 4 and 5. In the
Fig. 4, we see that energy consumption of nodes increases as the distance of node
increases. Here energy consumption of node is 5 × 10−8 J/bit when distance is
around 1 m. As the distance increases, the energy consumption also increases and
around 10 m distance, energy consumption of node increases to 6 × 10−8 J/bit
(Fig. 6).

In Fig. 7, energy consumption of receiver increases as the no of bits increases.
By using compression techniques no of bits can be reduced, which will save lot of
energy. These results can be summarized from table given below:

Fig. 2 Number of rounds
versus number of nodes at
different energy levels

Table 2 Effect of variation at
probability on the number of
rounds

Initial energy (J) No of rounds

0.5 800

0.6 <900

0.7 1000

0.8 1200
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Table 4 depicts comparison between energy consumption for single transmission
and cooperative transmission. We see that there is huge difference in the energy
consumption. Cooperative transmission can save lot of energy.

Table 5 shows that if receiving node receives more number of bits than energy
consumption also increase.

Fig. 3 Effect of election
probability on number of
rounds

Table 3 Probability of
cluster head node vs. number
of rounds

Probability No of rounds

0.05 <900

0.06 <800

0.07 800

0.08 <700

Fig. 4 Distance versus
energy consumption for SISO
in WSN
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Fig. 5 Bits transmitted
versus energy consumption
for SISO IN WSN

Fig. 6 Distance versus
energy consumption for
cooperative transmission

Fig. 7 Bits transmitted
versus energy consumption
for cooperative transmission
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5 Conclusion

The most important factor for Wireless Sensor Network is energy. In this paper
LEACH and its implementation in cooperative WSN is analyzed. By critical
analysis and simulation results it is shown that initial energy and election proba-
bility play a vital role in lifetime of a node. For future modification of LEACH these
factors can be kept in view to choose cluster head, in order to manage energy
efficiently. In further analysis, it is shown that implementation of LEACH protocol
in cooperative WSN increases the energy efficiency of node as simulation results
directly indicated that total energy consumption for the cooperative transmission
gets decreased by approximately 14 % in comparison to non-cooperative SISO
transmission when they are deployed over large network area.
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A U-Shaped Loop Antenna for In-Body
Applications

Nageswara Rao Challa and S. Raghavan

Abstract This paper describes a flexible U shaped loop implantable antenna for
in-body applications. The proposed antenna having a bandwidth which covers the
Med Radio band (402–405 MHz) which is the standard band for Bio Implantable
applications, ISM band 433.050–434.79 MHz. The antenna is made of polyamide
substrate having a size of 3.3 mm radius and height of 13.5 mm. The simulated
antenna is having a −10 dB Bandwidth of 158 MHz (335–493 MHz) resonates at
402 MHz having proper VSWR throughout the bandwidth. The Radiation pattern
of this antenna is directional having a gain of −31.16 dB.

Keywords Biocompatible � ISM band � Med radio band � SAR � VSWR � MICS

1 Introduction

Implantable medical devices (IMDs) are the attractive scientific research area in the
medical therapy and diagnosis [1, 2]. An important component of IMDs is the
implantable antenna that is integrated with the IMD to communicate its telemetry
with exterior medical equipment. The Medical Device Radio communications
Service (Med Radio) band (402–405 MHz) is most commonly used for medical
implant telemetry [3]. A healthcare provider can set up a wireless link between the
implanted device (antenna) and base station to allow a high speed reliable system to
monitor the health conditions of the patient in real time [4].

Implantable devices must be biocompatible. Whatever the material used as a
substrate for the antenna, encapsulation must be done with a biocompatible material
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because if the encapsulating material is not biocompatible, its direct contact with the
tissue may cause damage to the tissue. In the proposed antenna polyimide is used as
encapsulation material. We have to prevent the undesirable short circuits in case of
antennas used for the long-term implantation [5]. The design strategies are explained
in [6]. There are so many biocompatible materials like zirconia (εr = 29; tan
δ = 0.0002), PEEK (εr = 3.2; tan δ = 0.01), polyimide (εr = 3.5), ceramic alumina
(εr = 9.8) etc. [7, 8]. Some more biocompatible materials are explained in [9].

2 Proposed Antenna

The proposed antenna is a modification of U shaped antenna mentioned in [10]. The
configuration of the patch is shown in Fig. 1. The front and back views are shown in
Figs. 2 and 3 respectively. The antenna is placed over an open cylindrical substrate
made up of polyimide which has εr of 3.5 and thickness of 0.0254 mm. All the
antenna patches are good conductors which can be excited over small power bat-
teries. The patch is taken as 0.017 mm. The design is simulated using Computer
Simulation Technology (CST) which analyses the antenna using the principle of
Finite Difference Time Domain (FDTD). The parameters values are a = 5 mm,
b = 11.5 mm, c = 2 mm, d = 6 mm, e = 0.5 mm.

The human body doesn’t consists of a uniform dielectric constant throughout the
body, because human body consists of different tissues like skin, fat, muscle, bone
etc. These tissues have different thickness and different dielectric constants at dif-
ferent frequencies. Those specifications are mentioned in the Table 1 [7].

The antenna patch is having a length 12 mm and width is 20 mm. Later this
antenna is wrapped over a hollow cylindrical substrate made of polyimide. The

Fig. 1 Structure of the radiating element
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inner and outer radii of the substrate are 3.276 and 3.3 mm respectively. The height
of the dielectric cylinder is 13.5 mm. The return loss curve is as shown in the Fig. 4
for free space conditions. It gives return loss of −18.2 dB and resonates at 7.6 GHz.

Fig. 2 Front view

Fig. 3 Back view

A U-Shaped Loop Antenna for In-Body Applications 185



Encapsulation of the proposed antenna is taken with the polyimide cylinder of
thickness 0.017 mm and height of 13.5 mm. Later the top and bottom parts of the
cylinder are also covered by using polyimide material before placing it in the
human body model.

3 Antenna Performance

First we place the antenna in the solid cylindrical muscle tissue because the result
for the body model is very close to the results with muscle tissue. The muscle tissue
dimensions are height is 110 mm and radius is 52 mm. Later we have to check the
mechanical connections of the components with the muscle tissue properly. Later
we add the fat and skin layers each of 4 mm thickness. Then we vary the dimen-
sions of the parameters and position of the patch according to our required fre-
quency using the parameter sweep. Some standard body models are explained in
[10, 11]. The antenna is having enormous bandwidth. So, we can achieve more data
rates. The antenna is surround by complex body model (i.e., Muscle, Fat, Skin
models). This resonates in the Med Radio band (402–406 MHz) and ISM Band
(433.05–434.79 MHz) where we are getting a proper VSWR. Simple model
(muscle) giving a radiation efficiency of −36.47 dB with muscle model, whereas
with complex model gives the radiation efficiency is −34.31 dB at 402 MHz. Gain
value increases from −33.17 to −31.16 dB. This difference is due to the addition of

Table 1 Tissues and their
relative permittivity and
conductivity values

Tissue Relative permittivity Conductivity (S/m)

Muscle 57.129 0.79631

Fat 5.5798 0.41199

Skin 46.787 0.688

Fig. 4 Return loss curve for free space model
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small Fat and Skin layers. Even though we added two different layers to the muscle
model which are having different relative permittivity, conductivity and thickness
values, there is only few Mega Hertz frequency shift which is due to the permit-
tivity change from region to region. This frequency shift will not much affect the
antenna performance. This model much related to the real time body model. The
antenna is placed in the typical body model which consists of muscle, fat and skin.
The antenna is surrounded by a cylindrical Muscle model having a thickness of
52 mm, Fat model having a thickness of 4 mm and Skin model having a thickness
of 4 mm. All the three tissues are having height 110 mm. This configuration is
having a return loss of −16.92 dB at 402 MHz frequency. This antenna model
having a bandwidth of 158 MHz (335–493 MHz). The return loss curve is shown in
Fig. 5. Radiation pattern at 402 MHz is shown in Fig. 6. The results of the proposed
antenna at 402 and 433 MHz are compared in Table 2.

3.1 Specific Absorption Rate (SAR)

SAR indicates the rate of energy absorbed per unit mass of the human body when
exposed to a RF electromagnetic field and also other forms of energy like ultra-
sound, and has units of watts per kilogram [12]. SAR is usually averaged either for
the whole human body or over a sample volume of 1 or 10 g. Generally it should be
as low as possible [12]. The antennas which are designed for brain applications
should have low SAR values compared to that of body applications [13]. The
measurement of SAR is officially done by using DASY SAR measurement system

Fig. 5 Return loss curve for the proposed antenna
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shown in [14]. The proposed antenna having SAR of 376 W/Kg for 1 W input
power for 1-g SAR. So, we can give up to 4.25 mW for 1-g SAR. SAR distribution
over the antenna at 402 MHz is shown in the Fig. 7. The comparison of results of
proposed antenna with antenna in [10] are mentioned in Table 3.

In bio implantable antennas, antenna size is main criteria because we are
embedding the antenna inside the body. When we try to design an antenna in
ordinary procedures, the physical length is in the order of hundreds of millimeters
for 402 MHz frequency. So, Instead of increasing the physical length we will
increase the electrical length to reduce the antenna size. To reduce the antenna
dimensions we go for the loop antennas and meander type antennas to reduce the
antenna occupying area. The proposed antenna achieved 32 % reduction in the
antenna size compared to the antenna in [10]. The proposed antenna covers two
bands Med Radio band at 402–405 MHz, ISM bands at 433.050−434.79 MHz.
This complicated model is more realistic and suitable for practical applications.

Fig. 6 Radiation pattern of the proposed antenna at 402 MHz

Table 2 The results of the
proposed antenna at 402 and
433 MHz

Parameter 402 MHz 433 MHz

SAR 376 W/Kg 362 W/Kg

Radiation efficiency 34.31 dB −33.19 dB

Maximum power 4.25 mW 4.419 mW

Gain −31.16 dB −30.1 dB
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4 Conclusions

A U-shaped loop directional antenna is designed for in-body applications with
polyimide cylindrical substrate dimensions of 3.3 mm radius and 13.5 mm height
and the patch dimensions are 20 mm width and 12 mm length with a size reduction
of more than 30 % when compared to the antenna in [10] with a reduction of SAR
by 25 % than the antenna in [10] with a bandwidth of 158 MHz with a realized gain
of −31.2 dB resonates at 402 MHz. The proposed antenna also gives −30.1 dB at
433 MHz with SAR value 362 W/Kg for 1 W input power. We can give a maxi-
mum input power of 4.419 mW at 433 MHz.
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Design of NMEA2000 CAN Bus Integrated
Network System and Its Test Bed:
Setting Up the PLC System in Between
Bridge–Bow Room Section on a Container
Ship as a Backbone System

Jun-Ho Huh, Taehoon Koh and Kyungryong Seo

Abstract Following the recent changes in international agreements enforced by the
International Maritime Organization (IMO), and considering the Korean environ-
ment where both the safety of old ships and the IoT technology have emerged as the
major issues, even the old operational ships are required to establish the Controller
Area Network (CAN Bus) system to be connected with a backbone network
referred as the Ship Area Network (SAN) by installing communication cables to
control and monitor shipboard electronic equipments when they are newly added to
the ship’s system. For existing operational ships, an extensive work may be needed
for the establishment of the SAN system that uses unshielded twisted pair cables
(UTP) depending on the location of the system to be installed as the most parts of
the ship are made of steels. Such work could generate time, space and cost-related
risks (e.g., large vessels require up to millions of Korean won per day as an
anchorage charge). As the result of experiment, it was possible to install the PLC
system within a few hours using existing power cables and placing a PLC modem at
the spot on 180 m section (approximately 2/3 of ship’s length). Also, with the
proposed technology, costs were reduced as much as over 70 % compared to the
UTP- and STP-based ship data communication system which requires additional
cable installments. Therefore, we were able to confirm both the efficient commu-
nications and the cost-reducing effects and expect that this technology will become
a foundation technology for the e-Navigation system using IoT technology, as well
as for the various industrial settings.

Keywords NMEA2000 � PLC � Power line communication � IoT � Test bed
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1 Introduction

Together with recent development of shipbuilding industry, marine equipment
companies have been pursuing mutual growth also. Especially, the marine equip-
ment industry continues to grow both quantitatively and qualitatively changing the
industry’s technical paradigm by shifting the concept of machine or
electronic-based automation to the concept of IT-converged networks. It is expected
that the regulations in various international agreements, which are enacted/revised
by the International Maritime Organization (IMO), will be strengthened and as
they’ve decided to fully implement e-Navigation system starting from 2018, a
variety of studies and standardization plans are being proceeded actively for this
task.

Meanwhile, infrastructures for core technologies such as the navigation system,
geographic information system, communication network technology and its
application system are required. The key technology among them is the maritime
communications support technology and with this, an adequate set of data must be
provided in accordance with the NMEA2000 protocol, which is a standardization
plan for the serial data networking to meet increasing necessity of interfaces
between an array of electronic equipments that have the direct effects on ship’s
navigation, when the application systems [e.g., Voyage Data Recorder (VDR) and
Alarm Monitoring System (AMS)] essential for safe navigations request them to be
transmitted. The ships’ electronic equipments currently manufactured in Korea
follow internationally agreed protocols and these equipments are operated in the
form of integrated network across all levels of the ship thorough the ethernet-based
Ship Area Network (SAN).

Following recent trend of building larger ships like container ships, the paradigm
in infrastructure construction technology for ship’s network is changing. Although
NMEA2000 protocol stipulates the distance of 200 m and the speed of 250Kbps,
the ship communication technology of the past could not overcome communication
distance of 100 m for it used Ethernet-based UTP/STP cables. The problem has
been settled with optical cables and wireless communication method. However, for
those existing ships without adequate on-board communication infrastructure
would have much obstacles (i.e., spatial, temporal and costly obstacles) when the
e-Navigation comes into effect following the international agreements.

Thus, in this paper, we’ve designed a NMEA2000-based Ship Area Network
(SAN) which has been converged with Power Line Communication
(PLC) technology that utilizes existing power line on the ship to expeditiously
respond to the changes in International agreements and to clear away obstacles, and
carried out Test Bed experiment.
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2 Related Research

2.1 Size of the Ship

The ship is a container ship with a length of approximately 399 m from stem to
stern reaching about 3 times of a football field. Recently, Daewoo Shipbuilding &
Marine Engineering has built a mega-container ship (19,224 TEU, the size of
4-football field combined) ordered from Swiss Mediterranean Shipping Company at
Ok-po shipyard, Geoje island (Fig. 1).

2.2 Interior Structure of the Ship

As shown in Fig. 2, many processes are required to route communication cables
when new or additional electronic equipments are to be installed to establish a
connection with the intergrated SAN. Ship’s bulkhead structures are made of steel
plates so that it has an unfavorable environment. Due to recent demands of mobile
device use within the ship, WiFi AP units have been installed but the problem is
that because of the shielding function of steel bulkheads, they need to be installed at
several places.

Fig. 1 Container Ship

Fig. 2 Ship’s steel structure
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2.3 Ship-PLC (Power Line Communication)

Ship-PLC is networking technology enabling the transfer of data through existing
power lines at the ship [1–5]. It provides high-speed transfer and needs no extra
cables Fig. 3 shows Ship-PLC. For the vessel which has been already wired
entirely, the PLC can save costs and time. Our PLC unit provides up to 200 Mbps
for data transfer. The PLC promises fast and efficient network on vessel deck.
Definition of PLC The communication technology that transfers data on the high
frequency signal, using carrier frequency on power lines as a medium [1].

As in Fig. 4, the Ship-PLC transmits data using the carrier frequency on the
high-frequency power line.

However, ship operators are very conservative as long as frequency interference
—which may influence ship’s navigation safety—is concerned so that the fre-
quency violations are strictly controlled (e.g., for maritime signaling bandwidth) by
making notification of relevant laws. The Ship-PLC product used in the experiment
has eliminated such problem in advance (Fig. 5).

2.4 Scalability of PLC

Since the PLC supports various communication methods like Ethernet- and Serial
(RS-232/422/485)-based ones, its use can be extended to a variety of activities on
the ship such as acquisition and analysis of all sorts of sensor information, signaling
of dangers, status information monitoring through the connections with different
types of electronic equipments on the ship.

Fig. 3 Ship-PLC [1]

Fig. 4 Principle of PLC
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Thus, with this scalability in mind, we’ve verified the feasibility of the
PLC-applied SAN by performing a Test Bed using shipboard CAN BUS-type
electronic equipments that adapts the NMEA 2000 standard.

2.5 Example of NMEA 2000 Standard Application
for a Ship

Figure 6 represents the NMEA 2000 standard CAN BUS. All the shipboard elec-
tronic equipments are built with the NMEA 0183/2000 standard CAN BUS in
accordance with international specifications.

Fig. 5 Avoiding maritime distress signaling bandwidth

Fig. 6 NMEA standard CAN BUS
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3 NMEA 2000 Integrated Network Using PLC

Using the container ship with a full length of 304 m and a height of 49 m (i.e., M/Y
Hyundai Colombo owned by Hyundai Merchant Marine, Korea)—which can load
6,800+ 20-ft. containers—as a test bed, we’ve installed a PLC Master Coupler to
the Emergency Breaker located in the Emergency Room positioned in the section
between the Bridge and the Bow Room (a straight-line distance of 180 m) on the
upper deck. Using the power line of the same section as a backbone, we connected a
NMEA 2000 equipment to the serial port of a notebook and performed data
transmission experiments for the CAN + SAN integrated network using a PLC
modem and a PLC repeater (Fig. 7).

3.1 Goal of Final Test

We chose a spot furthest from the Bridge, where data collection and data trans-
mission are carried out toward the land. The spot had the poorest environment for
additional data cable installments and our premise was that the network had to
overcome an extreme environment assuming that the NMEA 2000 standard CAN
BUS-type electronic equipments will be installed at all levels of the ship (Fig. 8).

Fig. 7 Test Bed using a 6,800 TEU-class container ship

Fig. 8 PLC + NMEA-converged network
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3.2 Outline of PLC (Power Line Communication)

Figure 9 shows 3-phase 4-wire Y-connection. The PLC technology was developed
in US in 1924 and mostly used for the power-usage readings and home networks on
land. As shown in the picture, it is comprised of 4 phases (R, S, T and N). And
Fig. 10 is the power line structure used on a ship and unlike the land-use type, it is
comprised with just 3 phases (R, S, and T), missing the N-phase [1].

3.3 Delta Connection Data Coupling

Figure 11 shows Problem associated with PLC. Network configuration with the
Y-connection type can be possible regardless of phase changes in the same power
line structure as all the connections are made with the same N-phase. However, the
configuration with the Delta connection type will not be possible since there’s no
common phase like N such that the network cannot be comprised with the PCs on
A, B and C decks. To solve above mentioned problem, we successfully established
connections using the Delta connection by coupling R, S and T phases behind the
switchboard where the power is supplied initially, as shown in Fig. 12.

Fig. 9 3-phase 4-wire Y-connection

Fig. 10 3-phase 3-wire Delta connection
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Fig. 11 Problem associated with PLC

Fig. 12 A solution for the problem of network configuration with Delta connection
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3.4 Tests for PLC and NMEA Communication

As shown in Fig. 13, the section between the Bridge and the Bow Room where data
collection and monitoring are carried out was chosen as the test bed and both the
furthest distance and poor environment where additional cable installments are most
difficult were considered. The test was conducted with existing power line without
installing separate communication cables at the section.

Since the power lines furcate in each section to supply power, we applied the
PLC repeater for each section (i.e., passage #1, #2, and #3), and by using the PLC
we constructed a network between the Bridge and the Bow Room, followed by the
test. Our goal was to apply the network to the cargo hall.

We first installed a PLC Master Coupler in the 200 V Emergency Breaker Panel
of the Emergency Room located on the upper deck. Second, the PLC modem was
installed in the Bow Room and third, a PLC Repeater Modem was installed at
100 m on the Passageway. Fourth, the PLC Repeater Modems were installed at 2/5
and 4/5 points of the Passageway. Fifth, the Passageway 220 V Emergency
Breaker PLC Repeater was installed and finally, we confirmed the network estab-
lishment after installing the PLC Repeater on the Rotary Switch located at the
entrance of Bow Room.

4 Performance Evaluation and Cost

Performance evaluation was repeated three times. In order to avoid ‘speed down’
problem due to introduction of noises, which is the most vulnerable factor for the
PLC, we’ve conducted the test by minimizing the noise by installing the PLC
Repeaters in respective sections. Our final goal was to reduce installment costs and
maximize efficiency by using the least number of the PLC Repeaters.

The most vulnerable part of the PLC is the introduction of noise so that coun-
termeasures must be studied to avoid any future communication disruptions. In this

Fig. 13 Ship-PLC + NMEA test bed and communication testing section
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paper, we’ve artificially introduced noises to see how the communication quality
would deteriorate due to noises (Fig. 14).

Table 1 is the list of ships on which the PLC system has been installed and
shows shipping companies, ship’s names, installed sections and the number of
modems supplied (EA). The total number of ships SUNCOM Co installed the PLC
system from 2007 to 2015 was 39 and the average cost involved in the system
construction was approx. USD 8,000 per ship. For the 39 ships, the distances for the
system construction ranged from a minimum of 170–200 m maximum, showing
total average distance of roughly 185 m. As of July of 2015, installing the PLC
system will lead to about over 70 % cost reduction when compared to setting up
internet network using UTP cables on a ship.

Fig. 14 Measurements of PLC tests due to noise introduction
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Table 1 List of ships on which the PLC system has been installed and additional information

No. Shipping
company

Name of ship Installation
date

Installed section Number of
supplied modems
(EA)

Master
coupler

Client
model

1 STX Panocean AUTO ATLAS 2008 ECR 1 2

2 STX Panocean AUTO
BANNER

2008 ECR 1 2

3 STX Panocean ATLANTIC
ADVENTURE

2011. 11 BRIDGE, CAPTAIN,
CENG, SHIP’S
OFFICE, ECR

1 5

4 STX Panocean DK IMAN 2014. 10 BRIDGE, CAPTAIN,
CENG, SHIP’S
OFFICE, ECR

1 5

5 SIX Panocean DK ITONIA 2014. 10 BRIDGE, CAPTAIN,
CENG,
SHIPS OFFICE, ECR

1 5

6 STX Panocean EASTERN
CARRIER

2008 BRIDGE, CAPTAIN,
CENG,
SHIPS OFFICE, ECR

1 5

7 STX Panocean FRONTIER
CARRIER

2009 BRIDGE, CAPTAIN,
CENG,
SHIPS OFFICE, ECR

1 5

8 STX Panocean GOOD
FIREND

2007 BRIDGE, CAPTAIN,
CENG, SHIP’S
OFFICE, ECR CO, 20,
30

1 8

9 STX Panocean HAN JIN
PIONEER

2011. 02 BRIDGE, CAPTAIN,
CENG, SHIP’S
OFFICE, ECR

1 5

10 STX Panocean HARMONY
CARRIER

2008 BRIDGE, CAPTAIN,
CENG, SHIP’S
OFFICE, ECR

1 5

11 STX Panocean H5 ACASIA 2009 BRIDGE, CAPTAIN,
CENG, SHIP’S
OFFICE, ECR

1 5

12 STX Panocean HS PIONEER 2008 BRIDGE, SHIP’S,
OFFICE, ECR

1 3

13 STX Panocean CUPID
FEATHER

2008 BRIDGE, CAPTAIN,
CENG, SHIP’S
OFFICE, ECR

1 5

14 STX Panocean MAGIC
FORTE.

2008 BRIDGE, CAPTAIN,
CENG, SHIP’S
OFFICE, ECR

1 5

15 STX Panocean MAGIC
ORIENT

2008 BRIDGE, CAPTAIN,
CENG, SHIP’S
OFFICE, ECR

1 5

(continued)
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Table 1 (continued)

No. Shipping
company

Name of ship Installation
date

Installed section Number of
supplied modems
(EA)

Master
coupler

Client
model

16 STX Panocean NEW
DIAMOND

2008 ECR 1 2

17 SIX Panocean LADY
KADOORIE

2009 BRIDGE, CAPTAIN,
CENG, SHIP’S
OFFICE, ECR

1 5

I8 SIX Panocean ORIENTAL
HOPE

2008 BRIDGE, CAPTAIN,
CENG, SHIP’S
OFFICE, ECR

1 5

19 SIX Panocean ORIENTAL
FRONTIER

2007 BRIDGE, CAPTAIN,
CENG, SHIP’S
OFFICE, ECR

1 5

20 STX Panocean ORIENTAL
TREASURE

2009 BRIDGE, CAPTAIN,
CENG, SHIP’S
OFFICE, ECR

1 5

21 STX Panocean OCEAN HOST 2007 BRIDGE, CAPTAIN,
CENG, SHIP’S
OFFICE, ECR

1 5

22 STX Panocean OCEAN
MASTER

2008 BRIDGE, CAPTAIN,
CENG, SHIP’S
OFFICE, ECR

1 5

23 STX Panocean OCEAN
UNIVERSE

2008 BRIDGE 1 2

24 STX Panocean OCEAN
ROYAL

2007 BRIDGE, CAPTAIN,
CENG, SHIP’S
OFFICE, ECR

1 5

25 STX Panocean ORIENTAL
FRONTIER

2008 BRIDGE, CAPTAIN,
CENG, SHIP’S
OFFICE, ECR

1 5

26 STX Panocean PAN
AMBmON

2008 ECR 1 2

27 STX Panocean SEA OF
FUTURE

2012 SHIP’S OFFICE, ECR 1 3

28 STX Panocean SEA OF
GRACIA

2012 ECR 1 2

29 STX Panocean SEA OF
HARVEST

2012 SHIP’S OFFICE, ECR 1 3

30 STX Panocean SILVER
CARRIER

2007 BRIDGE, CAPTAIN,
CENG, SHIP’S
OFFICE, ECR

1 5

31 STX Panocean SJMOKOR
HONGKONG

2010. 12 1 6

(continued)
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5 Conclusion

Purpose of carrying forward the policies (e.g., IMO, IEC, ISO and IALA, etc.)
related to the e-Navigation and its standardization is to secure navigation and
maritime safety through convergence of shipbuilding technology with Information
technology. The technology enables collection of sensor data with various elec-
tronic equipments and machines and analysis of the data by sending them to the
land side efficiently, during entire process of departure and entry. Should the
e-Navigation policy become obligatory, existing ships will suffer overwhelming
damages in costs following temporary suspension of ship operation, extra equip-
ment purchase or replacement, and network cable installments to be certified.

In this paper, we’ve performed an actual test bed experiment on a ship to enable
easy adaptation of NMEA 2000 protocol between the relevant parties using the
PLC technology with 3-phase 3-wire Delta connection method applied within the
ship without installing separate network cables. This technology can be applied to

Table 1 (continued)

No. Shipping
company

Name of ship Installation
date

Installed section Number of
supplied modems
(EA)

Master
coupler

Client
model

BRIDGE, CAPTAIN,
CENG, SHIP’S
OFFICE, ECR

32 STX Panocean STX A2AREA 2010. 06 BRIDGE, CAPTAIN,
CENG, SHIP’S
OFFICE, ECR

1 5

33 STX Panocean STX
FREESLA

2010. 12 ECR 1 2

34 STX Panocean STX
SINGAPORE

2008 BRIDGE, CAPTAIN,
CENG, SHIP’S
OFFICE, ECR

1 5

35 STX Panocean VISION 2008 BRIDGE, CAPTAIN,
CENG, SHIP’S
OFFICE, ECR

1 5

36 MSC MSC
LONDON

2014. 07 BRIDGE, G DECK, F
DECK

1 3

37 MSC MSC
NEWYORK

2014. 10 BRIDGE, G DECK, F
DECK

1 3

38 MSC MSC
ISTANBUL

2015. 01 A DECK, B DECK, C
DECK, D DECK, E
DECK, F DECK

1 7

39 MSC MSC
AMSTERDAM

2015. 04 A DECK, B DECK, C
DECK, D DECK, E
DECK, F DECK

1 6
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the old ships under the direct influence of changes made in international agreements
or to the existing ships which are impossible to install additional network cables due
to their features or types.

As the result of experiment, it was possible to install the PLC system within a
few hours using existing power cables and placing a PLC modem at the spot on
180 m section (approximately 2/3 of ship’s length). Also, with the proposed
technology, costs were reduced as much as over 70 % compared to the UTP- and
STP-based ship data communication system which requires additional cable
installments.
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Inductively Powered Underground
Wireless Communication System
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Abstract Underground Wireless Sensor Network (UWSN) is a newly emerging
technology that is capable of replacing existing traditional wired connections.
Research has proved that magnetic induction based communication performs better
than electromagnetic wave communication, especially in the dynamic underground
environment. Currently, data recorders are being used to collect the data from
underground sensors. Data recorders have a few disadvantages such as the inability
to produce data on time and the difficulty to deploy them. Many problems related to
data recorders can be solved using UWSNs magnetic induction technique. Some of
the main challenges are efficient power transfer and communication to underground
sensors when distance between transmitter and receiver coils increases. This paper
introduces a unique technique where both wireless power transfer and communi-
cation are achieved simultaneously for sensors which are present underground.
A high frequency square pulse is used for inductive power transfer between
transmitter and receiver coils. The same square pulse is pulse code modulated and is
used for wireless communication between the transmitter and the receiver coils with
a suitable data rate. Experimental results to prove the feasibility of this novel
technique for concurrent wireless power transfer and communication make the
paper different from its counter parts.
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1 Introduction

1.1 Overview

The concept of Wireless Sensor Network (WSN) emerged in late 2000s and has
been exponentially growing. Sensor networks consist of multiple sensors which can
communicate to each other and can send the sensed data to a sink node. Usually
sensors are small in size and inexpensive, so they can be deployed in large numbers
across any desired area. Since sensors are vastly used in various environments,
some applications require random deployment of sensors across selected area, also
power management is critical. Thus, choosing a proper power source for the sensors
is important. Usually sensors work through battery power i.e. DC current. So
amount of power consumed, energy saving, life time needs to be calculated and
proper assumptions have to be considered for the sensor network to work properly.
The number of sensors which die should not exceed the number of active sensors
leading to loss of coverage or connectivity. Sensors should be deployed considering
all the above aspects. For Underground sensor network most of the parameters to
monitor as mentioned above and issues to be addressed changes because the
channel is dynamic. Major criteria to be addressed in underground sensor network
is communication to the channel, if the communication is done wirelessly then
parameters to be considered will be power management, connectivity, and channel
characteristics. If the distance between the transmitter and receiver coils exceeds a
particular limit, then the efficiency goes down exponentially. This effect can be
reduced by introducing relay coils in between transmitter and receiver coils.

1.2 Objective

The main objective of the paper is to present a technique based on strong, coupled,
resonant magnetic induction to supply wireless power to underground sensor net-
works and also communicate with them. The real-time deployment results of the
proposed technique are also presented so as to prove experimentally the feasibility
of the proposed technique for wireless power supply and communication with the
underground sensors.

1.3 Outline of Proposed Technique

A technique is proposed for continuous power supply and communication for
underground wireless sensor networks using strong, coupled, resonant magnetic
induction. The system uses a renewable or non-renewable energy source to sup- ply
the continuous power. Source Coil is used in this system around which the mag-
netic field is generated and this magnetic field induces a voltage across the receiver
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coil, and this voltage can be used to supply for underground sensors. The system
can be used in two ways i.e. it can be used to provide power continuously or
periodically the system can be used to recharge the batteries present underground.
The communication with underground sensors is achieved using pulse code mod-
ulation. The square pulse which is used for transfer of power is pulse code mod-
ulated with data that needs to be transmitted to the sensors deployed in the soil.

The related efforts to solve this problem have been explained in Sect. 2. A novel
technique based on the principle of strong resonant coupled magnetic induction has
been proposed for underground wireless power supply and communication to
sensor networks in Sect. 3. Section 4 details the mathematical modeling of the
proposed system. The analysis of real time deployment results are presented in
Sect. 5. Finally the paper is concluded in Sect. 6.

2 Related Work

Wireless underground communication using magnetic induction for communication
surpasses traditional wired based data collection. Currently data recorders are being
used for collecting the data from underground sensors [1]. Data recorders have a
few disadvantages such as the inability to produce data on time and difficulty in
deploying them. UWSN with magnetic induction technique is advantageous as the
channel is no longer air but soil with moisture content and rocks. Dynamic channel
condition affects EM wave communication and it requires large antenna size which
is not feasible underground [2]. Alternative technique to EM wave communication
is MI waveguide technique [3]. The main challenge would be Efficient Power
Transfer when the distance between the transmitter and the coils increase.

Presently wireless power transfer has been extensively used for many applica-
tions including Mobile phone charging, charging house hold appliances, and
wireless charging of automobiles. This paper presents a unique technique of
wireless power transfer to underground sensors using pulsating DC. As the effi-
ciency in WPT degrades rapidly with distance, there is a need for a productive
transfer of power. Usage of Resonant frequency for WPT is more advantageous
than traditional MI waveguide technique [4]. Capacitive Power Transfer (CPT) is
an alternative solution for Inductive WPT. In CPT, capacitors which are used for
storing the electric Charge have high impedance at low frequencies. If high fre-
quency is used for power transmission, capacitors provide low impedance and
hence efficiency can be increased but the range would be limited to few centimeters
[5]. Considering all the above challenges, WPT using resonant magnetic induction
gives a better performance [6]. Witricity technology [7] explains how MI technique
can be applied for transfer of wireless power and illustrates how resonators work in
a closed environment. WPT for underground sensors using resonant MI technique
has been implemented for shorter distances [8]. As the distance between transmitter
and receiver coils increases efficiency goes down rapidly. This problem can be
tackled by using repeater coils in between transmitter and receiver coils. Relay or
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repeater coils does not require any input power. They act as magnetic flux [9]
repeaters once they are introduced into the transmitter’s magnetic field.

The second major challenge would be communicating with underground sen-
sors. As the EM wave communication in the soil has many disadvantages, due to
dynamic soil conditions there is a need for an alternative communication technique
[2]. An alternate technique for communication is using MI technique. As the power
is transfered to the sensors using inductors which use resonant mutual induction
principle, communication is also achieved using the same principle. This eliminates
any extra hardware required for communication and also cost due to the commu-
nication transceivers.

When compared to a traditional EM wave communication, MI decays at higher
rate. EM waves suffers underground due to dynamic channel condition, Large
antenna height, and high path loss. Attenuation of the EM waves will be high due to
the absorption of soil, water and rock. Also path loss depends on amount of water
density, soil property and rock content. Considering the overall path loss, MI
waveguide performs better than EM wave [2, 3]. MI waveguide has many advan-
tages such as overall path loss is less, repeater coils which are used for flux relaying
do not consume any power, and it surpasses traditional wired communication as it
more pliable. The transmitter coil transmits MI waves at a particular frequency called
resonant frequency. At resonant frequency impedance would be minimal as the
reactance tends to zero, hence maximum power would be transferred [4].

2.1 Connectivity in Wireless Underground Sensor
Networks (WUSN)

Underground the importance of Connectivity: Connectivity is considered to be
the most important and crucial for network models like WUSNs. Compared to
terrestrial wireless sensor networks connectivity analysis is more complicated
because of path loss, communication through magnetic induction. When connec-
tivity is considered in WUSNs various possibilities of communications are
underground-to-aboveground channel (UG-AG), underground-to-underground
channel (UG-UG) and aboveground-to-underground channel (AG-UG). Also the
transmission ranges for all of these are quite different. So analysis of channel
characteristics is necessary for proposing an efficient connectivity model.

Existing design model for connectivity: Considering the transmission ranges of
the various communicating channels, UG-AG has higher transmitting range than
UG-UG. UG-UG has very limited transmitting range when compared with the
traditional wireless communication over the air. Most importantly AG-UG path loss
is higher than UG-AG, because when air to ground path is taken, reflection of
waves occurs on the surface.

Network Model: Considering WUSN is deployed in a region R. These sensors
are distributed as poisson point process of constant spacial intensity lambda. There
are n Fixed AG sinks uniformly distributed along the border of the region. As full
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connectivity is assured, Sensing region of the sensors is much larger than com-
munication range. There are two phases in the functionality of this model, they are
sensing phase and control phase. In sensing phase UG nodes sense and send data to
AG nodes, while in control phase AG nodes send control messages to UG nodes.
The latencies which are tolerable are considered to be Ts and Tc. The main dif-
ference between the connectivity analysis in the two phases is the latencies and
transmission ranges.

Mobility Model: AG nodes can be carried by machinery, people or objects. This
can be modeled as random walk model. This random walk has series of steps in the
sensing region R. If the initial position is (x0, y0), their position after time t is (xt,
yt), then it follows Gaussian distribution [2].

3 Proposed Technique

The proposed technique for a wireless power supply for underground sensor net-
works works on the principle of coupled, resonant, magnetic induction similar to
that described in [9]. Magnetic induction was proposed solely for wireless com-
munication in [2]. However in this proposed system, magnetic induction will not
only be used for wireless communication but also for wireless power transfer
(WPT), similar to that of power line communication in wired networks [10].
Magnetic induction technique appears ideal to support communication [2, 4] and
power transfer in underground sensor networks, as magnetic fields remain much
less affected by the unpredictable and changing nature of underground dynamic soil
conditions, overtime, than other communication techniques. In order to achieve the
most efficient power transfer a strong resonant coupling is required between the
source and destination.

3.1 Designing of Coils

Coils are wound in such a way that it maximizes the magnetic field strength and
reduces losses due to self inductance. Coils are wound using bifilar technique which
reduces losses due to self inductance and maximizes power transfer. Transmitter,
receiver and repeater coils are made identical so that impedance matching can be
achieved which ensures maximum power transfer.

H ¼ Ni
L

ð1Þ

where H is Magnetic field strength, N is number of turns of coil, i is the current
through the coil, L is the Length of the coil. Here as the number of turns in a coil
increases, magnetic field strength increases. Magnetic field strength is inversely
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proportional to the diameter of the coil. So for maximum possible value of H, the
ratio N/L should be as high as possible. This says that diameter of the coil should be
as minimum as possible.

The inductance and capacitance can be determined and used for calculating
resonant frequency theoretically. The inductance is given by [11].

L ¼ 10plN2R2

9Rþ 10l
ð2Þ

where L is the inductance, μ is the permeability of the medium, N is the number of
turns of the coil, R is the radius of the col core used, l is the length of the coil. The
capacitance of an helical coil with length l and number of turns N is given by [11].

C ¼ 4ler2N2k
L cos2 W

ð3Þ

where C is the capacitance, μ is the permeability of the medium, r is the radius of
the coil, k is proportionality constant, L is the length of the coil, ψ is the magnetic
susceptibility of the coil.

Theoretical Resonant frequency: Resonance occurs at a particular Frequency
when the reactance of the coil is equal to its resistance. At resonant frequency
maximum power can be transferred, as reactance would be very low. Theoretically
resonant frequency can be calculated by

Fr ¼ 1

2p
ffiffiffiffiffiffi
LC

p ð4Þ

Here L is Inductance, C is capacitance, and Fr is resonant frequency of the coil.
With the help of LCR meter, inductance and capacitance values of the coil are
calculated. Measured L value was 500 μH and C value was 3.3 nF. After substituting
these values for L and C in Eq. 3, the resonant frequency was found to be 246 kHz.

The system for concurrent wireless power supply and communication (as shown
in Fig. 1) consists of different blocks namely: DC regulated power supply, PWM
generator, gate driver circuit, H bridge circuit, communication signal block and
transmitter coil.

4 Mathematical Modeling

4.1 Coils Used in the Proposed System

In the proposed system the coils used are shown in the Fig. 1. These coils are made
up of 36 SWG (33 AWG) copper wires. 60 strands of copper wires are combined
together and made as one conducting wire. This multi stranded wire is wound on a
PVC(Poly vinyl chloride) tube with 6 cm diameter. Transmitting, relay and

210 A. Gungi et al.



receiving coils are similar in the system in order to make the properties of both the
coils to be similar as much as possible.

4.2 Magnetic Field and Voltage Induced for the Coils Used
in Proposed System

The equations for generated magnetic field and induced voltage for the coils used in
the present system can be derived from the basic equations of Biot-Savart’s law and
Faraday’s law. Due to multiple stranded coil the generated magnetic field on the
axis of the coil at a distance x is given as

B ¼ l0Ir
2nN

2 x2 þ r2ð Þ3=2
ð5Þ

We are using circular coils so the area of the coil is pr2 for single turn and when
we consider for N turns and multiple strands then the voltage induced will be

V tð Þ ¼ Bx sinxtð ÞnNA cos h ð6Þ

5 Experimentation and Results

The experiments were designed for testing the feasibility of concurrent wireless
power supply and communication with underground sensor networks using the
principle of magnetic induction at resonance. The experiments were carried out in

Fig. 1 Block diagram of
proposes system
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an artificially created test bed with soil. The image of the test bed which was used
for conducting experiments is shown in Fig. 2a. The physical property of the soil
(by volume) used is gravel −14 %, sand 61 %, silt 11 % and clay 14 %.

The coils used in these experiments were made up of copper and are hand
wound. The coils were wound on a plastic core. An example view of the experi-
mental setup is shown in Fig. 2b. The Fig. 2b shows the pictures taken by deploying
the coils inside the test bed. The architecture block diagram is shown in Fig. 2c.
Various blocks are DC power supply, Pulse Width Modulation (PWM) generator,
gate driver, H Bridge, communication signals block, and coil (Fig. 3).

Fig. 2 Clock wise manner: a Test bed used to check the feasibility of a wireless power supply to
underground sensor networks. b Wireless power transfer using resonant magnetic induction.
c Block diagram of the proposed system

Fig. 3 Experimental setup
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5.1 Experimental Setup

The experimental setup consists of PWM generator circuit, Power amplifier circuit,
Communication transmitter block, communication receiver block, transmitter coil,
receiver coil and relay coil. Communication transmitter block has ATMEGA 8L
micro controller, which transmits a coded signal to the transmitter coil.
Communication receiver coil which also has ATMEGA 8L micro controller
receives the signal and decodes it.

5.2 Results

An input voltage of 50 V and current 0.01 A is given as input to the transmitter coil.
The input power would be 500 mW. Figure 4 is plotted taking x axis as distance
and y axis as output power. Underground testing is conducted with various mois-
ture contents and by varying distances. The following experiment is conducted in
soil type 1. Input power is fixed at 10 W, depth is fixed at 5 cm and at different
moisture contents 0–5, 50, and 90 %. Figure 5a is plotted taking x axis as distance

Fig. 4 Efficiency

Fig. 5 Efficiency with varying moisture contents: Soil type-I a 5 cm depth, b 10 cm depth. Soil
type-II c 5 cm depth, d 10 cm depth
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and y axis as output power. The following experiment is conducted in soil type 1.
Input power is fixed at 10 W, depth is fixed at 10 cm and at different moisture
contents 0–5, 50, and 90 %. Figure 5b is plotted taking x axis as distance and y axis
as output power. The following experiment is conducted in soil type 2. Input power
is fixed at 10 W, depth is fixed at 5 cm and at different moisture contents 0–5, 50,
and 90 %. Figure 6a is plotted taking x axis as distance and y axis as output power.
The following experiment is conducted in soil type 2. Input power is fixed at 10 W,
depth is fixed at 10 cm and at different moisture contents 0–5, 50, and 90 %.
Figure 6b is plotted taking x axis as distance and y axis as output power.

6 Conclusions

This paper presents the solution to the problems encountered in providing contin-
uous power supply and communication for underground sensor networks thus
enabling these networks to live much longer durations. This paper also describes
the design of the coil required for using this technology. The experimental details
and result analysis are also presented for various set of experiments conducted both
in soil medium and air medium. It has been proved experimentally that this method
is feasible for continuous power supply as well as communication with under-
ground sensors.

7 Future Scope

Experiments can be conducted to check the variation of received power with respect
to the depth at which the coils are deployed, for different moisture levels of the soil,
for different soil types and also for different geometrical shapes of the coils. The
performance of the system can also be further improved by including the impedance

Fig. 6 Efficiency with varying moisture contents: Soil type-II. a 5 cm depth. b 10 cm depth
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matching block. Reliability of the system depends on many aspects which could be
refined. The performance of the system, by including relay coils in between the
transmitter and receiver, and also using the coil arrays to make directional power
transfer could also be investigated.
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Load Flow Analysis of Uncertain Power
System Through Affine Arithmetic

Yoseph Mekonnen Abebe, Mallikarjuna Rao Pasumarthi
and Gopichand Naik Mudavath

Abstract On this paper a novel load flow analysis using complex affine arithmetic
(AA) based on Gauss-Seidel method for uncertain system is proposed. The
Gauss-Seidel algorithm is used to find the uncertainty in each bus, which is the
partial deviation value of the buses. The proposed algorithm is applied on an
IEEE-14, 30 and 57 bus test systems. For comparison purpose a probabilistic load
flow analysis based on Monte Carlo method is used. The proposed method is tested
for different uncertainty level and in all the test cases AA based method is faster in
convergence and gives slightly conservative bound than the probabilistic Monte
Carlo approach.

Keywords Affine arithmetic � Conservative � Gauss-Seidel � Load flow analysis �
Monte Carlo � Uncertainity

1 Introduction

The two mostly commonly known range analysis mechanisms are interval arith-
metic (IA) and affine arithmetic (AA). IA was formalized by Moore in 1960 in order
to estimate numerical errors while computing in a machine. It is based on the
principle of representing a number in a closed interval with a lower and upper
bound than approximating it in a floating point form. As a result, the basic principle
of representing a real number is extended to deal with IA [1]. Though IA has been
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playing a major role in range analysis, it suffers from dependency problems. As a
result another mechanism which can address such a problem is needed and AA is
invented.

Sources of error during manipulation may be external to the system like less
precise and missing input data or a mathematical model which is uncertain by itself.
Truncation and round off errors are categorized under internal errors. AA is first
formalized and introduced in 1993 by Comba and Stolfi as a basic tool to deal with
both internal and external sources of errors and other shortcomings of IA [2–4].

Though IA solves a lot of problem associated with fixed point calculation, its
dependency problem is high. Dependency problem is simply defined as, having a
different result for the same equation with different expressions. Since AA keeps the
correlation between computed and input variables and exploit it at each operation,
the dependency issue is not a problem. Due to all the aforementioned advantages
AA is better than IA in dealing with uncertain system or function. Most application
that has been done with IA can be done with AA ones the algorithm is formulated.
AA mostly has been applied for computer graphics since its invention. Now a day’s
AA based reliable algorithm is also formulated for power flow analysis with
uncertain data. A generalized Newton-Raphson method based load flow analysis
using AA gives a conservative result in the worst case scenario than probabilistic
Monte Carlo approaches [5, 6].

In [7] extension of AA is introduced to make it more applicable for different
uses. The proposed extension is based on a general quadratic form. By using a
branch and bound mechanism it is possible to find the bounds of a given function
more reliably than before. The authors presented a new efficient inclusion function
based on AA and they used Ichida-Fujii algorithm to solve global unconstrained
minimization problem.

In wind and solar generation sources, which has a variable output in hourly
basis, the uncertainty in load and generators is high. Voltage stability study should
be applied in ordered to deliver reliable power to the utility. In [8] AA is applied to
deal with such issue and the result is compared with a known Monte Carlo
approach. The study is conducted on different bus test cases and it confirms the
advantage of AA over Monte Carlo approach in reducing computational burden and
getting a better results.

The effective use of genetic algorithm with AA helps to find the worst case
circuit tolerance when the parameters are highly vernalable to uncertainty. Genetic
algorithm is used to minimize underestimation error while AA is used to deal with
over estimation problem. The joint use of genetic algorithm and AA provides a
better result than traditional probabilistic methods for circuit tolerance analysis [9].

The problem in accuracy of the result in IA method, when there is linearization
process, boosts the popularity of AA in power flow analysis. Because of its ability
to consider all sorts of uncertainties, AA based algorithm provides an output which
is more conservative than the probabilistic Monte Carlo approach [10].

Most of the load flow problem done in AA is based on Newton-Raphson method
which has a lot of non affine operations resulting a high memory usage and com-
putational burden [10].
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In this paper a Gauss-Seidel analysis using complex AA is used to find the
uncertainty values while the central values of voltage and angle are found using
Newton-Raphson method. The proposed method is tested on an IEEE-14, 30 and 57
bus systems, and the result is compared with Monte Carlo method.

The remaining part of this paper is organized as follows: In Sect. 2, AA principle
of operation is dealt. In Sect. 3 AA based Gauss-Seidel algorithm for power flow
analysis is proposed. Section 4, is dedicated for result and discussion of the pro-
posed method. At the end the conclusions is made in Sect. 5.

2 Generalized AA Principles

AA is simply an extension of interval mathematics. It is mathematically represented
by (1).

x̂ ¼ x0 þ
Xn
i¼1

xiei: ð1Þ

The noise symbol ‘ε’ values lies between the interval [−1, 1]. The terms x0 and
xi, are complex numbers and named central and partial deviation terms respectively.
It is customary to covert IA to AA and vise versa. The interval to affine and affine to
interval conversion is formulated in (2) and (3) respectively.

X ¼ a; b½ � ! x̂ ¼ bþ a
2

þ b� a
2

ek ð2Þ

where ‘a’ and ‘b’ are the lower and upper bound values respectively. If the variables
are not under the same condition, each conversion has different index value of k. In
practical scenario, if two resistors are made from the same material with the same
tolerance value they will share the same noise variables under the same room
temperature assuming other conditions are under control [1].

x̂ ¼ bþ a
2

þ b� a
2

ek ! X ¼ x0 þ
Xn
1

xi½�11� ð3Þ

Conversion from interval to affine form results one symbolic variable at a time.
The result can be converted back to give the interval value. But, conversion from
affine to interval is not reversible if the affine form has more than one symbolic
variable. Since it loses its affine property there is no need of affine to interval
conversion in the middle of the analysis. The conversion can be done at the end of
the analysis to compare the result with other self validated mechanisms.

The following example shows the conversion of AA to IA and vice versa. Let
ŷ = 3 + 0.5ε1 + 0.5ε2. Using (3) the interval value becomes Y = [2, 4]. Converting
the interval result back to affine form using (2) gives ŷ = 3 + 1ε1. The two affine
forms are totally different confirming the irreversible nature of (3).
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As in IA, all standard operations (addition, subtraction, multiplication and divi-
sion) and others (square root, power, logarithm, trigonometry etc.) are redefined for
affine forms. Operation in AA is divided into affine operations and non affine
operations. Generally AA for both real and complex number is dealt in detain in [11].

2.1 Affine Operations

Those operations which do not approximate the result fall under this category. The
two main affine operations are addition and subtraction. Let us take two complex
affine forms. Where, both the central terms and the partial deviation terms are
complex numbers. For (7) and (8) α is considered as a constant number.

x̂ ¼ x0 þ
Xn
i¼1

xiei ð4Þ

ŷ ¼ y0 þ
Xn
i¼1

yiei ð5Þ

Addition and subtraction is defined in (6). Equations (7) and (8) shows the use of
constant number with affine function. They have the same form for both real and
complex functions [11, 12].

x̂� ŷ ¼ x0 � y0ð Þþ
Xn
i¼1

ðxi � yiÞei ð6Þ

a� ŷ ¼ a� y0ð Þþ
Xn
i¼1

yiei ð7Þ

aŷ ¼ ay0 þ
Xn
i¼1

ayiei ð8Þ

Affine operations are simple and easy just like any numerical analysis with basic
operations. There is no addition of any noises variable in using affine operations.

2.2 Non Affine Operations

Those operations which do approximate the results fall under this category. The
most known of all non affine operation is multiplication. It is formulated in (9) for a
complex number. Mathematical expressions containing square, square root,

220 Y.M. Abebe et al.



trigonometric, logarithmic operations and etc. are not simply found by applying
simple affine rules. In order to deal with such function an affine approximation is
mandatory [12]. So far a general formula for non affine operation is developed for
multiplication which is defined in (9). The others are found using affine approxi-
mation mechanisms.

x̂ŷ ¼ x0y0ð Þþ
Xn
n¼1

x0yi þ xiy0ð Þei

þ
Xn
i¼1

xi
Xn
i¼1

yi

 !
enþ 1

ð9Þ

The main problem and difficulties in AA is selecting the best affine approxi-
mation. There are three distinct affine approximations. Affine approximations, that
minimize the maximum absolute errors or minimize the range is a matter of choice.
Namely they are called Chebyshev, min range and interval approximation.
Chebyshev approximation is a well developed one amongst all with many non
trivial results and with a vast literature done on it. For univariate function ŷ the final
approximated affine form is expressed by (10). On this paper Chebyshev approx-
imation is used to get a precise result even though it is complicated than min range
and interval approximation.

ẑ ¼ aŷþ nþ den ð10Þ

The detail of Chebyshev approximation and how to find the coefficients and
constants of (10) can be found in detail in [12].

3 AA Based Load Flow Analysis

The Gauss Seidel algorithm is used to find the uncertainty value of the buses. The
initial central voltage (Vi,0) and angle(δi,0) for the uncertain system is found using
Newton-Raphson algorithm at the center of the load and generator power. Then
from center voltage and angle the interval is formulated based on the percent of
uncertainty in the demand and generator power by adding the percent of uncertainty
for maximum value and by subtracting for minimum value to and from the center
respectively. For generator and slack bus the voltage magnitude for upper and lower
limit is the same.

VI;i ¼ ½Vi;min;Vi;max�
dI;i ¼ ½di;min; di;max�

ð11Þ
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From (11) a complex initial voltage can be formed and become:

vI ¼ ½vi;min; vi;max� ð12Þ

Using interval to affine conversion formula in (2), the conversion of (12) to affine
form yields (13).

V̂i ¼ Vi;0 þ Vi

2
ðep;i þ eq;iÞ ð13Þ

where V̂i the affine form of the voltage, Vi,0 is the central value found from ordinary
load flow analysis without uncertainty, which can also directly found from (12)
based on (2). The partial deviation, Vi, is found from (12) using (2) and divided
equally for both active and reactive uncertainty. The terms εp,i and εq,i are symbolic
variables for active and reactive power respectively. Similarly the maximum form
of resultant real and reactive power in interval form is written as in (14). Both the
real and reactive powers are the deference of the generator and load power and
made to be interval form using the percent of uncertainty initially assumed.

PI;i ¼ ½Pi;min;Pi;max�
QI;i ¼ ½Qi;min;Qi;max�

ð14Þ

where PI,i and QI,i are the interval form of real and reactive power at bus i. The
terms Pi,min and Pi,max are the minimum and the maximum resultant real powers
respectively. Similarly, Qi,min and Qi,max are the minimum and maximum resultant
reactive powers respectively. The conversion of (14) to affine form using (2) yields
(15) and (16).

P̂1

P̂2

..

.

..

.

P̂n

2
666664

3
777775 ¼

P1;0

P2;0

..

.

..

.

Pn;0

2
666664

3
777775þ

P1;1

P2;2

� � �
� � �

Pn;n

2
66664

3
77775

ep;1
ep;2
..
.

..

.

ep;n

2
6666664

3
7777775

ð15Þ

where P̂1…P̂n, Pn,0…Pn,0 and P1,1…Pn,n are the real power affine form, central
terms and the partial deviations respectively. As described in affine voltage εp,1…εp,
n are symbolic variables for active powers. On the same way the reactive power is
developed from (14) using (2) and yields (16).

In both (15) and (16) most of the elements except the diagonals are zero. This is
mainly due to each bus powers are considered independently and represented by a
unique symbolic variable. Since the sensitivity to power change in bus voltage is
different, the symbolic variables for each bus must be unique. This is one of the
advantages of AA over IA. The latter do not consider such issue and difficult to
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differentiate two intervals of the same value, whether they are of different bus
results or not, only by looking at the values.

Q̂1

Q̂2

..

.

..

.

Q̂n

2
666664

3
777775 ¼

Q1;0

Q2;0

..

.

..

.

Qn;0

2
666664

3
777775þ

Q1;1

Q2;2

� � �
� � �

Qn;n

2
66664

3
77775

eq;1
eq;2
..
.

..

.

eq;n

2
6666664

3
7777775

ð16Þ

where Q̂1…Q̂n, Qn,0…Qn,0 and Q1,1…Qn,n are the reactive power affine form,
central terms and the partial deviations respectively. The terms, εq,1…εq,n are
symbolic variables for reactive powers. After the affine form of voltage and power
is formulated the general Gauss-Seidel load flow analysis is used to find the
uncertainty in the voltage.

V̂A;n ¼ 1
Yn;n

P̂n � jQ̂n

V̂�
n

�
XN
k ¼ 1
k 6¼ n

Yn;kV̂k

2
66664

3
77775 ð17Þ

where V̂A;n is the affine form voltage result and V̂�
n ,V̂k are the conjugated affine

voltage and normal affine voltage at nth and kth bus initially found from (13)
respectively. The constants, Yn,n and Yn,k are the admittance at the nth bus and nth
bus with kth bus respectively. Using the input in (13), (15), (16) and applying affine
and non affine operation (1–10) on (17) yields (18). The central term is found from
base power flow analysis at mid of the uncertain powers as mentioned earlier.
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ð18Þ

where V̂A;n is the affine form of the bus voltage as described before. The term Vn,0 is
the central voltage value found initially applying base load flow analysis at the
center of the active and reactive powers. The variables V1,1

p …Vn,n
p , V1,1

q …Vn,n
q and
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V1,1…Vn,k are the partial deviations due to active power, reactive power and non
affine operation respectively and found from (17) applying (1–16). Noise symbols,
εp,n εq,n and εh,k are symbolic variable for active power, reactive power and non
affine operations respectively.

The next step is optimizing the error value within the limit. Due to inherent
nature of affine approximation like multiplication in (9) optimization is mandatory
[10]. This is mainly to limit the output voltage value within the maximum defined
bound. In our case the bus voltage may become above the maximum limit if the
partial deviations (error signals) are not optimized. For the optimization of error
magnitude of voltage and angle within the limit, the magnitude and angle of error
from (18) is taken separately. Mechanisms of solving optimization based power
flow problems are intensively pointed in [6, 8, 10].

Ve;n ¼
Xn
j¼1

jVp
n; jjep; j þ

Xn
j¼1

jVq
n; jjeq; j þ

Xk
j¼1

jVn;jjeh;j ð19Þ

de;n ¼
Xn
j¼1

dpn; jep; j þ
Xn
j¼1

dqn; jeq; j þ
Xk
j¼1

dn; jeh; j ð20Þ

From (19) and (20) Ve,n and δe,n are the voltage and angle partial deviation taken
from the complex voltage in (18).

The maximum voltage limit in any power system network is a specified thing.
As a result, the voltage error value in (20) must be within the limit between the
center and the maximum limit of that bus at any percent of uncertainty in both
directions. The main constraint for the optimization is then defined by (21).

tn ¼ tol
2
ðVlt;n � Vn;0Þ ð21Þ

where Vlt,n is the maximum defined voltage limit at each bus and ‘Vn,0’ is the center
voltage at any bus, and ‘tol’ represents percent of uncertainty diameter in which half
of it represents the radius. In order for each voltage to be within the boundary the
error value must be within the negative and positive values of tn as written in (22).
At any percent of uncertainty (21) guarantees the voltage at any bus is within the
limit. The angle of bus voltage error can room with the wide tolerance value in both
directions as defined in (23). This is mainly because of the limit of the voltage angle
is in the whole circle and our initial guess for angle error is the radius of the
tolerance in both direction.
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min=max
Ve;n

s:t �tn �Ve;n � tn
�1� ep � 1
�1� eq � 1
�1� eh � 1

ð22Þ

min=max
de;n

s:t �tol
2 � de;n � tol

2�1� ep � 1
�1� eq � 1
�1� eh � 1

ð23Þ

The final voltage and angle at each bus become as in (24) and (25). The min-
imum and the maximum values in (24) and (25) are found from (22) and (23)
respectively.

Vn ¼ Vn;0 þ ½Ve;n;min Ve;n;max� ð24Þ

dn ¼ dn;0 þ ½de;n;min de;n;max� ð25Þ

The value from (24) and (25) are used for the next iteration by applying interval
to affine conversion in (3). Before next iteration starts checking the reactive power
limit violation follow. If there is a violation, bus switching mechanism can be
applied and the next iteration starts over. The iteration stops when convergence
criterion is met.

4 Test Cases

An IEEE-14, 30 and 57 bus test cases are used in order to see the validity of the
proposed method. Different percent uncertainty is applied. A traditional proba-
bilistic power flow analysis for uncertain system based on Monte Carlo method is
used for comparison. A Matlab programming environment is applied to analyze
both methods and a multivariable linear programming solver is use to find the error
values.

The Monte Carlo method is done by taking two thousand random variables of
generator and demand power in the defined boundary. More than two thousand
random variables are tested but do not have any significant change on the output
results. As a result, after two thousand iterations the maximum and minimum value
is selected by comparing the two thousand values of voltage and angle at each bus.
The AA based algorithm proposed above converges in two iteration. In addition to
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its fast convergence, its result as compared to Monte Carlo method is more
conservative.

In all the figures, MC stands for Monte Carlo while AA stands for affine
arithmetic respectively. The term LB and UB represents a lower and upper bound
respectively. Figure 1 shows the voltage magnitude for IEEE-14 bus system for
fifteen percent total uncertainty. Figure 2 shows the angle for the corresponding bus
voltage. As seen from the figures the AA based output is slightly conservative than
that of Monte Carlo based approach.

Figures 3 and 4 shows the voltage magnitude for different percent of uncertainty
using the proposed AA approach and the classical Monte Carlo approach respec-
tively for IEEE-14 bus system. Figures 3 and 4 indicates that when the percent of
uncertainty become smaller and smaller for the generator and load power, the more
the upper and lower bound become tight and marches to the center.

When the percent of uncertainty become zero the lower and the upper bound
voltage become equal and gives the ordinary load flow result at the mid of the
uncertain power or simply ordinary load flow analysis result without uncertainty.
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Figures 5 and 6 shows the voltage magnitude and angle for twenty five percent
of uncertainty for IEEE-30 bus system respectively.

From Figs. 5 and 6 one can deduce that AA based approach has a conservative
bound than Monte Carlo approach. This is mainly due to the inherent nature of AA
to keep track of the correlation between variables to yield the worst case output.

Figures 7 and 8 shows the voltage magnitude for different percent of uncertainty
using the proposed AA approach and the classical Monte Carlo approach respec-
tively for IEEE-30 bus system. Whenever the percent of uncertainty decreases the
voltage boundary marches to the center from both boundaries. When the percent of
uncertainty is zero the load flow output become ordinary load flow result with
single output at each bus confirming the accuracy of the proposed method.

2 4 6 8 10 12 14

1

1.01

1.02

1.03

1.04

1.05

1.06

1.07

1.08

1.09

1.1

Bus Number

B
us

 V
ol

ta
ge

 M
ag

ni
tu

de
 (

p.
u)

10% LB
10% UB

20% LB

20% UB

30% LB

30% UB
0.0 %

Fig. 3 IEEE-14 Bus AA
based Voltage for different
percent of uncertainty

2 4 6 8 10 12 14

1.01

1.02

1.03

1.04

1.05

1.06

1.07

1.08

1.09

1.1

Bus Number

B
us

 V
ol

ta
ge

 M
ag

ni
tu

de
 (

p.
u)

10% LB
10% UB
20% LB
20% LB
30% LB
30% UB
0.0%

Fig. 4 IEEE-14 Bus Monte
Carlo based Voltage for
different percent of
uncertainty

Load Flow Analysis of Uncertain Power System … 227



In all percent of uncertainty considered, AA is slightly conservative than Monte
Carlo method. Finally when the percent of uncertainty is zero the two bounds
become equal to the central voltage which can also be found using ordinary load
flow analysis without uncertainty.
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Table 1 shows the maximum bus voltage uncertainty magnitude for both AA and
MC methods for different power uncertainty. As mentioned earlier, two thousand
iterations are considered as the point of non varying output result for MC method.
From the table it can be seen that AA converges in two–three iterations depending
on the bus number.

5 Conclusion

In this paper a Gauss-seidel algorithm using complex AA is proposed to find the
uncertainty in bus voltage and angle while Newton-Raphson method is used to find
the center voltage. The proposed method is tested on an IEEE-14, 30 and 57 bus
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Table 1 Bus voltage uncertainty values for different percent of power uncertainty

Test systems Power uncertainty
tolerance (%)

Maximum bus
voltage uncertainty
magnitude (p.u)

Number of iterations

AA MC AA

IEEE 14 ±10 0.0040 0.0021 2

IEEE 30 0.0047 0.0026 2

IEEE 57 0.0095 0.0050 3

IEEE 14 ±20 0.0080 0.0038 2

IEEE 30 0.0095 0.0074 2

IEEE 57 0.0190 0.0102 3

IEEE 14 ±30 0.0120 0.0052 2

IEEE 30 0.0142 0.0081 2

IEEE 57 0.0285 0.0195 3
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test systems. A linear programming approach is applied to find the error value
within the boundary. The test is performed for different percent of uncertainty on an
IEEE-14, 30 and 57 bus systems. The proposed algorithm converges in two iter-
ations for IEEE-14 and 30 and in three iterations for IEEE-57 bus systems. Such
fast convergence makes it more advantageous than the two thousand iterations
based Monte Carlo approach.

In all the study cases the results are compared with a known Monte Carlo
probabilistic method. Beside fast convergence from the results, one can conclude
that the proposed AA based algorithm is more conservative than Monte Carlo
method. This is mainly due to the advantage of AA which considers input uncer-
tainty, truncation, and round off errors. Moreover AA takes into consideration the
correlations among variables in order to give a more conservative bound. In Monte
Carlo approach the usual variation of the parameter is uniform and the assumption
of mean value is zero. As a result of such consideration the worst case scenario in
Monte Carlo approach is underestimated. The load flow results found from pro-
posed method can help to control and forecast a huge power system in the worst
case scenario more effectively than Monte Carlo results.
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Advanced Parallel Structure Kalman
Filter for Radar Applications

Seshagiri Prasad Teeparti, Chandra Bhushana Rao Kota,
Venkata Krishna Chaitanya Putrevu
and Koteswara Rao Sanagapallea

Abstract Normally in tracking applications, the target motion is usually modeled
in Cartesian coordinates but, most sensors measure target parameters in polar
coordinates. In this paper two contributions are considered in target tracking. One
depends on position measurements and another one is on Doppler measurements.
The position measurements are measured by taking the range and bearing (angle) of
the target depending on the sensor location. Tracking the target Cartesian coordi-
nates by using this range and bearing measurements is a nonlinear state estimation
problem. To calculate the position measurements (range and angle), it is preferred
to convert them to Cartesian coordinates by considering the linear form values. This
is done, to avoid using nonlinear filters. This method is called as converted position
measurement Kalman filter (CPMKF). In this paper another contribution is Doppler
(range rate) measurement in target tracking systems. In this contribution the non-
linear pseudo states are calculated. This method is called as Converted Doppler
measurement Kalman filter (CDMKF). By considering these two methods a parallel
filtering structure, called statically fused converted measurement Kalman filter
(SF-CMKF) is proposed. The two methods are operated along with each other to
construct the new state estimator SF-CMKF by a static estimator to obtain final state
estimates.
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1 Introduction

In much Doppler type of radars, the measurements are considered in the form of
polar values, which gives the measurements like range, range rate (Doppler), and
one or two angles of its position during moving. Then the Cartesian components
errors in the converted measurements are correlated with each other is explored in
[4, 5, 9, 11, 13, 14]. The other one is done by using extended Kalman filter
(EKF) presented in [3, 6, 8, 10, 12, 13]. In this approach we have to consider the
measurements of the target state estimation in a nonlinear fashion, which results the
mixed coordinate filter [7, 8]. These measured terms results are considered to
compare with the first two moment approximations which are presented here. The
new converted measurement Kalman filter (CMKF) [14], is having estimation
errors, which are compatible with the calculated covariance of the measured terms.
The EKF is different from this method, because it is consistent only for small errors.
So that the CMKF is having the correct covariance, it processes all the target
measurements with a gain, which is nearly optimal and gives smaller errors com-
pared with the EKF [3]. In the moderately accurate sensors, the EKF performs very
poorly in tracking the target at long range for RMS azimuth error of 1.5° or more
[10]. But the CMKF [12] is consistent for 10° RMS azimuth error also.

In this paper to rectify these shortcomings, a new method is proposed. In the
proposed method, the use of the nonlinear recursive filtering methods is avoided
during the processing of Doppler measurements [6]. In the first one, a pseudo state
vector is considered, in which the existing converted Doppler measurements of the
target are linear functions and they are constructed. These pseudo state vectors
consist of the converted Doppler measurements and its derivatives [7, 8]. The
pseudo state equations are derived from the measurements and proven to be linear
in two commonly used target motion models. One model is the constant velocity
(CV) and the other one is constant acceleration (CA) models. By using these
converted Doppler measurement Kalman filter (CDMKF), is proposed to estimate
the pseudo states [7]. This is also used to filter the noise in the converted Doppler
measurements Kalman filter. Finally, the CDMKF is combined with the CPMKF
[13, 14] to construct a new filter which gives a new state estimator called as
statically fused converted measurement Kalman filters (SF-CMKF).

2 Problem Description

2.1 System Formulation

In Cartesian coordinates target’s parameters are considered by depending on the
conversion measurements of the target from polar coordinates to Cartesian. It is
modeled as
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X kþ 1ð Þ ¼ U kð ÞXðkÞþCðkÞVðkÞ ð1Þ

where X kð Þ ¼ x kð Þ; y kð Þ; _x kð Þ; _yðkÞ½ �T , here X kð Þ ¼ Rn is the state vector consisting
of target’s position components and corresponding target’s velocity components
along x and y directions, respectively, at every time step k. If a moving target is
considered, the state vector can be taken by other components such as acceleration.
Here, U kð Þ �Rn�n is the target’s state transition matrix, v(k) is zero-mean Gaussian
random process noise with covariance Q(k), and CðkÞ is noise gain matrix [2].

If we considered a 2D Doppler radar, which is assumed to report measurements
of moving targets in polar coordinates, including range, range rate (Doppler) and
angle presented in [3, 13, 14]. The measurement equation can be expressed as

z kð Þ ¼ rm kð Þ; hm kð Þ; _rðkÞ½ �T

¼ h XðkÞ½ � þw kð Þ ¼ rðk; h kð Þ; _rðkÞÞ½ �T þwðkÞ
ð2Þ

where

rðkÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 kð Þþ y2ðkÞ

p
ð3Þ

h kð Þ ¼ tan�1 yðkÞ=xðkÞ½ � ð4Þ

_r kð Þ ¼ x kð Þ _x kð Þþ y kð Þ _yðkÞ½ �=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 kð Þþ y2ðkÞ

p
ð5Þ

w kð Þ ¼ ~r kð Þ; ~h kð Þ;~_rðkÞ
h i

ð6Þ

Normally the measured range and bearing of the target [14] are considered by
taking the true range r and bearing h as

rm ¼ rþ~r; hm ¼ hþ ~h ð7Þ

2.2 Measurement Conversion Equations

The errors like range ~r and bearing ~h are taken to get independent with zero mean
and standard deviations presented in [1]. These polar measurements are converted
into Cartesian coordinate measurements by using the following conversion tech-
niques [14]

xm ¼ rm cos hm; ym ¼ rm sin hm; ð8Þ
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The errors can be found by expanding these terms

xm ¼ xþ~x ¼ ðrþ~rÞ cosðhþ ~hÞ;
ym ¼ yþ~y ¼ ðrþ~rÞ sinðhþ ~hÞ

ð9Þ

The mean error of Cartesian positions becomes

lt r; hð Þ ¼ E½~x r; h�j
E½~y r; h�j
� �

¼ r cos hðe�
r2
h
2 � 1Þ

r sin hðe�
r2
h
2 � 1Þ

2
4

3
5 ð10Þ

After some algebraic manipulation of the measurements, the elements of the
targets converted measurement covariance [14] are given by

R11
t ¼ varð~x r; hj Þ ¼ r2e�r2h ½cos2hðcosh r2h

� �� 1Þþ sin2h sinhðr2hÞ�
þ r2r e

�r2h ½cos2h cosh r2h þ sin2h sinhðr2hÞ� ð11aÞ

R22
t ¼ varð~y r; hj Þ ¼ r2e�r2h ½sin2hðcosh r2h

� �� 1Þþ cos2h sinhðr2hÞ�
þ r2r e

�r2h ½sin2h cosh r2h þ cos2h sinhðr2hÞ� ð11bÞ

R12
t ¼ varð~x;~y r; hj Þ ¼ sin h cos he�2r2h ½r2r þ r2ð1� er

2
hÞ� ð11cÞ

Equations (10) and (11a, 11b, 11c) are the expressions of the bias and covariance
of the targets converted measurements. The converted measurements of the target
have a significant bias for long range and large bearing error. The true bias and
covariance of the measured parameter values depend on the true range and bearing.
They are denoted as with elements (10) and with elements (11a, 11b, 11c),
respectively.

A conversion of the Doppler measurements is also made in this paper to yield the
converted Doppler measurements as [7]:

gc kð Þ ¼ rm kð Þ_rm kð Þ ¼ g kð Þþ ~gðkÞ ð12Þ

where η(k) is the converted Doppler (i.e., the product of range and range rate),
given by

g kð Þ ¼ x kð Þ _x kð Þþ y kð Þ _y kð Þ ð13Þ

and ~gðkÞ is the error in the converted Doppler Measurement gc kð Þ, [10].
The use of the zero-mean expressions of measured one cannot be taken for the

bias of the target at long ranges with the bearing error and the covariance
approximation (13) is poor. The expressions in (10) and (11a, 11b, 11c) cannot be
used because; the fact is that they are conditioned on the target’s true values of
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range and bearing [14]. But these are not available in practice. The results become
useful, when the expected values of target true moments are evaluated with the
measured position. The expected bias and covariance are examined as [5]:

E lt r; hð Þ rm;hm
��� 	 ¼ la ð14Þ

E Rt r; hð Þ rm;hm
��� 	 ¼ Ra ð15Þ

Then the expected value of the target’s true bias is considered with elements of
its classical approximations and target’s true covariance is considered with elements
of the same, which are conditioned on the measured position. These are called as
the target’s average true bias and target’s average true covariance. Expanding the
expected bias and covariance using (1) and applying the trigonometric identities
gives the mean (14) as [5]

la ¼ rm cos hmðe�r2h � e�r2h=2Þ
rm sin hmðe�r2h � e�r2h=2Þ

� �
ð16Þ

and the covariance as [5]:

R11
a ¼ r2me

�2r2h ½cos2hmðcosh 2r2h � cosh r2hÞþ sin2hmðsinh 2r2h � sinh r2hÞ�
þ r2r e

�2r2h ½cos2hmð2 cosh 2r2h � cosh r2hÞ
þ sin2hmð2 sinh 2þ 2

h � sinh r2hÞ�
ð17aÞ

R22
a ¼ r2me

�2r2h ½sin2hmðcosh 2r2h � cosh r2hÞþ cos2hmðsinh 2r2h � sinh r2hÞ�
þ r2r e

�2r2h ½sin2hmð2 cosh 2r2h � cosh r2hÞ
þ cos2hmð2 sinh 2r2h � sinh r2hÞ� ð17bÞ

R12
a ¼ sin hm cos hme�4r2h r2r þðr2m þ r2r

� �ð1� er
2
hÞ� ð17cÞ

Note that the average covariance (17a, 17b, 17c) is larger compared to the
covariance (11a, 11b, 11c), which is conditioned on the exact position; it gives the
additional errors by evaluating it by the measured position [7]. This is difficult in
showing the consistency later. The bias and increase in the covariance, is always
significant for long ranges and also for large bearing errors. So the new
polar-to-Cartesian conversion [8], is an unbiased consistent conversion [8], with the
correction of the average bias which is taken, instead of (7), given by

zc ¼ xcm
ycm

� �
¼ rm cos hm

rm sin hm

� �
� la ð18Þ

where the elements of la are taken from (16) and the average covariance of the
converted measurements is Ra with elements (17a, 17b, 17c).
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Similarly, one can get the bias and variance of the converted Doppler mea-
surements as [8]

ln kð Þ ¼ qrrr_r ð19Þ

Rgg kð Þ ¼ r2m kð Þr2_r þ r2r _r
2
m kð Þþ 3 1þ q2

� �
r2rr

2
_r þ 2rmðkÞ_rmðkÞqrrr_r ð20Þ

The debiased converted position measurements are given as

zgc kð Þ ¼ gc kð Þ � lg kð Þ ð21Þ

The covariance between the converted position measurements and the converted
Doppler measurements can be given as [8]

Rpg kð Þ ¼ RxgðkÞ
RygðkÞ
� �

¼ r2r _rm kð Þþ rmðkÞqrrr _r
� 	

cos hmðkÞe�r2h

r2r _rm kð Þþ rmðkÞqrrr_r
� 	

sin hmðkÞe�r2h

" #
ð22Þ

2.3 Converted Doppler Kalman Filter

Normally, nonlinear filtering methods like the EKF and UKF are taken to deal with
Doppler measurements. Here, the nonlinear problem is solved by building a pseudo
state vector, which is having a linear relationship with the already existing con-
verted measurements of the target and by deriving the particular linear filtering
equations. This shows the results of the CDMKF. In this particular section, the two
commonly used target motion models are, one is nearly constant velocity
(NCV) and the other one is nearly constant acceleration (NCA) models [2], are
evaluated. Now, the pseudo state equations of derivatives are considered by taking
the second order and third order derivatives are as zero [2].

€xðkÞ
€yðkÞ
� �

¼ 0
0

� �
ð23Þ

for CV model and

€xðkÞ
€yðkÞ
� �

¼ 0
0

� �
ð24Þ

for CA model.
The pseudo state vector of the dynamic system for a CV model and CA model is

considered as [9, 10]
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g kð Þ ¼ gðkÞ
_gðkÞ

� �
¼ c XðkÞ½ � ¼ x kð Þ _x kð Þþ y kð Þ _y kð Þ

_x2ðkÞþ _y2ðkÞ
� �

ð25Þ

gðkÞ ¼

gðkÞ
_gðkÞ
€gðkÞ
vgðkÞ

2
6664

3
7775 ¼ c½XðkÞ ¼

xðkÞ _xðkÞþ yðkÞ _yðkÞ
_x2ðkÞþ _y2ðkÞþ xðkÞ€xðkÞþ yðkÞ€yðkÞ

3 _xðkÞ€xðkÞþ 3 _yðkÞ€yðkÞ
3€x2ðkÞþ 3€y2ðkÞ

2
6664

3
7775 ð26Þ

The derivatives of the NCV and the NCA in Cartesian coordinates are consid-
ered by using zero-mean white noise [2]. Then the NCV and NCA are expressed as
follows

xðkþ 1Þ
yðkþ 1Þ
_xðkþ 1Þ
_yðkþ 1Þ

2
664

3
775 ¼

1 0 T 0
0 1 0 T
0 0 1 0
0 0 0 1

2
664

3
775

xðkÞ
yðkÞ
_xðkÞ
_yðkÞ

2
664

3
775þ

T2=2 0
0 T2=2
T 0
0 T

2
664

3
775 vxðkÞ

vyðkÞ
� �

ð27Þ

xðkþ 1Þ
yðkþ 1Þ
_xðkþ 1Þ
_yðkþ 1Þ
€xðkþ 1Þ
€yðkþ 1Þ

2
666666666664

3
777777777775
¼

1 0 T 0 T2=2 0

0 1 0 T 0 T2=20

0 0 1 0 T 0

0 0 0 1 0 T

0 0 0 0 1 0

0 0 0 0 0 1

2
666666664

3
777777775

xðkÞ
yðkÞ
_xðkÞ
_yðkÞ
€xðkÞ
€yðkÞ

2
6666666664

3
7777777775
þ

T2=2 0

0 T2=2

T 0

0 T

1 0

0 1

2
666666664

3
777777775

vxðkÞ
vyðkÞ
� �

ð28Þ

Now by considering the mean of the squared noise as a known input, the state
equation can be written as

g kþ 1ð Þ ¼ Ugg kð ÞþGu kð ÞþCxvx kð ÞþCsvs kð Þ ð29Þ

where for NCV model

Ug ¼
1 T

0 1

� �
; G ¼ Cs ¼ T3=2 3T=2

T2 T2

� �
; u kð Þ ¼ E

v2xðkÞ
v2yðkÞ

" # !
¼ q

q

� �

Cx kð Þ ¼ T 3T2=2

0 2T

� �
; vx kð Þ ¼ XCv kð Þ ¼ xðkÞ yðkÞ
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for NCA model
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3 Statically Fused Converted Measurement
Kalman Filters

3.1 Filtering Structure

The CDMKF provides a new method to exploit Doppler measurements. But the
resulting pseudo states from the CDMKF are quadratic [7, 8], not linear, in
Cartesian states. Additional processing is needed to extract the final target states
from the pseudo states. The Cartesian states can be provided by the CPMKF, which
is used along with the CDMKF, leading to a new tracking filtering approach, the
SF-CMKF [13].

Figure 1 illustrates the structure of the SF-CMKF. The original sensor mea-
surements (i.e., range, Doppler, and angle) are divided into two parts to be pro-
cessed separately by two linear filters first.

Fig. 1 Filtering of SF-CMKF
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The prior mean of the state to be estimated is

�xðkþ 1Þ ¼ E½xðkþ 1Þ
x̂pðkþ 1; kþ 1Þ� ð30Þ

Debiased converted measurement is

zðkþ 1Þ ¼ gðkþ 1Þ � ~gðkþ 1; kþ 1Þ ð31Þ

The covariance between the states to be estimated and the measurement is

PXZ ¼ E x� xð Þ z� zð ÞT� 	 ð32Þ

The covariance of the measurement is

PZZ ¼ E z� zð Þ z� zð ÞT� 	 ð33Þ

The static nonlinear estimation equation is obtained as

X̂ ¼ x̂p þPxz Pzzð Þ�1ðĝ� zÞ ð34Þ

4 Simulation Results

Considering the target starting and moving with two trajectories which gives the
effectiveness of the CDMKF and CPMKF methods in the forms nearly constant
velocity trajectory and also nearly constant acceleration trajectory which are starting
at (10, 10 km) and the target moves with a speed of 10 m/s heading to 60°. In the
second scenario the acceleration is of 0.2 m2/2. The process noise of the target is
assumed to be zero-mean white Gaussian noise with standard deviation 0.001 m/s2.
The sensor is located at origin (0, 0 km) and the sampling interval is T = 1 s. The
standard deviations of target’s range, azimuth, and Doppler measurements are taken
as, rr = 50 m, rh = 2.5°, r_r = 0.1 m/s. The correlation coefficient of the target
between range and bearing is taken as q = 0. Simulations are performed here, over
200 time steps with the 50 Monte Carlo experiments.

The motion of the targets and the root mean squared (RMS) errors of the
following methods are considered and are shown in Figs. 2, 3, 4, and 5. The results
are shown with Root Mean Square (RMS) error for the NCV and NCA trajectories,
respectively. The effectiveness of the SF-CMKF as tracking filter is illustrated by
comparing the performance of this method with that of the sequential nonlinear
filtering method based on the sequential extended Kalman filter (SEKF) and the
sequential filtering approach with the sequential unscented Kalman filter (UKF).
The three tracking filters are having approximately the same RMSEs.
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Fig. 2 RMS position error in
NCV scenario

Fig. 3 RMS velocity error in
NCV scenario

Fig. 4 RMS position error in
NCA scenario

242 S.P. Teeparti et al.



5 Conclusion

In this paper, the use of nonlinear recursive filtering approaches is avoided while
processing the Doppler measurements. A linear filter, the converted Doppler
measurement Kalman filter (CDMKF), is proposed to estimate the pseudo states
and filter the noise in the converted Doppler measurements.

CDMKF can be used to operate along with the CPMKF to construct a new state
estimator, statically fused converted measurement Kalman filter (SF-CMKF).
Cartesian state and pseudo state estimates are produced by CPMKF and CDMKF,
respectively, and are then combined by a static estimator to obtain final state
estimates. The non-linearity of the pseudo states is quadratic and is handled by
expanding the pseudo states up to the second term around the estimated states of the
CPMKF.
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Performance of Fusion Algorithm
for Active Sonar Target Detection
in Underwater Acoustic Reverberation
Environment

Cheepurupalli Ch. Naidu and E.S. Stalin

Abstract Classically, automatic detection of targets in active sonar system is
addressed by a matched filter processing followed by a constant False Alarm Rate
(CFAR) thresholding method. Even though, various CFAR techniques viz.
CA CFAR, GO CFAR and SO CFAR etc. are available in literature, none of them
alone is sufficient to eliminate the false echoes. In certain applications, such as active
sonar where the probability of false alarm pfa requirements are very stringent, the
performance of CFAR alone cannot be used as detection criteria. Further, the choice
of a particular CFAR algorithm is also a complex task, as the non-homogenous
nature of the acoustic medium is difficult to predict. In this paper, a fusion algorithm
is proposed for active sonar application where, in addition to CFAR technique, a
support vector machines (SVM) based classification algorithm is also used to
eliminate the false echoes. The performance of the algorithm is verified using
practically measured data.

Keywords CA-CFAR � GO-CFAR � SO-CFAR and SVM

1 Introduction

Primary goal of a sonar receiver designer is to detect the presence of signal echo of
an actual target which in most cases is buried in noise as well as reverberation. If we
are assuming that the noise is additive white and reverberation is negligibly small, a
replica correlator gives the optimum performance [1]. But, in scenarios where
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automatic detection of target is required, a thresholding scheme is to be incorpo-
rated to identify the actual echo. Since, the noise power is an ever varying quantity,
a fixed threshold detection scheme will not control the false alarm rate. One widely
accepted scheme is to fix the threshold adaptively by locally estimating the noise
statistics. In these schemes, the threshold is computed on a cell by cell basis using
the estimated noise power from nearby reference range cells. A CFAR is ensured in
this scheme if the assumed statistics are not changed drastically [2]. Amongst all the
CFAR schemes discussed in literature, Cell average (CA) CFAR is by far the most
widely used CFAR scheme. The CA-CFAR processor is the optimum CFAR
processor (maximizes detection probability) in a homogeneous background when
the reference cells contain independent and identically distributed noise [2–7]. But
the scheme produces excessive false alarms when reference cells are at reverber-
ation edges. Hansen [8, 9] proposed Greatest Off (GO) CFAR to overcome the
excessive false echoes at reverberation edges. But, both the above schemes fail in
multi target scenario. Trunk [10] proposed Smallest Off (SO) CFAR to avoid false
echoes in multi target scenario. Choosing a particular scheme depends on the apriori
knowledge about the channel condition. But practically, it is a very difficult task to
estimate channel conditions apriori. Moreover, there will be severe detection losses
and high false alarms if the schemes are wrongly chosen [11]. Hence, none of the
CFAR algorithms alone sufficient to control the false alarm rate as the channel
conditions are difficult to predict practically.

In recent years, SVM based classification techniques are found to be signifi-
cantly useful for a wide range of real-time applications, including handwritten digit
recognition [12], object recognition [13], speaker identification [13], face detection
in images [14], text categorization [15] etc. Taking these applications, a two class
SVM is considered as the best classification algorithm. SVM maps the data into a
high dimensional feature space, where it is linearly separable. Here, we use SVM
classifier to differentiate the actual target echo from the false echoes due to
reverberation and noise.

Section 2 briefly describes the threshold needed to achieve the CA-CFAR.
Section 3 summarizes SVM classification for sample data with simulation.
Section 4, describes the proposed fusion algorithm. Section 5 shows the experi-
mental results of CA-CFAR detection, SVM classification and fusion algorithm.
Section 6 concludes the paper.

2 CFAR Processing

Constant false alarm rate (CFAR) processors are useful for automatic detection of
sonar/radar targets in background for which all parameters in the statistical distri-
bution are not known. In CFAR systems, target decision is commonly performed
using the sliding window technique. The data available in the reference window is
fed to algorithm for the calculation of the decision threshold. The procedure for the
computation of threshold is nearly same in all CFAR systems. The first step is to
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measure the mean noise plus reverberation power level. The second step is to scale
estimated background power. The scaling factor is chosen based on the required
false alarm rate. The resulting power level is directly used as the threshold.

The output of the matched filter over a number of range bins is collected. For
each of the range cell under test (CUT), n=2 range cells preceding and succeeding
CUT is considered as reference cells for background estimation. The cells imme-
diately preceding and succeeding CUT are called masking cells and are avoided for
background estimation to eliminate the effect of target echoes.

In CA CFAR processor the average value of the reference cells is taken as the
estimated background power. The computation of the scaling factor to find the
threshold is thoroughly discussed in [11]. As given in [11], for CA CFAR processor
the relation between probability of false alarm pfa, probability of detection pd
obtained by

pd ¼ 1þ T
ð1þ SÞ

� �
� N;

where,

T ¼ ðpfaÞ�
1
N � 1

and N is the size of reference window, S is the SNR (Signal to Noise Ratio) and T is
the fixed scale factor used for achieving a desired pfa for a given N, when the total
noise of the background is homogeneous.

3 SVMs for Linearly Separable Classes

Support Vector Machines are considered is a robust algorithm for classification [16].
The SVM concept is a classification algorithm based on statistical learning theory
(SLT) and the main objective of this concept is to classify the data based on the
different classes which are linearly separable by the decision boundary [17]. SVM
usually has two stages, which are called learning stage and a forward (prediction)
stage. In the learning stage the machine sees the training data sets and learns a rule to
be able to separate data in two groups/classes according to data sets. In forward
(prediction) stage the machine is asked to predict labels of new and unseen data sets.

Classi-
fier

Input data
pattern

Class

Free parameters (Adjusted 
during the training)
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Given a set of training samples, {(pj, qj), j = 1, 2, 3 … M}, where pi € Rn and
qj € {0, 1} and qj is two class classification method which belongs to class 0 and
class 1. Assume that the classes are linearly separable then there exists
w € Rn, where w is weighting function and b € R, b is the bias [18].

wTpj þ b � 0; 8i such that qj ¼ 1;

wTpj þ b � 0; 8i such that qj ¼ 0;
ð1Þ

For a linear separable data set, there exists at least one linear classifier defined by
the pair (w, b) which correctly classifies all training data sets. This linear classifier is
represented by H(wTph + b) = 0, where H indicates the hyper plane, if H > 0 then
training data sets belongs to the class1 otherwise data sets belongs to the class0.

There are many algorithms available in literature to find out the separating hyper
plane. In SVM, the separating hyper plane is computed by finding maximally
separated support vectors from the data sets [17]. The effectiveness of the SVM
based classification for different applications can be seen in [19–22]. The effec-
tiveness of the SVM for low SNR sonar case is discussed in [23].

4 The Fusion Algorithm

The matched filter output contains the target information spread over a number of
range bins. The maximum number of range bins over which the echo is spread can
be estimated from the length of the expected target. In CFAR processing, in order to
decide whether a range cell contains a target, the matched filter output is compared
with the estimated background. For the estimation of background, for a cell under
test, the nearby cells are not considered to avoid the effect of target. Hence, in this
process, the pattern of the matched filter output when an echo is present is com-
pletely neglected.

In fact, the range cells nearby the cell under test, are rich in information, and
hence can be used to classify the received signal as echo or reverberation. If we
have a large collection of experimental data, it is possible to train a classification
algorithm to find the weighting vector. Two class linear SVM method can be used
for separating the valid data sets and invalid data sets. Here, linear SVM is chosen
as the classification algorithm because of its successfulness in classifying similar
kind of data. All the data sets which are considered for training contains either range
cells having targets embedded in noise or reverberation signals along with noise.
The target echo signals embedded in reverberation are avoided in order to hold the
linear separable condition. The CFAR algorithm can effectively detect targets
embedded in noise, but it fails in non homogenous conditions such as multiple
targets and reverberation. On the other hand, the classification algorithm performs
better in conditions where CFAR fails, but gives a less superior performance to
CFAR in homogenous conditions. In the fusion algorithm, the goodness of both
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CFAR as well as classification algorithm is combined. Here, the decision to declare
a target is taken if and only if the range cell is passed in both CFAR and classi-
fication algorithm.

5 Experimental Results

A sequence of experiment in mono-static condition is conducted to verify the
effectiveness of the algorithm. Different pings of Linearly Modulated Signals
(LFM) are transmitted from a moving platform against a moving target approxi-
mately 80 m long. Transmission pings of duration 50 and 100 ms are used

Tab1e 1 Performance comparison of SVM, CA-CFAR and fusion algorithm

Detection of valid target (%) False detection of invalid target (%)

SVM 60.60 4.5

CFAR 59.09 3.03

Fusion 51.51 0

Fig. 1 Performance of SVM and CA-CFAR where in both the cases target is not declared
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throughout the experiment. Different geometries of transmitter and target are also
considered to get different aspect combinations. All the data collected during the
trial is recorded. The recorded data is passed through a matched filter to get the row
data for processing. The range cells are manually labeled as Class1 (actual target
echo) and Class2 (reverberation signal). This is not a complex task since geometry
of the transmitter target position is known apriori.

From the data sets, 100 Class1 data sets and 100 Class2 data sets are chosen
randomly as the training set for SVM. Using the training set the weight vector and
bias are computed. The weight vector and bias is used to verify the performance on
the remaining data set. The same test data set is used to verify the performance of
CFAR algorithm. Further, the results of fusion method is also computed and tab-
ulated. Table 1 indicates the performance comparison of SVM, CA-CFAR and
Fusion algorithms. Different scenarios to illustrate the performance of CFAR, SVM
and fusion algorithm are shown in Figs. 1, 2, 3 and 4.

Fig. 2 Performance in CA-CFAR target is declared and in SVM target is not declared
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6 Conclusion

In this paper a fusion algorithm based on classical CFAR processing and SVM
classification method is adopted for discriminating between the valid target echoes
and false echoes due to reverberation. The CFAR method performs better than the
SVM method in homogeneous case whereas its performance diminishes in

Fig. 3 Performance in both CA-CFAR and SVM target is declared

Fig. 4 Performance in CA-CFAR three targets are declared where as in SVM only one target is
declared
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non-homogeneous condition. The validity of the echoes in CFAR processing is
further verified by an SVM method and it is seen that the fusion algorithm out-
performs CFAR processing in all the cases.
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Investigation of Optimum Phase Sequence
for Reduction of PAPR Using SLM
in OFDM System

Srinu Pyla, K. Padma Raju and N. Balasubrahmanyam

Abstract Orthogonal Frequency Division Multiplexing (OFDM) is able to mitigate
the detrimental effects of multipath fading but, OFDM signal suffers from high peak to
average power ratio (PAPR). Increase in PAPR, decrease the power amplifier efficiency
otherwise leads to in-banddistortion and out of band radiation due to signal clipping and
spectral broadening respectively. There are many techniques to reduce PAPR and
Selective Level Mapping (SLM) is a particularly promising technique. In this tech-
nique, array multiplication of data sequence with phase sequence reduces PAPR. The
combination with the minimum PAPR is considered for transmission. There are many
phase sequences for reduction ofPAPR such asRiemann,Rudin Shapiro,Chaotic,Chu,
Pseudorandom, Hadamard and Novel phase sequences. The selection of phase
sequence is very crucial and it depends on PAPR improvement and simplicity in the
recovery of signal. In this paper PAPR improvement for various phase sequences and
digital modulation schemes is compared and a new phase sequence is developed.

Keywords OFDM � PAPR � Selective level mapping � Chaotic sequence �
Riemann sequence � Chu sequence � Pseudorandom sequence � Rudin–Shapiro
sequence � Modified sequence

1 Introduction

Orthogonal Frequency Division Multiplexing (OFDM) is a technique in which high
rate serial data is converted into low rate parallel data and increases symbol duration.
International standards using OFDM in wireless LAN, WiMAX, Mobile broadband
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wireless access (MBWA) and Broadcasting Radio Access Network (BRAN) com-
mittees [1, 2]. OFDM provides multipath fading and impulse noise free transmission
and minimizes complexity of equalizers (single tap equalizer is sufficient). Hardware
complexity of OFDM implementation is greatly reduced by using Fast Fourier
Transform (FFT). OFDM suffers from Inter carrier interference (ICI) due to fre-
quency offsets and increase in Peak to Average Power Ratio (PAPR) due to coherent
addition of subcarriers [1, 3]. Increase in PAPR causes in band distortion and out of
band radiation due to clipping and spectral broadening respectively [4].

There are many techniques to reduce PAPR such as amplitude clipping, recursive
clipping and filtering (RCF), coding, tone reservation (TR), tone injection (TI), active
constellation extension (ACE), Partial Transmit Sequence (PTS), Selective Level
Mapping (SLM) and interleaving. SLM and PTS reduce PAPR significantly without
loss of any information [1–3], but in PTS latency increases with number of sub
blocks. In this paper, SLM is considered for reduction of PAPR using various phase
sequences. The PAPR improvement changes with phase sequences. Hence the
selection of phase sequence is very important for better improvement of PAPR. This
paper investigated for optimum phase sequences for better PAPR performance
improvement. Firstly, the improvement of PAPR using SLM technique and pseu-
dorandom phase sequence is carried out. Later the phase sequences namely Riemann,
Hadamard, Chaotic, modified Chu, Rudin Shapiro, Novel and Modified phase
sequences are replaced and the results are compared. Riemann, chaotic, modified
Chu, Hadamard andNovel phase sequences are well described in [5–10] respectively.

2 PAPR Problem in OFDM System

OFDM System

Let total information bits (M) are grouped into N symbols (Xk, k = 0, 1, ….N − 1)
and each symbol is modulated on one of a set of orthogonal subcarriers The total
bandwidth of system W is divided into N sub bands, then the individual subcarrier
bandwidth is W/N and it is less than the coherence bandwidth Bc. Hence the fre-
quency selective fading channel is converted into flat fading channel (W/N < Bc),
and OFDM symbol duration is increased by N times. OFDM signal can be defined as

x tð Þ ¼ 1ffiffiffiffi
N

p
XN�1

K¼0

Xke
j2pfk t; 0� t�NT ð1Þ

where j ¼ ffiffiffiffiffiffiffi�1
p

. As input data streams are orthogonal, the real and imaginary parts
of x(t) are uncorrelated and according to the central limit theorem, the distribution
of these parts approach Gaussian distribution for large N with zero mean and

variance r2 ¼ E Re x tð Þf gj j2 þ Im x tð Þf gj j2
h i

=2, where E[x] is the average value of

x. the Probability Density Function (PDF) of OFDM signal is
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Pr x tð Þf g ¼ 1ffiffiffiffiffiffiffiffiffiffi
2pr2

p e�
½x tð Þ�2
2r2 ð2Þ

Original OFDM signal has Rayleigh nature, uniform phase and its PDF is

Pr rð Þ ¼ 2re�r2 ð3Þ

where ‘r’ indicates OFDM signal level.

PAPR Problem

In OFDM, the peak power increases with number of subcarriers and much larger
compare to average power due to coherent addition of subcarriers. This high PAPR
moves signal into non-linear region of amplifier and degrades its efficiency.
The PAPR of OFDM signals x(t) is

PAPR x tð Þ½ � ¼ Ppeak

Paverage
¼ 10 log10

max½ XðnÞj j2�
E½ Xnj j2� ð4Þ

where E[] denotes expected value. If this ratio is beyond threshold level, signal
distortion due to clipping and radiation due to spectral broadening will occur. For
large N, Rayleigh distributed OFDM signal peak will increase with non zero
probability and its probability exceeds a threshold

P0 ¼ r20
r2n

: ð5Þ

P PAPR�P0ð Þ ¼ 1� ð1� e�P0ÞN ð6Þ

Relation Between PAPR and Subcarriers

Let there are N Gaussian independent and identically distributed random Variables
xn; 0� n�N � 1 with zero mean and unit power. Average power En ¼ x n½ �ð Þ2 is

E f 1ffiffiffiffi
N

p ð X0 þX1 þX2 þ � � � þXN�1j jÞg2
� �

ð7Þ

1
N
Eð X0 þX1 þX2 þ � � � þXN�1j jÞ2 ¼ E x0j j2

N
þ E x1j j2

N
þ � � � þ E xN�1j j2

N
¼ 1

Value increases with number of coherent subcarrier

max
1ffiffiffiffi
N

p ð X0 þX1 þX2 þ � � � þXN�1j jÞ
� �2

¼ Nffiffiffiffi
N

p
����

����
� �2

¼
ffiffiffiffi
N

p��� ���2¼ N
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Therefore maximum PAPR of OFDM with N subcarriers is N.

Selective Level Mapping

In SLM, multiple data blocks of same information is generated and array multiplied
with various phase vectors as shown in the Fig. 1. The sequence with minimum
PAPR is considered for transmission. Every data block is array multiplied by V
different phase sequences, each of length N, V(m) = [vm,0, vm,1, …, vm,N−1]

T,
m = 1, 2, …, M, resulting in M new (modified) data blocks.

The new block for the mth sequence is

X mð Þ ¼ ½X0Vm;1 ;X1Vm;2 ; . . .XN�1vm;N�I �T ð8Þ

where m = 1, 2, …, M.
Among new data blocks X (m), m = 1, 2… M, the one with the minimum PAPR

is considered for transmission. The amount of PAPR performance improvement
depends on number of duplicate candidates (M) and type of phase sequence. The
reduction of PAPR is proportional to M, but increase in M increases overhead
information in terms of index length (log2M) as side information. Hence M should
not be large. Therefore selection of phase sequence play vital role in improving
PAPR performance.

3 PAPR Mitigating Phase Sequences

Riemann Sequence
Riemann matrix (R) can be defined as

R p; qð Þ ¼ p �1 if p divides q
�1 otherwise

ð9Þ

Fig. 1 Block diagram of OFDM transmitter with SLM
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Here first row and column of the Riemann matrix have to remove to obtain
required matrix.

Chaotic Sequence

In this approach concentric circle constellation (CCC) based mapping is considered
to obtain the data symbols. This sequence exhibits random behaviour. The M-ary
chaotic sequence Cn €{0, 1, 2,…M − 1}, 0 ≤ n ≤ N − 1 and Cn is given by

Cn ¼ Mynþ 1
2

� �
þ M

2 ; ynþ 1 ¼ f ynð Þ ¼ 1� ay2n;

a 2 1:4015; 1:99½ �; yn 2 �1; 1ð Þ
ð10Þ

Cr, the rth element of first phase sequence becomes Pr
1 = exp(j2πCr/M).

Rudin Shapiro Sequence

Every element of this sequence is either +1 or −1. The nth term of the sequence, bn, is

an ¼
X

eieiþ 1 and bn ¼ �1ð Þan ð11Þ

where εi indicates the digits of n (binary form). Therefore an gives the number of
occurrences of the sub-string 11 in the binary expansion of n.

bn = +1 for an is even and bn = −1 for an is odd. This sequence can be generated
by

b2n ¼ bn and b2nþ 1 ¼ �1ð Þnbn ð12Þ

Chu Sequence

In this scheme, the phase sequence is defined as BðuÞ ¼ BðuÞ
0 ;BðuÞ

1 ; . . .. . .. . .:BðuÞ
N�1

h i
.

The bðuÞk is the kth element of a phase sequence. It is defined as

bðuÞk ¼
exp i 2pN

uk2

2

� �� �
; Neven

exp i 2pN
uk kþ 1ð Þ

N

� �� �
; Nodd

8>>><
>>>:

ð13Þ

Pseudo Random Sequence

This sequence can be generated randomly in terms of exponential sequence. The
phase sequence is defined as

p uð Þ ¼ exp
pi
n

� �
ð14Þ

where n is a random angle value to generate the exponential phase sequence.
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Modified Sequence

In the proposed approach, the matrix elements obtained by the multiplication of the
normalised matrices is considered as phase rotation sequence. The first matrix is
defined as

A p, qð Þ¼ 0 if k¼ 0

¼ � 1 if k \ 0

¼ 1 if k [ 0 where k ¼ p� q:

The second matrix is defined as

B p; qð Þ ¼ 1 if p divides q

¼ �1 else

The final matrix (phase elements) is obtained by multiplying the above matrices.

C i; jð Þ ¼ A i; jð Þ � B i; jð Þ ð15Þ

4 Digital Modulation Schemes

Digital modulation schemes are of binary and M-ary. If the bandwidth of the
channel is not sufficient for desired data transmission, M-ary digital modulation
schemes are preferred. In general OFDM systems are designed for high data rate
applications, so M-ary signaling schemes especially M-ary PSK and QAM are used.
Detailed description about M-ary PSK and QAM performance are given in [11].

5 Results and Conclusions

The probability of the OFDM Signal PAPR exceeds a threshold value γ is

Pr PAPR x nð Þ½ �[ cf g ¼ 1� 1� e�cð ÞN

Here the PAPR improvement is verified by considering 4096 bits for various
phase sequences. From the results it is observed that PAPR reduction improvement
is better for Riemann sequence and also it is observed that improvement increases
with order of modulation. Increase in order improves the spectral efficiency.
Modified phase sequence performance is better over other sequences at higher order
modulation schemes (Figs. 2, 3, 4, 5, 6, 7 and 8).
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6 Conclusions

In this paper, the main problem of OFDM system, high PAPR and its significance is
discussed. SLM scheme is implemented for reduction of PAPR and the reduction
performance for various PAPR minimization phase sequences is compared. For
higher order modulation schemes, the PAPR performance improvement is better.
The PAPR reduction improvement using Modified phase sequence is far better for
higher order modulation schemes compare to other phase sequences and competent
with Riemann phase sequence. This sequence is less complex and easier for
implementation and transmission of side information along with desired data is not
required. Hence it is more bandwidth efficient.
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Optimization of Peak to Average Power
Ratio Reduction Using Novel Code
for OFDM Systems

R. Chandrasekhar, M. Kamaraju, K. Rushendra Babu
and B. Ajay Kumar

Abstract Communication is one of the important aspects of our day to day life.
The field of communication has been increasing rapidly in order to fulfill the
requirements of the human needs. In the first generation communication, infor-
mation was transmitted in analog domain and later digital domain to overcome
disadvantages existed in the analog. For better transmission, single carrier modu-
lation has been replaced by multicarrier modulation. Orthogonal Frequency
Division Multiplexing (OFDM) is a form of multicarrier modulation technique that
transmits information bearing signals through multiple carriers. The carriers are
different frequencies and orthogonal to each other. Orthogonality in OFDM reduces
bandwidth usage and frequency selective fading due to multipath. However, the
main drawback of OFDM system is its high peak-to-average power ratio (PAPR).
Increasing Peak power is a significant problem in OFDM system because it
degrades the power amplifier performance. Above the threshold range they become
non linear resulting in signal distortion. Several techniques are found in literature to
reduce the PAPR viz. Amplitude clipping and filtering, Selected level mapping
(SLM), Partial transmit sequence (PTS), and Interleaving. In this paper, a Novel
code is proposed to reduce PAPR. Simulations are performed by using MATLAB
tool and results are analyzed for different systems (Uncoded, Hamming Code, and
Novel Code). The results demonstrate that Novel Code is an efficient technique that
reduces PAPR when compared to Hamming code and uncoded system.
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Keywords Orthogonal frequency division multiplexing � Hamming code novel
code � Peak-to-average power ratio (PAPR) � Inter symbol interface

1 Introduction

Orthogonal Frequency Division Multiplexing is one of the key techniques for
fourth generation (4G) wireless communication. It transmits information bearing
signals through multiple carriers. Orthogonality in OFDM reduces bandwidth usage
and frequency selective fading due to multipath. Multiple carrier system increases
symbol duration and also decreases the relative amount of dispersion. In OFDM
Inter-symbol interference (ISI) is eliminated by providing cyclic prefix or guard
time interval to every OFDM symbol [1]. Orthogonal frequency division multi-
plexing is mainly used in Digital Audio Broadcasting (DAB), Digital Video
Broadcasting (DVB), European Wireless LAN Standard-Hyper LAN/2, High bit
rate Digital subscriber line (HDSL at 1.6 Mbps), Asymmetric Digital Subscriber
Line (ADSL up to 6 Mbps), IEEE 802.11a and 802.11g wireless LANs [2]. Some
of the drawbacks faced by OFDM are Inter carrier Interference and Peak to Average
Power Ratio (PAPR). PAPR occurs due to the addition of all orthogonal signals at a
maximum point, which causes the nonlinear effects in power amplifier. The non-
linearity in power amplifiers leads to spectral spreading, changes in the signal
constellation and in band, and out band interferences to the signals. Hence dis-
tortion less transmission is possible only when the power amplifier consist a back
off, which is equal to Peak to Average Power Ratio (PAPR). The efficiency of
Power amplifier decreases because of the larger values of back off. Therefore, the
main intention of this paper is to reduce PAPR [3–7].

In OFDM, Peak-to-Average Ratio (PAPR) is defined as “The ratio of the
maximum instantaneous power to the average power”

PAPR ¼ max xðtÞj j2

E xðtÞj j2
h i ð1Þ

Several techniques have been projected in the literature to reduce the PAPR.
Amplitude Clipping and Filtering, Coding, Partial Transmit Sequence, Selective
Level Mapping, Tone Reservation, Interleaving, Tone Injection and Active
Constellation Extension Technique [1, 5, 6, 8–10].

The remainder of this article is organized as follows. Section 3 elucidates the
Novel Code Algorithm. Section 4 describes the Novel Code Design. Section 5
presents simulation results and analysis. Finally, Sect. 6 gives conclusions.
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2 Hamming Code

For the block of k message bits (n − k), parity bits or check bits are added. Hence
the total bits at the output of channel encoder are n. Such codes are called (n, k)
block codes [11, 12]. Hamming codes are (n, k). Linear Block Codes must satisfy
the following conditions:

(1) Number of Check bits q ≥ 3
(2) Block Length n = 2p − 1
(3) Number of message bits k = n − q
(4) Minimum distance dmin = 3 (Fig. 1).

2.1 (7, 4) Hamming Code Encoder

The following Fig. 2 shows the Hamming code encoder. The lowest register con-
tains check bits C1, C2, and C3. These bits are obtained from the message bits by
mod-2 additions. These additions are performed by the following equations, C1 ¼
M1�M2�M3ð ÞC2 ¼ M1�M2�M4ð ÞC3 ¼ M1�M3�M4ð Þ: First the
Switch “S” is connected to message register then all message bits are transmitted,
next switch “S” is connected to check bit register the combination of message and
check bits gives hamming code word length “7” (4 Bits message+3 Bits Check
Bits) for a transmitted message [13–15].

2.2 (7, 4) Hamming Code Decoder

In every (n, k) linear block code there exists a parity check matrix H, which is
equivalent to H = [PT: Iq] q × n, through which HT is calculated using the formula.
Suppose the transmitted code vector is X and corresponding received code vector is
represented by Y, then YHT = (0 0…0), if X = Y that means there is no error in the

Channel 
Encoder

Message 
block input

Block 
Code Output

Message  Check Bits

k (n-k)

n                      

k bits

Fig. 1 Functional block diagram of block coder
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received codeword. YHT = Non-Zero, if X ≠ Y that means there is an error in the
received code word. The non-zero output of the product YHT is called Syndrome
and it is used to detect the errors in Y. S = YHT this is shown in Fig. 3.

C3 C2     C1 

Message Register

Check Bit Register

M4 M3 M2 M1Input 
bit 
sequence

Code
words output

S

Fig. 2 (7, 4) Hamming code encoder

Serial in Parallel Out

C3          C2       C1              C0         P3           P2      P1

Correction Logic

D3        D2     D1       D0        P3           P2             P1

D3      D2       D1         D0

Decoded Data

Error 
Bit

E

E

E

Fig. 3 (7, 4) hamming code decoder
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3 Novel Code Algorithm

In this paper, a new technique is proposed to reduce PAPR in OFDM. Figure 4
shows the transmitter section of proposed system in that four bit message is con-
verted into eight bit code word by adding four parity bits (or) redundant bits. The
resultant eight bit code word is EX-OR with a bias vector which gives least Peak to
Average Power Ratio. The Resultant code word along with BPSK modulation
effectively reduces the Peak to Average Power Ratio (PAPR). Figure 5 shows the
receiver section of proposed system in which the received codeword is demodulated
by using BPSK demodulator, thus the demodulated codeword is EX-OR by same

Eight bit 
codeword

BPSK 
Modulator

OFDM 
Transmitter

Four bit Parity 
(or) Redundant bits Eight bit

Bias Vector

Resultant Code 
Word

Reduced 
PAPR Output

Encoder

Four Bit Message

Fig. 4 Transmitter section of novel code system
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codeword
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Demodulator Decoder

Eight bit 
Bias Vector

Eight Bit Code Word

Decode 
Original Four Bit 
Message

OFDM 
Receiver

Received Eight Bit Codeword 

Remove the 
Redundant bits 

Fig. 5 Receiver section of novel code system
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bias vector which is used at transmitter section. Finally the resultant codeword is
transmitted to decoder which gives a four bit original message.

3.1 Encoding

(1) Encode the message word into 8 bit codeword using generator matrix which
indirectly helps in determination of least power codeword’s from set of pos-
sible codeword’s.

(2) XOR 8 bit codeword with bias vector to yield resultant codeword.
(3) Resultant code words are applied to BPSK modulation.

3.2 Decoding

(1) Apply the BPSK demodulation to the received code words.
(2) XOR the received vector with bias vector which used at the transmitter.
(3) Decode the resultant word and applied FEC to obtain the transmitted message.

4 Novel Code Design

Basically NOVEL CODE is a linear block code. In this four bit message words are
encoded into eight bit codeword by appending four parity bits to message words as
shown in Fig. 3. The generated parity bits have some relation with message bits,
and the resultant code words ex-or with a bias vector. In general, the representation
of linear block code is (n, k). In that the ‘n’ represents the number of bits in code
word whereas ‘k’ represents number of bits in message word. Here the total
numbers of check bits (Parity bits) are n − k (Fig. 6).

Four bit Parity 
(or) Redundant bits Eight bit Bias 

Eight bit 
codeword

Novel (8, 4) Coder

Four Bit MessageFig. 6 Block diagram of
novel code
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To design the Novel code, consider all possible combinations of 8 bit code
words. That means a total of 28 = 256 code words. From all these possible code
words, identify 16 code words based on following two conditions:

(1) Minimum Hamming Distance.
(2) Low PAPR of code words.
(3) In this Novel coding scheme, the minimum Hamming distance is chosen as

three for detection and correction of single bit errors.

4.1 Properties of Novel Codes

(1) Novel code is a Systematic code.
(2) If any two code words present in the set are operated with modulo-2 addition,

the resultant codeword is also present in that set.
(3) If any two codes add in the generator matrix the resultant code should not in

the generator matrix.
(4) The minimum hamming distance = Minimum weight of the code. dmin = wmin

5 Results and Analysis

Simulations are performed by using MATLAB tool. To evaluate the performance of
OFDM System, complementary cumulative distribution function (CCDF) curves
are used. CCDF curve gives information about the percentage of time the signal
spent at or above the level which defines the probability for that particular power
level. Figure 7 shows the plot for the CCDF with PAPR for Different Systems.

Fig. 7 Comparison of
complementary cumulative
distribution function of
uncoded, hamming code
novel code
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From the figure it can be analyzed that, in uncoded system, maximum peak to
average power ratio (PAPR) is 6.569 dB and it is caused by code words 00000000,
11111111. In hamming code system, maximum peak to average power ratio
(PAPR) are 4.456 dB and it is caused by code words 00000011, 11111100.
In NOVEL code system, maximum peak to average power ratio (PAPR) is
1.973 dB and it is caused by codewords 00001010, 00010001, 11101110, and
11110101.

6 Conclusions

Orthogonal Frequency Division Multiplexing is a bandwidth and power efficient
system; it reduces the frequency selective fading by its orthogonality principle. In
this paper a Novel Code technique is proposed to reduce PAPR. From the analysis
of three different coding techniques it is observed that the Novel code is an efficient
technique to reduce PAPR (1.973 dB) when compared to Hamming Code
(4.456 dB) and uncoded system (6.569 dB).
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Scattering of SODAR Signal Through
Rough Circular Bodies

M. Hareesh Babu, M. Bala Naga Bhushanamu, D.S.S.N. Raju,
B. Benarji and M. Purnachandra Rao

Abstract Scattering of SODAR signal from a thin rough circular bodies is studied
using an integral equation method. The relation between Incident and scattered
fields governs by the transition matrix (T-matrix). T matrix has determined using an
Integral representation of the Helmholtz equation. The prototype rough surfaces are
modeled by a superposition of a number of the sinusoidal surface that are randomly
translated and rotated with respect to each other. Numerical results for the scattered
fields are presented in the case of an incident plane wave only. For scattered wave
are going to discussed the further paper. The conclusion has made here that the
amplitude of the backscattered wave is not only dependent on parameters like signal
frequency, incident angle and surface characteristics like rms height and correlation
function. It’s also concluded that the exact geometry of rough objects is also
important for scattering properties, which Implies that a statistical approach to the
problem is of limited values. All these mathematical algorithms and plots have
developed in the Matlab scientific software.
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1 Introduction

A SODAR signal is an acoustic wave with 2 kH frequency propagates through a
turbulent medium which interacts with various types of bodies and aerosols in the
medium [1]. Internal momentum fluctuations are induced by eddy motions, which
cause changes in the internal pressure and radiate away as a scattered acoustic
wave. These type of interactions is also referred to as local scattering or internal
scattering. Internal and thermal scattering effects are to direct some of the incident
acoustic energy, away from the actual propagation direction. Temperature fluctu-
ations in the lower atmosphere and local change in the acoustic index also some
extend responsible for scattering. However, there is no reduction in the total
transmitted acoustic power but that power is diffused over a wide area. Therefore
the received Intensity along the actual direction has diminished. There is a no way
for the receiver to distinguish between this effect and a bona-fide absorption loss.
Scattering of acoustic wave (Sodar signal) from a smooth circular body is a classical
problem, which has been considered by a large number of authors throughout the
year. More recently a review of the literature is given by Sleator [2] and studied by
Kristensson and waterman [3] using the null field approach. Bostrom and Peterson
[4] has solved the problem of scattering from the circular body in the interface
between two fluids. However, there is no such things as a smooth surface in reality.
All real surfaces are more or less rough and there has immense volume of literature
on scattering from rough surface. Despite the large amount of research efforts that
has been devoted to this subject there are still many unsolved problems. Acoustic
scattering from a rough circular bodies does not seem to have received much
attention so far. Rough surfaces can be divided into two categories. These are 1.
Random Rough surface and 2. Deterministic surfaces. 1. Random rough surface
have the advantage of being realistic and having absence of an analytical expression
for the surface complicates the matter substantially. Numerical simulations based on
approximate models like Kirchhoff’s theory are computationally intensive.
Unfortunately, the result does not tell us anything about the scattering properties of
a particular object belonging to the circular scattered body. 2. Deterministic sur-
faces are very tractable analytically. The drawback is the lack of resemblance to real
surfaces. Here, in this paper has attempted both advantages and approaches. The
rough surface is modeled by a superposition of a number of deterministic surfaces,
which are randomly displaced with regard to each other. In this manner we have
developed a prototype circular body surface which has a very simple shape from a
mathematical point of view. However, this prototype is still is sufficiently irregular
to serve as a realistic circular bodies.
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2 Mathmatical Algorithm Evalution

Here in this paper, we have consider a thin rough circular disk as a rough circular
body of radius “a” immersed in a non-viscous fluid of infinite extent and an incident
acoustic wave i.e., Sodar signal. We have used cylindrical coordinates (ρ, φ, z) to
form the equation of the disk i.e., rough cylindrical body, is

z ¼ 2ag q;uð Þ q\a ð1Þ

where is a small parameter? Here we also assume time harmonic condition of
angular frequency ω and suppress a factor exp (−iωt) throughout the velocity
potential is denoted by u1(r) for z > 2agðq;uÞ and u2(r) for z < 2ag q;uð Þ. Now
thee wave equation has reduces to the Helmholtz equation.

r2un þ k2un ¼ 0; n ¼ 1; 2 ð2Þ

where k = ω/c is the wave number and c is the speed of sound. In this paper we
assumed that the disk i.e., circular body, is sound hard we have the following
boundary conditions.

u1 ¼ u2; z ¼ 2agðq;uÞ;q\a ð3Þ

In the next step we expanded un in a power series in the small parameter 2

un ¼ un0 þ2un1 þO 22� � ð4Þ

By inserting into Eqs. (2) and (3) and expanding the boundary conditions in
Taylor series z = 0 we obtain the following differential equations with pertinent
boundary conditions at Order 20 and Order 21: Here we are not stating the total
equation.

For Order 20

r2un þ k2un0 ¼ 0; n ¼ 1; 2 ð5Þ

For Order 21

r2un þ k2unun1 ¼ 0; n ¼ 1; 2 ð6Þ

To solve the Eqs. (5) and (6) has employed the integral equation method by
Kernk and Schmidt [5]. Further the scattered fields are expanded in cylindrical
partial waves involving a Fourier series in φ and Hankel transform in ρ. Now the
function gðq;uÞ has been expanded in a Fourier series as
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gðq;uÞ ¼
X
n

gnðqÞeinu ð7Þ

2.1 Transition Matrix

The T matrix is used to express the relation between the incident field ui and the
scattered field us. The basic idea is to expand both fields in conveniently chosen
systems of basic functions and determine a relation between the coefficients. For the
incident field we use the expansion in regular spherical waves. The relation between
the coefficients alm and flm of the incident and scattered fields, respectively, is
governed by the T matrix as

flm ¼
X
l0;m0

Tlml0m0 � al0m0 ð8Þ

Here, T matrix is a very useful concept since the scattered fields can be com-
puted in very simple manner for any incident field once the T matrix has been
determined. The starting point is the following well-known integral representation
of the scattered field is

usðr0 Þ ¼
Z
s

½u1ðrÞ � u2ðrÞ� @G
@n

dS ð9Þ

where G ðr; r0Þ ¼ eik r� r0j j
4p r�r0j j is the free-space Green’s function and the integration is

carried out over the “upper” surface of the disk i.e., rough circular body. In next
step we expand us and the T matrix in power series in terms of the small parameter

2 Thus it has shown that analytically that Tð0Þ
lml0m0 as well as t T ð1Þ

lml0m0 satisfy the
“symmetry condition”

Tlml0m0 ¼ ð�1Þmþm0
Tl0 ;�m0 l;�m ð10Þ

which states that the system is invariant under a change of direction of time.

3 Modeling of the Rough Surface

To model a rough surface we have taken a superposition of finite number of
corrugated surfaces which are randomly rotated and translated with respect to each
other, i.e.,

280 M. Hareesh Babu et al.



g q;uð Þ ¼
XN
i¼1

2xi sinððq cos u� /ið Þ � XiaÞ=kiÞx sinððq sin u� /ið Þ � YiaÞ=kiÞ

ð11Þ

Here Xi, Yi, and ϕ are randomly generated numbers such that 0 ≤ Xi ≤ 1,
0 ≤ Yi ≤ 1, and 0 ≤ ϕi ≤ π. The λi’s are typical length scales and the weight factor ωi

are normalized according to
P

w2
i ¼ 1.

Here we have taken three typical surfaces, which will be referred to as surfaces
A, B, and C are shown in Figs. 1, 2 and 3. For all three surfaces N = 11. In Fig. 1 λ
values are evenly distributed in the interval 0.1a ≤ λi ≤ 0.3a. For Figs. 2 and 3 λ
values are evenly distributed so that 0.05a ≤ λi ≤ 0.15a. In all three cases the weight
factor ωi are all equal. In order to better reveal the roughness the value 2 = 0.05 has
been chosen when plotting Figs. 1, 2 and 3. The value of Xi, Yi, and ϕ are given
below (Tables 1, 2 and 3).

Fig. 1 Backscattered far-field
amplitude form a circular
body A. Azimuthal angle (u)
for ka = 5. Angle of incident
(ɵ) = 20°. 2 = 0 for (solid
curve) and 0.02 for (dotted
curve)

Table 1 Randomly
generated data for surface A

λi Xi Yi ϕi
0.10 0.356 0.501 2.936

0.12 0.279 0.507 1.017

0.14 0.624 0.690 2.006

0.16 0.670 0.280 1.300

0.18 0.876 0.564 2.628

0.20 0.285 0.603 2.617

0.22 0.611 0.782 3.107

0.24 0.719 0.156 1.936

0.26 0.118 0.921 0.561

0.28 0.847 0.795 2.045

0.30 0.090 0.936 2.870
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Table 2 Randomly
generated data for surface B

λi Xi Yi ϕi
0.05 0.428 0.960 1.904

0.06 0.743 0.333 0.797

0.07 0.607 0.962 1.113

0.08 0.716 0.809 1.920

0.09 0.027 0.540 2.216

0.10 0.371 0.105 0.088

0.11 0.317 0.955 0.656

0.12 0.937 0.614 1.642

0.13 0.079 0.523 1.214

0.14 0.152 0.962 0.748

0.15 0.350 0.299 0.764

Table 3 Randomly
generated data for surface C

λi Xi Yi ϕi
0.05 0.638 0.472 2.860

0.06 0.594 0.803 0.351

0.07 0.382 0.748 1.038

0.08 0.342 0.146 1.388

0.09 0.651 0.270 1.898

0.10 0.147 0.886 0.069

0.11 0.013 0.166 1.250

0.12 0.725 0.334 0.642

0.13 0.782 0.902 1.349

Fig. 2 Backscattered far-field
amplitude form a circular
body A. Azimuthal angle (u)
for ka = 5. Angle of incident
(ɵ) = 30°. 2 = 0 for (solid
curve) and 0.02 for (dotted
curve)
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4 Simulation and Results

Here, the numerical example has chosen to calculate the far-field amplitude of the
back scattered field for an incident plane wave of unit amplitude. The three scat-
terers A, B, and C have been utilized this purpose only. These results are presented
as a functions of the azimuthal angle (φ) for various values of the angle of incident
(ɵ) (Figs. 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18 and 19).

Similarly, we have calculated and compared the λi versus Xi, Yi and ϕi for
circular body B and C also. Observations through graphs and required changes has
been carried out further journal.

Fig. 3 Backscattered far-field
amplitude form a circular
body A. Azimuthal angle (u)
for ka = 5. Angle of incident
(ɵ) = 45°. 2 = 0 for (solid
curve) and 0.02 for (dotted
curve)

Fig. 4 Backscattered far-field
amplitude form a circular
body A. Azimuthal angle (u)
for ka = 5. Angle of incident
(ɵ) = 60°. 2 = 0 for (solid
curve) and 0.02 for (dotted
curve)
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Fig. 5 Backscattered far-field
amplitude form a circular
body A. Azimuthal angle (u)
for ka = 10. Angle of incident
(ɵ) = 20°. 2 = 0 for (solid
curve) and 0.02 for (dotted
curve)

Fig. 6 Backscattered far-field
amplitude form a circular
body A. Azimuthal angle (u)
for ka = 10. Angle of incident
(ɵ) = 30°. 2 = 0 for (solid
curve) and 0.02 for (dotted
curve)

Fig. 7 Backscattered far-field
amplitude form a circular
body B. Azimuthal angle (u)
for ka = 10. Angle of incident
(ɵ) = 45°. 2 = 0 for (solid
curve) and 0.02 for (dotted
curve)
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Fig. 10 Backscattered
far-field amplitude form a
circular body B. Azimuthal
angle (u) for ka = 10. Angle
of incident (ɵ) = 30°. 2 = 0
for (solid curve) and 0.02 for
(dotted curve)

Fig. 8 Backscattered far-field
amplitude form a circular
body B. Azimuthal angle (u)
for ka = 10. Angle of Incident
(ɵ) = 60°. 2 = 0 for (solid
curve) and 0.02 for (dotted
curve)

Fig. 9 Backscattered far-field
amplitude form a circular
body B. Azimuthal angle (u)
for ka = 10. Angle of incident
(ɵ) = 20°. 2 = 0 for (solid
curve) and 0.02 for (dotted
curve)
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Fig. 11 Backscattered
far-field amplitude form a
circular body B. Azimuthal
angle (u) for ka = 10. Angle
of incident (ɵ) = 45°. 2 = 0
for (solid curve) and 0.02 for
(dotted curve)

Fig. 12 Backscattered
far-field amplitude form a
circular body B. Azimuthal
angle (u) for ka = 10. Angle
of incident (ɵ) = 60°. 2 = 0
for (solid curve) and 0.02 for
(dotted curve)

Fig. 13 Backscattered
far-field amplitude form a
circular body C. Azimuthal
angle (u) for ka = 10. Angle
of incident (ɵ) = 20°. 2 = 0
for (solid curve) and 0.02 for
(dotted curve)
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Fig. 14 Backscattered
far-field amplitude form a
circular body C. Azimuthal
angle (u) for ka = 10. Angle
of incident (ɵ) = 30°. 2 = 0
for (solid curve) and 0.02 for
(dotted curve)

Fig. 15 Backscattered
far-field amplitude form a
circular body C. Azimuthal
angle (u) for ka = 10. Angle
of incident (ɵ) = 45°. 2 = 0
for (solid curve) and 0.02 for
(dotted curve)

Fig. 16 Backscattered
far-field amplitude form a
circular body C. Azimuthal
angle (u) for ka = 10. Angle
of incident (ɵ) = 60°. 2 = 0
for (solid curve) and 0.02 for
(dotted curve)
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Fig. 17 Randomly generated values for circular body A
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Fig. 18 λi versus ϕi for circular body A
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Fig. 19 λi versus Xi, Yi and ϕi for circular body A
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5 Conclusion

SODAR (acoustic) signal scattering from a rough circular body has studied using an
integral equation method. The prototype of the experiment has carried out with a
circular disk and developed mathematical equations later these equations has
applied to circular bodies. The prototype modeled rough surface is a function of
superposition of a number of sinusoidally doubly corrugated surfaces that are
randomly translated and rotated with respect to each other. Here we concluded that
two different surfaces with identical statistical properties show a completely dif-
ferent scattering behavior and circular disks/bodies with different statistical prop-
erties may give the result that are having nearby values, just as similar. In other
words, statistical techniques would not lead to any result of practical values as long
as the scattering from one specific body is of interest. This is a result that should be
examined more extensively. Finally, we concluded that scattering of the SODAR
signal will not depend on the statistical properties of the circular bodies lies in the
aerosols in the lower atmosphere.
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Mitigation of Fault in 5 Bus System
with Switch Type Voltage Controlled FCL

P. Sridhar, V. Purna Chandra Rao and B.P. Singh

Abstract In modern power distribution system increasing the growth of electrical
power demand is destined results in a corresponded maximization of the short
circuits in the power system network. So many imperative methodologies are
concerned and evaluated to establish satisfactory operation, in that Fault Current
Limiter (FCL) suggests the best way to minimize the short circuited stresses and
may bourn the electromagnetic stress over associated devices as well as reduce the
rated capacity of circuit breakers for fault initiated transients from effecting spurious
trips. This analysis illustrates the utilization of proposed FCL for analyzing power
system dynamics and mitigation of multiple fault conditions at 5 buses can have
gallant power quality concerns. This paper highlights the integration of a single
switch with voltage controlled three phased FCL is planned for 5 bus system by
using Matlab/Simulink.

Keywords Fault current limiter (FCL) � Point of common coupling (PCC) � Power
quality (PQ) � Semiconductor switch � Current controller and voltage sag

1 Introduction

Expeditious development of the power system network causes the various faults of
the system increased critically. Levels of fault currents in many situations have
much overtaken the withstand capability of the existed power system apparatus. As
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entails to this situation; stability, reliability, security of power system dynamics will
be negatively deviated observed in [1]. Moreover, restrict the fault current and
voltage dips at PCC of the power system network to a safe level can critically
minimize the risk of failure to the power system apparatus because of huge current
flows through the system. Due to that, there is no capture to fault currents limiting
methodology ought to a hotspot of fault protection technology may limit the fault
current to a mean level [2, 3].

The virtual common (PQ) power quality issues today are harmonic distortions,
low power factor, voltage sags. Voltage sags/dips are the most crucial power quality
concern, caused by a fault within the customers’ facility side or a utility system with
a high commercial loss, severe disturbances from end user equipments. The uti-
lization of power semiconductor technology (FACTS) has introduced for enhancing
power system dynamics with versatile advanced control methods in
transmission/distribution networks [4]. The crucial demerits of FACTS devices are
more expensive to provide smooth outcome, vast devices, more complex to
implement. Implementation of this simple technology preferred by authors in this
work as, utilization of fault current limiting (FCL) scheme in the electric power
system network is never restricted to minimize the short circuit current amplitudes.
Performance evaluation of power system transient stability improvement with a
reliable operation, maximization of the power transfer capability of the power
system network while using FCL operating under voltage controlled mode. Several
topologies are introduced in literatures [5–7]. Moreover, a single switch voltage
controlled FCL has ideal characteristics as listed as follows;

• Zero/Low Impedance in the normal operating region.
• Less/No power loss in normal operation and large impedance region into faulty

sections.
• Fast appearance of impedance in a faulty section.
• Quick recovery after the fault suppression.
• Should play load impedance role during fault region for better operative

performances.

So as to confine the fault current levels near to pre-fault regions and maintain
voltage as a constant at the point of common coupling (PCC). From the optimal point
of view, by engaging line current under fault section as well as before fault section
will experienced effective restriction of fault current stress may control the power
electronic switch in FCL topology for enhancing voltage sag during fault conditions
and attaining power should be virtue [8]. The voltage constrained apparatus is
obliged to be familiarized in power system network for climbing to its good
prospective worth. This will evade from the updated switchgear units throughout the
framework of conveying customers are more required for empowering legitimate
coordination of compensation scheme over formal protection schemes.

As Fig. 1 depicts the schematic diagram of FCL operating under voltage con-
trolled mode in a power system network, in that main source comes from the grid and
engaged to 33 kV to 440 V step-down transformer for highly sensitive loads are
connected at end-user level and fault should be occurred at nearby second load bus
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and FCL also interfaced premises of sensible load. For an excellent dependable
power supply, the (FCL) fault current limiter is accompanied into fundamental parts
of power system control and operations. This paper categorizes the analysis of
voltage controlled fault current limiter should be validated under several fault
conditions such as line to ground (LG) fault, double line to ground (LLG) fault, triple
line to ground (LLLG) fault using Matlab/Simulink tool and results are conferred.

2 Proposed FCL Configuration and Its Operation

As Fig. 2 depicts the schematic diagram of the proposed FCL topology this consists
of two following parts. Presence of these four diodes in a bridge manner as a
coordination of small limiting DC reactor (Ldc) with respect to internal
(Rdc) resistor with an IGBT switch (Vswf) with a supportive diode (D5) acts as
primary part. A shunt impedance branch supports as a limiter for minimization of
fault currents which involves a series resistor (Rsh) with a shunt inductor (Lsh) they
form (Rsh + iωLsh) as a secondary part. Some researchers introduce several types
of FCL structures of fault envision and eradication [9–12] in that utilized more
number of active devices and more complicated control unit with operational delay
because of higher impedance value to excavate the fault current between the
occurrence of fault period and the switch turn-off period instead of one switch
device with unique control unit methodology have superior features compare to
classical schemes.

This essential estimation of Ldc has a respectable voltage drop on the FCL as
well as misfortunes the power loss in the shunt impedance part and the presence of
DC reactor loss when operated during general condition. By employing the power

Fig. 1 Schematic diagram of fault current limiter operating under current controlling device in
three phase power system network
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electronic active switch within the intended structure have quick operation, highest
feasibility to pick a little esteem for an Ldc to fence off serious di/dt at a herd of fault
event. However use of self controlled active device rather than SCRs in the pro-
posed structure in practice and prompts more expansible cost [13–17]. Due to
power loss perspective intended FCL has the typical loss on the diode bridge
topology and active switch with a Rdc. The suitable diode of bridge topology is ON
at the half period of a cycle, whilesame way the FCL loss compo the active switch
is turned ON continuously. In this nent in general operation could be ensured as;

Ploss ¼ PR þ PD þ PSW
¼ Rdc þ 4VDFIave þVSWFIdc

where

Idc dc side current which is same as peak of line current;
VDF diode forward voltage drops;
VSWF Switch forward voltage drop;
Iave averaged diodes current in each cycle that should be equal to Ipeak/π

3 5 Bus System Power System Network

A bus is a node at which one or many lines, one or many loads and generators are
connected. In a power system each node or bus is associated with 4 quantities, such
as magnitude of voltage, phage angle of voltage, active or true power and reactive
power in load flow problem two out of these 4 quantities are specified and
remaining 2 are required to be determined through the solution of equation. The

Fig. 2 Schematic diagram of
intended FCL topology
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quantities in the proposed 5 bus power system network would get effect due to the
faults. To reduce the effects of the fault on the power system network Fault Current
Limiter (FCL) has been used. Analyzing the fault in the buses is classified into 3
categories.

(i) 5 Bus power system network without fault. (ii) 5 Bus power system network
with fault.

(iii) 5 Bus power system network with fault and FCL (Figs. 3 and 4).
In the above, network configuration the fault time has been taken from 0.5 to

1.5 s. At fault occurrence time the voltages behavior at the proposed 5 buses has
been analyzed.

The 5 bus system is proposed with the configured FCL which limits the faults by
passing the faults current from high impedance path of the FCL.

Figure 6 depicts the generation of switching states by voltage sensing scheme for
the proposed FCL. In this normal operating region of the power system, the
power-electronic switch should be operated as ON condition. Hence, Ldc is to be
charged to peak value of line current and act as a short circuit mode. Utilizing the
power electronic device and small DC reactor causes a negligible voltage drop on
the FCL circuit. When a fault occurs PCC voltage goes to drops and sensors detects
that dropped voltage and compare to reference p.u voltage value with relational

Fig. 3 5 Buses power system network without fault

Fig. 4 5 Bus power system network with fault
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operator generates switching pulse to turns-off the power electronic switch. At this
mode, the free-wheeling diode Df conducts and supports the free-wheeling path for
discharging the DC reactor. During the bridge non-conducts, the fault current
passes through the providing shunt impedance part of the FCL. Imperatively,
presence of large impedance in power system network to prevent the fault condition
and maintain PCC voltage as a constant.

4 Simulation Results

The power circuit topology in Fig. 5 is used for simulation in the various fault
condition to validate the proposed FCL with the voltage controlled device. The fault
starts at 0.5 s and continues to 1.5 s. The simulation results for the proposed FCL
operating under fault conditions as framed as below cases (Figs. 6).

Case 1 Bus voltages without Fault and Without FCL
The voltages at Buses 1 to 5 without fault and Without FCL are shown in

Figs. 7, 8, 9, 10 and 11.

Fig. 5 5 Bus power system network with fault and FCL

Fig. 6 Generation of switching states by using voltage sensing scheme
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Fig. 7 Three phase voltage with constant 1 pu magnitude at bus 1, without fault condition

Fig. 8 Three phase voltage with constant 1 pu magnitude at bus 2, without fault condition

Fig. 9 Three phase voltage with constant 1 pu magnitude at bus 3, without fault condition
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Case 2 The fault starts at 0.5 s and continues to 1.5 s. The simulation results for the
proposed operating under fault conditions without FCL as framed as below

The voltages at Buses 1 to 5 with Fault and Without FCL are shown Figs. 12, 13,
14, 15, 16 and 17.

Case 3 The fault starts at 0.5 s and continues to 1.5 s. The simulation results for the
proposed operating under fault conditions with FCL as framed as below cases
(Figs. 18, 19, 20, 21, 22 and 23)

Fig. 10 Three phase voltage with constant 1 pu magnitude at bus 4, without fault condition

Fig. 11 Three phase voltage with constant 1 pu magnitude at bus 5, without fault condition
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Fig. 12 Three phase voltage with 0.95 pu magnitude variation at bus 1, during fault condition
from 0.5 to 1.5 s

Fig. 13 Three phase voltage with 0.92 pu magnitude variation at bus 2, during fault condition
from 0.5 to 1.5 s

Fig. 14 Three phase voltage with 0.9 pu magnitude variation at bus 3, during fault condition from
0.5 to 1.5 s
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Fig. 16 Three phase voltage with 0.45 pu magnitude variation at bus 5, during fault condition
from 0.5 to 1.5 s

Fig. 17 R.M.S Values of the voltages of the buses 1–5 with Fault duration from from 0.5 to 1.5 s
and Without FCL from these wave forms it is identified that fault severity is high at bus 5

Fig. 15 Three phase voltage with 0.68 pu magnitude variation at bus 4, during fault condition
from 0.5 to 1.5 s
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Fig. 19 Voltage at bus 2 is 0.92 pu even at fault condition due to the presence of FCL

Fig. 20 Voltage at bus 3 is 0.91 pu even at fault condition due to the presence of FCL

Fig. 18 Voltage at bus 1 is 0.99 pu even at fault condition due to the presence of FCL
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Fig. 22 Voltage at bus 5 is 0.987 pu even at fault condition due to the presence of FCL

Fig. 21 Voltage at bus 4 is 0.982 pu even at fault condition due to the presence of FCL

Fig. 23 R.M.S voltages at bus 1–5 with a very less variation in voltage magnitude at fault
condition from 0.5 to 1.5 s due to the presence of FCL
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5 Conclusions

This paper highlights the design and analysis of fault current limiter (FCL) using
powerful computer simulations. The basic importance of FCL in the power system
network is to operate as a circuit breaking element, limiting the fault current,
advocate the PCC voltage as a constant. FCL is incorporated for the resolution of
short circuit level in power distribution network because of low commercial option
compared to formal methods to diminish this type of fault issues. In spite of limit
the fault current, FCL offers optimal merits to power supply industries, technically
more perfect and economically also more perfect. Proposed FCL is tested under a
33 kV/440 V distribution feeder fed from a three phase power system network.
Simulation results show the detection of fault current and activate the control action;
it may send the firing signal to IGBT switch to divert the fault current through
limiting reactor by using voltage controlled scheme. Comparison of fault current,
PCC voltage, shunt impedance values, DC reactor currents between the system
without FCL and system with FCL for various types of multiple fault conditions
and the operation of proposed FCL topology is validated and confirmed with the
simplified topology based on test system results are attained from a simulation
analysis.
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Energy Efficiency in Cognitive Radio
Network: Green Technology Towards
Next Generation Networks

Seetaiah Kilaru, Y.V. Narayana and R. Gandhiraja

Abstract Energy efficiency of mobile network is always a challenging task. From
the past decade, it is observable that the users who are using multimedia services are
increasing in a rapid way. These multimedia applications require higher data rates.
High data rates will consume more energy of mobile network, which results poor
energy efficiency. To meet higher data rates and to achieve energy efficiency,
Cognitive Mobile Network with small cell model was explained in this paper.
Dynamics of the power grid also have significant impact on mobile networks, hence
smart grid implementation was proposed instead of traditional power grid. Most of
the existed studies on cognitive mobile network focused on spectrum sensing only.
This paper focused on the cognitive radio network implementation by considering
spectrum sensing and smart grid environment. An iterative algorithm was proposed
to attain equilibrium condition to the problem. Interference management and energy
efficient power allocation were achieved with the introduction of smart grid.
Simulation results proved that optimum power allocation and energy efficiency are
possible with the introduction of smart grid in the cognitive network.
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1 Introduction

The issue of higher data rate is directly related with higher power consumption. If
the device is providing high data rates will use more power when compared to
traditional device. From the network provider point of view, they are spending
almost half of their total amount only on power expenses. High data rates are
demanding high energy which leads to high power consumption. The power con-
sumption has a considerable impact on environment due to CO2 emission. All these
issues led to think about the energy efficiency of mobile networks.

Conversion of homogeneous networks into Heterogeneous Network (HETNET)
[1] is one of the techniques which can increase the energy efficiency. Macro cell can
provide the large coverage area, but they are not providing high data rates for
multimedia applications (particularly at cell edges). To meet these constraints,
micro cells were introduced in macro cell region to increase data rates for multi-
media applications [1]. Micro cell covers small coverage region, hence they require
less power [2]. They can provide higher data rates in the vicinity of microcell.
Microcell base stations are energy efficient, as they are using the small power level.
If we increase number of microcells, then addressing the handoff problem is always
a problematic task [3]. Improper handoff rates will degrade the performance of the
network. Hence, there should be a joint deployment of macro cell with different
micro cell will solve energy efficiency problem with proper handoff rates [4].

The concept of Cognitive Radio Network (CRN) is introduced to address the
problems of Spectral Efficiency (SE). With CRN, it is possible to improve SE. CRN
will collect information about current spectrum usage and find the unused fre-
quencies [5]. After getting the list of all unused frequencies, it will use them in
proper way. There is huge data rate requirement for mobile networks to handle
multimedia communications [1, 4]. Scarcity of the spectrum is one of the reason for
this problem [6], hence we should use spectrum in an efficient way.

There are many studies which can address energy efficiency in CRN and
HETNET. Seetaiah et al. [1] presented solution to maximize CRN efficiency.
Lasaulce et al. proposed power control mechanism in wireless networks. Kilaru
et al. [6] studied cooperative sensing schedule algorithm with the aid of partially
observable Markov decision process. Treust et al. proposed distributed power
control mechanism in CRN [6]. All these studies cannot consider the power grid,
which can provide power to all communication networks. Power blackout is
burning issue in all traditional power grids [7]. Optimized electricity transmission
and distribution will convert conventional grid to smart grid. With the help of
intelligence control algorithms and network technologies, it is possible to reduce the
power usage. In this paper, we explained the green cognitive mobile networks with
small cells.
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2 Design Strategies

Cognitive radio environment can be implemented with different micro cells which
are power by a smart grid.

2.1 CRN with Micro Cell

Let us assume that the entire region covered by Macro cell Base station and several
number of small cells. This set up will convert homogeneous structure into
heterogeneous network [1]. These microcells connected to macro cell via broad-
band connection. Each microcell has defined capacity and serves for limited number
of users. Macro cell should aware the spectrum usage of microcell [2, 8, 9]. This
can be done by cognitive radio technology. With this technology, micro cell also
monitor surrounding radio spectrum and access the channels in intelligent way. The
cellular system under this condition will operate on time slotted principle. In every
time slot, the spectrum resource licensed to macro base station is divided into
number of sub channels. The communication between macro cell and its users can
be done through OFDMA [7, 9].

2.2 Electricity Consumption Design

The number of information bits that are transmitted per unit transmit energy cycle is
normally taken as a measurement for energy efficiency. For a proper tradeoff
between energy efficiency and data rate, we should not only consider the trans-
mitted energy but also other ways of energy consumption [4, 7]. Broadly, we can
divide the total power consumption at base station into 3 types.

1. Static power (independent of bandwidth of the base station and also active
antennas. It will take the power consumption of cooling system etc.)

2. Dynamic power (it depends on active antennas and bandwidth)
3. Conversation power (which defines the total power over a defined or desired

amplifier efficiency).

2.3 Smart Grid Implementation with Real Time Pricing
(RTP) and Demand Side Management (DSM)

Dynamic electric consumption is possible by DSM. It was designed by utility
companies to satisfy the needs of defined customers. With this mechanism, we can
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decrease emission of dangerous gases and also to reduce electricity bills [2]. RTP is
one of the efficient dynamic pricing protocols. In this protocol, pricing mechanism
depends on cost of energy supply.

3 Problem Formulation

By considering the macro cell, microcell and available retailers, we can divide the
smart grid process into 3 stages as shown in Fig. 1.

From Fig. 1, it is clear that stage I has retailers and offer services to both micro
and macro cell with real time electricity price xr. Now in stage II, Macro cell
decides to choose the particular retailer which depends on amount of electricity
consumed i.e. qm. Based on qm, energy efficient power allocation pm was calculated.
In stage II, macro cell is leader and it will offer interference price to microcell i.e. y.
in stage III, based on the inputs of retailer’s electricity price and interference price
y, microcell will select the best retailer.

Fig. 1 Three stage process
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In this process, each stage strategy is affecting next strategy. The following
analysis will explain the optimization of defined stages in such a way that the one
stage decision should not affect other stages in huge manner. We can’t reduce this
effect completely, but we can reduce it in considerable way.

4 Problem Solution

The Equilibrium between three stages is one of the finest solutions to reduce the
effect. Hence we can discuss the power allocation strategy at every stage.

4.1 Power Allocation for Microcell

Microcell should choose possible retailer from the information of retailer price and
also on the interference price from macro cell [1, 6, 10]. Let us assume that a
microcell k with its net utility function μk. Let pk is the transmitted power of
microcell. From [9], we can define net utility function as

@2lk
@p2k

¼ � Wh4k
r2k þ pkh2k
� �

ln2
\0 ð1Þ

where W is the transmission bandwidth, hk is channel gain and is a Gaussian noise.
From the above equation we can derive optimum power allocation of microcell and
can be obtained as

pk ¼ W

lk
PR

r¼1 xrBkvsrk
� �þ kkg2kmÞln2

� r2k
h2k

ð2Þ

where xr is the real time electricity price offered by a retailer, Bkv is the power
allocation efficiency of micro cell and srk is the parameter which denotes pro-
curement of electricity from r or not, if this value is 1, it is taking from retailer r and
if it zero it is not taking from r. λk is weight factor of micro cell and g2km is the gain
between macrocell user and microcell.

4.2 Power Allocation for Macro Cell

Macro cell can procure electricity from one of the retailer and adjust its power
strategy according to individual micro cell requirements and offer interference price
to micro cells [3, 9]. Hence, the net utility factor in the case of macro cell
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completely depends on μm and pm. From the decomposition theory, we can divide
this power allocation problem into two divisions. They are

1. To maximize μm, first we should fix the interference price and then calculate pm.
2. Find the final interference price in optimal configuration.

Im ¼ r2m þ
XK
k¼1

g2km
W

lk Bkvxrkð Þþ kkyg2kmÞln2
� r2k

h2k

� �
ð3Þ

From the above equation, optimum power allocation of Macro cell can be
obtained as

@lm
@pm

¼ Wh2m
Im þ pmh2m
� �

ln2
� a

XR
r¼1

xrBmvsrm

 !
¼ 0 ð4Þ

where, Bmv is the power allocation efficiency of macro cell and srm is the parameter
which denotes procurement of electricity from r or not, if this value is 1, it is taking
from retailer r and if it zero it is not taking from r with respect to macro cell. If
macro cell selects the lowest retailer price value, and then srm should equal to 1.
Hence pm can be written as

pk ¼ W
Bmvxrmð Þ / ln2

� Im
h2k

� �
ð5Þ

4.3 Equilibrium Algorithm

To get equilibrium condition between retailer, macro cell and microcell, simple
iterative algorithm was proposed.

Step1: Assign electricity price value xr foe all retailers
Step 2: Macro cell should decide the interference price y
Step 3: Macro cell should select the particular retailer and also about how much

to procure
Step 4: Microcell has to perform power allocation with respect to energy

efficiency.
Step 5: All retailers has to update their prices by following the condition

xr tð Þ ¼ brðx�r t � 1½ �Þ
where, br is the best response function of retailer r, x�r is the offered
price of other retailers and t − 1 represents the iteration level.

Step 6: Repeat the steps 1–5 until to get the following condition
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x tð Þ � x t � 1ð Þk k
x t � 1ð Þk k � e

Here, ε should be very small value, considerably 1–2 %.
Step 7: Stop the process of iteration.

5 Simulation Setup and Results

Let us assume the defined conditions such as
Radius of Macro cell = 1000 m
Radius of Microcell = 20 m
Penetration loss = 20 dB for exterior and 10 dB for interior
Path loss between microcell user and its macro cell base station =
15.3 + 37.6 log (distance between macro cell base station and microcell

user + penetration loss of exterior wall)
Path loss between microcell base station and its user = 46.86 + 20 log (distance

between microcell and its user + penetration loss of interior wall)
W = 5
Static power = 88 W
Dynamic power = 75 W
Power allocation efficiency = 0.34
μk = λk = 1
a ¼ 0:5 and b ¼ 10

Fig. 2 Effect of α on energy
efficiency
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Each base station has 50 channels.
Figure 2 shows the effect of α on energy efficiency metric.
As the α increases, the energy efficiency will decrease.
Figure 3 shows the tradeoff between total electricity cost and prices offered by

retailers for existed and proposed schemes.

6 Conclusion

In this paper, cognitive radio network implementation with deployment of microcell
was discussed. Energy efficient power allocation possibilities were discussed by
adjusting the amount of electricity of macro and micro cells. It was also shown that,
interference price problem and optimum power allocation was possible with the
introduction of smart grid. To achieve equilibrium condition to the problem, an
iterative algorithm was proposed. Finally, it was shown that the proposed method
was much efficient with respect to energy efficiency and total electrical cost.
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Performance Evaluation of Rectangular
Enclosure for Any Arbitrary Polarization
Angle

G. Kameswari and P.V.Y. Jayasree

Abstract This paper intends to develop an analytical formulation for the shielding
effectiveness of a rectangular enclosure with rectangular aperture having multiple
holes of identical and distinct sizes with arbitrary polarization angle. A single mode
normal incident transverse electric wave containing arbitrary polarization is
decomposed into two orthogonal components in such a way that the electric field is
situated perpendicular to both the length and the breadth sides of the aperture.
Analysis of each individual component as per TE10 mode is made by implementing
Transmission Line Model and then combined to obtain the se. It is important to
consider the mutual admittance between the aperture holes for accurate estimation
of the SE. The formula under consideration is further extended to include the
suitable admittance which takes the mutual intertwining between the aperture holes
into account to signify the group of aperture holes. Simulation also has been per-
formed to verify the SE of rectangular enclosure with identical and distinct sizes of
aperture holes. It is evident from the simulation results that the SE is at its best
when mutual admittance is considered and at the worst when mutual admittance is
ignored. It can also be observed that the SE is comparatively more for aperture
holes of identical size than aperture holes of distinct sizes.

Keywords Transmission line model � Transverse electric field � The se � Arbitrary
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1 Introduction

Electromagnetic shielding effectively reduces emissions or enhances the immunity
factors of electronic apparatus [1, 2]. But the shielding effect is largely determined
by the aperture located in the wall of the enclosure. Aperture in the wall at times
becomes indispensable for free flow of air and dissipation of heat. Thus the SE of
the enclosure with aperture is a hot topic for research. The SE can be found by
several numerical methods or analytical approach.

Several studies have focused on this concept of the SE of enclosure with aper-
tures. A focus on the SE of enclosure with center aperture and TE10 mode, using
transmission line method can be found in [3–7]. A further analysis can be observed
from [8] including the high order mode and enclosure-loss limited to centre aperture
with only one perpendicular polarization of the happening electromagnetic field.
Supplementary observations on off-center aperture and high order mode and
enclosure-loss can be obtained from [9, 10]. The consequences of normal incident
electromagnetic wave having an arbitrary angle of polarization on the electric SE of a
rectangular enclosure with aperture, is evident from the studies carried out in [11].
The effect of mutual admittance on SE of rectangular enclosure with multiple
number of apertures for normal incident electromagnetic wave is evaluated in [12].
But all the previous studies ignored the vital aspect of mutual admittance between
arrays of holes in an aperture when electromagnetic wave incidence has any arbitrary
polarization angle. The validity of the studies becomes questionable if the apertures
are too close. These restrictions have enlarged the scope for further research in order
to extend the model for wider applications. An analytical approach of the trans-
mission line provides a comparatively less expensive alternative to the numerical
techniques [13–18], which saves considerable resources of computing.

It is important to consider the mutual admittance between the apertures for
accurate estimation of the se. The formula under consideration is further extended
to include the suitable admittance which takes the mutual coupling between the
arrays of holes into account to signify the group of holes. The designed formula
deals with the consequences of normal incident electromagnetic wave, having an
arbitrary angle of polarization on the electric SE of a rectangular enclosure with
aperture with and without considering the mutual admittance between the holes.
Hence, the decomposition of the electric field takes place splitting into two
orthogonal components. Analysis of each individual component as per TE10 wave
mode is made and then combined to obtain the se. This paper also studies rect-
angular enclosure with rectangular aperture of multiple holes of distinct sizes.

2 Analysis of Rectangular Enclosure with Apertures

According to the transmission line theory, the enclosure with aperture can be
modeled as in Fig. 1. The location of the test, P, is situated in the middle portion of
the enclosure. The normal irradiation of the electromagnetic wave is towards the
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front face of the cavity having an aperture of multiple holes of identical and distinct
sizes shown in Figs. 2 and 3 respectively. The voltage V0 and the impedance
Z0 = 377 are used to represent the radiating source. The representation of the
enclosure is made by loaded lines of transmissions, whose characteristic impedance

Fig. 1 Rectangular enclosure with rectangular aperture

Fig. 2 Identical size multiple
rectangles partially
perforating the wall of an
enclosure

Fig. 3 Distinct sizes multiple
rectangles partially
perforating the wall of an
enclosure
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and propagation constants are ZTE and γ respectively, determined by waveguide
formulas.

2.1 SE Without Mutual Admittance

The decomposition of incident wave into two orthogonal components may be
attributed to any polarization angle θ, the electric strength of which is E cos θ and
E sin θ respectively. Consequentially, we can obtain the source voltage Vo cos θ and
Vo sin θ in the corresponding short end circuit.

Let us consider the condition where the electric field stays perpendicular to
length side of the aperture. In such cases, the impedance of the aperture can be
represented as

Azl ¼ 1
2
r
a
jSz tan

br
2

Where b ¼ 2p
k0

ð1Þ

According to [19, 20], the characteristic impedance of the transmission line can
be given by

Sz ¼ 120p2 ln 2
1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� h24

p

1�
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� h24

p
 !" #�1

ð2Þ

where h = we/b, / ¼ 4p
t and the effective width we is

we ¼ s� 5
/

1þ lnð/sÞ½ � ð3Þ

where ‘t’ is the thickness of the enclosure wall, ‘r’ is the length and ‘s’ is width of
the aperture.

Now from the perspective of incidence wave, the equivalent source voltage and
impedance are

Val ¼ V0 cos hAzl=ðZ0 þAzlÞ ð4Þ

Zal ¼ Z0Azl=ðZ0 þAzlÞ ð5Þ

Due to the existence of multiple modes such as TE10; TE20; TEm0 etc., the
characteristic impedance and propagation constants are
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ZTEl ¼ Z0=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðmk0=kcÞ2

q
ð6Þ

cl ¼ b
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðmk0=kcÞ2

q
ð7Þ

From the perspective of P, the corresponding source voltage Vbl, corresponding
source impedance Zbl and load impedance Zcl are

Vbl ¼ Val

cosðclpÞþ jgl sinðclpÞ
Here gl ¼ Zal

ZTEl

ð8Þ

Zbl ¼ ZTEl
gl þ j tan ðclpÞ
1þ jgl tan ðclpÞ

ð9Þ

Zcl ¼ jZTEl tan clðd � pÞ ð10Þ

For TEm0 mode, the total voltage at P is Vtl ¼
P

l Vl where Vl ¼ VblZcl=Zbl þ Zcl.
Let us now consider another condition where the direction of the electric field

remains perpendicular to the breadth side of the aperture. In this condition we can
investigate it in the identical way as in the previous condition, except with small
modifications of the parameters Vo cos θ, rand a in the above formulation into Vo

sin θ, sand b respectively.
As a result, for TEm0 mode, the total voltage at P is Vts ¼

P
s Vs where

Vs ¼ VbsZcs=Zbs þ Zcs.
The obtained end results regarding the two conditions with the sum voltage at P

can be represented as

Vtotal ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
tl þV2

ts

q
ð11Þ

In the absence of shielding enclosure, the voltage at P is Vo=2.
Consequently, SE is

SE ¼ �20 log10 ð2Vtotal=V0Þj j ð12Þ

2.2 SE with Mutual Admittance

It is important to consider the mutual admittance between the apertures for accurate
estimation of shielding.
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The normalized shunt admittance for aperture of multiple holes of identical sizes
displayed in Fig. 2, is given by [11].

Yarray
Yo

¼ �j
3hsvsk0
pd31

þ j
288
pk0d21

�
X1
m¼0

m6¼odd

X1
n¼0

n6¼odd

ðemn2=v2s þ enm
2=h2s ÞJ21ðXÞ

2
664

3
775 ð13Þ

Here the free-space wavelength and intrinsic admittance are respectively indi-
cated by λ0 and Y0. vs and hs are the vertical and horizontal separations between the
holes and d1 ¼ 0:636ðlmin þwminÞ for small rectangular holes. Here ‘lmin’ consti-
tutes length of small rectangular hole and ‘wmin’ stands for width of small rect-
angular hole. In case of hs; vs; d1 being much less than the wave length the second
term in (13) can be ignored. The impedance Zarray ¼ 1=Yarray models the multiple
small rectangles connecting the free space with the waveguide. Figure 2 shows
same size multiple rectangles partially perforating the wall of an enclosure and its
wall impedance Z1

array is a fraction of Zarray. According to impedance ratio concept

Z1
array ¼ Zarray � r � s

a� b

� �
ð14Þ

where length r and width s of the array are

r ¼ ðhs=2Þþ m1 � 1ð Þhs þðhs=2Þ ð15Þ

s ¼ ðvs=2Þþ n1 � 1ð Þvs þðvs=2Þ ð16Þ

Here, m1 and n1 constitute the number of multiple small holes in each row and
column of the array respectively. We can get the SE by substituting (14) in (4)
proceeding with the same process.

The normalized shunt admittance for aperture of multiple holes of distinct sizes
as shown in Fig. 3, is given by

Yarray
Yo

¼ �j
3hsvsk0
pd31

þ j
288
pk0d21

:
X1
m¼0

m 6¼odd

X1
n¼0

n 6¼odd

ðemn2=v2s þ enm
2=h2s ÞJ21 ðXÞ

2
664

3
775 ð17Þ

Here the free-space wavelength and intrinsic admittance are respectively indicated
by λ 0 and Y0. vs and hs are the vertical and horizontal separations between the holes
and d1 ¼ 0:636ðlmin þ uþwmin þ vÞ for small rectangular holes. Here ‘lmin’ consti-
tutes minimum length of small rectangular hole and ‘wmin’ stands for minimumwidth
of small rectangular hole. ‘u’ is increase in length from hole to hole and ‘v’ is
increase in width from hole to hole. In case of hs; vs; d1 being much less than the wave
length the second term in (17) can be ignored. The impedance Zarray ¼ 1=Yarray
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models the multiple small rectangles connecting the free space with the waveguide.
Figure 3 shows distinct size multiple rectangles partially perforating the wall of an
enclosure and its wall impedance Z1

array is a fraction of Zarray.
According to impedance ratio concept

Z1
array ¼ Zarray � r � s

a� b

� �
ð18Þ

Here, it can be perceived that the rectangular apertures are in geometric pro-
gression corresponding to the dimensions. Then, the resultant length and width of
the rectangular aperture can be calculated as

r ¼ m1ðlmin þ uÞþ ðm1 � 1Þhs ð19Þ

s ¼ n1ðwmin þ vÞþ ðn1 � 1Þvs ð20Þ

Here, m1 and n1 constitutes the number of multiple small holes in each row and
column of the array respectively. We can get the SE by substituting (18) in (4)
proceeding with the same process.

3 Results

In simulation to the design, it is observed with the consideration of a rectangular
enclosure of size 400 mm × 160 mm × 400 mm (a × b × d) with a 100 mm × 10 mm
(r × s) aperture and a copper wall thickness of the enclosure as 1.5 mm, the
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following results are generated. Figure 4 shows calculated SE at distinct polariza-
tion angles θ by using TLM. It can be observed that SE increases as θ increases.

Figure 5 shows the comparison of the SE in electric field being perpendicular to
the length and the breadth of the aperture. Enhanced SE can be obtained when the
electric field is at a 90° angle to the breadth of the aperture as the θ increases
compared to the electric field, when it is at a 90° angle to the length of the aperture.

Figure 6 shows the comparison of the SE when incident wave of arbitrary
polarization with and without mutual admittance between the aperture holes.
Approximately an increase of 60 dB in SE can be obtained, when it is calculated by
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including the mutual admittance between the apertures compared to the SE,
ignoring the mutual admittance between the apertures.

Figure 7 shows the comparison of the SE of rectangular enclosure with rect-
angular aperture of identical and distinct sizes of holes. The SE is considerably
higher when the aperture has multiple holes of identical size than when the aperture
has multiple holes of distinct sizes, since the total number of holes becomes reduced
when distinct sizes are used than when identical size is considered. The theory of
transmission line predicts that the SE increases corresponding to the enhanced
number of holes by keeping the aperture area constant.

Figure 8 shows the result with array of 3 × 3 and 6 × 6 identical and distinct sizes
of aperture holes by changing the aperture area. It can be observed that the SE
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decreases if the number of holes in the aperture increases by changing the aperture
area in both the cases of identical and distinct sizes of holes.

Figure 9 shows the calculated SE at distinct ‘u’ and ‘v’ values. SE can be
calculated for 3 × 3 array having nine holes of distinct sizes by changing the values
of u and v as 0.2, 0.4 and 0.6 cm. It can be observed that the SE is considerably
higher when the aperture has less increase in both length and width from hole to
hole than when the aperture has more increase in both length and width from hole to
hole.

4 Conclusion

The resultant derivation is in accordance with the study and design analysis of the
SE of the enclosure with an aperture analyzed by incident wave with any angle of
polarization, with and without taking the mutual admittance between the apertures.
Transmission Line Model is employed to analyze each orthogonal component of
the incident wave. Then, they are combined into a formulation between the SE and
the polarization angle θ. The final results are successfully obtained and verified
through MATLAB R2009a simulation tool. It can be observed that an improved SE
can be obtained when the electric field is at a 90° angle to the breadth of the
aperture as the θ increases in comparison to, when the electric field is at a 90° angle
to the length of the aperture. It can be concluded that considering the mutual
admittance between the apertures for an accurate estimation of the shielding is
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essential, because the SE can be approximately increased by 60 dB due to this
condition. Considering the aperture with multiple holes of identical sizes can
enhance the SE considerably as has been established through the simulation than
with variation in sizes. An analytical approach of the transmission line provides a
comparatively less expensive alternative to the other existing techniques (FDTD,
FEM, MOM and Hybrid) which saves considerable resources of computing. This
analytical method has significant advantage in terms of solution time.
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PAPR Reduction in SFBC OFDM
System-MCMA Approach

M. Vijayalaxmi and S. Narayana Reddy

Abstract In high speed data transmission, Orthogonal Frequency Division
Multiplexing (OFDM) is a spectrally proficient method over multipath fading
channel. This OFDM signal suffers from high Peak-to-average power ratio (PAPR)
and Bit Error Rate (BER) (Van Nee and de Wild, Vehic. Technol. Conf. 3:2072–
2076, 1998) [1]. MIMO OFDM configuration step-up the capacity of the system
and diversity gain on frequency selective and time variant channels. Preference is
on SFBC-MIMO-OFDM to operate fading channel much more effectively.
Constant Modulus Algorithm (CMA) is highly proficient technique for alleviating
high PAPR. But the main demerit associated with CMA is slow convergence rate,
extensive steady state mean square error (SSMSE), and phase blind nature. We
propose an enhanced modified constant modulus algorithm (MCMA) where the
step size is carefully assessed to maintain a balancing between convergence rate and
final accuracy. Simulations demonstrates the efficiency of proposed MCMA.

Keywords MIMO � OFDM � CMA � CCDF � SFBC. etc.

1 Introduction

In real world applications of CMA algorithm, a key parameter is the step size, which
is adopted to arrange the update of equalizer weights. Computation of equalizer
weights by using CMA formula for various blind adaptive equalizer algorithms.
With increasing in the step size the rate of convergence will be rapid with CMA but
only drawback is raise in SSMSE and it will be vice versa with lowered step size [2].
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So, the step size is the critical factor to maintain equilibrium between convergence
rate and SSMSE. An innovative technique adopted to modify the step size for
MCMA by balancing absolute difference error and iteration number. Jones [3]
presented one of such method by adopting the channel output signal vector energy
xðkÞj jj j2 with controlled the step size. Chahed et al. [4] arrange step size by taking a

time varying step size specification which relies on squared Euclidian norm of the
channel output vector and the equalizer output. Xiong et al. [5] adopted the lag
(1) error autocorrelation function between e(k) and eðk� 1Þ. Where, e(k) is the blind
equalization output error. Zhao [6], proposed that the variable step size of CMA
algorithm can be controlled by relative difference among present and past MSE.
Banovi´c [7] projected this method of adjusting step size based on the size of the
output radius of equalizer. Liyiet al. [8] proposed a method for adjusting the step-size
criterion based on a nonlinear function of instantaneous error. Zhang [9], presented
an affine projection blind equalization CMA algorithm found on quantized evalua-
tion errors and volatile step-size. The method advocated by Xue [10] based on the
location of the received signal lying on the constellation plane for adjustment of step
size. MCMA has the advantage of correction of both phase rotation and spinning
phase error using both modules and phase of the equalizer output. In the proposed
algorithm, initially a larger step size is consider to gain the convergence and then the
step size is steadily reduced to a smaller value to attain steady state mean square error
(SSMSE). Blind equalization is the method for adaptive equalization which brings
about a channel beyond the assistance of usual training sequence. In MCMA the
crucial factor is the step size which should be carefully assessed to maintain a
balancing among convergence rate and final accuracy. This paper confer a novel
technique to alter the step size of MCMA based on absolute difference error and
iteration number. Using complementary cumulative distribution function (CCDF)
the relative results of MCMA algorithm are compared with CMA.

2 MIMO OFDM System Model

In high-data rate wireless communication, OFDM can be adopted to transform into
number of parallel flat MIMO channels from frequency-selective MIMO channel.
Due to this even in multipath fading environment also high data rate hefty and
stable transmission can be acquired by mitigating the intricacy of the receiver.
MIMO-OFDM systems attain coding gain and diversity gain by space-time coding
more over the OFDM system can be accomplished with simple structure. Hence
MIMO-OFDM system has become a vital role for 4G mobile communication
systems. The basic structure of PAPR reduction system model is shown in Fig. 1.
The SFBC contrubute two blocks each of the length N, for OFDM at the trans-
mitter. The input blocks are encoded to achieve space frequency diversity, which
are transmitted by the first and second transmit antenna respectively. The original
signal is effectively recovered by feeding the incoming signals into a detector at the
receiving end.
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3 Space Frequency Block Codes (SFBC)

In this section, SFBC technique is enforced into the OFDM system. Simply,
2Tx/1Rx antenna configurations are contemplate to correlate the system behavior of
MIMO OFDM system. Here, we advice the conventional MIMO SFBC-OFDM
structure with 2Tx/1Rx antenna. The combination of OFDM with SFBC allowed
the creation of codes known as SFBC-OFDM offering low decoding complexity
and bandwidth efficiency [2].

Alamouti’s scheme with 2Tx-1Rx antenna: Alamouti introduced a very
transparent scheme of SFBC by allowing transmission from two antennas with the
unique data rate as on each single antenna. Alamouti’s algorithm uses space and
frequency domain to encode data with increase in the functional behavior of the
system is illustrated in Fig. 2 [11]. Thus, the Alamouti’s code accomplish diversity
as it transmits two symbols in two frequency slots.

In the first frequency slot, symbols s0 and s1 are transmitted by the transmitting
antennas Tx1 and Tx2. During the next frequency slot, symbols �s�1 and s

�
0 are sent.

Furthermore, it is supposed that the channel, which has transmission coefficients h1
and h2 remains constant and frequency is flat over the two consecutive time steps.
The received vector R is formed by stacking two consecutively received data
samples in frequency, i.e.

R ¼ Shþw ð1Þ

where R ¼ ½r0; r1�T ; S ¼ s0 s1
�s�1 s�0

� �
ð2Þ
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h ¼ h1; h2½ �T is the complex channel vector, w ¼ w1;w2½ �T is the noise at the
receiver and S defines the SFBC.

The plot in Fig. 3 shows the BER comparative performance of Alamouti’s
SFBC-OFDM with different channels. The 2Tx and 1Rx SFBC-OFDM with
Rayleigh channel shows outperformance than standard OFDM system.

S
/P SFBC

Encoder

OSC-1

IFFT
and
P/S

IFFT
and
P/S

X HPA

X HPA

Data in

channel

S/P
And
FFT

Channel
Estimation

LNA

P/S
and

Detection OSC-2
+

SFBC
Decoder

Data out

OSC-2

Filter(f1)

Filter(f2)

OSC-1

X

X

LPF

LPF LNA

1f

2f

TX1

TX2

R
X
1

Fig. 2 2 × 1 SFBC-OFDM Transceiver

-5 0 5 10 15 20 25
10 -4

10 -3

10 -2

10 -1

10 0

Average SNR (dB)

B
it 

E
rr

or
 R

at
e

1ofdm (awgn)

2sfbc rayleighmmse(2x1)

3sfbc flatmmse(awgn)(h1=h2=1)

4sfbc flat rayleighmmse(h1=h2)

5sfbc rayleigh(2x1)

Fig. 3 BER performance of
2 × 1 Alamouti SFBC OFDM

330 M. Vijayalaxmi and S. Narayana Reddy



The basic concept of OFDM is to sub-divide the information bit stream into a
large number of bit streams, each with low individual bit rates, which are then
carried on individual orthogonal subcarriers. This transmission technique is espe-
cially suited for mitigating the effect of the multipath fading channel. SFBC-OFDM
has very high frequency spectrum efficiency. Since in the OFDM system,
sub-carriers are orthogonal to each other, channel spectrum overlapping is allowed,
which can utilize limited spectrum resources maximally. It adequately mitigates
BER.

4 PAPR

High peaks in OFDM system can be denoted as PAPR. In some literatures, it is also
treated as PAR. It is usually defined as:

PAPR =
Ppeak
Paverage

¼ 10 log10
max xnj j2

h i

E xnj j2
h i��� ���h i

for continuous signals

vn ¼
maxt2 n;nþTs½ � xðtÞj j2R nþ ts

n x2ðtÞj jdt ð3Þ

For sampled signals

vn ¼
maxk xn k½ �j j2

E xn k½ �j j2
n o ð4Þ

where Ppeak represents peak output power, and Paverage is the average output power.
E [•] denotes the prospective value, xn represents the OFDM signals which are
symbols of Xk. Mathematically, xn is expressed as:

xn ¼ 1ffiffiffi
n

p
XN�1

k¼0

XkW
nk
N ð5Þ
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High PAPR Power amplifiers are employed to access the required power level
for transmission in MIMO OFDM systems. To achieve the peak power efficiency,
high power amplifiers (HPAs) are functioned at or near the saturation region which
causes to distortion and experience inter-modulation products between various
subcarriers. A large number of high frequency carrier signals are adopted in
MIMO-OFDM system for effective conveying of large number of narrow-band
input signals. Large number of narrow band signals combined to form a
multi-carrier signal in time domain. This gives the peak value of the signal higher
than average value leads to reduction in the power efficiency of the system. To
mitigate the high PAPR, techniques like Discrete Fourier Transform (DFT) Pulse
Shaping Selected Mapping (SLM) and Partial Transmit Sequence (PTS) are used
[12].

When CCDF, PAPR0 threshold is exceed, PAPR value of OFDM signal can be
expressed as:

PAPRðXðnÞ ¼ p frgðPAPRðXðnÞÞ&gt;PAPR f0gÞ ð6Þ

Depending on the independent data block N, SISO OFDM PAPR-CCDF rep-
resented as:

p ¼ prðPAPRðXðnÞÞ[ PAPR0Þ ¼ 1� ð1� e�PAPR0ÞN ð7Þ

If this equation is composed of MIMO-OFDM system, PAPR value on the ith
transmitted antenna is,

PAPRi prðPAPRMIMO�OFDM [ PAPR0Þ ¼ 1� ð1� e�PAPR0ÞMtN ð8Þ

Based on above it can be infer that MIMO-OFDM system has better PAPR
performance.

5 Constant Modulus Algorithm (CMA)

CMA is a well known algorithm used to develop a new PAPR reduction approach
for MIMO-OFDM systems. This combines two ideas: (1) The linear combination of
time domain signals (consisting of several subcarriers) with the help of precoding
weights, transparent to the receiver; (2) The mitigation in PAPR is due to mini-
mization of modulus variations of the resulting signal, with proper designing of
precoding weights. In CMA technique, the input to the channel is a constant
magnitude modulated signal at each and every time instant. Any deviation in the
incomming signal amplitude at the receiver from the fixed magnitude is considered
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as distortion due to channel. This distortion is primarily because of band-limiting or
multi-path effects in the channel. Both the effects appearing in ISI and leads to
distortion in the incoming signal at the receiver. The error e(n) is then computed by
assuming the nearest valid amplitude level of the modulated signal as the desired
value [2]. The CMA algorithm is exploited for blind equalization of signals that
have a constant modulus. The error is different and defined by [1]:

eðnÞ ¼ ð1� yðnÞj j2Þy�ðnÞ ð9Þ

Which is known as Godard’s algorithm. The error function for a derived version
of CMA is given by

eðnÞ ¼ yðnÞ
yðnÞj j � yðnÞ ð10Þ

The Beam formed Data Matrix X is given by

X = WHD ð11Þ

where W and D is a block-diagonal matrix with guard bands. The IFFT of the beam
formed data matrix is given by

Y = XFH = WH DFH ð12Þ

where FH denotes the IFFT matrix
The resulting MIMO OFDM transmit matrix is

S = WHXDFH ð13Þ

where Ω is a diagonal precoding matrix (unimodular).
By applying Kronecker products, we can rewrite S as

S = Ax ð14Þ

where ω is the vecdiag (Ω). The cost function is provided by minxJðxÞ; where
JðxÞ ¼ E Sj j2 � a2

h i
and α is the average transmit power.

The weight update equation for MCMA is given by,

xiþ 1 ¼ xkþ 1h xkþ 1
�� �� ð15Þ

where xiþ 1 ¼ xk � lDJðxÞi, μ is the step size and θ is the point wise division.
The simulations in Fig. 4. Shows that the CMA attains a PAPR reduction of up

to 5.5 dB for 50 iterations. Figure 5 shows the appearance of interferer signals with
an angle of −10 and –40°, where both interferers are rejected. The signal to be
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received appears at an angle of 10°. The instantaneous amplitude of the array output
is sufficient and no synchronization requirement is the backbone of the CMA
method. Because of this functional behavior, the CMA algorithm is simple and
reliable.

6 Modified Constant Modulus Algorithm (MCMA)

The MCMA for PAPR mitigation was derived from the well known
Algorithm CMA. Consider the Transceiver model as shown in Fig. 2. Here an
OFDM block contains N number of subcarriers. These Subcarriers comprises of
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Nus useful subcarriers with two guard bands. Again these useful subcarriers are
further divided into M resource blocks each consisting of Nrb = Nus/M subcarriers.
Here pilot subcarriers act as training symbols. Data in the resource blocks is con-
verted to space time domain using an IFFT. Below is a basic algorithm for an
SFBC OFDM based on the smart-gradient method [4].

(1) Starting with the input bit stream, break it up into blocks of size N for parallel
transmission, where there are N sub channels. Consider the transmission of p
OFDM blocks for each antenna. Perform BPSK/QAM modulation to obtain
the frequency-domain symbols, Xk.

(2) Adopt transmit diversity by using Space-Frequency Block Coding (SFBC)
and determine the permissible extensions for each sub channel.

(3) Consider the IFFT for each antenna’s signal, x0½n; l�t (n is the sub channel
index, l is the antenna index, and t is the transmission period index). Set i = 0.

(4) Clip any value xi½n; l�t
�� ���A in magnitude for some clip level A to get

�x½n; l�t ¼ f x
i½n; l�t; xi½n; l�t

�� ���A
Aejh½n;l�t ; xi½n; l�t

�� ���A
ð16Þ

Where xi½n�t ¼ xi½n; l�t
�� ��ejh½n;l�t

(5) Compute the clipped signal portion

cclip½n; l�t ¼ �x½n; l�t � xi½n; l�t ð17Þ

(6) Employ an FFT to each antenna’s clipped signal to obtain cclip½n; l�t
(7) Preserve only the components of cclip½n; l�t which are admissible expansion

directions for the given sub channel constellations and set all remaining
components to zero.

(8) Implement the SFBC compulsion (i.e., project onto SB) by considering the
maximum ACE extension and enforcing it on each and every block
according to the code matrix.

(9) Adopt an IFFT to get c½n; l�t.
(10) Derive a step size l½l�t based on the smart gradient criterion.

xiþ 1½n; l�t ¼ xi½n; l�t þ l½l�tc½n; l�t ð18Þ
If a tollerable PAPR or an end iteration count has not been reached, update

i = i + 1 and return to Step 4. Else, stop PAPR reduction. The computational
complexity of MCMA is O (MTNL log(NL)) based on the oversampling of
IFFT/FFT operations. The algorithm merges adequately after 3–4 iterations. This
algorithm can be applied to SFBC and it effectively improves the PAPR perfor-
mance and Bit Error Rate performance for SFBC-OFDM system.
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7 Simulation Results and Discussion

We assume the channel coefficients are always flat Rayleigh on different imple-
mentations of space-frequency block codes. The simulation plot in Fig. 3 demon-
strates the Bit Error Rate performance of 2 × 1 Alamouti SFBC OFDM. Figure 4
shows PAPR achievement of SFBC OFDM with CMA method. For BPSK mod-
ulation the CMA attains a PAPR reduction of up to 5.5 dB. Figure 5 shows the
amplitude response of the adaptive array. The plot in Fig. 6, illustrates the rela-
tiveness of CMA and MCMA with BPSK. The Bit Error Rate (BER) behaviour of
the MCMA method with BPSK modulation is approximately 3–4 dB better than
CMA method. For BPSK modulation the proposed MCMA is about 1.2 dB superior
CMA. From Fig. 6, the Modified CMA is analogous to a Rayleigh fading channel
based on its BER performance.

Thus the same error correcting codes used for a fading channel can be applied
here. This inspires the use of MCMA technique. Figure 7 shows the CCDF
Vs PAPR curve for a MIMO OFDM system with QPSK modulation scheme is
found to be 5 dB.

We achieved a PAPR reduction of about 5 dB using CMA and 6.6 dB using
MCMA. Hence, from Table 1, it proves that the PAPR reduction efficiency of
MCMA is superior than CMA. We also analyzed the convergence property of
MCMA and its PAPR reduction performance. We got a PAPR reduction of about
6.6 dB using MCMA. The performance of PAPR reduction in MCMA is better than
that of CMA is shown in the Table 1.
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8 Conclusion

In this paper, the fundamental concepts of a MIMO SFBC OFDM system with
significant design and performance characteristics are studied. The basic
MIMO SFBC OFDM system with Rayleigh channel shows outperformance than
standard OFDM system. Further, the BER and PAPR performance analysis of
MIMO-OFDM system has been covered in this paper. We present an enhanced
modified constant modulus algorithm (MCMA) where the step size is carefully
assessed to maintain a balancing between convergence rate and final accuracy is
outperforms than the Constant Modulus Algorithm (CMA) is highly proficient
technique for alleviating high PAPR. Simulation results illustrates that the signals
of proposed scheme attains the diversity of SFBC without the complexity of
number of antennas at the source.
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Reduction of Mutual Coupling Effect
in Adaptive Arrays

A.V.L. Narayana Rao, N. Balaankaiah and Dharma Raj Cheruku

Abstract This paper deals with the problem of mutual coupling in circular and
elliptical antenna arrays. Input impedance method is used to compensate the Mutual
coupling among the array elements. Improved LMS method is used to optimize the
weights to generate proper beam form. Directive elements are used in the array.
Convergence speed, directivity, SNR and resolution of angle are discussed and
compared for circular and elliptical geometrical arrays.

Keywords Antenna arrays � Elliptical (oval) arrays � Mutual coupling �
Compensation methods � Beam forming

1 Introduction

Increased demand for multimedia applications in wireless communication requires
more efficient signal processing. Wide application of wireless communication
technology in daily life demands efficient and reliable signal transmission. Smart
antenna is one of the alternatives for achieving this. Smart antenna can increase
directivity, user capacity, battery life and source separation. Smart antennas are
popularly used in radar systems, wireless communications and in vehicle collision
avoidance applications [1]. Antenna array is an integral part of smart antenna
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system. In Smart antenna system, array of elements are designed to achieve required
Beam form for a given application.

A systematic arrangement of group of radiating elements is called an array. Size
of the array and aperture proportionally increases with gain of the antenna [2]. Two
methods to increase the aperture size of the array is to increase the number of
elements and/or inter element spacing of the array. Increasing the number of ele-
ments increases the area leading to computational complexity. However, increasing
inter element spacing of the array increases grating lobes. Due to grating lobes the
power efficiency of the system is reduced [3]. A compromise between these two
parameters can be achieved by reorienting the geometry of the array and also
number of elements is the array.

In general, the linear array is simple in structure compared to other geometries. It
is limited to estimation of the elevation angle (1D) of incoming signal only. In
addition, the linear array can only estimate the range of azimuth angle limited by
1800(−900 < θ < 900) [4]. Hence the accuracy of Direction of Arrival
(DOA) estimation is greatly affected when the incoming signal is within the range
of end-fire array (700|θ| < 900).

Signal processing algorithms of most antenna arrays assume that the signals and
the elements are independent of each other. Such assumptions will not be true if the
inter elemental space is small [5]. The entire transmitted signal is equal to the sum
and reradiated signal from the elements. Similarly, induced current on the antenna
element reradiates electromagnetic field which would be received by the other
neighboring elements in the array. Such mutual coupling effect usually considered
as a defect which degrades the performance of the array [6].

2 Conventional Mutual Impedance Method

A circuit theory approach for reducing or compensating mutual coupling effect is
discussed in this work. This method is called conventional mutual impedance
method (CMI) [7]. Common mutual coupling can be easily measured directly or
from s-parameters.

The relation between the terminal voltage and current can be given by

V1 ¼ I1ZK;1 þ I1ZK;2 þ . . .þ IiZk;i þ . . .þ IKZK;K þ . . .INZK;N þVOK ð1Þ

ZL being impedance, relation between voltage and current is given by

It1 ¼ � vti
ZL

ð2Þ

The relationship between the open-circuit voltages and terminal voltages can be
written as
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1þ Z11
ZL

Z12
ZL

Z1N
ZL

Z21
ZL

!þ Z22
ZL

Z22
ZL

:::: :::: ::::
ZN1
ZL

ZN2
ZL

!þ ZNN
ZL

2
664

3
775
NXN

V1
V2
::::
VN

2
664

3
775
1XN

¼
V01
V02
::::
VN

2
664

3
775
1XN

ð3Þ

3 Geometry and Array Factor

3.1 Circular Array

In circular array assume that N equally spaced isotropic elements are placed on
X–Y plane along a circular ring. Let the radius is given by a. Circular array is able
to scan 360° azimuthally. The geometry of N-element circular array antenna is
shown in Fig. 1. The array factor is given by the Eq. (4)

AF h;/ð Þ ¼
XN
N�1

In e
j½ka sin h cos /�/nð Þþ an� ð4Þ

where,
In = amplitude of excitation. αn = phase of the nth element, θ = elevation angle

from z axis. The radius of the array increases the directivity of uniform circular
array and tends to N.

3.2 Elliptical Antenna Array

The geometry of the elliptical antenna array with origin as center is shown in
Fig. 2 [8].

Fig. 1 Geometry of circular
antenna in XY plane

Reduction of Mutual Coupling Effect in Adaptive Arrays 341



The array factor is given by Eq. (5).

AFðh;/Þ ¼
XN
n�1

In expðj½k sinðhÞða cosð Unð Þ cosð/Þþ b sinðUnÞ sinð/ÞÞþ an�Þ

ð5Þ

where K = 2Π/λ, Φn = 2Π(n − 1)/N, e = √1 − b2/a2.
In = amplitude of excitation: αn = phase of the nth element: θ = elevation angle

from z axis: øn = Azimuth angle measured from x axis for nth element.
a, b = semi major and minor axises respectively: e = eccentricity of elliptical

array and is 0.5

an ¼ k sinðh0Þða cosð;0Þþ b sinð;nÞ sinð/0ÞÞ
h0 ¼ 90�; ;0 ¼ 0�:

ð6Þ

N = no of elements is 8 or 10.

4 Results

4.1 Circular Array

The objective is to analyze the response of elliptical antenna array. The source and
noise are 90° and 180° azimuth directions respectively. A modified LMS algorithm
optimizes the weight factor for DOA estimation. Mutual coupling is minimized by
the CMI method.

Example 1: 8 Dipole Element Circular Array

In this example, an 8-element Circular array is optimized. The best amplitude value
determined by the optimized technique is shown in Fig. 3. From Fig. 4 it can be
noted that the output noise power varies with the number of iterations below 50.

Fig. 2 Geometry of ellipse in
XY-plane
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Example 2: 10 Dipole Element Circular Array

From Fig. 5 it is to be observed that the output noise power is very low when the
number of iterations below 40. Figure 6 presents the comparison between the
patterns generated with CMI and without CMI method for Circular array.

4.2 Elliptical Antenna Array

The response of elliptical antenna array is also analyzed. The source and noise are
assumed to 90° and 150° azimuth directions respectively. The weight factor is

Fig. 3 Circular array with
CMIM

Fig. 4 Iterations versus
output noise in circular array
with CMIM
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optimized using modified LMS algorithm for DOA estimation. Mutual coupling is
minimized by adopting CMI method.

Example 3: 8 Dipole Element Elliptical Array

In this example, an 8-element elliptical array is considered and optimized. The best
amplitude value is determined by the optimized technique given in Fig. 7. From
Fig. 8, it is to be noted that the output noise power is very low as number of
iterations increases above 8.

Fig. 5 Iterations versus SNR
in circular array with CMIM

Fig. 6 Circular array with
CMIM and without CMIM
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Example 4: 10 Dipole Elements Elliptical Array

From Fig. 9 it can be concluded that the signal to noise power ratio is very low
when the number of iterations are below 20. This response is better than circular
array. Figure 10 gives the comparison between performance of elliptical array with
and without CMI.

Fig. 7 Elliptical (oval) array
with CMIM

Fig. 8 Iterations versus
output noise in elliptical
(oval) array using CMIM
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5 Conclusion

Mutual coupling compensation method CMI is implemented with circular and
elliptical antenna arrays. 8-element and 10 element arrays are considered and
analyzed. Output power is optimized for direction of interest. However elliptical
array has better performance than circular array particularly in side lobe suppression
and directivity. Since the dipole elements are used in the array, this antenna array is
suitable for many wireless communication applications.

Fig. 9 Iterations versus
output SNR in elliptical array
using CMIM

Fig. 10 Elliptical array with
and without CMIM
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Parameter Estimation of Solid Cylindrical
Electromagnetic Actuator Using Radial
Basis Function Neural Networks

V.V. Kondaiah, Jagu S. Rao and V.V. Subba Rao

Abstract The electro-magnetic actuator presents a solution for most of the tech-
nical problems of the traditional mechanical bearings since it ensures the total
levitation of a body in space eliminating any mechanical contact between the stator
and the levitated body. In practice there is lot of difference between theoretical force
and actual force developed between the stator and rotor of an actuator and it varies
with air gap and current. This difference is mainly due to different losses in the
system. In the present work a correction factor is introduced to account for different
losses. A radial basis function neural network (RBFNN) has been implemented to
estimate the correction factor and validated with experimental values. The RBF
network has been used to estimate the actuator parameters namely force, position
stiffness and current stiffness. The RBF predicted values have been validated with
the experimental values.

Keywords Magnetic actuator � Parameter estimation � Neural networks �
Correction factor

1 Introduction

Solid cylindrical magnetic actuator works on the principle of electromagnetic
levitation. It consists of an electromagnet assembly, a set of power amplifiers which
supply current to the electromagnets, a controller, and gap sensors with associated
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electronics to provide the feedback required to control the position of the rotor
(floater) within the gap. The magnetic actuators could be used as magnetic bearings
which has wide range of applications such as in flywheels, turbo generators and
high speed pumps etc.

Magnetic actuator consists of a stator and a rotor. The stator controls the axial
position of a rotor. In the design of magnetic actuator the parameter identification
between the force and the air gap and current is a key factor. A theoretical model is
used for preliminary designs. However there will be a significant difference
between the theoretical force and the actual force developed due to fringing,
leakage, variation in material properties, misalignments, vibrations, and temperature
effects etc. In practice these losses are accounted by introducing corresponding loss
factors in the model [1–3]. These corrected models would be further used in finding
system parameters for control applications.

Allaire et al. [1] presented the design of a prototype of single acting magnetic
actuator for a high load-to-weight ratio and an expression is used to find leakage
correction factor. David et al. [2] explained the leakage, fringing and eddy current
effects in the design of magnetic bearings and correction is calculated using FEM.
Groom and Bloodgood [3] proposed a model by adding the loss and leakage factors
to ideal models with and without bias permanent magnets. Subsequently Bekinal
et al. [4, 5] experimented on permanent magnet thrust bearing and compared the
theoretical and practical force generated in their test setup Aenis et al. [6] used
AMB as diagnosis tool and taken constant correction factors. Gunzberg and Buse
[7] used AMB for measurement of force in the centrifugal pump and taken constant
geometric correction factor. Marshal et al. [8, 9] used constant correction factor
named as derating factor, calculated with initial readings, in multi point technique.
Minihan et al. [10] considered constant fringe factor in control of magnetic thrust
bearing. Rao and Tiwari [11] implemented multi-objective genetic algorithms
(MOGAs) for the optimization of active magnetic thrust bearings (AMTB) with
pure electro magnets considering constant loss factors. From [12–18], artificial
intelligent techniques had been used for control of active magnetic bearing systems
however the system identification was done online.

In the above mentioned literature constant loss factors with different names have
been used to account for losses in magnetic actuators. But no literature was reported
the variation of loss (or correction) factor as a function of air gap and current input.
A better estimation of actuator system parameters in offline would result in reducing
the effort of system identification online. In the present work the correction factor
has been modeled as a function of air gap and current using RBF neural networks
and validated with experimental results. The actuator parameters namely position
stiffness and current stiffness are also modeled using RBF predicted correction
factor and compared with experimental values.

This article is organized as follows. Section 2 mathematical modeling of the
system is carried out. In Sect. 3 the correction factor, force parameters are modeled
using RBFNN. The description of test setup and testing procedure is presented in
Sect. 4. The discussion of the results and conclusions are provided in Sects. 5 and 6
respectively.
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2 Mathematical Modeling of Solid Cylindrical Magnetic
Actuator

0(a) shows C-type electromagnetic actuator. It consist a stator with winding and
rotor. The magnetic flux passes through stator, air gap and rotor. The rotor floats in
magnetic flux. 0(b) is a cylindrical type magnetic actuator working same as C-type
actuator. The cylindrical type actuator could be obtained by rotating C-type actuator
through 360°. The winding is placed in the annulus space of stator. The magnetic
flux passes through stator, air gap and rotor as shown in 0(b). The cylindrical type
actuator could be used as bearing to support the Thrust loads 1. The lengths of flux
path in the core (stator of bearing) are ‘1 and ‘2. The flux path length in the core is
‘3. The winding has N turns. The instantaneous current passing through winding is
i, and the Magneto Motive Force is Ni. The air gap length at the nominal position is
h (Fig. 1).

If B is flux density and H is magnetic field intensity, the magnetic energyWm, and
the magnetic co-energyWco stored in magnetic fields could be expressed as [19–20]

Wm ¼
Z
v

ZB

0

H Bð ÞdBdv ð1Þ

Wco ¼
Z
v

ZH

0

B Hð ÞdHdv ð2Þ

The independent variables in a magnetic suspension system are normally the
winding current and object displacement. If the system is moved by δx then it can
be shown that the work done is equal to the change in co-energy of the system.
Since the work done is the force F × δx, the theoretically electromagnetic force Fth

is given as the partial derivative of the magnetic co-energy [19]

Fig. 1 Magnetic actuators. a C-type. b Cylindrical type
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Fth ¼ @Wco

@h
ð3Þ

Assuming a linear system, where the self-inductance L is constant and i input
current, the magnetic co-energy Wco, derived as [19]

Wco ¼
Z i

0

Lidi ¼ 1
2
Li2 ð4Þ

The electromagnetic force Fth could be derived from (3) and (4)

Fth ¼ l0AgN2i2

4h2
ð5Þ

where μ0 is relative permeability of air, Ag is area of air gap, h is height of air gap,
N is number of coil turns and i is input current. A correction factor k is introduced to
account for all the above said losses. The correction factor k could be calculated as

k ¼
ffiffiffiffiffiffi
Fth

Fa

r
ð6Þ

where Fa is actual force developed between stator and rotor at particular air gap and
current.

Then k is included in the Eq. (5) to calculate the force F accounting all losses as

F ¼ l0AgN2i2

4h2k2
ð7Þ

The force generated by horizontal direction, F, could be considered up to the
second order terms 1

F ¼ Fjðh0;i0Þ þ
@F
@h

jðh0;i0Þhþ
@F
@i

jðh0;i0Þi ð8Þ

If the magnetic circuit is balanced, then the first term in Eq. (8) is equal to zero
and

F ¼ FhhþFii ð9Þ

The quantity Fh is referred as the open loop stiffness and represents the change in
the horizontal force due to horizontal displacement. The quantity Fi represents the
actuator gain of the bearing. It represents changes in horizontal force due to current
i. Expressions for the open loop stiffness and the actuator gain are determined by
performing the appropriate differentiation of the force expression. In Eq. (7) μ0, Ag
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and N are constants then the product of these three terms could be taken as constant
i.e. C = μ0AgN, then the force expression could be written as

F ¼ C
i2

4h2k2
ð10Þ

By differentiating the Eq. (10) with h considering k as constant the position
stiffness and current stiffness could be obtained

Fh ¼ @F
@h

¼ �C
i2

2h3k2
and Fi ¼ @F

@i
¼ C

i
2h2k2

ð11Þ

3 Modeling of Actuator Parameters in RBFNN

Radial Basis Function Neural Networks (RBFNN)

A neural network is a parallel distributed processor with important virtue of the
ability to learn from input data by using the learning algorithm. The ANN is made
up of an inter connection simple processing unit, known as neurons. Neurons can be
either linear or non linear. Usually, situated neurons in the hidden layer are selected
non linear while the neuron in the output layer are chosen linear. In recent
researches, neural networks have been considered as potential tools for modeling of
complicated and unknown systems. Neural networks can adapt themselves with
variations in the environment conditions and learn the characteristics of their input
signals [14]. Radial Basis Functions (RBF) are embedded in a two layer neural
network, where each hidden unit implements a radial activated function. The output
units implement a weighted sum of hidden unit outputs. The input into an RBF
network is nonlinear while the output is linear. Due to their nonlinear approxi-
mation properties, RBF networks are able to model complex mappings, which
perception neural networks can only model by means of multiple intermediary
layers. In this unit the correction factor (k), force (F), position stiffness (Fh) and
current stiffness (Fi), and have been modeled [14].

RBFNN Architecture for Modeling of Correction Factor

The current (i), and air gap (h) are the two important factors influencing the cor-
rection factor (k). Then the correction factor is taken as a function of current and air
gap. Hence the problem is modelled as a two input (current and air gap) and single
output (correction factor) radial basis function neural network. A typical RBFNN
architecture has been shown in 0 (Fig. 2).
The structure of an RBF networks involves three layers.
First layer (input layer) The input vector designed as xj = [hj, ij].
Second layer (hidden layer) The second layer is hidden layer which is composed
of nonlinear units and are connected directly to all the nodes in the input layer. Each
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hidden unit consists of a center (ci), spread parameter (σi), and weight (wi). The
centers are selected from input data ci = [hi, ii], The distance measured from the
centre to the data sample which is the Euclidean distance is expressed as

rij ¼ jjxj � cijj ð12Þ

Several base functions are used in RBF neural network, but out of all the
Gaussian function is widely used function. Hence Gaussian function is considered
as hidden layer base function ϕij that could be expressed as

/ij ¼ /ðrrjÞ ¼ expð�r2ij=r
2
i Þ ð13Þ

σi is called the spread parameter which influence the bell-shape of the function,
usually taken as constant value.
Third layer (output layer) The final layer performs a simple weighted sum with a
linear output. Here output is correction factor k could be calculated as

k ¼
X

Wi/ðjj xj � cijj2=r2i Þ ð14Þ

The Eq. (14) could be expressed in matrix form as

/1j . . . /nj

..

. . .
. ..

.

/m1 � � � /mn

0
B@

1
CA

w1

..

.

wn

0
BB@

1
CCA ¼

k1

..

.

kn

0
BB@

1
CCA ð15Þ

The weights (wi) in Eq. (15) could be determined using pseudo inverse
technique.

Air gap

i

i

k
h

Current

Correction 
factor

W
i

C
i

Input layer Hidden layer Output layer

Fig. 2 The structure of RBF
network for modelling
correction factor
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Modeling of Force

The expressions for force, linear parameters have been derived in equation from
(10) and (11). However these parameters using RBFNN considering k(h, i) include
the derivatives of k. The expressions for parameters F, Fh and Fi have been derived.

The force developed between stator and rotor at a specified air gap and current
input could be calculated by inserting correction factor which is estimated using
RBFNN in Eq. (10)

F ¼ C
i2

4
k�2h�2� � ð16Þ

where C = μ0AgN
2.

Modeling of Actuator Parameters

The position stiffness (kh) could be obtained by differentiating F w.r.t h considering
k as function of h and i

Fh ¼ @F
@h

¼ �C
i2

2h3k2
kh

@k
@h

� �
þ 1

� �
ð17Þ

The current stiffness (ki) could be obtained by differentiating F w.r.t i

Fi ¼ @F
@i

¼ C
i

2h2k2
1� i

k
@k
@i

� �� �
ð18Þ

To determine @k
@h and

@k
@i in Eqs. (17) and (18) the following expressions have been

derived.
The value of correction factor depends on input current and air gap for specific

actuator. Hence the correction factor could be considered as function of air gap
h and current i, it could be written in RBFNN as

k ¼
X

Wi/i h; ið Þ ð19Þ

By differentiating k with respect to h and i

@k
@h

¼
X

Wi
@/i

@h
and

@k
@i

¼
X

Wi
@/i

@i
ð20Þ

The base function /i ¼ e�r2=r2i and r2 = (h − hi)
2 + (i − ii)

2 then the partial
derivatives of ϕ, with respect to h and i could be written as
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@/i

@h
¼ � 2 h� hið Þ

r2i
e�r2=r2i and

@/i

@i
¼ � 2 i� iið Þ

r2i
e�r2=r2i ð21Þ

Differentiating @/i
@h and @/i

@i with h and i respectively the second order terms could
be obtained

Training of RBF Network

Training of an RBF neural network can be achieved with the selection of the
optimal values for the parameters like center vector (ci), spread parameter (σi), the
hidden layer base function (ϕi), weights between the hidden layer and the output
layer (wi). In this section a procedure of finding the optimal parameters are
explained in following flow chart and in training algorithm.

An Algorithm to Train the Network

An algorithm has been developed to obtain optimal parameters such as number of
centers, spread, and mean square error. The procedure has been explained in fol-
lowing sub sections and in 0.
Training data and training target The experimentation has been done at all air
gaps from 1.5 to 4.5 mm in steps of 0.5 mm. The force has been measured with
increase of current at all air gaps. The air gap (h) and current (i) are considered as
training data. As stated previously the correction factor (k) is treated as function of
h and i. Hence k is considered as training target.
Spread parameter The air gap is varied from 1.5 to 4.5 mm and current is varied
from 0 to 6 A. Hence the maximum range of current is considered as spread
parameter, so that the dumbbell shape of the base function influences the total
range. The effect of spread parameter on the network has been described in results
and discussions.
Selection of centers Randomly one center was chosen and the mean square error
with one center was determined and stored the mean square error as best error and
center as best center. Find mean square error with another center, compare the error
with the best error, if best error is greater than present error then the best error is
present error and best center is present center. Else try another center as present
center, continue the process until all the data is tried as center. Add the best center
as center. Continue adding new centers to the network until the maximum number
of centers has been reached or the convergence criteria is met (Fig. 3).
Training the weights Determination of weights is an aspect in training of network.
Here the pseudo inverse method [14] has been used as explained in Eq. (15).
Convergence criteria The value of RMS error has been determined by increasing
the value of maximum number of centers. The evaluation was stopped where the
RMS value does not decrease though the number of centers increased.
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4 Preparation of Actuator and Testing Procedure

Preparation of Solid Cylindrical Magnetic Actuator

A magnetic thrust actuator has an electromagnetic stator and a rotor, which are
separated by an air gap, as illustrated in 0. In its simplest form, the electromagnetic
stator is formed by an inner and outer pole connected by a common base. 0(b),
clearly shows the stator, shaft, winding, and thrust collar of a single acting magnetic
thrust actuator. Mild steel is used to make stator and rotor of actuator. Initially the
mild steel discs are collected and they turned into desired size on the lathe machine.
The dimensions given in Table 1 are used to make stator and rotor disc. The inner
and outer poles and annulus space are made on stator using lathe machine.

The winding, which occupies the annulus space between the inner and outer
poles of the stator, produces the magnetic flux in the actuator.

start

I=0, MSE=large number

Optimize MSE

Store best net, 

Best MSE

n_cen=n_cen+1

Is
n_cen≤maxcen

Optimize net with

Is best 
MSE>MSE

Post process

stop

NO

NO

YES

n_cen+1 centers

n_cen=1

Fig. 3 Flow chart to determine optimal parameters with RBFNN
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Test Setup and Testing Procedure

The stator and rotor disc (flotor) are held by frame as shown in 0. The stator part of
bearing is hold by upper horizontal bar of the frame and it has nut and bolt
arrangement to change the air gap between stator and rotor. The rotor and load are
hold by the middle horizontal bar. The rotor shaft is free to move in the middle
horizontal bar. The shaft of rotor passes through the middle horizontal bar and dead
weights are attached to it. A dimmer stat is used to change the current input. An
ammeter and a voltmeter are used to measure the input current and voltage
respectively (Fig. 4).
As the difference between the relative permeability of air and aluminum is negli-
gible, the air gap between stator and rotor is maintained by keeping aluminum
plates of desired thickness. The thickness of aluminum plates ranging from 1.5 to
4.5 mm in the steps of 0.5 mm. The voltage is varied from 50 to 120 V. The input
current is varied from 0 to 6 A. The rotor is allowed to contact with stator at value
of current, the attractive force is measured by applying equivalent force in the
opposite direction. The gap is maintained by keeping desired thickness of alu-
minum foil between stator and rotor disc. The experiment is repeated three times at
each air gap and the average values have been taken as final values.

Table 1 The dimensions of
stator and rotor of actuator

Parameter Symbol Value (mm)

Inner radius of stator ri 20

Inner radius of coil gap rci 30

Outer radius of coil gap rco 45

Outer radius of stator ro 52.5

Depth of coil gap d 38

Axial length of thrust runner ht 10

Air gap h 1:0.5:5

Fig. 4 Test setup
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5 Results and Discussions

Determination of Parameters of Actuator Using Experimental Data

As explained in Sect. 4, the experimentation has been done at all air gaps from 1.5
to 4.5 mm in steps of 0.5 mm, the results of the magnetic actuator at the air gaps of
2 mm have been shown in Table 2 as model.
The voltage V, current A, the actual force Fa, the theoretical force Fth, the cor-
rection factor k, Force after considering correction factor F, the position stiffness Fh,
and current stiffness Fi. The actual force between stator and rotor Fa has been
measured using test setup at specified air gap and current. The parameters Fth, k, F,
Fh, and Fi have been determined using the Eqs. (5)–(7), and (11), respectively. The
current is varied from 1.88 to 3.85 A. The actual force measured between stator and
rotor at each current value and it varies from 15.43 to 62.78 N. The correction factor
has been determined using Eq. (6). Its value varies from 1.55 to 1.58. The position
stiffness Fh(N/m) is varied with current from −16291.95 to −68689.78. The current
stiffness Fi(N/A) varied from 17.38 to 35.68. Similar analysis has been carried out
at all air gaps from 1.5 to 4.5 mm considered. The parameters (F, Fh, Fi) have been
calculated using the experimental correction factor.

Estimation of Correction Factor Using RBFNN

As explained in flow chart and training algorithm the maximum number of centers
and spread parameter has been decided. The decrement of MSE with centers has
been shown in Table 3. In the present work, mean square error MSE is minimum at
i.e. 0.0147 at 30 as maximum number of centers. Further increase of number of

Table 2 Bearing parameters with experimental correction factor at 2 mm air gap

Voltage (V) Current (A) Fa Fth k F Fh Fi

50 1.88 15.43 37.27 1.55 15.56 −16291.95 17.38

55 2.00 18.36 42.40 1.52 17.70 −18536.62 18.54

60 2.13 22.12 47.87 1.47 19.99 −20926.11 19.70

65 2.33 25.38 57.30 1.50 23.93 −25050.51 21.55

70 2.50 28.30 66.25 1.53 27.66 −28963.48 23.17

75 2.63 32.20 73.04 1.51 30.50 −31932.23 24.33

80 2.78 35.77 81.63 1.51 34.08 −35685.90 25.72

85 2.95 40.36 92.25 1.51 38.52 −40328.74 27.34

90 3.15 44.34 105.18 1.54 43.92 −45982.41 29.20

95 3.30 45.98 115.43 1.58 48.20 −50465.96 30.59

100 3.37 49.21 120.15 1.56 50.17 −52525.58 31.20

105 3.52 51.06 131.09 1.60 54.74 −57310.35 32.59

110 3.67 53.66 142.51 1.63 59.50 −62303.65 33.98

115 3.82 59.82 154.41 1.61 64.47 −67505.49 35.37

120 3.85 62.78 157.12 1.58 65.60 −68689.78 35.68
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centers is not decreasing the MSE value. Hence 30 has been considered as optimum
number of centers for network.

The maximum range of current value has been taken as spread parameter. The
0(a) shows the variation of MSE with number of centers. Radial Basis Function
Neural Networks (RBFNN) has been used to predict the correction factor at all air
gaps considered but at 2, 3 and 4 mm air gaps have been shown in 0(b), (c) and
(d) (Fig. 5).

A comparison is made between the experimental correction factor and RBF
predicted correction factor. It is observed that the percentage of error between
experimental correction factor and correction factor predicted by RBFNN is varies
from 0.02 to 2.71 %. The 0 shows the variation of correction factor at all air gaps
between 1.5 and 4.5 mm considered (Fig. 6).

Table 3 Variation of MSE with centers

Max no. of centers 1 5 10 15 20 25 30 35

MSE 0.1779 0.0692 0.0429 0.0291 0.0271 0.0196 0.0147 0.0147

Fig. 5 a Variation of RMS with centers, b variation of correction factor at 2 mm air gap,
c variation of correction factor at 3 mm air gap, d variation of correction factor at 4 mm air gap
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Estimation of Parameters Using RBFNN

The force F, position stiffness Fh, and current stiffness Fi are determined with
experimental correction factor and RBF predicted correction factor using the
equations given Sect. 2. The comparison of results at each parameter has been
plotted in 0. The percentage of error between parameters determined with experi-
mental correction factor to parameters predicted with RBF correction factor is from
1.09 to 4.5 %.

Fig. 6 a Comparison of force
prediction at all air gaps,
b comparison of position
stiffness at all air gaps,
c comparison of current
stiffness at all air gaps
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6 Conclusions

In the present work the parameters of solid cylindrical magnetic actuator system
namely Force (F), Position stiffness (Fh), Current stiffness (Fi), have been estimated
using Radial Basis Function Neural Networks and validated with the experimental
values.

In this process an magnetic actuator has been made and tested on own test setup
at all air gaps from 1.5 to 4.5 mm in steps of 0.5 mm. It is observed that a lot of
difference between theoretical force Fth and actual force Fa due to leakage of flux
and inherent losses in the system. A correction factor has been introduced to
account for all these losses. An RBF network has been modeled to estimate the
correction factor. An algorithm to train the network parameters namely the centers,
spread and weights has been proposed and described. The RBF predicted correction
factor has been validated with that of the experimental results. The maximum
percentage of error between RBF predicted correction factor to the experimental
one at different air gaps varies from 0.055 to 2.71 %.

The parameters of the magnetic actuator system namely F, Fh and Fi have been
modeled using experimental correction factor and RBF predicted correction factor
separately. All these parameters of magnetic actuator have been estimated using
RBF network successfully and compared with the parameters obtained using
experimental results. The maximum percentage of error between the experimental
parameters to RBF estimated values are varied from 1.09 to 4.5 %.

The estimated parameters using RBF Neural Networks could be utilized in the
active control of magnetic bearing systems. This method of modeling correction
factor and determining the other parameters using neural networks could be applied
in similar applications. Using the parameters determined by RBF Networks, a
control system for a double acting active magnetic bearing system will be designed
as a future work. This neural network method could also be utilized in the esti-
mation of multiple loss factors and system parameters of hybrid magnetic bearings
as a future work.
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An Efficient Audio Watermarking Based
on SVD and Cartesian-Polar
Transformation with Synchronization

N.V. Lalitha, Ch. Srinivasa Rao and P.V.Y. Jaya Sree

Abstract In the present years, abundant digital audio content is made available on
public networks due to high speed internet and audio processing techniques. This is
an advantage to our everyday life but it suffers from the ownership protection.
Audio watermarking is the one of the solution for this problem. In this paper, total
audio is divided into non-overlapping segments and Fast Fourier Transform
(FFT) is applied to each segment. For embedding the watermark, low frequency
coefficients are selected and Singular Value Decomposition (SVD) is applied to the
low frequency coefficients of each segment. A binary watermark is embedded into
the highest singular values using Cartesian Polar Transformation and embedding
rule. The above approach suffers from de-synchronization attack and it is made
resistant by including synchronization code. The results shows that this water-
marking scheme is highly robust against various signal processing attacks such as
re-sampling, re-quantization, cropping, MP3 compression, low-pass filtering, signal
addition and subtraction. The algorithm is also compared with the state-of-art
techniques available and is better in terms of SNR and payload.
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1 Introduction

Due to rapid development in multimedia technology and communication networks,
the protection of copyright is the major problem which is to be solved. Digital
watermarking [1] has been widely used for protection of multimedia content (audio,
image, and video). A watermark is an undetectable mark embedded into an audio
content which should be imperceptible. According to International Federation of the
Phonographic Industry (IFPI) [2], an effective audio watermarking [3] algorithm
should meet the following requirements: (i) Imperceptibility: the embedded
watermark should not affect the quality of the audio signal, (ii) Payload: the number
of watermark bits that can be included into the host audio signal without losing the
imperceptibility that is measured in bits per second (bps), (iii) Security: the person
cannot detect the watermark without knowing the secret key, (iv) Robustness:
algorithm is proposed in such a way that, any common signal processing attacks
cannot disturb the embedded watermark. Achieving of inaudibility and robustness
are much more difficult in audio watermarking compared to image and video
watermarking because of Human Auditory System (HAS) is more sensitive than
Human Visual System (HVS) [4]. Recently, audio watermarking algorithms
achieved significant development. Generally, audio watermarking algorithms are
categorized into two groups, i.e., time domain techniques and frequency domain
techniques. Time domain audio watermarking techniques [3, 5] implementation is
easy but robustness is somewhat less compared to frequency domain techniques. In
frequency domain audio watermarking, Fast Fourier Transform (FFT) [6], Discrete
Cosine Transform (DCT) [7] and Discrete Wavelet Transforms (DWT) [8] are
frequently used transforms.

The rest of the paper is organized as follows. Section 2 focuses on FFT, SVD
and CPT. Section 3 explains the embedding and detection processes. The simula-
tion results and conclusions are discussed in Sects. 4 and 5 respectively.

2 Fundamental Theory

2.1 Fast Fourier Transform

Fast Fourier Transform (FFT) is most commonly used in audio signal processing to
convert the data from the time domain into the complex frequency domain, means it
contains both the amplitude and phase information. FFT has a property
translation-invariant to resist small distortions [6].
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2.2 Singular Value Decomposition (SVD)

The singular value decomposition (SVD) [9] matrix is very useful for decompo-
sition. In SVD transform, a matrix M is decomposed into three matrices,

M ¼ USVT ð1Þ

where, U and V are the real or complex unitary matrices and S is the diagonal
matrix. The diagonal elements (ρ1, ρ2, …, ρn−1, ρn) are called singular values (SVs).
The SVD has an interesting property, that is any small changes on SVs, that doesn’t
influence the quality of the signal. Thus, SVD can be exploited in audio water-
marking to meet the imperceptibility and robustness.

2.3 Cartesian-Polar Transformations

In polar coordinates system r; hð Þ, where r represents the distance from the origin
and θ represents the angle [10] between a line of reference and the line through the
origin and the point. To convert Cartesian coordinate system (x, y) to the polar
coordinate system r; hð Þ, the following equations are used,

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
; h ¼ tan�1 y

x

� �
ð2Þ

To convert Polar coordinate system r; hð Þ to the Cartesian coordinate system
(x, y), the following equations are used,

x ¼ r cos h; y ¼ r sin h: ð3Þ

3 Watermarking Scheme

3.1 Watermark Pre-processing

In order to increase the robustness and confidentiality, watermark should be
pre-processed first. In this embedding scheme, the binary watermarkW is scrambled
using Arnold transform [11] as given below.

x0

y0

� �
¼ 1 1

1 2

� �
x
y

� �
modNð Þ ð4Þ

where x, y are the original pixel positions, x′ and y′ are the scrambled positions and
N is the size of the digital image.
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3.2 Synchronization Code

De-synchronization attack is one of the problems in audio watermarking.
De-synchronization attack means, even in the presence of watermark, watermark
cannot be detected due to lack of synchronization [12]. Cropping and shifting
attacks are examples for the de-synchronization attacks. In this embedding scheme,
synchronization code is inserted into the starting of the audio signal to identify the
correct position of the watermark. To generate the synchronization code, the logistic
chaotic sequence with initial value in the range [0, 1] is used and denoted as,

y nþ 1ð Þ ¼ g y nð Þð Þ ¼ d� y nð Þ 1� y nð Þð Þ ð5Þ

where 3.57 < δ < 4, y(n) is mapped into the synchronization sequence {syn(n)|n = 1,
2…, Lsyn} with the following rule,

syn nð Þ ¼ 1 ify nð Þ[ T
0 otherwise

�
ð6Þ

where Lsyn the synchronization code length and T is pre-defined threshold, sufficient
value of T is 0.5.

3.3 Embedding Process

The original audio is divided into two parts. First part of the audio is used to embed
the synchronization code which is generated from the Eq. (6). The pre-processed
watermark is embedded in the second part of audio. In our method, the embedding
process is chosen to be the same for synchronization code and watermark, the steps
are detailed below.

Step 1 Audio signal x is segmented into non-overlapping frames based on size of
watermark Wm, the length of each audio segment is N, in which embed a
watermark, described as follows,

xi nð Þ; i ¼ 1; 2; . . .. . .; Z; n ¼ 1; 2; . . .N ð7Þ

N 0 ¼ floor
L� L1 þ 1

Z

� 	
; N ¼ 2floor logN2ð Þ ð8Þ

where Z is the number of segments of size M × N, L1 is the initial position
of embedding watermark.

Step 2 Select first l low frequency coefficients of segment xi(n) and perform SVD
on square matrix Ri to decompose into three matrices,
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Ri ¼ Ui � Si � VT
i ð9Þ

Step 3 Calculate the mean mi, variance vi and Euclidean norms ei of singular
values q1; q2; . . .::; qNð Þ of each matrix Si,

mi ¼ 1
N

XN
q¼1

qq; vi ¼
1
N

XN
q¼1

qq � mi

 �2

; ei ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
q¼1

qið Þ2
vuut ð10Þ

Step 4 Select the highest two singular values of each matrix Si, which are assumed
as the elements of polar coordinate system. Convert these elements into
Cartesian transformation elements [10], formula as given below,

Aix ¼ Si 1; 1ð Þ cos h1; Aiy ¼ Si 2; 2ð Þ sin h1 ð11Þ

Bix ¼ Si 1; 1ð Þ cos h1;Biy ¼ Si 2; 2ð Þ sin h1 ð12Þ

where θ1 and θ2 are the predefined angle of decomposition, i.e. 45o. The
two singular values Si(1, 1) and Si(2, 2) of each matrix Si are preserved and
is treated as secret key K2 and further can be used in the decoding process.

Step 5 The binary watermark image is pre-processed using Arnold chaotic map.
Step 6 Modify the elements Aix, Aiy, and Bix;Biy by the following rule [10],

If embedded bit is ‘1’, the elements are modified as follows:

A
0
ix ¼ Aix þ mi

C1
þ vi

C2
þ ei

C3
; B

0
ix ¼ Bix þ mi

C1
þ vi

C2
þ ei

C3
ð13Þ

where A
0
ix and B

0
ix are modified x elements of Si(1, 1) and Si(2, 2),

respectively C1;C2 and C3 are user defined constants.
If embedded bit is ‘0’, the elements are modified as follows,

A
0
iy ¼ Aiy � mi

C1
þ vi

C2
þ ei

C3

� 	
; B

0
iy ¼ Biy � mi

C1
þ vi

C2
þ ei

C3

� 	
ð14Þ

where A
0
iy and B

0
iy are modified x elements of Si(1, 1) and Si(2, 2),

respectively.
Step 7 The modified singular values are obtained by using Cartesian-to-polar

transformation:

S
0
i 1; 1ð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A0
ix þA0

iy

q
; S

0
i 2; 2ð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B0
ix þB0

iy

q
ð15Þ

Step 8 Each modified highest singular values Si
′(1, 1) and Si

′(2, 2) is reinserted into
matrix Si and apply inverse SVD.
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Step 9 The modified FFT coefficients (l) are placed at the beginning of each
segment and apply inverse FFT for obtaining the watermarked audio
signal.

3.4 Watermark Detection Process

The detection process is reverse operation of embedding process, and steps are
given below:

Step 1 Perform Steps 1–3 of embedding process.
Step 2 Polar-to-Cartesian transformation is applied to Si

*(1, 1) and Si
*(2, 2) of each

matrix Si
* of the attacked watermarked audio segment to calculate A�

ix;A
�
iy

and B�
ix;B

�
iy.

Step 3 Watermark sequence is obtained as follows by using the secret key K3:

W
0
m ¼

1 ifA
0
ix [AixorA

0
iy [Aiy

B
0
ix [BixorB

0
iy [Biy

0 otherwise

8<
: ð16Þ

where Aix;Aiy and Bix;Biy are used as secret key K3.
Step 4 Apply inverse Arnold transform to extract the binary watermark image.

4 Simulation Results

The performance of watermarking algorithm is evaluated based on imperceptibility,
robustness and payload. For evaluation, five different classes of 16 bit mono audio
signals (Pop, Rock, Folkcountry, Blue and Jazz) with sampling frequency 44.1 kHz
of 10 s are used. In each frame (frame size is 64) of audio signal embed one binary
watermark bit. A binary watermark image and the corresponding scrambled image
of size M × M = 96 × 96 = 9216 are shown in Fig. 1. The low frequency FFT
coefficients (l = 36) are selected from each frame of original audio signal. The
selected FFT coefficients (l = 36) are arranged in a 6 × 6 matrix (N = 6) and SVD is
applied.

Fig. 1 Original and
encrypted watermark images
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4.1 Imperceptibility Test

Imperceptibility test is an audio quality test. In order to measure the impercepti-
bility, following SNR equation is used:

SNR x; x�ð Þ ¼ 10 log10

Plength�1
i¼0 x2 ið ÞPlength�1

i¼0 x ið Þ � x� ið Þ½ �2
 !

ð17Þ

where x and x* are original and watermarked audio signals, respectively.
International Federation of the Phonographic Industry (IFPI) state that, the water-
marked audio should be imperceptible when SNR is over 20 dB [14]. The
imperceptibility test on this algorithm shows that the average SNR value is 36.70
for all five classes of audio signals.

4.2 Robustness Test

To compare the similarities between the original watermark W and the extracted
watermark W�, the parameters Normalized Correlation (NC) and Bit Error Rate
(BER) are used.

The Normalized Correlation (NC) is computed as:

NC W�;Wð Þ ¼
PM�1

i¼0

PM�1
j¼0 w i; jð Þ � w� i; jð ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM�1

i¼0

PM�1
j¼0 w2 i; jð Þ

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM�1
i¼0

PM�1
j¼0 w�2 i; jð Þ

q ð18Þ

If NC(W, W*) is close to 1, then the correlation between W and W* is very high.
If NC(W, W*) is close to zero, then the correlation between W and W* is very low.

The BER is computed as given below:

BER ¼
PM�1

i¼0

PN�1
j¼0 w i; jð Þ � w� i; jð Þ
M �M ð19Þ

To assess the robustness of algorithm, the following attacks are performed on
watermarked audio signal.

1. Re-sampling: 44.1 kHz sampled watermarked audio signal is re-sampled at
22.050 kHz and then back to 44.1 kHz.

2. Re-quantization: 16 bit watermarked audio signal is quantized to 8 bits/sample
and again re-quantized back to 16 bits/sample.

3. Random Noise: A random noise is added to the watermarked audio signal.
4. Low-pass filtering: A second order Butterworth filter with cut-off frequency

20 kHz is applied to the watermarked audio signal.
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5. Echo addition: 0.1 % decay and 400 ms delayed audio is added to the water-
marked audio signal.

6. Cropping: 1000 samples are replaced by zeros at the beginning, middle and end
portions of the watermarked signal.

7. Additive Noise: A 60 dB additive white Gaussian noise is added to the
watermarked audio signal.

8. MP3 compression: The watermarked audio signal is compressed using MP3
compression at the bit rate of 160 kbps and then back to the WAV format.

9. Signal addition: 2000 samples of original audio signal are added to the
beginning of the corresponding samples of watermarked audio signal.

10. Signal subtraction: 2000 samples of original audio signal are subtracted from
the beginning of the corresponding samples of watermarked audio signal.

The robustness results for the audio signal ‘Pop’,‘Rock’, ‘Folkcountry’, ‘Blue’
and ‘Jazz’ respectively are summarized in Table 1. The table indicates that the BER

Table 1 BER and NC values
for different audio signals

Audio signal Type of attack BER NC

Pop No attack 0 1

Resampling 0.0006 0.9995

Re-quantization 0.0058 0.9959

Random noise 0 1

LPF (20 k) 0.0002 0.9998

Echo addition 0.0514 0.9641

Cropping (front) 0 1

Cropping (middle) 0.0029 0.9979

Cropping (end) 0 1

AWGN (60 dB) 0.0002 0.9998

MP3 compression 0.0013 0.9991

Signal addition 0 1

Signal subtraction 0 1

Rock No attack 0 1

Resampling 0.0213 0.9847

Re-quantization 0.00002 0.9998

Random noise 0 1

LPF (20 k) 0.0013 0.9991

Echo addition 0.0077 0.9945

Cropping (front) 0 1

Cropping (middle) 0.0028 0.9980

Cropping (end) 0 1

AWGN (60 dB) 0 1

MP3 compression 0.0405 0.9715

Signal addition 0 1

Signal subtraction 0 1
(continued)
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Table 1 (continued) Audio signal Type of attack BER NC

Folkcountry No attack 0 1

Resampling 0.0053 0.9962

Re-quantization 0.0021 0.9985

Random noise 0 1

LPF (20 k) 0.0012 0.9991

Echo addition 0.0291 0.9794

Cropping (front) 0 1

Cropping (middle) 0.0027 0.9981

Cropping (end) 0 1

AWGN (60 dB) 0 1

MP3 compression 0.0036 0.9974

Signal addition 0 1

Signal subtraction 0 1

Blue No attack 0 1

Resampling 0.0063 0.9955

Re-quantization 0.0058 0.9959

Random noise 0 1

LPF (20 k) 0.0008 0.9994

Echo addition 0.0497 0.9648

Cropping (front) 0 1

Cropping (middle) 0.0027 0.9981

Cropping (end) 0 1

AWGN (60 dB) 0.0001 0.9999

MP3 compression 0.0120 0.9914

Signal addition 0 1

Signal subtraction 0 1

Jazz No attack 0 1

Resampling 0.0005 0.9996

Re-quantization 0.0377 0.9736

Random noise 0.0007 0.9995

LPF (20 k) 0.0006 0.9995

Echo addition 0.0753 0.9481

Cropping (front) 0 1

Cropping (middle) 0.0007 0.9995

Cropping (end) 0 1

AWGN (60 dB) 0.0049 0.9965

MP3 compression 0.0012 0.9991

Signal addition 0 1

Signal subtraction 0 1
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values ranges from 0 to 0.0753 and NC lies in between 0.9481 and 1, demonstrate
that the scheme exhibit robustness against different attacks. For de-synchronization
attack (cropping), the BER lies in between 0 to 0.0027 and NC values ranges from
0.9979 to 1 and is achieved due to the use of synchronization code.

4.3 Data Payload

Payload is defined as the number of data bits that can be embedded into the original
audio signal per unit of time without losing the quality of audio. It can be measured
in terms of bits per second (bps).

Payload ¼ Nw

t
ð20Þ

In this scheme, Nw = 9344 bits is embedded in 10 s audio signal, thus the pay
load is 934.4 bps. This is relatively high payload, and typical value is 20–50 bps.

The Table 2 illustrates the payload and SNR of the present scheme is more when
compared to [13–16]. The more value of payload indicates that more amount of
information that can be embedded into the host audio signal. As well high SNR
indicates better imperceptibility of the watermarked audio signal.

5 Conclusion

An efficient audio watermarking scheme is provided based on SVD and CPT
including the synchronization code. The initial work [10] is based on SVD and CPT
but suffers from de-synchronization attack. This problem is addressed in our pro-
posed work by inserting a synchronization code into the beginning samples of the
original audio and then binary watermark is embedded. Due to this, the algorithm is
made robust to cropping and MP3 compression attack, also it is highly robust
against various signal processing attacks such as re-sampling, re-quantization,

Table 2 Comparison with previous methods

References Algorithm SNR Payload (bps)

Wu et al. [13] Self-synchronization – 172

Bhat et al. [14] DWT-SVD 24.37 45.9

Chen et al. [15] Optimisation based quantisation 29.50 172.41

Khaldi et al. [16] EMD 24.12 50.03

Pranab et al. [10] CPT-SVD 36.86 689.56

Proposed Synchronization+Pranab et al. [10] 36.70 934.40
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low-pass filtering, signal addition and subtraction. The payload and SNR of the
present scheme is more and compared with recent existing methods. The work can
be extended by including error-correction codes and evaluating the algorithm with
respect to stir-mark attacks.
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A Proposal for Packet Drop Attacks
in MANETS

Mahesh Swarna, Syed Umar and E. Suresh Babu

Abstract The packet drop attack is more familiar to protection risks in MANETS.
These attackers implement loop-hole which bring with envious characteristics
because the path finding procedure which is vital and unavoidable. Researchers and
investigators have performed distinct recognition methods recommend various
types of recognition schemes. AODV protocol which correctly appropriate redi-
recting method for the MANETS and it is more susceptible to dark gap strike by the
envious nodes. A harmful node that wrongly delivers the RREP (route reply) that it
has a newest path with lowest hop count to location and then it falls all the getting
packets. In this paper we present four types of different protocols for detecting black
whole attacks and discuss state of the art routing methods. We also perform dif-
ferent properties in collaborative packet drop attacks and analyze categories of
propose protocols with specified features stored in wireless ad hoc networks. We
analyze comparison of proposed protocol with existing protocols and their methods
with respect to time and other features in wireless ad hoc networks.

1 Introduction

WMAHN (or basically MANETS in presented paper) are a self-configured system
which consists of different portable customer devices. These wireless nodes connect
with other nodes surrounding without any facilities; All of the transmitting
hyperlinks are recognized as wireless Technology. According to the interaction
method described earlier. MANETS are most commonly used in army objective,
catastrophe place, individual place system and so on. Over previous times several
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years, there has been an increasing interest in wireless systems, as the price of
portable devices such as PDA’s, laptop computers, mobile phones, etc. have
reduced drastically whereas the efficiency of these gadgets have improved
significantly.

As shown in the Fig. 1 we process to develop route discovery and attack pre-
vention in MANETS based on trusted authority with preferred resource allocation
in fault localization. Mobile Ad hoc systems or MANETS are the type of wireless
systems which do not need any set facilities or platform channels. They can be
quickly implemented in locations where it is challenging to setup any wired
facilities. In MANET each node acts as a wireless router which creates redirecting
complicated when compared to Wireless LANs, where the main entry way func-
tions as the router between the nodes. Protection is a primary significance in sce-
narios of implementation such as battleground in an ad hoc network. Since MANET
has multiple hop hyperlinks, it is venerable against several strikes like dark gap
strike, Byzantine attack, wormhole strike etc. This document reveals the compar-
ison of AODV, OLSR and ZRP under packet drop attack.

2 Related Work

In this area, we existing the famous and well-known redirecting methods in
MANET. Before a cellular node communicates to the focus on node, and will
transmit its existing position to the neighbors due to the existing redirecting details
are different. By the way how the information/message is obtained, by redirecting
methods which are can be categorized into practical, sensitive and combination of
both practical and sensitive redirecting.

Fig. 1 Path selection in MANET specified by the AODV protocol hierarchy

378 M. Swarna et al.



2.1 Proactive Routing/Path Protocol (PPP)

The practical redirecting is also known as table-driven redirecting method. In this
redirecting method, mobile nodes regularly transmit their redirecting details to the
others who live nearby. Every node in the path redirects desk not only with details
of the adjacent nodes and obtainable nodes but also with variety of trip. It also terms
as, nodes in the path have to assess their communities provided that the system
topology has modified [1]. Therefore, the drawback is that the expense improves as
the system size increases, an important interaction expense within a bigger system
topology. So, the benefits are as system position can be instantly shown if the
envious attacker connects. Frequent acquainted kinds which are practical way of
DSDV protocol [2] redirecting methodology with which OLSR protocol is laid.

2.2 (On-Demand) Reactive Routing Protocol (RRP)

On-Demand routing protocol is prepared with some more application known as
On-demand routing protocol. Compared with practical redirecting, the sensitive
redirecting is simply began when nodes wish to deliver information packages [3].
The durability is lost bandwidth induced from the cyclically transmitted can be
decreased. Nevertheless, this might also be the critical injure when there are any
harmful nodes in the system atmosphere. The weakness is that inactive redirecting
technique results in some bundle loss. In this we gave a brief concept of two
frequent on-demand redirecting methods which are AODV and DSR protocol [1].
In AODV, every node will saves the information of the next hop details in the
redirecting desk and also preserves it for recovering a routing path from resource to
location node.

2.3 Hybrid Routing Protocol (HRP)

The HRP is one of the distinct methods which will brings the advantages of
Reactive and Proactive protocols. In this mostly there will be multiple redirecting
methods which are designed as a requested packets or padded system. Some of the
protocols which follows HRP are as follows ZRP, TORA etc.
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3 A Packet Drop Attack in MANET

MANETS are accessible to distinct attacks, which are general attacks on the layers
which functions as routing mechanism of the network or topology. Attacks will be
caused by two purposes: it may change the parameters such as sequence number,
count of hop or it may not forward the packets. In packet drop attack a envious node
stops. And at that case that node will acts as one of the intermediate node through
which the communication will be continues and laid a route from source to des-
tination. As in the DSR that node will send a RREQ message and then waits until it
get response from other neighbor nodes then from any other node it will get a false
RREP packet from the source S which will modify its higher sequence number so
by this source node will know that a new route has laid presently to the destination
[4] So by this mainly the packets are attracted by the packet drop nodes, So it will
not reach the destination or target node.

3.1 Distinct Packet Drop Attack

Single packet drop Attack A dark gap issue indicates that one harmful node uses
the redirecting method to self claimed as showing fastest direction to the location
node, but falls the redirected messages/packets but does not ahead packages to
others who live nearby. Only one dark gap strike is quickly happened in the cellular
ad hoc systems [4] (Fig. 2).
Collaborative packet drop Attack Many systems have been suggested for fixing
the single dark gap attack in the past few years. So there are many recognition
techniques are not supported for the cooperative black gap issues. Some harmful
nodes work together in order to beguile the regular into their designed redirecting
information, moreover, covers up from the existing recognition plan. Consequently,

Fig. 2 A single packet drop
system for processing events
in real time networks
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several supportive recognition techniques are proposed preventing the collaborative
dark gap attacks [1] (Fig. 3).
The specific process is well recognized for the black gap problems. As a remedy the
original backbone network is found which are designed as a set of powerful central
source nodes (BBNS) over the ADHOC systems. These nodes are more reliable and
permitted to spend the RIP when any new node becomes as member of the network.
The resource node searches the closest BBN to assign a RIP before transfer
information technologies/packages then delivering RREQ to the location node
which deals with of RIP. If only the resource node gets the location node’s RREP, it
indicates that there is no black gap [5]. At this condition whenever the resource gets
the RREP bundle from RIP, it indicates an adversary might be persisted in the
system. Nodes around the RIPs will modify promiscuous mode due to resource
node which will delivers the observed message or packets or information to aware
of those. These nodes will observes the information of the assigned nodes which
can also from the suspicious nodes, So the resource nodes transfers some phony
information or packets to analyze the envious nodes.

4 Protocol Heirarchy

Destination Sequence Distance Vector DSDV redirecting method is a pro-active,
table-driven redirecting method for MANETs. Every node will sustain a desk
record all the other nodes it has known either straight or through some others who
live nearby. The access will have details about the node’s IP deal with, last known
series variety and the hop depend to achieve that node (Fig. 4).
Along with these details the desk also keeps a record of the Next-Hop next door
neighbor to achieve the location node, the timestamp of the last upgrade obtained
for that node. Simulation results of the DSDV protocol hierarchy in packet drop
data processing and all the relevant data appearance in network data simulation in
terms of transmission of data in network.

As shown in Fig. 5, the analysis of DSDV protocol analysis of through put based
on number of hops present in similar processing and other communication details in
data transmission and other proceedings in real time networks [6].
DSR Routing on Packet drop DSR is one of the another redirecting methodology
that has been selected to simulate the protocol. This technique will controls
bandwidth by eliminating used periodic desk by upgrading. DSR will set up a path
to target node form resource node, so it is not mandatory to send regular ‘HELLO’

Fig. 3 Processing of collaborative packet drop attack
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messages to nodes to inform it’s who live nearby about his existence [7]. The main
factor of this technique is that neighbor nodes of MANETS do not get direction
details which creates less load in the system and the direction is basically defined in
details packages of resource node (Fig. 6).
Packet drop Attack on AODV Routing Protocol The packet drop attacks con-
tains harmful nodes that forget the nodes to fall the details packages. Whenever
resource node desires to connect with the nodes which are nearby or transfers the
details packages to the location, it delivers a RREQ to its others who live nearby to
know the real direction to the destination [4]. If there is one or more harmful node
(black hole node), it gets the RREQ then delivers a bogus RRE to similar which
reveals harmful node already has a real path to the location and this RREP concept
contains false redirecting details and bogus greater series number that reveals it is a
clean direction. When the similar of RREQ gets the RREP, it represents the harmful
node as real node then it delivers the details packages within the route that specified
by dark gap node [7]. Black gap nodes receive the details packages without
delivering the packages to the location or the other nodes.

Fig. 4 Routing table for maintain of packet drop attacks in mobile ad hoc networks

Fig. 5 Performance evaluation of DSDV protocol with respect to process the pausing time and
through put levels in packet drop attack procession
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As shown in the Fig. 7, by developing various redirecting loops, system
blockage and route argument, attackers degrades the system efficiency. The
resource node transmits RREQ packages to its next door neighbor nodes “B” and
“D” to finds a clean way or path to the location “F”. The black gap node ”M”
instantly react to the resource node without verifying its redirecting desk to say it
has a clean direction to the designed location which is done by sending a bogus
RREP to the resource node “A”. The resource node “A” views that the path finding
has been done then denies other RREP concept from other nodes. Then, the enemy
will fall the obtained packages without sending to the location “F”.
Performance Analysis over AODV Various research and activities analytics can
be used to assess the suggested redirecting methods with and without dark gap
strikes. These matrices are important to display the efficiency research of system
[8]. This section is targeted to describe the essential analytics that are used in this
thesis.
Network Throughput A system throughput which is a common quantity at which
message is efficiently taken between resource node and destination node. It is also
generally known as the rate of the amount of information obtained from its mailer to

Fig. 6 Performance
evaluation of DSR routing
protocol with respect to
through put

Fig. 7 Cooperative packet
drop attack detection process
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time the last bundle gets to its location. Pieces per second (bps), packages per
second or bundle per time port can be considered to assess the throughput but
OPNET deploys bits per second to assess the throughput [9]. A MANET system
needs to perfect throughput which should be at advanced stage. The primary aspects
that impact on the throughput are data transfer usage, restricted power, modify in
topology and un-trusted interaction (Fig. 8).
End-to-End delay End-to-end delay is the common delay that begins at first node
by producing packages until wait coming the messages in location node which will
proves in a few moments. E2E delay contains the overall wait in the systems [10].
In MANETS, measurement of delay could be accumulated due to web link downs
and/or indicates the weak factors between nodes [11]. With the measure of this delay
parameter whenever decreases with an efficient redirecting method is set up in the
system, caused by redirecting protocol determines a real path and every node had an
information about path to its location so, the variety of packages is reduced (Fig. 9).

The flexibility of 10 m/s is regarded to nodes in the network. This simulator
executed in 1000 × 1000 m. All the scenarios were run for 600 a few moments. The
Packet Inter-Appearance Time (s) is regarded as rapid (1) and bundle size (bits) is
rapid (1024). 11 Megabyte per second is taken for each cellular node as information
quantity. A continuous rate of 10 m/s was assigned as unique way factor flexibility
with stop time of continuous 100 a few moments. This stop time is taken after
information gets to the location only. The primary objective was to discover out the
better method against strikes in situation of black gap strike. AODV and DSR
redirecting method which are sensitive methods respectively are chosen. In both
methods, harmful nodes shield is reduced to a level which improve bundle fall.

Fig. 8 Analysis of the
AODV protocol hierarchy
with comparison of through
put process
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5 Conclusion

In the WSN there are distinct factors to assess efficiency of any redirecting method
which briefly explained as in past area. Both redirecting protocols AODV and DSR
reflects excellent amount to start information packets whenever node flexibility
availability. These two DSR protocols and AODV protocol are On demand
methods which primary behavior is confirmed in the form of its expense. To
recognize particular variations in the simulator outcomes which will evaluate out-
comes, the simulator has some circumstances depending on various system
dimensions may have dark gap strike which will indicates first phase for frequent
function of MANETS and second phase for MANETS function underly with
supportive black gap strike. The tests show motivated results acquired some cir-
cumstances. The MANETS underly frequent function out performs the MANET
under cooperative dark gap strike with regards to throughput and network fill
in situations. The outcomes acquired which can be used to find the effect of the
supportive dark gap strike on MANETS because the system fill and throughput of a
good system should be high. However, the results in phrase of E2E wait show that
MANETS under supportive dark gap strike had a minor decrease because the dark
gap nodes declare to have at fast path to location by offering a fast RREP to
resource node which creates these nodes as harmless node and it is apparent that the
End-to-End wait will be reduced in the whole network.
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Heptagonal Fractal Antenna Array
for Wireless Communications

V.A. Sankar Ponnapalli and P.V.Y. Jayasree

Abstract Fractal antenna technology is geometry-based, not material based, that’s
why novel design methodologies and novel fractal shapes helpful for further
improvement of antenna parameters. Side lobe level is one of the prominent
challenges at higher expansion (S) levels of fractal antenna arrays. This report
primarily focuses on the design and analysis of heptagonal fractal planar array
antenna, based on concentric circular ring sub array mathematical generator. Due to
this new structure a notable improvement has observed in Directivity, Side lobe
level and Side lobe level angle. These fractal arrays are analyzed and are simulated
using by MATLAB programming.

Keywords Fractal antenna array � Expansion factor � Array factor � Side lobe
level � Directivity

1 Introduction

Antenna arrays have been used to fulfill high directivity requirements in commu-
nication systems [1]. Depending on the construction, antenna arrays can be divided
into three types, they are linear, planar and conformal arrays [2]. Fractal antenna
arrays have been used to fulfill the wide band and ultra wide band requirements in
advanced communication systems [3, 4]. Multiband behavior can be achieved by
fractal antennas and antenna arrays [5]. Broad band and multiband behavior of
fractal antenna arrays depends on fractal shapes and how they are generated. That’s
why these are geometry based not material based. Some applications require
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antenna size to be very less for these needs fractal construction methods play a
prominent role [6]. Concentric circular ring sub array geometric generator is one of
the famous design methodology for the generation of fractal linear and planar arrays
[7]. Any polygon shape can generate with this design methodology. Cantor and
binomial fractal linear arrays and fractal square, triangular and hexagonal arrays are
generated with this design methodology [7]. Pentagonal and octagonal fractal
antenna arrays are investigated in [8] using the same design methodology.

Beyond this methodology another types of fractal arrays are also available, they
are nature inspired fractal random arrays [9], and cantor linear array for even
number of elements [10]. The cantor ring array is also the best example for fractal
antenna arrays. These arrays are generated by polyadic cantor set and designed for
less side lobe levels [11]. To avoid gaps and overlaps between the elements like in
conventional fractal planar arrays a new class of fractal arrays having fractal
boundaries named as fractile arrays are investigated in [12]. This paper examined
heptagonal (i.e., seven elements) fractal planar array based on concentric circular
ring sub array generator with uniform current excitations. Section 2 of this paper
investigates design equation of the heptagonal fractal antenna array. Section 3 deals
with analysis of output results for various conditions.

2 Design Equation of Heptagonal Fractal Antenna Array

In this paper, design and analysis of heptagonal fractal array using concentric
circular ring sub-array generator is presented. This geometric process gives more
flexibility in the expansion and analysis of fractal heptagonal antenna array, and
executes the results in MATLAB programming.

The generalized array factor for fractal array of this type can be expressed as:

AFPðwÞ ¼
YP
P¼1

GA SP�1 wð Þ� � ð1Þ

where G.A. (ψ) is the Array factor associated with generating sub-array, here array
factor of heptagonal fractal antenna array. S is the Scale (or) Expansion factor that
governs how large the array grows with each recursive application of the generating
sub-array. The self-scalable heptagonal array is a fractal array is generated by a
7-element ring sub-array generator. Figure 1 shows the 7-element ring sub-array
whose individual generating elements are located on each of the vertices of a
heptagon. Similar to the case of the self-scalable hexagonal array [1], the
self-scalable heptagonal array is generated in a way allowing stacking of some of
the elements upon each other at higher stages of growth. Each stack of generated
elements can be represented by a single element. This implementation can reduce
the number of real elements, while the current distribution on the array becomes
non uniform, leading to lower side lobe levels.
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Figure 2 shows the self-scalable heptagonal antenna array for two stages of
growth. The growth may be extended to infinite set of values. The array factor AFP
(θ, ϕ) of this array at stage p can be expressed using reference and plugging in N = 7
with uniform current amplitudes, as follows,

Fig. 1 7-element ring sub
array generator

Stage1 Stage 2 

Fig. 2 The element locations of the heptagonal array up to two iterations
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AFðh;/Þ ¼ 1=7P
Y4
P¼1

X7
n¼1

Ine
jsp�1

wnðh;/Þ
" #

ð2Þ

wnðh;/Þ ¼ p=2ðsin h cosð/� /nÞþ anÞ ð3Þ

where P is the number of iterations, in this paper number of iterations considered up
to four; αn is the phase excitation on nth element; In is the excitation current
amplitude of the nth element; ϕn = 2π(n − 1)/NP, here Np is the total number of
elements generated by respective iteration and in this case Np starts with seven. In
this report, four stages of recursively generated heptagonal array is investigated for
radius, r = λ/2 and λ. the array factor associated with this seven-element generating
sub array can be shown to have the following representation:

For r ¼ k=2;AFðh;/Þ ¼ 1=7P
Y4
P¼1

X7
n¼1

ejs
p�1ðp=2 sin h cosð/� /nÞþ anÞ

" #
ð4Þ

For r ¼ k;AFðh;/Þ ¼ 1=7P
Y4
P¼1

X7
n¼1

ejs
p�1ðp sin h cosð/� /nÞþ anÞ

" #
ð5Þ

Array factors (4) and (5) calculated for the unmodified (i.e.) 7-element heptagonal
fractal array without center element for different radii, λ/2, λ, expansion factor (S) of
2, and different iterations (p = 1, 2, 3, 4) is observed in Figs. 3 and 4 respectively.
Modified version i.e. heptagonal fractal antenna array with center element as shown
in Fig. 3 and center element cab be excited with amplitude of two units. Like
unmodified version of this array it can also be extended up to infinite set of iterations
but the difference is the center element. We have observed a notable change in the
parameters of this array while putting center element. The self-scalable heptagon
antenna array can be modified by inserting an element at the center of the sub-array
generator. The array factor for self scalable heptagonal antenna array for radii of λ/2,
λ with an expansion factor of two and for four iterations (P) is given by,

For r ¼ k=2; AFðh;/Þ ¼ 1=7P
Y4
P¼1

2þ
X7
n¼1

ejS
p�1ðp=2 sin h cosð/� /nÞþ anÞ

" #( )

ð6Þ

For r ¼ k; AFðh;/Þ ¼ 1=7P
Y4
P¼1

2þ
X7
n¼1

ejS
p�1ðp sin h cosð/� /nÞþ anÞ

" #( )

ð7Þ

In this paper also observes the directivity of the heptagonal antenna array for
both modified and unmodified systems. The directivity of N-element arrays for
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broadside operation can be determined by assuming that all elements are isotropic.
The directivity for 2-D arrays may be expressed as [8],

D ¼
XN
n¼1

In

 !2

=
XN
n¼1

In

 !2

þ
XN
m¼2

Xm�1

n¼1

InIm sinðk rn � rmj jÞ=ðk rn � rmj jÞ ð8Þ

where In is the current amplitude excitation of nth element; Im is the current
amplitude excitation of nth element on the mth ring; rn is the position vector of
magnitude of rn; K = 2π/λ.

3 Results and Discussion

Design and analysis of a new type of fractal array, i.e. heptagonal fractal array
proposed in this paper and directivity of this array compared with the octagonal
fractal array. Figure 2 describes the first and second iterations of heptagonal fractal
array and corresponding array factors up to four iterations of these arrays with
different radii (λ/2 and λ) are shown in Fig. 4. Behavior heptagonal fractal array
with center element is also observed in this paper for different radii (λ/2 and λ) as
shown in Fig. 3 and corresponding array factors of these arrays are shown in Fig. 4.

Fig. 3 The element locations including center element of the heptagonal fractal antenna array up
to two iterations
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Maximum directivity of 26.1 dB achieved at fourth iteration of this array and this
directivity is the highest value among the various iterations of modified and
unmodified cases of heptagonal fractal antenna array. In this paper directivity of
proposed array is compared with the octagonal fractal antenna array at stage three.
The directivity of the heptagonal fractal array is nearly equal to the octagonal fractal
array. This means the desired directivity achieved with the least number of ele-
ments. This will reduce the array complexity and antenna designer can be choose
heptagonal fractal array than octagonal fractal array for this desired directivity. Zero

Fig. 4 Plots of the far-field radiation patterns produced by a series of four (P = 1, 2, 3, 4)
heptagonal fractal arrays generated with an expansion factor of S = 2 and a r = λ/2 b r = λ

Fig. 5 Plots of the far-field radiation patterns produced by a series of four (P = 1, 2, 3, 4)
heptagonal fractal arrays with center element generated with an expansion factor of S = 2 and
a r = λ/2. b r = λ
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side lobe levels achieved at maximum iterations of modified heptagonal fractal
array. Less SLL and wide angle separation between the main lobe and side lobes
can improves the signal-to-noise ratio. Heptagonal fractal array also exhibits good
SLL angle (Fig. 5, Tables 1 and 2).

4 Conclusion

The research study is mainly focused on the design and analysis of heptagonal
fractal antenna array based on concentric circular sub-array generator. The arrays
are designed with and without center elements and for different radii. Directivity of
the array improves by increasing order of iterations (P). Maximum directivity
26.1 dB and nearly zero side lobe levels achieved at modified section of the array
having a radius of λ/2. Directivity of the heptagonal (7-Elements) fractal array at
various iterations is nearly equal to the directivity of octagonal (8-Elements) fractal
antenna array at same iterations, this means same directivity achieved with less
number of total elements. This simple form of generation of the fractal array helps

Table 1 Directivity (dB), SLL (dB) and SLL angle of heptagonal fractal antenna array for
unmodified and modified arrays

Element
spacing

Iterations(p) Un-modified array Modified array

Maximum
directivity (dB)

SLL (dB) SLL angle
(deg.)

Maximum
directivity
(dB)

SLL
(dB)

SLL angle
(deg.)

0.5 P = 1 8.3 −∞ – 7.5 −∞ –

0.5 P = 2 16.2 −∞ – 16.8 −∞ –

0.5 P = 3 22.3 −20.4932 2.3 23.1 −∞ 1.72

0.5 P = 4 25.2 −21.0794 8.2 26.1 −∞ 2.5

1 P = 1 8.2 −∞ – 7.7 −∞ –

1 P = 2 15.8 −18.2735 5.8 15.7 −∞ 5

1 P = 3 22.0 −20.4932 11.9 22.3 −∞ 5.2

1 P = 4 24.8 −21.0795 13.6 24.9 −11.1 7.23

Table 2 Comparison of maximum directivity for a stage 3 unmodified self-scalable octagonal
array and a stage 3 modified self-scalable octagonal array [8]

Element
spacing

Maximum directivity (dB)

Stage 3 unmodified self-scalable
octagonal array

Stage 3 modified self-scalable
octagonal array

0.5 21.51 26.11

1 23.41 23.90
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antenna designers to implement arrays with less side lobe level and good directivity.
When comparison held between unmodified and modified fractal arrays, modified
array shows better results.

Acknowledgments The authors are grateful to GITAM University, for the supporting and
encouragement in the field of research.
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Multiplexer Based 2’s Complement Circuit
for Low Power and High Speed Operation

Kore Sagar Dattatraya, Belgudri Ritesh Appasaheb
and V.S. Kanchana Bhaaskaran

Abstract This paper presents a novel multiplexer based 2’s complement circuit that
can be used for the subtraction process using 2’s complement method. The proposed
multiplexer based 4, 8 and 16-bit 2’s complement circuits are compared with the
conventional subtractor circuits using 2’s complement circuits for validating the pro-
posal. Industry Standard EDA Tools and technology libraries have been employed.

Keywords 2’s complement subtraction � Adders � Subtractors � Dividers

1 Introduction

The power dissipation of the microprocessors and microcontrollers has been a
challenging problem in digital system design with the ever increasing performance
requirements. The adder and subtractor units are two of the primary building blocks
of the arithmetic and logic unit (ALU) of a general purpose microprocessor,
microcontroller and digital signal processing architectures [1, 2]. Hence, the design
of the adders and subtractors plays a greater role in low power operating capability
and all the while concentrating on increased speed performance requirements.

2 The 2’s Complement Subtraction

A subtractor can be designed using an analogous approach to that of an adder, in
which the Boolean function of the 1-bit binary subtraction can be represented [2] as
given below.
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Difference ¼ A� B� Bin

Borrow ¼ A0:BþB:BinþBin:A0

where A, B, Bin are 1-bit inputs. For a multi-bit or an n-bit word subtraction
process, n numbers of such 1-bit full subtractors are required.

This work aims at reducing the space and silicon area of an ALU (Arithmetic
Logic Unit), while using the conventional adder module for the subtraction process.
The 2’s complement subtraction process is employed, in which the n-bit subtrahend
is complemented and added with the n-bit minuend using the adder circuit present
in ALU. During this addition process, the adder may produce a carry out bit, which
may be either a one or a zero. If the carry out bit happens to be a one, then the carry
is neglected and the remaining answer is taken as the result of the subtraction
process. If the carry out bit is zero, then the 2’s complement of the result will be
considered the output of the subtraction process.

3 Conventional 2’s Complement Circuit

This section explains the conventional 2’s complement process [2–5] and the circuit
normally employed. One of the circuit inputs is 1’s complemented and the resultant
binary word is incremented by 1 bit to obtain the 2’s complement. The schematic
representation of such a process is depicted in Fig. 1, where X0 X1 X2 X3 represent
the binary input whose complemented value is added with a binary bit 1 as shown
in Fig. 1.

For example, consider the input pattern X3 X2 X1 X0 is 1111, which when
inverted produces 0000. The inverted (complemented or flipped) output binary
word is added with bit 1 using the binary adder as depicted in the Fig. 1, which

HA HAHAHA

1X0X1X2X3

Y0Y1Y2Y3

Extra

Fig. 1 The conventional
4-bit 2’s complement circuit
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gives 0001. In this manner, the typical binary to 2’s complement conversions for
the 4-bit binary word are shown in the Table 1.

From the Table 1 shown below, the Boolean equations for the individual output
bits of the 2’s complemented outputs of the 4-bit input words have been derived as
follows:

Y0 ¼ X0

Y1 ¼ X0:X10 þX00X1
Y2 ¼ X0:X20 þX00:X10:X2þX00:X1:X20

Y3 ¼ X2:X30 þX1:X20:X3þX0:X10:X30 þX00:X1:X20:X3

4 The Proposed 2’s Complement Using Multiplexer

This section presents a practical and simplified circuit arrangement for finding the
2’s complement of a number. It employs the straightforward method as defined by
the following algorithmic steps to convert the binary number into its 2’s
complement:

1. Start at the least significant bit (LSB)
2. If the LSB is zero followed by more 0 bits, then copy all the zero bits (working

from LSB toward the most significant bit) until the first 1 is reached
3. When a bit 1 is reached in the path of travel from LSB to MSB, then copy that 1
4. Flip all the remaining bits that follow the 1 bit, till the MSB is arrived at

Table 1 The 2’s complement
values of the 4-bit binary
numbers

Number (X3-X0) Twos complement (Y3-Y0)

0000 0000

0001 1111

0010 1110

0011 1101

0100 1100

0101 1011

0110 1010

0111 1001

1000 1000

1001 0111

1010 0110

1011 0101

1100 0100

1101 0011

1110 0010

1111 0001
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Hence, the conversion of the number to its 2’s complement can be accomplished
without the two fold process of (1) finding the 1’s complement and (2) the need of
adding a bit 1 to the complemented value. Note that the second step may incur the
maximum delay of the 1-bit addition process, while making the carry bit at LSB
travel up to MSB based on the bits processed.

The proposed 4-bit multiplexer based 2’s complement circuit operates as fol-
lows. Consider, the 2’s complement of the 8-bit binary word 0011 1100 is to be
found out, which is to be 1100 0100. It may be observed that the 3 LSB bits remain
unchanged by the copying operation (while the rest of the digits were flipped).
Figure 2 depicts the multiplexer-based 2’s complement circuit for a 4-bit word. The
bits X3-X0 are the input bits to be complemented and the bits Y3-Y0 are the output
(complemented) bits. Note that the X0 is copied as it is to the output and it acts as
the select bit of the multiplexer M1 and the output of OR gate O1 with inputs X0
and X1 acts as the select bit line of multiplexer M2 as so on, as shown in Fig. 2.

The internal structure of the multiplexer is elaborated in Fig. 3. Assuming A and
B are the two input bits to the multiplexer, to be chosen by the select bit S. The
select bit S and the S_bar bits control the transmission gates fed with the two input
bits A and B, producing the Out bit based on S and S_bar bits. Considering Fig. 2,
when the input is 0010, as per the steps shown above, the LSB bits 10 will be
copied as it is, which will produce Y1 = 1 and Y0 = 0 at the output. In other words,
the OR gate O1 checks the input (X1) which is a 1, to produce a bit 1at its output,
which is connected to the selection line of the 2:1 multiplexer M2 and this will pass
the inverted X2 to output. Here, note that when the first 1 is detected from LSB it
will make all OR gate (O1, O2) output as 1, so automatically all the subsequent bits
will get inverted or flipped.

M1

X0X1

M2

X2

M3

X3

Y1 Y0Y2Y3

O1
O2

Fig. 2 The proposed multiplexer based 4-bit 2’s complement circuit
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5 Simulation Results and Discussions

To validate the proposed Multiplexer based 2’s complement circuit structure against
the conventional method though comparisons, the 4, 8, and 16-bit circuit archi-
tectures are implemented using the industry standard cadence EDA tools and the
UMC 90 nm technology library files. The simulation results are depicted in Table 2.
The power dissipation of the circuits, the delay incurred across the two types and
the numbers of transistors used in the designs are tabulated. The
power-delay-product (PDP) and the product PDP X # of devices also are tabulated
to demonstrate the impact of the proposed circuit.

From the simulation result it is observed that the average power dissipation of 4,
8 and 16-bit of multiplexer-based 2’s complement circuit is 96, 37.60, and 32 %
less compared to the its conventional 2’s complement circuit counterpart. This is
depicted in Fig. 4a. The delay values of the 4, 8 and 16-bit multiplexer-based 2’s
complement circuit is reduced by 46, 52, and 48 % compared to its conventional 2’s
complement counterpart circuit as depicted in Fig. 4b.

The power delay product (PDP) is an additional parameter that is considered for
validating the proposed circuit. The product values of the power as measured in the
conventional 2’s complement circuit and the proposed multiplexer based circuit and
the delay incurred by the respective circuits for the two types are justifiable esti-
mates of PDP. Figure 4c shows the PDP values for the types. It can be seen that the
PDP of the proposed circuit is less by 98, 70, 61.80 % for the 4, 8 and 16-bit

A B

S S_bar

SS_bar

Out

A

B 0

1

Out

S

(a)

(b)

Fig. 3 The internal circuit
diagram and symbol of the
multiplexer. a Circuit diagram
of the multiplexer.
b Symbolic representation

Multiplexer Based 2’s Complement Circuit … 399



multiplexer based 2’s complement circuits than their conventional counterparts
respectively.

Additionally, the total number of transistors required for realizing the subtraction
operation being the determining factor for the circuit layout area and hence the

Table 2 Simulation results of the conventional and multiplexer based 2’s complement circuits

Word
size

2’s complement
type

Power (uw) Delay (psec) Number of
transistor

PDP
(10–15)

PDP X No. of
Transistor (10–13)

4-bit Conventional 18.03 257.1 88 4.626 4.06

Multiplexer based 0.659 138 58 0.09 0.05

8-bit Conventional 32.10 537 176 17.23 30.3

Multiplexer based 20 257 126 5.14 6

16-bit Conventional 59.82 1100 352 65.80 228.8

Multiplexer based 44 571 298 25.124 74.8

Fig. 4 a The average power dissipation. b The circuit delay. c Power delay product (PDP).
d Number of transistors. e Product of power, delay and number of transistors
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silicon area, the number of transistors employed for the 4, 8 and 16-bit circuit
multiplexer based 2’s complement circuits are compared against the conventional
subtraction circuits. They are found to be reduced by 34, 28 and 15 % respectively
as shown in Fig. 4d. An additional comparison has been made that takes into
account the product of the PDP value and the transistor count of each circuit. As can
be observed from Fig. 4e, the product of the PDP and the number of transistor is
reduced by 98, 80 and 67 % respectively as against the conventional type of
subtraction.

6 Conclusion

The novel circuit of a multiplexer based 2’s complement circuit is presented in the
paper. The design is validated through comparisons with the conventional 2’s
complementing circuit counterparts. The proposed multiplexer based 4, 8 and 16-bit
2’s complement circuits result in reduced delay, number of transistors,
power-delay-product values and hence resulting in reduced silicon area require-
ment. The product of power-delay-number of transistors of the proposed multi-
plexer based 4, 8 and 16-bit 2’s complements are found to be 98, 80 and 67 less
than the conventional complementing circuit counterparts. Industry standard EDA
tools and foundry provided technology libraries have been employed to validate the
designs.
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Robust Hybrid Video Watermarking
Using SVD and DTCWT

T. Geetamma and J. Beatrice Seventline

Abstract Watermarking is one of the widely used applications to provide security
for the content shared over internet. Internet is a place where the data is not of
assured security to the fullest. DTCWT is widely used in all image processing
applications over a decade. A novel imperceptible video watermarking scheme is
proposed. This method is implemented with the use of Dual Tree Complex Wavelet
Transform (DTCWT) and Singular value decomposition (SVD) which helps in
proof of ownership. In this method Singular Value Decomposition is applied to the
Dual Tree Complex Wavelet Transform (DTCWT) coefficients of both watermark
and original image and the singular Eigen values are interchanged. Because of
advantages, Shift invariance and Directionality we prefer DTCWT. As SVD
decomposes the matrix into 3 matrices U, S, V, we need U, V at the time of
extraction. So we use U, V as watermark in audio. Watermark extracted from the
audio gives the U, V matrices which makes this method blind watermarking. In
order to prove the robustness of the method the results are compared with similar
algorithms proposed in this paper but with DWT.

Keywords SVD � Arnold encryption � DTCWT � Blind and non–blind video
watermarking

1 Introduction

Over the past decade internet spread widely, not just geographically but in terms of
applications, has reached every corner of the world providing faster means of
transferring information or data. However this spread has been exploited to stealing
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of data to claim originality. In order to avoid theft of valuable data, security measures
are employed, each method has its advantages. Watermarking is one of them, par-
ticularly suited for multimedia files. Watermarking can also be used for text files, but
its wide use in Multimedia data made it a highly suited security measure. There are
different types of watermarking methods; some are classified based on transform
used and some on the type of watermark. Watermarking is a procedure in which a
secrete file is embedded in a document (image, text, audio), as a precaution to save
the document from attacks while transferring the data over a communication
channel. File embedded is called watermark. Watermarking method employed in
this paper uses DTCWT because of advantages like Shift invariance and
Directionality which are not implemented in DWT. SVD is used for blind water-
marking in this paper. Similar research in literature referred SVD watermarking
implementation on images in [1] 2007 and in 2009 [2] were non blind. Simulation
results are compared with DWT methods to analyse the performance DTCWT.

2 Proposed Method

This method uses Dual Tree Complex Wavelet Transform (DTCWT) [3], Singular
Value Decomposition (SVD) [4] and Arnold encryption method [5]. In place of
DTCWT we also have used DWT to compare the results. Whole process is divided
into 4 steps they are:

1. Watermark pre-process
2. Video pre-process
3. Embedding
4. Extraction

2.1 Algorithm

Watermark Preprocess: In this process, Watermark is altered every second,
considering 24 frames for a second, each of the 24 frames have similar watermark.
A secret key K is used to modify each second, where K 2 1;�1f g. K changes
every second. w is an arary of 1’s and −1’s [6].

W ¼ Kð1Þ � w Kð2Þ � w
Kð3Þ � w Kð4Þ � w

� �

Watermark Size is chosen based on the size of 2nd level DTCWT coefficient
matrix of video frame [1], i.e. chrominance channel in YUV (4:2:0) representation
of the video frame. Watermark is encrypted before embedding using Arnold
encryption method.
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Uw; Sw;Vw½ � ¼ SVD Wi;d
� �

Video preprocess: Video is mixture of both audio and images, we separate them
using software (format factory). RGB video frame is converted to standard YUV
(4:2:0) representation. 2-level DTCWT is applied on the YUV frame. On the higher
band coefficients SVD is applied.

Embedding: DTCWT coefficients of watermark undergo SVD before embedding
and S is embedded into coefficients of the Chrominance channel of video frame.

• Video frame is converted to YCbCr colour space (which was originally in RGB
colour space) (Fig. 1).

• 2 level DTCWT is applied on blue Chrominance channel of video frame.
• SVD is applied on 2nd level coefficients which will give 3 matrices.

SVD Ai;d
� � ¼ Uim; Sim;Vim

� �

• The singular values of Ui,d are interchanged with the singular values of
Watermark based on the following equation.

Sim
0

i;d ¼ Simi;d þ c � Swi;d

Video 

Audio

Splitte

SVD
[Ui,d]

i=1 to 2

SVD [Wi,d]
i=1 to 2 
d= 1to 6

Arnold 
Encryptio

Image 
sequence 
(YUV 
420)

Image 
Sequence 

(RGB)

Embedding 

Embedding Key,

Watermarked 
audio

Inverse 
DTCWT 

Watermarked 
Video Frames 

Fig. 1 Hybrid watermarking algorithm
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where Swi;d is the singular vector of watermark and γ is the embedding strength
• In the last step, inverse SVD is applied on Ui, Si’, Vi which finally generates

watermarked frame.

ISVD Uim; Sim
0
;Vim

h i
¼ Aw

i;d

where Aw
i;d is the watermarked coefficients.

Extraction: Extraction process follows reverse operation of embedding algorithm.
First a watermarked frame is taken and 2-level DTCWT is applied. Later the matrix

embedded is extracted by the following equation: Swi;d ¼ Sim
00

i;d � Simi;d
� 	

=c

Audio Watermarking: Watermark used for embedding is ‘w’. Embedding algo-
rithm uses FFT, The FFT coefficients are framed as matrices and SVD is applied on
the coefficients. By analyzing the coefficients a particular threshold level is chosen
and embedding is done. The embedding procedure is that the every coefficient is
checked with watermark and if the bit is 1, threshold is added to coefficient, and if
watermark is 0, threshold is subtracted. Extraction follows a similar process which
is the inverse of the embedding process.

Video watermark Extraction: In the extraction process first the singular vector of
watermark is extracted, giving us Swi;d:, after that we extract the watermark from
audio signal which is ‘w’ (Fig. 2).

Consider an attack similar to extraction attempt from audio and video: the
attacker will never be able to get the linkage between the two styles of audio and
video relationship. Hence extracted watermark will not permit the true watermark
that can prove ownership. We replace Swai;d with Swi;d and perform inverse SVD that
gives same watermark. In case of non blind watermarking, SVD matrices are
considered directly.

Extracted

watermark 

from audio 

Create ' W' 

watermark 

embedded in 

video 

Multiply with the 

secrete key and 

Apply DTCWT 

and SVD. 

Replace

with .(Proof 

of ownership) 

Fig. 2 Watermark extraction from video frame
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3 Experimental Results

Both Blind and Non-Blind algorithms are implemented on a video with 480 × 480
resolution. “Watermark with the size of 120 × 120 is used. Watermarked results
below are 4 frames (1, 30, 60, 96) each from a second re taken and the PSNR value
of watermarked frame and original frame along with the correlation factor of
extracted watermark”. Same video is also considered for DWT approach (Table 1).

Embedding algorithm for blind watermarking is same as in Non blind. In case of
audio watermarking we have (Table 2):

Table 1 Non blind watermarking results

Frame
number

Watermark
(120 × 120)

Watermarked frame
(480 × 480)

PSNR
(dB)

Correlation
factor

1 27.63 0.8739

30 27.6667 0.8749

60 27.65 0.8739

96 27.66 0.8741

Table 2 Audio watermarking results

Number of
samples present
in the audio

Watermark
(60 × 60)

Watermarked audio PSNR
(dB)

Correlation
factor

Present: 217,728 103.6 1

Considered for
watermarking:
215,681
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From the expected watermark from audio we generate watermark which is
embedded in the video frames. 1-leve DTCWT is applied, followed by SVD that
gives 6*3 matrices. Replace all the Swi;d with the matrices extracted from the video
frames. This is the process of embedding. Audio algorithm used is similar to both
the methods one with DWT and another with DTCWT (Table 3).

In blind watermarking we have lower band coefficients of watermark, which
increase the correlation factor. Now consider correlation factor for both DWT and
DTCWT (Fig. 3).

Assume the video to be transmitted through a noisy channel. Comparison for
DWT and DTCWT is as follows (Fig. 4).

In this method to face synchronisation attacks watermark is introduced in all of
the video frames.

Table 3 Comparing the results DTCWT of blind and non blind watermarking

Frame number Correlation (non-blind watermarking) Correlation (blind watermarking)

1 0.8739 0.9630

30 0.8749 0.9627

60 0.8739 0.9624

96 0.8741 0.9625

Fig. 3 Correlation and PSNR values for different embedding strength values for DWT and
DTCWT
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4 Conclusion

DTCWT is useful tool in signal processing applications. This method is secure
compared to other pervious implemented methods of similar process. Results show
improvement in performance to previous methods. This method can resist from any
form of theft. The algorithm is better for noise induction, cropping, scaling but not
so robust to geometrical distortions. Future work include increasing the robustness
of audio watermarking algorithm and making the Video watermarking robust to all
sorts of attacks present.
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Efficiency Comparison of MWT and EWT
all Backcontact Nanowire Silicon Solar
Cells

Rakesh K. Patnaik, Devi Prasad Pattnaik and Ritwika Choudhuri

Abstract Nanowire Solar cells (NW SCs) have shown hopeful advance for light
absorption and charge carrier transport because in a vertical structure absorption
and carrier transport are orthogonal to each other. In this work high-efficiency
back-contact back-junction (BC-BJ) structures like emitter wrap through and
metallization wrap through Silicon (Si) SCs for one-sun applications were studied.
The top portion of the device gets fully illuminated and there is no loss incorporated
due to the absence of front metallization. Key parameters were extracted of pro-
posed structure and a vertical NW SC structure with a front contact using
3D-TCAD simulation tool. First of all a comparison in the performance is observed
between a planar solar cell (PSC) and a NW SC, then two different types of all back
contact (ABC) structures are studied. The entire work is simulated using AM1.5G
solar spectrum at room temperature. The key solar parameters like open circuit
voltage (VOC), short circuit current (ISC), fill factor (FF), short circuit current
density (JSC) and conversion efficiency are calculated. The efficiency of the pro-
posed structure is more comparable to a regular NW structure which is considered
with similar device characteristics.

Keywords Solar cell � Back contact nano wire � EWT � MWT
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1 Introduction

Solar Cell is the best option to avoid fossil fuel consumption and for economic
consideration [1]. More than 50 % of the total budget required to manufacture a
Solar cell is utilized in primary processing of Si wafer. A metallurgical grade Si
required very careful processing to convert it into solar cell grade Si wafer. Wafer
with impurity reduce the conversion efficiency of the Solar cell. For this reason
efficiency of bulk and thin film solar cell is limited maximum up to 25 % [2–5].
Conventional solar cell has planar p-n junction so loss occurs in carrier collection.
In a planar solar cell more than 60 % of the solar radiation loss occurs due to
reflection from the front the surface. So because of lack of light trapping mecha-
nism, loss of carrier before collection and higher manufacturing cost first and
second generation solar cell always create a tradeoff between cost and quality. Then
third generation solar cells are developed by modifying the solar structure or by
altering the material characteristics [6–10]. NW SC gives a promising approach for
better light trapping and carrier collection. NWSC provides a vertical or radial
junction trough out the length of the nanowire, so it easily separates the electron and
hole. Also because of long length of the nanowire, all wavelength of solar spectrum
are absorbed. When array of nanowires are grown on a substrate light also trapped,
so less reflection loss. The efficient collection mechanism due to small diameter and
vertical p-n junction it gives an opportunity to lower the amount effort required for
preparation pure wafer. So with an impure wafer of low cost also higher conversion
efficiency can be achieved with light trapping and efficient carrier collection. To
further enhance the conversion efficiency of the NW SCs surface may be passivated
or impurity can be added to the structure [11].

Figure 1 shows a Si NW SC with inside core doped with p-type impurity
material and outer shell doped with n-type impurity material.

Among efforts to raise the performance of the NW Si SCs, the all-back-contact
cell design is an appealing candidate. Placing the n-contact grid on the front surface
is a common strategy. But one inherent demerit associated with this type of
structure is Optical shading loss due to presence of front contact grid. It means that
presence of front metalized grid deprive the portion of front surface in receiving sun
light also it becomes quiet challenging to groove the front surface for better light
absorption and trapping. In an ABC arrangement can be done to collect the carrier
on the rear surface of the solar cell instead of placing the metalized grid on the front
surface [12].

The all back contacted SCs, which exhibits both ‘p’ and ‘n’ of metal contacts on
the back side, can be classified into three types: (i) Emitter Wrap Through
(EWT) SCs [13], in this structure the front surface collecting junction is connected
to the interdigitated contacts on the back surface via laser-drilled holes,
(ii) Metallization Wrap Through (MWT) SCs, in this structure the front surface
collecting junction and the front metallization grid are connected to the intercon-
nection pads on the back surface via laser-drilled holes, (iii) Back Contact Back
Junction (BC-BJ) SCs [14], also named Interdigitated Back Contact (IBC) SCs, this
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structure both contacts and the collecting junction placed on the back side of the
cell.

Here extension of n-type emitter vertically downward grown into the base to
connect it to the n-contact present on the rear side. However, there are some
challenges associated to the back-contact SC structure. The finger which connects
n-type emitter to the n-contact forms a depletion region with p-type base. So the
width of the n doped finger must be sufficient to facilitate the carrier transport
means width must be more than the width of depletion region and minority carrier
diffusion length. Another factor matters here is a lot of substrate area also contribute
to conversion of solar energy into electrical energy. The placement of transparent
contact on top of nanowire arrays suffers some issue.

In this work a PSC and a NW SC is designed, both the said structures were
simulated and their efficiency was compared. It has been found that a NW SC
proves to be more efficient than PSC. There are sufficient literature available claims
that a vertical p-n junction SC like NW SC leads the PSC in terms of efficiency.
Then on the same NW SC substrate or on the rear side three BC BJ structures are
implemented and simulated. The efficiencies of all three BC BJ structures further
improve the efficiency of a NW SC with both polarity contacts placed at front and
rear surface.

Light which are fall on substrate also generate photo carriers and improves the
solar current. So by placing front contact on rear side contribution of substrate can
be further improved. As discussed above a connecting finger is used to connect the

Fig. 1 Cross sectional view
of the NW SC
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front surface and emitter part to the rear portion of the device where the required
contact is present. Finger is an extension of emitter material or metal contact. So in
the proposed structure the outer shell acts as an emitter and core as the base. So
n-type connecting finger is made on the base of the device to connect the emitter
portion to the rear surface where n-type contact is placed. This proposed structure a
NW SC made of Si is simulated using TCAD software by keeping all contacts on
back side of the structure or on rear surface. Conversion efficiency of proposed
structure and the regular NW SC is compared and discussed. Out of three ABC
structures only EWT and MWT are possible to implement on NW SC or co-axial
p-n junction type SC.

2 Simulation Setup

2.1 Device Geometry of NW SC and PSC

This section describes the tool flow of the Synopsys TCAD simulation tool. For
each step, the associated input parameters, extracted parameters, and important
settings in the command file are discussed. First of all Si substrate is taken with a
minimum dimension to accommodate the growth of a Si NW of the required
diameter. The diameter of the NWSCs must be optimized for proper collection of
photo generated carriers.

Figure 2a shows a Si NW of radius 100 nm and length 100 μm is grown using a
circular mask, it is called core of the NW SC. Then again a layer of Si is deposited
with a thickness of 100 nm called shell. Core is doped with p-type impurity material
and shell is doped with n type material. Doping order in both core and shell is
varied in the order of 1016–1019 cm−3 (Fig. 2b, c). Then the top surface is coated
with anti-reflective coating (ARC). Aluminum metal contacts are made on p-core at
the bottom and Silver contact on the n-shell developed on the substrate side
(Fig. 2d). Likewise 20 such NWs are grown on a 3 × 3 μm2 area substrate forming
an array of Si NW SC (Fig. 3). A planar p-n SC of same dimensions with top n
layer thickness of 100 nm and bottom p layer of thickness 100 µm is used for
reference.

EWT SCs an extension of n-type layer grown towards base or rear surface of the
structure then metal contacts are placed on p-type base and n-type emitter as shown
Fig. 4a.

MWT SCs an extension of metal extended towards base or rear surface of the
structure then metal contacts are placed on p-type base and n-type emitter as shown
Fig. 4b. Though thick bus bar are not present on the front side more amount of front
surface exposed to light and more photo carriers are generated.

Proposed structures are designed using process emulation commands of
Sentaurus Structure Editor (SDE) of Synopsys TCAD suite [15]. For accurate
simulation result tight meshing strategy is adapted (Fig. 2a). The general practice is
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to apply a coarse mesh to the whole region first, then focus into specific areas that
require high resolution, and refine the mesh in those regions. A tight mesh is
necessary in particular places such as material interfaces, p-n junctions, and con-
tacts. And the programs do the analysis from top to bottom, therefore, it is rec-
ommended to refine the vertical mesh spacing towards the top surface to resolve the
optical generation profile.

2.2 Physics Section

Physics section for the proposed structure developed and simulated using Sdevice
tool of Synopsys TCAD. Here, AM1.5G solar spectrum is chosen as input file. Two
electrodes are used as p-contact and n-contact connected to p-region and n-region
respectively. In the physics section optical generation is calculated considering the
optical absorption per volume of the devices. Transfer matrix method (TMM) is
evaluated by layer wise extraction throughout the devices. Then by using Poisson

Fig. 2 Structure of a single EWT NW SC
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equation the electric field in the device calculated. Then the voltage is ramped
across the contact to short circuit the device and current with respect to voltage is
calculated. So by considering different voltage and current rating (V–I rating) V–I
curve is plotted. The voltage between the terminal when no current is drawn known
as open circuit voltage (VOC) and the current through the SC when voltage across it
is zero called short-circuit current (ISC). Then maximum voltage (VM), maximum
current (IM) and power rating are calculated. After extracting these parameters
filling factor (FF) and efficiency is calculated.

It is difficult to incorporate the various recombination models appropriately in
the proposed model, because the recombination rate is an essential factor in SC

Fig. 3 Structure of array of nano wires

Fig. 4 a Structure of EWT NW SC (only lower base part is show). b Structure of MWT NW SC
(only lower base part is show)
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simulation. All said structures are subjected to tight meshing and on various small
regions several recombination phenomenon like SRH, auger and surface recom-
bination are considered.

2.3 Plot Section

When the device simulation is completed, the output includes one plot file and two
geometry files which are the output files. I–V curve data can be visualized in the
stored plot file and key parameters of SC are extracted. An input parameter Pin,
representing the incidence intensity, is required for the cell efficiency calculation.
Usually, an incidence intensity of 100 mW/cm2 is assumed for the AM1.5G solar
spectrum.

3 Result and Discussion

In Si solar cell it is requires photons of energy 1.12 eV or more. So photons with
energy less than 1.12 eV unable to generate electron and hole pair. Photons with
energy more than 1.12 eV will be lost because of thermalization process. In Si
maximum open circuit voltage is less than band gap energy. Basically, separation of
quasi-Fermi level defines the open circuit voltage [16].

The fill factor of a solar cell is up to 85 %, not a rectangular shape. It is due to
various unavoidable recombination phenomenons. The current and voltage has an
exponential relationship. The maximum power produced by a solar cell is less than
the product of short circuit current and open circuit voltage.

When photon absorbed in a solar cell, it generates electron and hole pairs called
photo generated carriers. So the concentration of minority carrier increases and
these photo generated carriers flows through the depletion region towards the
quasi-neutral region. The flow of photo generated carriers constitutes photo gen-
erated current it is added up with thermally generated current. In this condition if
both ‘n’ and ‘p’ contacts are not connected to any external circuit then there is no
net current flow inside the ‘p’ and ‘n’ junction. So by lowering the electrostatic
potential barrier across the depletion region an opposite recombination current
increases to balance the photo and thermally generated current by an amount of
open circuit voltage.

The effect of n-layer doping variation on JSC, VOC and efficiency for PSC,
NW SC, MWT NW SC and EWT NW SC structure shown in Fig. 5a–c
respectively.

Figure 5 explains that by varying the doping order from 1016 to 1019 cm−3 raise
the built in potential which increases the open circuit voltage. In NW solar cell
structure more surface recombination occurs because of a large surface area than
planar structure. So the planar solar cell offers larger VOC than VOC of nano wire
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solar cell. In case of MWT NW SC structure more amount of front surface is
exposed to illumination compare to planar and regular NW SC. It creates a little
more amount of photo carriers and a small variation of increase in VOC. And in
EWT NW SC structures the entire front surface illuminated. Out of four discussed
SC structures, proposed EWT NW SC able to generate more amounts of photo
carriers and little more increased variation in VOC as doping order varies from 1016

to 1019 cm−3.
As doping order varies from 1016 to 1019 cm−3 in case of radial structure gives

rise to higher electric field and it increases the JSC and it compensate the loss occurs
due to recombination center. But recombination loss prominent in planar structure
and reduces the JSC. In case of EWT NW SC and MWT NW SC structure due to
more amounts of generated photo carriers it provides higher current density (Fig. 6).

Further from Fig. 7 it has been observed that the best performance obtained from
the EWT NW SC with n-layer with a doping order of 1019 cm−3.

At above discussed dimension and doping density values of p-core and n-shell
doping radial structure has 3 to 11 % times higher conversion efficiency over planar
structure as shown by Fig. 7. Even though VOC of NW structure is small as
measured up to planar structure, but since NW structure has higher JSC than planar
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Fig. 5 Characteristics of planar, radial, radial MWT and radial EWT structures for different
amount of doping in n-layer (VOC vs. doping conc.)
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structure, as a product of overall conversion efficiency of NW structure is higher
than that of planar structure. One of the important characteristics of having radial
junction is that even with poor quality material it gives satisfactorily high efficiency.
Further improvement can be done on the substrate by implementing MWT or EWT
technique and exposing the maximum or entire front surface and avoiding optical
shading loss efficiency can be further improved. By using MWT NW SC efficiency
can be increased up to 3 to 7 %, EWT NW SC efficiency can be increased up to 3 to
8 %. EWT NW SC provides better efficiency compare to other structures.
Implementing ABC technique on NW SC, performance of radial geometry SC can
be further improved and the shortcoming of top transparent contact can be avoided.

4 Conclusion

In conclusion, two different types of ABC NW SC were simulated. At first a NW
which contains vertical or radial p-n junction is formed using Sentaraus device
editor of 100 nm radius and 100 µm length. Both core and shell are doped with
varying order from 1016 to 1019 cm−3. Then 20 number of NW array formed. An
equivalent PSC is designed. On the existing NW SC, two different ABC scheme is
applied. One is called MWT where n layer surface of the base is connected or
interdigitated towards the rear surface using metal finger. The other scheme is called
EWT scheme where the metal finger is replaced with the emitter or shell material
i.e., the n-type material doped with silicon. All four structures are subjected to
simulation where AM 1.5G spectrum file is executed and output file is extracted.
In NW SC, because of radial junction its conversion efficiency is higher compare to
PSC. Then two said ABC schemes are applied on NW SC, and there performances
are compared. The proposed two different ABC NW SCs shows higher conversion
efficiency than regular NW SC. In AMC NW SC entire front surface of the base on
which NWs are grown are exposed to illumination and more amount of photo
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Fig. 7 Characteristics of planar, radial, radial MWT and radial EWT structures for different
amount of doping in n-layer (efficiency vs. doping conc.)
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carriers are generated and successfully collected. EWT NW SC shows higher
efficiency then MWT because recombination loss at metal and semiconductor layers
is reduced. Similarly VOC and JSC variation with respect to doping variation also
found. All above results are found from above designed structure. This study serves
as useful guideline for designing and developing more efficient NW based solar
cells. These findings give new degrees of freedom for improvement in the field of
third generation photovoltaic devices by introducing new approaches in designing
NW SCs.
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Simulation of Electrical Characteristics
of Silicon and Germanium Nanowires
Progressively Doped to Zener Diode
Configuration Using First Principle
Calculations

Mayank Chakraverty, P.S. Harisankar, Kinshuk Gupta,
Vaibhav Ruparelia and Hisham Rahman

Abstract The effect of incorporating pairs of dopant atoms of opposite polarities
into the nanowire lattice on the electrical behavior of nanowires has been presented
in this paper. The dopants used are boron and phosphorus atoms. Intrinsic silicon
nanowire is incapacitated with boron-phosphorus dopant atom pairs in a progres-
sive manner, starting from one pair to nine dopant-atom pairs. The nanowire is
simulated each time an additional dopant pair is introduced in the nanowire lattice
to obtain current-voltage characteristics. These characteristics have been compared
with that obtained by introducing similar dopants in an intrinsic germanium
nanowire lattice. The power efficiencies of both intrinsic and doped silicon and
germanium nanowires have been discussed towards the end of the paper.
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1 Introduction

For the past several decades, a reduction in transistor size has remained the
mainstay for performance improvements in electronic systems. The trend of scaling
the transistor size to meet the performance requirements has now brought the
transistor sizes to nanoscale regime. Scaling of transistors not only increases the
packing density [1] but also brings reduction in operating voltages, increase in
circuit speed and decreased power dissipation [2]. But reducing transistor sizes
below 50 nm poses limitations of fundamental physics in the form of Short Channel
Effects (SCEs) which prove to be a bottleneck for further downscaling. Some of the
SCEs that contribute to being a barrier to downscaling are gate oxide leakage
current, off state drain to source leakage current [1, 3–5], quantum confinement
related threshold voltage increase [4] and random dopant induced fluctuations [1].

With decrease in gate length below 10 nm, degradation in subthreshold slope ‘S’
is observed. This is due to the fact that at such gate lengths, the control of gate over
the channel decreases resulting in carrier tunneling from source to drain. This off-
state leakage current is a limitation for device design from the point of view of
operation and power budget. To deal with this limitation and ensure proper device
turn-off, it is imperative that for sub 10 nm gate length devices, the channel layer
should be thinner. Ultra-Thin Body (UTB) FETs fulfill this requirement as the
MOSFET is fabricated on SOI substrate with a thin body region. But with such a
structure, the electrons in the inversion layer are located away from the surface and
occupy discrete energy levels in the channel. It leads to an increase in threshold
voltage of the device as a larger surface potential is required to populate the
inversion layer [6].

An approach to deal with the above limitations is to adapt to the Gate All
Around (GAA) concept so that gate can exercise better control over the channel.
GAA structure provides the dual advantage of improved device performance and
reduction in SCEs. As Nanowires (NWs) are cylindrical single crystal structures
with a diameter of a few nanometers, they provide a platform for unique wrap
around structure where GAA concept can be implemented. Hence, when compared
to planar and dual gate MOSFETs, NW FETs can offer superior performance. The
silicon NW FETs have reported to provide excellent current drive and are com-
patible with conventional CMOS processing [1]. In view of these features, ultimate
scaling of devices can be achieved by using NWs as part of the next generation
device structures.

2 Overview of Nanowires

A NW is formally defined as an object with a 1D aspect such that the ratio of the
length to the width is greater than 10 and the width does not exceed a few tens of
nanometers [7]. But in the past few years, this definition has been extended to
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atomic and molecular wires, which do not possess the geometrical characteristics as
mentioned above.

NWs belong to the category of one dimensional Carbon Nanotube (CNT)
structures [2]. After the development of CNTs by Iijima [1]. NWs have been one of
the most promising candidates for electronics industry. NWs have two quantum
confined directions and an unconfined direction for electrical conduction. The
ability of inorganic NWs to act as active components has led to a great interest in
their synthesis and characterization [8]. The NWs also provide an attractive
proposition for interconnects. Because of their unique properties, NWs are con-
sidered to have the capability to revolutionize nanoelectronics and nanotechnology
applications [9, 10].

3 Simulation Methodology

QuantumWise Atomistix ToolKit (Ver.13.1) has been used for the purpose of
silicon and germanium NW electrical behavior simulation. The calculator used is
ATK-DFT (Device) and the exchange correlation used is Local Density
Approximation.

In the present paper, work has been carried out to characterize nanowires of 3 nm
diameter. First of all, using the above mentioned Toolkit, instances of intrinsic
silicon and germanium nanowires are created. The bias arrangement for this work is
such that at one end of nanowire, voltage is applied while the other end is kept at
ground potential as shown in Fig. 1. Using the toolkit, the applied voltage is varied
from −1 to 1 V in steps of 0.2 V and the resulting current-voltage characteristics of
undoped instrinsic nanowires has been obtained.

Another set of simulations were performed with a slight modification in lattice
structure of the nanowire. One atom of boron and one atom of phosphorus were
incorporated in the lattice along the two ends to obtain the P-N diode configuration
in the nanowire. The current-voltage characteristics so obtained have been recorded.
The process of adding one boron and one phosphorus atom at a time has been
carried out progressively until nine pairs of boron-phosphorus atoms were added to
the lattice. After every addition of one pair of dopant atoms, current-voltage
characteristics have been obtained. The same simulation procedure is followed by
instantiating a silicon nanowire and a germanium nanowire, respectively, to obtain
current-voltage characteristics with respect to silicon and germanium nanowires
with Zener (highly P and highly N) configuration modeled on it.

Fig. 1 Schematic of simulated nanowire before doping

Simulation of Electrical Characteristics of Silicon … 423



4 Simulation Results

The current-voltage characteristics of intrinsic silicon and germanium nanowires are
shown in Fig. 2 (left and right respectively). The curves for the two intrinsic
nanowires seem to be very close, the difference being that the curve for intrinsic
germanium nanowire looks flatter than the intrinsic silicon nanowire curve. Also,
germanium nanowire reports a comparatively lower current level as compared to its
silicon counterpart with the same bias applied. This means that the power con-
sumption in intrinsic silicon nanowire is more than that of intrinsic germanium
nanowire, when these 1D structures are implemented in nanowire circuits.

A perturbation in the electrical neutrality of the one dimensional nanowires
occurs as dopant atoms are incorporated in the nanowire lattice. The schematic of
the nanowires, post addition of dopants is depicted in Fig. 3. The current-voltage
curves pertaining to silicon nanowire for each dopant atom pair incorporated into
the nanowire lattice is depicted in Fig. 4. And the Fig. 5 shows the current voltage
curves for each of the dopant atom pairs introduced in the nanowire in a single plot.
The configuration pertaining to 9 dopant atom pairs introduced in the nanowire
lattice resulting in heavily doped P and N regions can be compared to a Zener diode
configuration.

Unlike the characteristics of a normal silicon based Zener diode on a bulk silicon
substrate, the feature observed in Fig. 4i with 9 dopant atoms pairs is not exactly
identical but an increase in bias from 0.4 to 0.6 V and from 0.8 to 1 V results in
negative resistance regions. Also, from the Fig. 5, it is evident that the addition of
dopant atom pairs into the nanowire gradually shifts the intrinsic silicon nanowire
characteristics towards right for every new pair of dopants incorporated into the
lattice.

From the current and voltage values of Fig. 4i, the conductance has been cal-
culated and plotted against the bias voltage. This is shown in Fig. 6. It is observed

Fig. 2 Current-voltage characteristics of intrinsic (left) silicon nanowire; and (right) germanium
nanowire

Fig. 3 Schematic of simulated nanowire after doping
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that, there is a conductance peak at 0.2 V and the value drops gradually as the bias
voltage increases.

Similar to the analysis done with silicon nanowire, the characteristics of ger-
manium nanowire has also been simulated starting with an intrinsic Ge nanowire
followed by incorporation of dopant atom pairs, one pair at a time, to obtain
current-voltage curves. The current curves obtained by simulating the germanium
nanowire with 9 pairs of dopant atoms is depicted in Fig. 7 while Fig. 8 shows the

Fig. 4 Current-voltage characteristics of silicon nanowire for different dopant atom pairs. a NW
with 1B and 1P Atom. b NW with 2B and 2P Atoms. c NW with 3B and 3P Atoms. d NW with 4B
and 4P Atoms. e NW with 5B and 5P Atoms. f NW with 6B and 6P Atoms. g NW with 7B and 7P
Atoms. h NW with 8B and 8P Atoms. i NW with 9B and 9P Atoms
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consolidated current-voltage plot of germanium nanowire under different doping
conditions. As evident from Figs. 5 and 8, there is a considerable variation in the
current curves of silicon and germanium nanowires doped with nine pairs of
dopants. Also, germanium nanowire with heavily doped (9 dopant atom pairs) P
and N regions reports lower current levels when compared to its silicon
counterpart. This infers that a Zener diode configured on a germanium nanowire
reports lower power consumption as compared to the silicon nanowire based diode.
The germanium nanowires are also more efficient in microwave applications, owing

Fig. 5 Consolidated current-voltage characteristics of silicon nanowire with varying doping
densities

Fig. 6 Plot of conductance against bias voltage for silicon nanowire with 9 dopant atom pairs
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to highly prominent negative resistance regions observed in doped Ge nanowire
characteristics as compared to that reported in Figs. 4 and 5.

5 Conclusion

This paper analyzed the need and feasibility of the application of nanowires in nano
electronic devices like nanowire field effect transistors to be used in post CMOS era
electronic circuits that can circumvent the problems encountered due to short

Fig. 7 Current-voltage characteristics of germanium nanowire with 9 dopant atom pairs

Fig. 8 Consolidated current-voltage characteristics of germanium nanowire with varying doping
densities
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channel effects in bulk silicon and SOI technologies. An overview of different types
of nanowires has been presented in this paper. Silicon and germanium nanowires
have been simulated in their intrinsic forms to observe that the current levels with
germanium nanowire are low as compared to silicon nanowire. Both the nanowires
have been doped with boron and phosphorus atoms, one dopant atom pair at a time.
Both silicon and germanium nanowires have been simulated each time a dopant
atom pair is incorporated in the nanowire lattice. Introduction of dopant atom pairs
has been continued till 9 pairs of dopant atoms have been introduced in the
nanowire structure for it to attain highly P and highly N doped configuration that
relates to Zener diode configuration. It is observed that germanium nanowire with
heavy doping reports lower current levels than that reported with silicon nanowire
with heavy P and N doping. To conclude, if these nanowires are modeled to be used
as Zener diodes or normal PN junction diodes in CMOS circuits, germanium
nanowires would result in higher power efficiency than their silicon counterparts.
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An Embedded Visually Impaired
Reconfigurable Author Assistance System
Using LabVIEW

R. Supritha, M. Kalyan Chakravarthi and Shaik Riyaz Ali

Abstract The advent of new technologies is dragging the attention of visually
impaired people towards electronic gadgets. Though the conventional method is
preferred by a few, visually impaired people are eager to explore the technological
part of the braille system, which is the basic means of communication for them.
A Visually Impaired Reconfigurable Author Assistance System (VIRAAS) using
LabVIEW is proposed in this paper. The main objective is to convert a telugu
language to speech using LabVIEW.

Keywords LabVIEW � Braille system � Visually impaired � Text to speech
(TTS) NI USB 6211

1 Introduction

Braille system has been in demand by the visually impaired from the day it was
invented until now. The Braille system has been the only means of communication
among the visually impaired in the eighteenth century, which was invented by
Louis Braille. These days there are many upcoming fields where the blind people
are getting a chance to explore their talents. The shortage in the methods of teaching
aids, resources systems, are few of the problems raised for poor learning of the
braille language. Braille translation for educational purpose in the initial days of its
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invention, was very laborious since very few people were very well versed with the
braille script. As the trend is changing swiftly, visually impaired people prefer
electronic gadgets over the conventional way of communication these days.

Several improvements have been brought up in the basic braille system in the
past. A method for an automatic document development of the braille text from
word processed documents is discussed by Blenkhorn and Evans in [1]. As the
technology is trending, lot of advancements are being implemented on the tradi-
tional braille system. Refreshable braille displays have been explored in the recent
past by Yobas et al. [2, 3]. With the abundance in the availability of the resources,
the refreshable braille system is getting improvised in a reasonable span of time.
Systems for tracking the movement of fingers of a braille reader have also been
developed as an aid to the research in this particular field. Aranyanak and Reilly
studied about one such finger tracking system [4]. The conversion of any language
to braille text and vice versa is a tedious task. The script should be standardised and
should be accepted by all. Advance technologies in image processing have been
used to convert the Braille code to Arabic language and its corresponding voice,
which is elaborated in [5]. On the other hand, Japanese script is converted to braille
using an Adaptive Knowledge Base (AKB) [6]. Blenkhorn has examined about a
system for converting print to braille [7]. This system described by Blenkhorn can
be extended for different languages. An efficient way of converting Chinese script
to braille was introduced by Wang and few others [8]. Braille to text conversion for
Hungarian is also developed [9]. With the availability of resources these days,
systems which can act as a communication bridge between a visually impaired and
a sighted person have also been developed [10]. Refreshable Braille cell involving
piezoelectric motors, which were invented taking into consideration the portability
factor of the gadget has been proposed [11]. The proposed system VIRAAS
basically concentrates on the conversion of Telugu language to speech using
LabVIEW. If a blind person is willing to write a poem or a prose, he can start typing
his own document with the voice coming from LabVIEW as an aid to the text for
error detection.

2 Methodology

The proposed system is a reconfigurable braille cell, which acts as an aid to the
blind authors. The audio of a letter corresponding to a particular combination of
inputs, is heard from LabVIEW. The sound for each combination of the cell, which
is controlled by switch is obtained and stored in LabVIEW. The database is also
managed in LabVIEW. The data is retrieved from the database dynamically. Each
combination of cell calls the corresponding sound from the database and it is heard
by the blind author. It serves as assistance to the blind person who wants to write
his/her own prose or poem. If the blind authors want to make any changes in the
document or if they have made any mistake in the document, they can make the
changes themselves with the help of the audio from LabVIEW. There will not be
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any requirement of a normal person, to assist the blind author for pointing out the
errors they are making while typing the paper. A single letter’s audio can be
extended to a letter with consonant like the sound “aa”. This is done by introducing
another control switch, the word Change button. The proposed system concentrates
on the audio of a single letter. The extension of the work with the seventh switch is
yet to be implemented.

2.1 Block Level Implementation of VIRAAS

The VIRAAS has 7 Single pole Single throw switches. Single pole single throw
switch is the basic on-off switch. It is small in size and makes the Braille cell look
compact. The switches can be accessed easily by the blind author. The data from
the switches is transmitted to LabVIEW using NI DAQ 6211. The 7 analog inputs
ports in the DAQ were used for the signal acquisition from the switches (Fig. 1).

The Braille cell with word change button, which is intended to produce the
sound of letters with consonant, can also be extended to generate a sentence.
Presence of an extra eighth button can act as a space between consecutive words.
This can further increase the reliability of the system proposed.

2.2 Circuit Diagram of VIRAAS with Word Change Button

VIRAAS has been designed in such a way that it is handy in nature and easily
accessible by the blind author. One end of the seven switches is given to positive
slots of analog input in NI USB 6211 from a0–a7. The negative slots from (a0–a7)
in the DAQ are grounded. The other end of the seven switches is also grounded.
The voltage value coming from the DAQ is compared with a threshold value in
LabVIEW. The comparison gives either a high or a low output which is connected
indicator for a particular switch. Figure 3 gives the circuit diagram. Figure 2
explains the graphical program designed for implementing on VIRAAS.

Fig. 1 Block diagram of VIRAAS
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2.3 Flowchart of the VIRAAS with the Word Change
Button

The data flow in VIRAAS is dynamic in nature. The blind author can access the
switches according to their necessity. The flowchart of VIRAAS with word change
button is shown in Fig. 6. Initially a combination of keys is pressed by the blind
author. A delay is given for the word change button to be pressed. If the word
change button is not pressed within the specified time then the alphabet alone will
be retrieved from the database. If the word change button is pressed, the next set of
combination is given to braille cell.

Fig. 2 Circuit diagram of VIRAAS with word change

Fig. 3 Circuit diagram of VIRAAS with word change
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This now corresponds to a consonant in the database like “k + aa = kaa”, will be
retrieved from the database. The seventh button in the circuit is just connected to
the LabVIEW using NI USB 6211, its functionality and logic is yet to be defined in
the system.

3 Results and Discussions

VIRAAS is designed with an intension to produce a compact electronic gadget for
the visually impaired people. The sound corresponding to each combination of
braille code is heard from the system’s speaker via LabVIEW. The device can be
handled by any visually impaired easily. The signal passing through the switches is
compared with a threshold value. If the value is greater than the threshold, the LED
in on, else it is off. By this comparison, a digital logic is created with produces a
particular number for each combination of code.

The corresponding sound for each code is stored in the LabVIEW and data is
retrieved dynamically each time the author presses a combination of switches. The
LED’s in the front panel is shown in Fig. 4. The waveform of the audio corre-
sponding to the letter “na” is also seen in LabVIEW front panel.

The voltage passing through each switch is represented in Fig. 5. We can also
see that the switches which are pressed have more voltage (near to 5 V) than the
switches which aren’t pressed. The first graph in the Fig. 6 signifies the presence of

Fig. 4 Flow chart of
VIRAAS with word change
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voltage greater than the threshold set by us, in that corresponding switch (switch 1).
The LED connected to that switch via DAQ in LabVIEW glows. Similarly a
sequence of switches will correspond to a particular letter which is already stored in
LabVIEW.

4 Conclusions

The proposed reconfigurable braille cell for the virtually impaired (VIRAAS) has a
facility for the virtually impaired to write their own prose or poem without any help
of a normal person. The device is small and compact in nature. The device is
designed in such a way that it can be transported from one place to another easily,

Fig. 5 The VIRAAS system
set up with LabVIEW

Fig. 6 The VIRAAS system set up and LabVIEW front panel
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i.e., it is portable. The audio from LabVIEW can be heard from the speakers of the
laptop or the author can even put on a headphone and listen to whatever he/she is
typing. The device makes the visually impaired person feel independent while they
are writing their own peace of poem or prose.
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Estimation of RCS for a Perfectly
Conducting and Plasma Spheres

Swathi Nambari, G. Sasibhushana Rao and K.S. Ranga Rao

Abstract This paper presents about plasma technology when the plasma is applied
on a simple target, like Sphere and its Radar Cross Section (RCS) is computed with
respect to the parameters like size, wave frequency and plasma frequency and
compared its RCS with a perfectly conducting sphere (Gao Y et al, The calculation
of back-scattering radar cross section of plasma spheres. Institute of Electronic
Engineering, Hefei, IEEE (2000) [1]). The RCS of a perfectly conducting sphere
has been computed using Mie scattering series with a relation given by Kerr DE,
Propagation of short radio waves. McGraw-Hill, Newyork (1951) [2]. The analysis
given in this is based on spherical polar scattering geometry (SPSG) in which the
scattering parameters (an

s), (bn
s) are defined. The physical interpretation of scattering

coefficients aids in visualizing the mechanism of the scattering process. In this
paper, not only the RCS of a perfectly conducting Sphere is computed at different
frequencies with particular diameter but also the RCS of a perfectly conducting
sphere is computed for various diameters at different bands of frequencies.
Theoretically computed electron volume density and current density of plasma at a
particular plasma frequency for an Argon gas and also RCS comparison is made for
a plasma sphere and perfectly conducting sphere at standard dimensions (Skolnik
MI, Introduction to Radar Systems. McGraw-Hill, Newyork (1962) [3]) in which
RCS is very less for plasma sphere when compared to perfectly conducting sphere.
The plasma cover on the targets helps in getting less RCS and also makes the target
unseen by the enemy Radar called Active Stealth Technology. RCS treatment in
this paper is based on Radar frequencies ranging from 0.1 to 40 GHz.

Keywords RCS � Plasma frequency � Spherical polar scattering geometry
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1 Introduction

Radar cross section is the measure of a target’s ability to reflect radar signals in the
direction of the radar receiver, i.e. it is a measure [1–3] of the ratio of backscatter
power per steradian (unit solid angle) in the direction of the radar (from the target)
[3–8]. The RCS of a target can be viewed as a comparison of the strength of the
reflected signal from a target to the reflected signal from a perfectly smooth sphere
of cross sectional area of 1 m2 as shown in Fig. 1.

2 Scattering Regions of a Sphere

Rayleigh Region: When the wavelength is large compared to the object’s
dimension, scattering is called Rayleigh region where 2πa/λ << 1. It is named after
Lord Rayleigh who first observed this type of scattering in 1871, long before
existence of radar, when investigating the scattering of light by microscopic par-
ticles. RCS in Rayleigh region is proportional to fourth power of the frequency and
is determined more by the volume of the scatterer than by its shape. At radar
frequencies echo from rain is usually described by Rayleigh scattering [3, 4]
(Fig. 2).

r ¼ pr2
� �

7:11 krð Þ4
h i

where k ¼ 2p=k ð1Þ

Mie (Resonance): In between the Rayleigh and Optical regions is the resonance
region where the radar wavelength is comparable to the object’s dimension i.e. 2πa/
λ ≈ 1. The RCS of the Sphere in resonance region oscillates as a function of
frequency or 2πa/λ and its maximum occurs at 2πa/λ ≈ 1 and is 5.6 dB greater than
its value in the optical region. Changes in cross section occur with changing fre-
quency because there are two waves that interfere constructively and destructively.
One is direct reflection from face of the Sphere and the other is creeping wave that

Fig. 1 Radar cross section
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travels around the back of the Sphere and returns to the radar where it interferes
with the reflection from front of the Sphere [3, 4].

r ¼ 4pr2 at Crest point Að Þ ð2Þ

r ¼ 0:26 pr2 at Trough point Bð Þ ð3Þ

Optical Region: In this region RCS of a Sphere is independent of frequency.
When the wavelength is small compared to object’s dimension is said to be optical
region where 2πa/λ ≫ 1. Here radar scattering from a complex object such as an
aircraft is characterized by significant changes in cross section when there is a
change in frequency or aspect angle at which the object is viewed. In optical region
RCS is affected more by the shape of the object than by its projected area. In
Optical region, scattering does not take place over the entire hemisphere that faces
the radar, but only from a bright spot at the tip of smooth sphere. It is more like
what would be seen if a polished metallic sphere, such as a large ball bearing were
photographed with a camera equipped with a flash. The only illumination is at the
tip, rather than from entire hemispherical surface [3, 4].

r ¼ pr2 ð4Þ

Creeping Waves: There is a region where specular reflected (mirrored) waves
combine with back scattered creeping waves both constructively and destructively
as shown in Fig. 3. Creeping waves are tangential to a smooth surface and follow

Fig. 2 RCS of a sphere representing the three regions
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the “shadow” region of the body. They occur when the circumference of the sphere
−λ and typically add about 1 m2 to the RCS at certain frequencies.

3 Mathematical Analysis on Backscattering RCS
of a Perfect Sphere

In the case of the sphere, the scattered field must be represented in terms of θ and φ
components, where θ is the bistatic angle subtended in the directions of incidence
and scattering at the center of the sphere, and φ is the angle between the plane of
scattering and the plane containing the incident electric field and direction of
incidence. The components of the scattered field are [2, 9] (Fig. 4)

Es
h ¼

je�jkacos;
kr

X1
n¼1

ð�1Þn 2nþ 1
nðnþ 1Þ bn

@P0
n coshð Þ
@h

� an
P0
n coshð Þ
sinh

� �
ð5Þ
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0
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ð6Þ

where, ‘r’ is the distance to the point of observation, ‘a’ is the radius of the sphere
and P

0
n coshð Þ is the associated Legendre function of order ‘n’ and degree ‘1’. Where

‘ka’ represents the size of an object.
Kerr gives the following radar cross section σ of a sphere of radius ‘a’ from [2]

r
pa2

¼ 1
q2

X1
n¼1

ð�1Þnð2nþ 1Þðasn � bsnÞ
�����

�����
2

ð7Þ

Fig. 3 Addition of specular and creeping waves
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where ρ = 2πa/λ, λ is the wavelength, and the asn and bsn are the terms of a
“multi-pole expansion”. That is these terms are proportional to the amplitudes of
magnetic and electric multi-poles induced in the sphere by the incident wave. When
the sphere is perfectly conducting [5–8, 10]

asn ¼ � jnðqÞ
hð2Þn ðqÞ

and bsn ¼ � ½qjnðqÞ�0
½qhð2Þn ðqÞ�0

ð8Þ

where the primes denote differentiation with respect to the argument.

The functions jn and h
ð2Þ
n are respectively the spherical Bessel function of the first

kind and spherical Hankel function of the second kind.
From [9, 11] it is given that
The coefficients an and bn are

asn ¼
jnðkaÞ
h2nðkaÞ

and bsn ¼ � kajn�1ðkaÞ � njnðkaÞ½ �
kahð2Þn�1ðkaÞ � nhð2Þn ðkaÞ
h i ð9Þ

hð2Þn ðxÞ ¼ jnðxÞ � iynðxÞ ð10Þ

In which jnðxÞ and ynðxÞ are the spherical Bessel functions of the first and second
kinds, respectively (Fig. 5).

Fig. 4 Spherical polar
scattering geometry
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4 Mathematical Analysis on Backscattering RCS
of a Plasma Sphere

The plasma is the fourth state of substance. It is a mixture of electrons, ions and
neutral particles and is electrically neutral. Because the charged particles can
interact with the electric and the magnetic field of the EM wave, the EM wave will
be scattered, refracted and/or absorbed when it strikes the plasma. For a colli-
sionless unmagnetized plasma, when the radian frequency of the incident wave is
higher than the Langmuir frequency (also called the cut-off frequency or the plasma
frequency) of the plasma, the EM wave can go into the plasma. On the other hand,
when the frequency of the EM wave is lower than the Langmuir frequency of the
plasma, the wave can’t go into the plasma.

The complex index of refraction can be expressed by

n ¼ ffiffiffiffi
�r

p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

ne

x2ð1� j vexÞ

s
ð11Þ

Letting n = n1 + jn2, according to Mie’s theory, the back-scattering RCS of the
plasma sphere is given by [1, 12],

r ¼ p
k2

X1
l¼i

�1ð Þl 2lþ 1ð Þ alr � blrð Þ
" #2

þ
X1
l¼1

�1ð Þl 2l� 1ð Þ ali � blið Þ
" #2

8<
:

9=
;
ð12Þ

where the subscripts r and i represent the real and imaginary part of a complex
respectively, al and bl are factors which can be obtained from Mie’s theory.

Where k is a propagation constant given by,

k ¼ x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l0�0 1� x2

p

x2

� 	s
ð13Þ

When ω < ωp, Propagation constant k is imaginary, wave may be reflected in this
case that is EM wave can’t penetrate into the plasma as incident waves will be
scattered and RCS is more in this case as it is somewhat like a metal sphere.

When ω > ωp, Propagation constant k is real, wave propagates in the plasma that
is EM signal penetrates the plasma shell, reflects off objects surface will drop in
intensity while travelling through the plasma.
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5 RCS Estimation of Perfectly Conducting Sphere

It is observed from Fig. 6 that RCS is changing with respect to frequency varying
from 0.1 to 25 GHz and RCS of a sphere remains constant in the optical region and
it is around −12 dbsm in optical region. This plot is obtained by programming the
Kerrs relation [2] in Matlab. It is observed from Fig. 7 that RCS of a Sphere is
computed for different diameters ranging from 1 to 10,000 in. at X band frequency.

From Fig. 7 it is observed that RCS of a Perfect Sphere in dBsm verses Diameter
of a Sphere in inches is plotted for different frequency bands.

Fig. 5 RCS (dbsm) versus
frequency at 12 in. Dia

Fig. 6 RCS (dbsm) versus sphere diameter at X band
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6 RCS Estimation and Comparison of Plasma Sphere
and Perfect Sphere

Standard Spheres that are undergone for calibration tests with the dimensions 6”
Diameter with RCS value 0.018 mt2 or −17.44 dBsm and 14″ Diameter with RCS
value 0.1 mt2 or −10 dBsm and 22″ Diameter with RCS value 0.245 mt2 or
−6.10 dBsm are considered for comparison. Condition implies that

(i) When EM wave frequency is less than plasma frequency that is f < fp EM
signal can’t penetrate into plasma, waves may be reflected and it is like a metal
sphere

(ii) When EM wave frequency greater than plasma frequency f > fp EM signal
penetrates into plasma and reflects off objects surface will drop in intensity
while travelling through plasma.

It is observed from Figs. 8 and 9 that RCS in dBsm versus Frequency in GHz is
plotted for perfectly conducting sphere with standard dimensions 6 and 14 in.
compared with the same dimension of plasma sphere with respect to plasma fre-
quency. It is observed from RCS of plasma sphere when wave frequency is less
than plasma frequency (f < fp) ‘k’ is imaginary that is em wave can’t penetrate into
plasma, incident waves will be scattered, wave may be reflected and it is somewhat
like a Metal Sphere implies RCS is more and When EM wave frequency greater
than plasma frequency f > fp ‘k’ is real, EM signal penetrates into plasma and
reflects off objects surface will drop in intensity while travelling through plasma
implies RCS is less. In other words the real part of propagation constant is

Fig. 7 Comparison plot for RCS of a perfectly conducting Sphere at different frequency bands
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attenuation constant (α) where it is defined as the rate at which the amplitude of
microwave reduces as it progresses in the medium.

a ¼ x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
le
2

1þ r2

x2�2
� 1

� �s
dB=mt ð14Þ

where α is directly proportional to frequency from Eq. (14). As frequency increases
attenuation constant increases and hence RCS reduces.

7 Results and Discussions

The RCS of a Sphere with 12 in. diameter has been computed for frequencies
ranging from 0.1 to 40 GHz. It is observed that some oscillations in the plot
represent the Mie region. The oscillations are nothing but RCS variations due to

Fig. 8 RCS of plasma sphere
at 6 in. diameter

Fig. 9 RCS of plasma sphere
at 14 in. diameter

Estimation of RCS for a Perfectly Conducting and Plasma Spheres 445



amplitudes of magnetic and electric multipoles induced in the Sphere by the inci-
dent wave. It is observed from Fig. 7 that a comparison is made for RCS of Sphere
at different frequency bands. At L band Frequency RCS is more where as at Ka
band frequency RCS of sphere is less. It is due to the fact that RCS of a sphere is
directly proportional to wavelength obtained from Kerrs relation as frequency
increases, wavelength decreases and hence RCS decreases. It is observed from the
comparison plots of plasma sphere and perfectly conducting sphere from Figs. 8
And 9 that when f < fp ‘k’ is imaginary and wave may be reflected and when f > fp
‘k’ is real, wave propagates in the Plasma. Practically it may not be possible to
measure RCS of a Perfectly conducting Sphere at bigger dimensions say 10,000 in.
but theoretically it is shown how RCS of a Perfectly conducting Sphere behaves at
various frequencies with respect to size by programming the Kerr’s relation in
Matlab.

8 Conclusion

In this some investigations are made on RCS of a Sphere obtained from Polar
Scattering Geometry by varying the diameters ranging from 1 to 10,000 in. at some
specified frequencies as appropriate to applications in different frequency bands like
L, S, C, X, Ku, K, Ka. Practically, oscillations occur in the Mie region due to
creeping waves but theoretically the Kerr relation was formulated in such a way that
RCS of a sphere was oscillating in Mie region due to increase/decrease of both an
and bn values. Theoretically Plasma Sphere was computed and compared with the
Metal Sphere with standard dimensions. Results obtained through the formulations
[1, 6] show a reasonable agreement with results as obtained individually, i.e., in
isolation. The results are obtained through simulation carried out in Matlab.
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Fault-Tolerant Multi-core System Design
Using PB Model and Genetic Algorithm
Based Task Scheduling

G. Prasad Acharya and M. Asha Rani

Abstract This paper presents an innovative approach for testing the core com-
ponents in the multi-core system-on chip framework by scheduling the tasks
assigned for the Core-Under-Test to one of the remaining cores in the system.
Real-time task scheduling in multi-core/processor systems always remains the
NP-Hard problems. In multi-core Real time systems, a faulty core can be tolerated
by way of executing two versions (primary and backup) of a task in two different
cores. The Genetic Algorithms provides an innovative and heuristic approach of
scheduling both primary and backup tasks. The work presented in this paper shows
the optimal utilization of all the available cores for functional operation at a given
time in a Multi-Core System environment by scheduling and executing all the tasks
arrived for execution.

Keywords Multi-core system � Genetic algorithm � Task scheduling �
Primary-Backup model

1 Introduction

Most of the VLSI designers use the modular and Core based design as the de facto
design methodology as it facilitates the use of pre-designed and pre-verified IP
cores from third-party vendors. Today’s Silicon vendors have come up with Multi-
Processor/Core systems in a single Si chip. The System-on Chip (SoC) technology
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integrates one or more processors/cores like ARM, MIPS and DSP processors with
associated peripherals, embedded memories, Memory and Network controllers,
Analog and Mixed signal interfaces in a single Silicon chip. This architecture
provides a platform wherein multiple tasks that arrive for execution will be
scheduled for execution among one of the available cores so that Core-Under-Test
can be made free from functional mode prior to switching into test mode.

The multi-core system under consideration is of homogenous type with the
assumption that all the cores are identical and the execution time for a given task is
same for all the cores. The test framework of System-on chip consists of Test
Source, Test Access mechanism (TAM) and Test Sink. The cores may be switched
into test mode using its dedicated built-in Test Wrappers. TAM delivers the test
inputs from the test source to the Core-Under Test (CUT) and the test responses
from CUT to the test sinks. In a multi-core environment, each of the cores may be
scheduled for test by scheduling the tasks queuing up for execution as well as
forthcoming tasks scheduled on the CUT to one or more of the available cores in
the system. All the cores may be scheduled for test either periodically or on-demand
by rescheduling its tasks before switching into test mode.

The organization of the paper as follows: The related previous work is presented
in Sect. 2. Section 3 describes the concept of task scheduling in multi-core systems.
A Test framework for multi-core systems is described in Sect. 4. The proposed
periodic test scheduling algorithm for the multi-core systems is presented in Sect. 5.
An experimental setup and results are discussed in Sect. 6.

2 Previous Work

[1] presents a framework for developing SoC test solution based on Test Access
Mechanism and Test wrapper. [2] presents the task scheduling in a multi-core
heterogeneous system wherein a task will initially be scheduled to the processor and
with the help of dispatcher the task will be scheduled for execution in one of the
available cores. [3] discusses the non-preemptive scheduling of ‘n’ independent
tasks on a set of m parallel processors, and proposes a scheme that computes an
approximate solution of any fixed accuracy in linear time. The researchers in
articles [4, 5] present Pareto-based Genetic algorithm, which gives a family of
solutions rather than a single solution for allocating and scheduling real-time tasks
in a multi-processor the system with an aim to minimize the execution time of a task
satisfying all the real-time constraints. [6, 7] proposes energy effective real-time
task scheduling for low-power Dynamic Voltage Scaling (DVS) hand held devices
considering the energy as minimizing the function. [8, 9] presents Genetic
Algorithm based task scheduling algorithm wherein tasks will be assigned
dynamically based on the utilization of the processor and fitness function. [10]
presents primary-backup task scheduling approach for multiprocessor systems to
ensure the timing deadlines are met, but at the cost of processing power. [11]
presents real-time task scheduling using load-balancing approach among the

450 G. Prasad Acharya and M. Asha Rani



processors. [12, 13] presents the methodology for allocating and scheduling one of
the co-processor for the execution of a task once the task gets a successful
admission into the master processor.

3 Task Scheduling Mechanism

The Real time task scheduling can be of clock-driven, event-driven and hybrid. In
clock-driven schedulers, clock edge determines the scheduling points whereas
certain events and/or interrupts on certain signals define scheduling points in the
event-driven schedulers.

The execution of next task will commence simultaneously on all the cores at a
fixed time instants (t0, t1, t2 etc. as shown in Table 1) once all the cores finish
current tasks.

Genetic Algorithm Based Task Scheduling in Multi-Core Systems
Multi-core Systems contains either homogeneous or heterogeneous cores. In

heterogeneous architecture, different cores take different execution time for the
given task. In homogeneous architecture, all the cores are identical and hence take
exactly the same time for execution of a given task. Assume ‘n’ independent tasks
arrive to the system for execution at a given time. Task scheduling in Multi-Core
system may be considered as a process of dynamically scheduling the tasks for
execution among one of the available cores. For static task scheduling, the attributes
of tasks i.e., task arrival time, worst computational time and deadline, are known
priori. The tasks are scheduled for execution in a predefined order i.e., first come
first serve or round robin basis. The static scheduling algorithms have the draw-
backs of not optimally utilizing the processor resources. Moreover, tasks may be
non-deterministic and may arrive dynamically for execution. In real-time systems,
preemptive tasks may arrive at any instant during the execution of the scheduled
tasks. These preemptive tasks must be scheduled for execution with minimum
execution delay by optimizing the processor resources and rescheduling the tasks of
a processor on which the preemptive tasks are to be scheduled.

Table 1 Illustration of task scheduling

Proces-
sors

Tasks

P1 T1 T2 T3
P2 T4 T5 T6
P3 T7 T8 T9

t t10 t2

Notations The gray shades indicate a task is in running state on the scheduled processor and the
blank shades indicate that the processor is in idle state after the completion of present task
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The dynamic scheduling of tasks is a NP-hard problem. Hence, heuristic and
hypothetical approaches are being adopted to get the optimal solution under the
specified constraints. The main objective of these algorithms is to minimize the task
execution time and maximize the utilization of processor resources.

The Genetic Algorithm (GA) has the potential of providing optimal solutions to
the complex problems like scheduling the real time tasks and allocating the resources.
It uses stochastic search techniques in finding an optimal solution and/or a family of
solutions (called population) among the initial and iteratively updated solutions. The
individual member of population is called chromosome. A new generation is formed
by selecting and rejecting some of the members of the population based on the fitness
values. After a number of iterations, the algorithm converges to the best chromosome,
which represents the optimal solution for the given problem.

The GA based task scheduling algorithm [8] presents a primary-backup
(PB) model for fault tolerant scheduling of dynamically arriving tasks. The PB
model schedules a task Ti to a processor, Pj if

P Ci
Di\1 and its backup task TBi to a

different processor, Pk (j ≠ k) where Ci, Di and i are the worse computation time,
deadline and index of a task scheduled on that processor respectively. The
remaining utilization (R) is initially unity and is updated by R� Ci

Di every time a task
Ti is scheduled to the processor. The standard deviation of R defined as

fitness ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXm
j¼1

ðRj � RÞ2
m� 1

 !vuut ð1Þ

is considered as the fitness function for the algorithm for the optimal utilization of
the processors, where m is the number of processors, Rj is the remaining utilization
of the processor j and R is the average remaining utilization.

4 Test Framework for Multi-core System

The proposed test framework for self-test and diagnosis of Core-based SoCs con-
sists of Test wrapper, Test Access Mechanism and Test Schedular as shown in
Fig. 1. A built-in self-checking logic module in a core is implemented using Berger
code to detect the presence of any faults in it. All the cores are scheduled for test
using Test scheduler. The Test Controller generates the timing control signals
required for proper functioning of the test process. The on-chip ROM that stores the
compressed test patterns generated by LFSR, acts as Test Source. The expected test
responses after compaction are made available in on-chip ROM. The address for
accessing test patterns as well as test responses from the respective ROMs is
generated using sequence counter. The Test Access Mechanism delivers test pat-
terns from Test Source to the Core-Under-Test (CUT). The Test Response Analyzer
(ORA) compresses the responses delivered by TAM from CUT and compares it
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with the expected reference available in ROM to determine the presence of faults in
the CUT.

Test Access Mechanism (TAM)

The built-in TAM architecture, as shown in Fig. 2 delivers the test stimuli from test
source to the CUT. The test source may be a built-in Test pattern Generator
(TPG) or an external ATE. The TAM delivers the test responses to the test sink i.e.,
Output Response Analyzer (ORA). The TPG generates and delivers the test vectors
through TAM to the CUT.

Test Wrapper

The IEEE Std 1500 test wrapper makes it possible to test the core-under-Test with
minimum pinset by isolating it from rest of the system. The test wrapper, shown in

Fig. 1 Test architecture for multi-core system

Fig. 2 Test framework using TAM architecture
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Fig. 2 is a DFT logic that provides an interface between CUT and TAM archi-
tecture. The wrapper also provides bandwidth adaptation between the core and
TAMs if they have different bandwidths.

5 Proposed Test Scheduling Algorithm for Fault Tolerant
Multi-core System

A Primary-Backup (PB) model is utilized for the realization of fault-tolerant sys-
tems. The PB model schedules a primary task (Ti) and its backup version (TBi) to
two different cores satisfying the fitness function given by Eq. (1). The tasks Ti and
TBi will not be scheduled for execution to the same core so that at least one of the
cores will produce correct output at a given time.

The offline test procedure of one or more core(s) will be carried out periodically
either during system boot-up or by suspending the tasks scheduled for execution on
it. The following are the steps carried out for the offline test scheduling of cores:

Step 1: Select a core Ci having maximum value of R for test.
Step 2: Complete the execution of current task of Ci.
Step 3: Dynamically schedule all other tasks (primary as well as backup) to

other cores using GA based algorithm as described in Sect. 3.
Step 4: Delete Ci from the list of processors participating and switch it into test

mode.
Step 5: Run the BIST program on Ci.

(a) If Ci passes the test operation, switch it back to normal operation so
that it participates in normal function along with remaining proces-
sors. Set the check flag CFi for the processor to indicate that the core
Ci passes test.

(b) If Ci fails in test operation, repeat step 5 for the second time to check
whether the failure is permanent. If the failure still exists, run Built-in
Self-repair procedure if the core is repairable otherwise permanently
isolate it from the system.

Step 6: Select another core Cj (j ≠ i) with maximum value of R whose CFj bit is
not set. Repeat steps 2–5 until all the cores are tested.

Step 7: Repeat step 1–6 after T seconds, where T is the predefined time duration
between two successive tests.
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6 Experimental Results and Discussion

The GA based task scheduling algorithm is implemented using Matlab. The
experiment is conducted for 12 tasks (6 primary and 6 backup tasks) which are
scheduled for execution in Four Cores (C1, C2, C3 and C4) of the system. Initially,
the remaining utilization (R) of each core is assumed to be unity. The ratio Ci/Di for
each of the task is assumed to be as listed in Table 2.

Table 2 Attributes of tasks Task T1 T2 T3 T4 T5 T6

C/D 0.3 0.45 0.25 0.35 0.2 0.25

Task TB1 TB2 TB3 TB4 TB5 TB6

C/D 0.3 0.45 0.25 0.35 0.2 0.25

Table 3 Sequence of task
scheduling

Core C1 C2 C3 C4 Fitness

First round of task assignment

Tasks T1 T2 T3 T4 0.85

R 0.7 0.55 0.75 0.65

Second round of task assignment

Tasks TB2 TB4 TB1 TB3 0.12

R 0.25 0.2 0.45 0.4

Rmin Rmax

Table 4 Test Sequence for
cores and affected task
scheduling among the cores

Core C1 C2 C3 C4 Fitness

First round of task assignment

Tasks T1 T2 T3 T4 0.85

R 0.7 0.55 0.75 0.65

Second round of task assignment

Tasks Run BIST TB4 TB1 TB3 0.12

R 0.2 0.45 0.4

R at t = t1+ 0.65 0.70 0.75

Third round of task assignment

Tasks Run BIST T6 T5 TB2 0.1

R 0.40 0.50 0.30

R at t = t2+ 1 Test mode 0.95 0.70

Fourth round of task assignment

Tasks T6 Run BIST TB5 TB6 0.1

R 0.80 0.75 0.50

at t = t3+ 0.80 1 0.80 0.80

Note In the experimental setup, 16 vectors are applied as test
vectors for a core and it is assumed that the test time is exactly
equal to a single task execution time
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All the primary and backup tasks are scheduled on one of four available cores
based on the Genetic algorithm discussed in Sect. 3. Table 3 shows the task
assignment, remaining utilization and fitness value of the respective cores.

Assume the core C1 is scheduled for periodic test after first round of task
assignment. C1 executes T1 before switching into test mode. If C1 is found to be
faulty, the output is taken from C3 after execution of TB1. This is illustrated in
Table 4. The graphs in Fig. 3b, c also indicate that the remaining cores are optimally
utilized when a CUT is under test.

The test framework for multi-core system architecture using GA based
scheduling of cores is implemented using Verilog HDL in Xilinx 14.7 environment.
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Fig. 3 a Bar graph
indicating tasks scheduling
among all cores. b Bar graph
indicating C1 isolated from
task execution for test. c Bar
graph indicating C2 isolated
from task execution for test
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The Add/Multiply Accumulate Macro (ADDMACC_MACRO) of DSP48 slice
available in SPARTAN 6 FPGA has been considered as core of the architecture.

All the four cores in the architecture are scheduled for test periodically by
scheduling the tasks assigned for execution on CUT to other core(s) available.
Stuck-at faults are injected in the design for verifying the functionality of the
design. Two cores are assigned a task, one for each of primary and backup version.
In case of a core detecting a fault, the output is taken from the other core executing
its backup task thereby providing the fault tolerance. The illustration of number of
tasks and total task execution time is given in Table 5.

7 Conclusions

The Genetic Algorithm based task scheduling algorithm schedules the dynamically
arriving tasks for execution. The experimental results obtained in this paper shows
that the algorithm maximizes the utilization of a number of cores available in the
system. The PB model presented in this paper enables the design of fault-tolerant
system by executing a task in two different cores and ignoring the output from a
faulty core. An experimental setup is carried out on a Multi-Core System with four
homogenous cores and the obtained simulation results show that one of the core can
be scheduled for test while the remaining cores functioning normally. However the
latency in total execution time may be traded-off with online-BIST capability of
Multi-core System architecture.
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Investigation of Suitable Geometry Based
Ionospheric Models to Estimate
the Ionospheric Parameters Using the Data
of a Ground Based GPS Receiver

K. Durga Rao and V.B.S. Srilatha Indira Dutt

Abstract The field of Navigation has been revolutionized with the advent of
Global Positioning System (GPS). As GPS is a satellite based navigation system,
transmitted GPS signals are affected by the refraction in the atmosphere which
causes huge error in pseudorange information of a satellite. Of all the layers of the
atmosphere, ionosphere is one of the major sources of error in ranging measure-
ments, which reduces the accuracy of the navigation solution. Hence in this paper,
in order to estimate the ionospheric parameters such as Total Electron Content
(TEC), range delay and time delay, geometry based ionospheric models are
investigated. The dual frequency receiver data of an IGS station, NGRI
(Lat/Long:17°24′39″N/78°33′4″E), Hyderabad, Andhra Pradesh, India, provided by
Scripps Orbit And Permanent Array Center (SOPAC) is considered for a typical
day of 11th September 2014.

Keywords Mapping function � Total electron content � Refraction

1 Introduction

Electromagnetic waves received at the GPS receiver are affected by the refraction of
the signals during their passage from atmosphere. Of all the atmospheric layers,
refraction of the signal in the ionosphere causes a delay in the arrival of the signal at
the receiver [1]. This delay in the arrival of the signal causes a huge error in ranging
information of the satellite which in turn causes an error in navigation solution.

The ionosphere is dispersive in nature, caused by the interference of free elec-
trons with the GPS satellite signals. These free electrons results in ionization pro-
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cesses of the ionosphere constituents, by the solar radiation. Using both GPS fre-
quencies, the induced ionospheric delay can be eliminated. When measuring with a
differential receiver set-up, the effect can be strongly reduced by forming error
differences [2]. Fortunately, the GPS provides the possibility of continuously
monitoring the state of the ionosphere by using GPS receivers.

The ionosphere induces time delay, which is related to the total number of
electrons encountered by the radio wave on its path. By estimating the Total
Electron Content (TEC) along the path of the signal, the delay in the signal arrival
at the receiver can be estimated. With proper modeling of the satellite and receiver
geometry, TEC as well as range delay and time delay of the satellite signals can be
estimated.

The TEC is the total number of electrons integrated along the path from the GPS
to receiver. TEC indicates ionospheric variability, from the GPS signal through free
electrons. TEC is measured in TECU i.e. total electron content unit. 1TECU = 1016

electrons per m2

TEC =
Z

pN sð Þds ð1Þ

where, N(s) is the electron content per unit volume and ‘p’ is the propagation path
between the GPS satellite and the GPS receiver. With dual frequency pseudorange
measurements on L1 (1575.42 MHz) and L2 (1227.60 MHz) frequencies, TEC can
be estimated along the line of sight of the signal propagation and is called as slant
TEC (STEC). To eliminate the influence of the Geometry, the STEC is converted
into Vertical TEC (VTEC) using an appropriate mapping function.

FIPP ¼ STEC=VTEC ð2Þ

The estimated TEC is used to compute the Ionospheric delay

dion ¼ 40:3

f2

� �
TEC ð3Þ

where ‘f’ is carrier frequency, which can be either L1 (1575.42 MHz) or L2
(1227.60 MHz).

2 Geometry Based Mapping Functions

In order separate the electron density distribution in horizontally and vertically,
Shell approximation of the atmospheric layers is the general approach. The thin
shell approximation and thick shell approximation are the two shell based
approximation techniques which are significant in estimating the ionospheric
parameters.
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2.1 Thin Shell Approximation

The simplest model to define the effect of the ionosphere is to assume that the
ionosphere electron content is confined in a spherical layer of infinitesimal width
over the surface of the Earth. The maximum electron density is mainly located
between 300 and 500 km within which this thin layer is centered (Fig. 1).

The thin mapping function FIPP can be defined as:

FIPP ¼ 1= 1 � Re cos Eð Þ= Re þ hIPPð Þð Þ2
� �1=2

� �
ð4Þ

where ‘E’ is the elevation angle between the receiver and GPS satellite, ‘hIPP’ is
the height of the thin layer, this height is about 350–450 km and ‘Re’ the Earth’s
radius.

2.2 Thick Shell Approximation

The thick shell model is an improvement over the thin layer model, where the
ionosphere is confined to one spherical shell of finite thickness with a constant or
variable electron density. In this paper, thick shell approximation with constant
electron density is considered.

Consider a ray travelling along ionosphere with electron density ‘Ne’ with lower
and upper threshold heights at ‘h0’ and ‘h1’ (Fig. 2).

Fig. 1 Thin layer model with
receiver (Rx) and transmitter
(Tx)
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‘Fthick’ is the Mapping function of this thick layer model written as:

F thick ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Re þ h1ð Þ2 � Re cos Eð Þð Þ2

� �r
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Re þ h0ð Þ2 � Re cos Eð Þð Þ2

� �r

h1 � ho
ð5Þ

where ‘E’ is the elevation angle, ‘h0’ is the lower height, ‘h1’ is the upper threshold
height and ‘Re’ is the Earth’s radius.

3 Results and Discussions

The data of an IGS station NGRI Hyderabad is collected from SOPAC web site for
a typical day of 11th September 2014 and is processed using Converter software
tool to convert the data into RINEX format. The data is sampled at a rate of 30 s.

Figure 3 and 4 shows the variation of the thin shell approximation and thick shell
approximation mapping functions as a function of elevation angle and altitude for
Satellite SV2.

From Figs. 3 and 4, it can be observed that the both thick shell and thin shell
approximations are highly dependent on altitude for low elevation angles (<15°). It
can also be observed that thin shell approximation is more dependent on altitude
than thick shell approximation for low elevation angles.

From Fig. 5 it can be observed that for SV2 the maximum elevation angle is 70°
and minimum elevation angle is 10°.

The estimated ionospheric parameters of SV2 using thin shell approximation are
shown in Fig. 6. Using thick mapping approximation, the estimated range delay of
satellite SV2 is in between 6 and 24 m and the time delay estimated is ranging from
20 to 80 ns during its visibility period.

Fig. 2 Thick layer model
where Rx denotes the receiver
while Tx denotes the
transmitter
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Figure 7 shows the variation of the time delay and range delay of satellite SV2
using thin mapping function. From Fig. 7, with thin shell approximation, the
estimated range delay of satellite SV2 is in between 6.2 and 25 m and the time
delay estimated is ranging from 22 to 81 ns during its visibility period (Table 1).
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4 Conclusion

The two geometry based ionospheric models, the thin shell approximation and thick
shell approximation are investigated. These geometry based models simplifies the
estimation of ionospheric parameters such as TEC, range and time delay by con-
sidering uniform electron density in the line of sight of the satellite and receiver, in
which the vertical TEC depends only on the thickness of the shell. In thin shell
approximation, the electron density depends on horizontal position of the receiver
as the shell is of infinitesimal thickness and also heavily depends on the altitude for
lower elevation angles (<15°). In case of Thick shell approximation, the electron
density depends less on the altitude and more on the shell thickness. These two
ionospheric models are investigated using the data of a ground based receiver and
their performance can vary with Space based receivers and it is necessary to
investigate the suitability of these two models using the data due to space based
receiver.
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of the
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A Novel Proposal of Artificial Magnetic
Conductor Loaded Rectangular Patch
Antenna for Wireless Applications

K.B.N. Girish, Pani Prithvi Raj, M. Vijaya Krishna Teja, S. Anand
and D. Sriram Kumar

Abstract This paper presents a novel design of a rectangular patch antenna loaded
with artificial magnetic conductor designed for WLAN applications. The proposed
Artificial Magnetic Conductor (AMC) lends provision for operating at both the
popular ISM bands. However, here the antenna is designed to operate at 6 GHz with
a bandwidth of around 160 MHz which is suitable for the intended applications.
The antenna has been analyzed for its performance in terms of return loss and
VSWR. The performance of antenna loaded with the AMC is observed to possess
better properties in comparison to the one without AMC. AMC loaded antenna
shows 90.79 % improvement in VSWR at 6 GHz compared to its counterpart. For
better comparison, their respective directivities, gains and 3D polar plots have been
obtained and presented.

Keywords Rectangular patch antenna � Artificial magnetic conductor � 6 GHz �
Voltage standing wave ratio � Return loss � Directivity � Gain
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1 Introduction

In the present day antenna world, several leaps of advancements are made to
improve its directivity and gain. One of the most popular methods is to use the
artificial magnetic conductor. It is actually made up of the naturally occurring
materials but, the design of a unit of artificial magnetic conductor, its pattern of
repetition, thickness and several other factors will enable it to act as a meta-material
whose properties are not generally found in the naturally occurring materials. When
this artificial magnetic conductor (AMC) is placed instead of a plain ground plane,
the reflection of the electromagnetic waves from the antenna patch occurs without
any phase difference, that is, in-phase reflection occurs. Owing to this, the backward
radiation of the patch antenna is nullified and thus the directivity of the patch
antenna is significantly improved.

The usual rectangular patch antenna is used to verify the influence of the arti-
ficial magnetic conductor on the radiation characteristics. After a several investi-
gations of the possible structures for the artificial magnetic conductor an optimal
design, as proposed has been obtained. In this paper, we present the detailed
approach and study of the design and operation of the unit element of artificial
magnetic conductor.

Also, the operation of the antenna without artificial magnetic conductor is pre-
sented in order to compare the effect of using an artificial magnetic conductor
instead of a plain ground plane. Several previous works presents various designs of
artificial magnetic conductor. However, the present paper attempts to optimize the
size of a unit element. Besides, the choice of square shape enables the designer to
make a regular structural repetition in order to easily fit it behind the antenna
substrate.

This paper mainly focuses on the WLAN applications. There are several IEEE
standards set up to offer the operating band of frequencies for the wireless appli-
cations. Of them 2.4 GHz is the most prominent ISM band. However, with the
increasing number of devices operating at that band owing to its unlicensed
operation, the wireless devices experience and cause interference with other devices
operating at the same frequency. But the 5 GHz frequency band which stretches
from 5.15 to 5.825 GHz, is relatively free as there are only few devices operating at
that frequency. This paper presents a novel design for the artificial magnetic con-
ductor backed antenna which resonates in the ISM frequency band thus supporting
the WLAN applications. Several previous works have presented various designs for
antenna [1–6] and artificial magnetic conductor [7] in order to work at or around
6 GHz for using it in WLAN or WiMAX [8] or short range communication [9]. Part
of reference [10] presents the potential applications of 6 GHz frequency. Numerous
works [11, 12] also present innovative designs AMC loaded antennas also.
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2 Design of Antenna

The patch used in the present work is a rectangular patch antenna with a direct feed.
Figure 1 shows the design of the patch. A rectangle of 90 mm × 80 mm is used for
radiation. The width of the feed line is obtained as 1 mm after several iterations of
optimization. The equations for the design of the rectangular patch and the feed
width is suggested in reference [13]. The substrate is chosen as Rogers RT/duroid
6010 as it has high dielectric constant which enables the substrate to absorb min-
imum energy while the back waves get reflected at the artificial magnetic conductor
surface. This would add to the high gain and directivity obtained by the virtue of
using the artificial magnetic conductor ground plane. The properties of the substrate
are enlisted below:

• Relative permittivity = 10.2
• Relative permeability = 1
• Dielectric loss tangent = 0.0023

And the radiating patch and the AMC ground plane are chosen to be copper for
its good bulk conductivity and radiation capabilities.

3 Design of Artificial Magnetic Conductor

The physical dimensions of the designed artificial magnetic conductor are as
follows (Fig. 2).

Fig. 1 Dimensions of the
patch

A Novel Proposal of Artificial Magnetic Conductor … 469



a = 4.5mm b = 3.75mm c = 1.5mm

d = 0.75mm e = 4.5mm f = 5.875mm

g = 1.5mm

To study the characteristics of artificial magnetic conductor floquet port analysis
is used. The master/slave boundary condition is assigned to each pair of the
opposite side walls of the model. A Floquet port is placed above the structure and
embedded into the artificial magnetic conductor surface. Figure 3 shows the
refection phase curve of a normally incident plane wave. As it is evident, there are
two kinds of special points in the refection phase curve, namely, AMC points and
poles. AMC points are those frequencies where the refection phases are zeroes.
Those frequencies where the refection phases curve exhibits abrupt discontinuities
between −180° and 180° are denoted as poles.

Fig. 2 Dimensions of the artificial magnetic conductor

Fig. 3 Reflection phase plot
of the artificial magnetic
conductor
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UC-EBG (Uni-planar Electromagnetic band gap) structures are essentially
periodic frequency selective surfaces (FSS) [14, 15] printed on ground backed
dielectric slabs. They can be analysed by the equivalent LC-network associated
with the FSS. The analytical expression of the equivalent admittance YFSS (k, ω) of
the network is given by [16]

YFSS k;xð Þ �
jxCo x2 � xz1 kð Þ½ �2

� �
x2 � xz2 kð Þ½ �2

� �
. . . x2 � xzn kð Þ½ �2

� �

x2 � xp1 kð Þ� �2� �
x2 � xp2 kð Þ� �2� �

. . . x2 � xpn kð Þ� �2� � � jY � jY jej/y

ð1Þ

where

xp1 kð Þ\xz1 kð Þ\xp2 kð Þ\ � � �\xpn kð Þ\xzn kð Þ ð2Þ

Co is a constant independent on angular frequency x and the wavenumber k. xzn
and xpn are the nth zero and pole, respectively. The impendence ZFSS (k, ω) of the
network is the reciprocal of YFSS (k, ω), and is given by:

ZFSS k;xð Þ � 1
YFSS k;xð Þ �

e�j/y

Yj j � e�j/z

jY j ð3Þ

From Eqs. (1)–(3) two conclusions can be deduced,

(i) If xzðn1Þ\x\xpn ; Y [ 0;/y [ 0; hence/x þ/y\0
(ii) If xpn\x\xzn ; Y\0;/y\0; hence/x þ/y [ 0

From (i) and (ii), we can see that the phase is negative when the frequency is
lower than the pole, while it is positive when the frequency is higher than the pole.
So, there is sudden discontinuity in ZFSS (k, ω) curve at the pole. Since there exists
direct relation between phase of reflection coefficient and ZFSS (k, ω) there will also
be discontinuity in reflection phase curve.

4 Results and Discussions

The designed antenna with and without artificial magnetic conductor is separately
simulated in High Frequency Structure Simulator (HFSS) tool. A radiation box is
created which aids in the analysis of the antenna. The input port is defined as the
lumped port with 50 Ω impedance. After simulating, the VSWR and return loss of
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both antenna configurations are placed on a single plot respectively and compared
for the relative merits (Figs. 4 and 5).

From the plots above, the advantage of using the AMC is obvious. Without the
AMC the antenna designed would be unsuitable for the intended applications.
There are a lot of reflection losses in the antenna at the ground. However, when the
ground plane is replaced by the AMC, the back reflections at ground plane and the
surface waves are nullified and consequently the return loss S11 to be less that
−10 dB for a bandwidth of 160 MHz. Also, the directivity, gain and 3D polar plot
of the two configurations of antennas are obtained from the simulation and com-
pared as depicted by the Figs. 6, 7 and 8. The plots clearly indicate that the antenna
loaded with the AMC possesses a greater directivity and gain in a particular
direction. However, the antenna without AMC is omni-directional and of lesser
gain owing to high losses occurring due to the reflections at the ground plane.

Fig. 4 Return loss plot of
antennas

Fig. 5 VSWR plot of the
antennas
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In comparison to previous works, which are confined to use in frequency around
2.4 GHz this paper focuses on 6 GHz band which is widely employed in rapidly
growing technologies. The proposed design provides feasible solutions for imple-
mentation of WiMAX at 5.8 GHz. This constitutes under IEEE 802.16 series
officially called wireless MAN which offers attractive solutions in telecommuni-
cations (VoIP), IPTV, broadband communications, smart grid and metering.

In addition the proposed antenna is designed for application in vehicular com-
munication which is a rapidly emerging technology. This technology employs
802.11p standard known as Wireless Access in Vehicular Environments (WAVE).

Fig. 6 Comparing total directivity of antenna without AMC (a) and antenna with AMC (b)

Fig. 7 Comparing total gain of antenna without AMC (a) and antenna with AMC (b)

A Novel Proposal of Artificial Magnetic Conductor … 473



Though much of research is dedicated to development of effective protocols for
V2V systems, the proposed antenna is aimed to meet design aspects of the antenna
system.

5 Conclusion

This paper presents a novel design for the AMC loaded antenna which operates at
around 6 GHz for the WLAN applications. The design and simulation of the patch
and AMC have been done in HFSS and the advantage of using AMC ground plane
is established from the VSWR and the return loss plots. Also, for a better com-
parison, the directivity, gain and 3D radiation polar plots have been put forth. Thus,
from this presentation, it is evident that the use of AMC as the ground plane
enhances the gain and directivity of the antenna.
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Design of Dual Band Labyrinth Slotted
Rectangular Patch Antenna for X Band
Applications

K.B.N. Girish, Pani Prithvi Raj, M. Vijaya Krishna Teja,
S. Anand and D. Sriram Kumar

Abstract This paper presents the design of a Labyrinth shaped antenna, with a
dual operating frequency of 9 and 11 GHZ in the X band region. The structure
being designed has an impressive Voltage Standing Wave Ratio (VSWR) of 1.38 at
the operating frequency. As the X band demarcation of the microwave radio region
is widely used in numerous communication based applications, the antenna being
presented in this work gives us a viable alternative that can be used with an
impressive performance in this region of microwave radio. Rogers RT/duroid 5880
(TM) is used as the substrate material. The Voltage Standing Wave Ratio (VSWR)
plot obtained has been examined and elaborated in the subsequent sections of the
paper.

Keywords Micro strip � Antenna � X band � Voltage standing wave ratio
(VSWR) � Return losses � High frequency structure simulator (HFSS) � Rogers
RT/duroid 5880
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1 Introduction

The X band segment of the microwave radio region of the electromagnetic spec-
trum is widely used in the present day scenario for a number of communication
based applications such as satellite communication, terrestrial communication and
networking and radar applications. In our work, we have come up with a micro-strip
patch antenna designed at an operating frequency of 9 and 11 GHz that lie well
within the X band frequency assortment. There are a number of research works
going on in the X band segment, as this frequency range offers a wide array of
commercial and military applications.

The Rogers RT/duroid 5880 (TM) [1] substrate being used here is a poly tetra
fluoro ethylene (PTFE) composite reinforced with glass microfiber. These micro-
fibers, being randomly oriented, enhance the reinforcement benefits in the direction
most essential to the final micro-strip based circuitry application. Also, this sub-
strate possesses several other advantageous properties such as low moisture
absorption, strong chemical resistance, and uniform electrical properties over dif-
ferent frequencies, making it indispensable in the design of a micro-strip patch
antenna.

The concise dimensions used in the design of the antenna, makes it advanta-
geous. The elaborate descriptions of the various dimensions used in the patch
antenna have been mentioned in the succeeding sections of the paper. Also, the
subsequent sections of the paper have carried out elaborate analysis of the various
reflection parameters of the intended antenna.

The present paper is organized in the following flow. The Sect. 2 which follows,
primarily discusses the works of previous researchers pertaining to the development
and applications of patch antenna using various innovative developments.
Following this, Sect. 3 focusses on the design aspect of the proposed antenna. The
section is organized to first present the general formulae used for designing an
antenna and then about the design of antenna proposed in the present work.
Section 4 analyses the results obtained while the Sect. 5 draws major conclusion of
the proposal.

2 Previous Works

Almost all the works being carried out in this area of micro strip antenna, involves
dual band characteristics, as it offers the advantage of tuning the antenna at two
different frequencies in the limited frequency spectrum available.

One of the recent works [2] involved designing a dual band Micro strip antenna
for the Global Positioning system (GPS) applications. In this work [2], different slot
shapes were loaded with different patches of the same dimensions, making it
appropriate for GPS applications. In [3, 4] different alphabetical shapes were used
in the design of micro strip antenna. In [3], a dual band E shaped micro strip
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antenna that can be used for different applications was designed, with impressive
gain and directivity. The simulations here were carried out using IE3D tool. The
work [4] involves design of a U shaped slot on a patch antenna, fed by a broadband
electromagnetic coupling probe called L-probe. Also, there are other works [3, 5–7]
designed on similar lines, involving different applications such as ultra wideband
applications, genetic optimization algorithm based applications and so on. Work [8]
involves design of CPW fed slot antenna for use in wideband WLAN applications
with variations in length and width of slot used for creating wideband of about
1.6 GHz. The influence of human body on UWB channel is investigated in [9] and
results about the path loss and delay spread have been reported. The behavior of
UWB antenna in a WBAN has also been presented in [10]. Moreover, a UWB
antenna for a WBAN operating in close vicinity to a biological tissue is proposed in
[11].

3 Design of the Micro Strip Patch Antenna with Slots

Based on simplified formulae, practical design steps of micro strip antenna are
outlined from [12].

For the antenna to be efficient radiator, width formulated as

W ¼ 1
2fr

ffiffiffiffiffiffi
l
�
e�

q
ffiffiffiffiffiffiffiffiffiffiffiffi
2

erþ 1

r
ð1Þ

where fr stands for the resonant frequency of operation and �r standing for relative
permittivity. Effective dielectric constant of the antenna is calculated as

eeff ¼ 2 rþ 1
2

þ 2 r � 1
2

1þ 12
h
W

� ��1=2
ð2Þ

where h is the height of the substrate. Once width and effective dielectric constant
of antenna are designed, length of the patch is determined by

L ¼ 1
2fr

ffiffiffiffiffiffiffiffiffiffi2 eff
p ffiffiffiffiffiffiffiffi

l 2p � 2ML ð3Þ

where

DL ¼ 0:412h
2 eff þ 0:3ð Þ W

h þ 0:264
� �

2 eff � 0:258ð Þ W
h þ 0:8
� �

 !
ð4Þ
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An inset feed that is recessed by a distance y can be used to effectively match the
patch antenna using micro strip line feed. Using this technique the resonant input
feed can be changed accordingly (Fig. 1).

Rinðy ¼ y0Þ ¼ 0:5
G1 � G12

cos2
p
L
y0

� �
ð5Þ

G1 ¼
1
90

W
k0

� �2
W � k0

1
90

W
k0

� �2
W � k0

8><
>: ð6Þ

where G1, G12 are conductance and mutual conductance of rectangular microstrip
patch and Rin is real part of total resonant input impedance. ‘y’ stands for the length
of recession of the feed into the patch.

The plus (+) sign is used for modes with odd (anti-symmetric) resonant voltage
distribution beneath the patch and between the slots while the minus (−) sign is
used for modes with even (symmetric) resonant voltage distribution.

The mutual conductance is defined, in terms of the far-zone fields, as

G12 ¼ 1
120p2

Zp

0

sin
k� W

2 cos h
� �
cos h

2
664

3
775
2

J� ðk� L sin hÞ sin
3 hdh ð7Þ

J0 is the Bessel function of the first kind of order zero.
The maximum value of Rin occurs at the edge of the slot (y0 = 0) where the

voltage is maximum and the current is minimum; typical values are in the 150–300
ohms. The minimum value (zero) occurs at the center of the patch (y0 = L/2) where
the voltage is zero and the current is maximum. As the inset feed point moves from
the edge toward the center of the patch the resonant input impedance decreases
monotonically and reaches zero at the center. When the value of the inset feed point
approaches the center of the patch (y0 = L/2), the cos2(πy0/L) function varies very
rapidly; therefore the input resistance also changes rapidly with the position of the
feed point (Fig. 2).

Fig. 1 Recessed micro strip
line feed
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In the above figure depicting the design of the antenna, the various dimensions
(in mm) are as follows:

L1 = 41.37, L2 = 27 mm, L3 = 42.49 mm, W1 = 49.41 mm, W2 = 42 mm,
W3 = 18.8 mm.

The substrate used in the design of the above antenna is Rogers RT/duroid 5880
(TM). This substrate has a relative permittivity of 2.2 and relative permeability of 1

Fig. 2 Schematic of proposed antenna design

Fig. 3 VSWR plot against frequency
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and a loss tangent of 0.0009 [1]. This substrate has been chosen, on account of its
salient features as elaborated in the introduction. The radiating patch is made up of
copper.

4 Results and Discussions

The simulation of the above design was carried out using the High Frequency
Structure Simulator (HFSS) Tool. The results show that the antenna operates at two
distinct frequencies of 9 and 11 GHz with a Voltage Standing Wave Ratio (VSWR)
(Fig. 3) of 1.38 and return loss of −16 dB. This acceptable value of the VSWR
ensures good performance of the antenna at the two operating frequencies.

Since, the operating frequencies fall within the X band region, this antenna can
be used for various applications such as electron paramagnetic resonance
(EPR) spectrometers, motion detectors, terrestrial communications and networking,
satellite communications and radar applications. Also it is widely used by the
military in radar applications including continuous-wave, pulsed, single-
polarization, dual-polarization, synthetic aperture radar and phased arrays.
X-band radar frequency sub-bands are used in civil, military and government
institutions for weather monitoring, air traffic control, maritime vessel traffic con-
trol, defense tracking and vehicle speed detection for law enforcement.

The return loss plot shows that the bandwidth around the two operating fre-
quencies is found out to be approximately 1 GHz. This larger bandwidth causes the
signals to be spread thinly over a wide bandwidth resulting in extremely low power
spectral densities leading to Low probability of intercept (LPI) and low probability
of detection (LPD) that are very commonly used in military applications.

The previous works mentioned earlier focused mainly on development of dif-
ferent antenna structures for use in ISM band or in X-band for wearable medical

Fig. 4 Return loss plot against frequency
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gadgets. But in this paper we present a simple antenna design in X-band for use in
communication and military applications. The proposed antenna has approximate
bandwidth of about 1 GHz which can be used in low power spectral density
applications involving traffic control in air, water and defense tracking (Fig. 4).

The Fig. 5 depicts the radiation pattern obtained in terms of its high directivity
and gain of the proposed antenna, thereby suggesting its promising utility.

5 Conclusions

Thus, a micro strip patch antenna with slots has been designed, operating at fre-
quencies of 9 and 11 GHz with a bandwidth of around 1 GHz. The Voltage
Standing Wave Ratio (VSWR) was found out to be 1.38. The structure has been
simulated using the HFSS tool and the VSWR plot obtained has been analyzed and
discussed. The applications of the antenna in the two frequencies have been dis-
cussed in the above sections.
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Implementation and Analysis of Ultra Low
Power 2.4 GHz RF CMOS Double
Balanced Down Conversion Subthreshold
Mixer

P.S. Harisankar, Vaibhav Ruparelia, Mayank Chakraverty
and Hisham Rahman

Abstract This paper discusses the design of a 2.4 GHz operated, ultra-low power
CMOS down-converting active mixer based on double balanced Gilbert-cell
resistor-loaded topology fabricated in standard 180 nm RF CMOS low-power
technology. All the MOS transistors of the mixer core have ideally been biased to
sub-threshold region. Consuming only 500 μW of DC power using 1.0 V supply
and minimal LO power of −16 dBm, this mixer demonstrates a simulated power
conversion gain of 17.2 dB with Double Side Band (DSB) noise figure of 13.3 dB.
With the same DC power dissipation and LO power, −11.7 dBm IIP3 and
−20.1 dBm 1-dB point have been obtained as discussed in the paper. Pre-layout and
post layout simulation results match very well. The ultra-low power consumption of
the proposed mixer due to subthreshold region of operation and lower local
oscillator power are the advantages of this subthreshold mixer.
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1 Need for Low Power Mixers

To meet the stringent requirements of extending the battery life of latest wireless
transceivers, there has been lot of research on novel low-power RF circuits.
Frequency down-conversion mixer is one of the key RF front-end blocks, which
consumes significant power while converting the RF signals to the baseband
domain. In order to reduce power consumption, many novel RF CMOS mixer
topologies, like circuit-stacking have been proposed [1–4]. However, these
topologies require higher power supply voltages due to stacking of FETs and also
require ideal AC ground and therefore require large-sized capacitors. Also,
Cascode-mixer implementation have been proposed by [5, 6], whereby PMOS
transistors are stacked on NMOS transistors. However, this topology can cause
device breakdown and large power dissipation, due to high (1.8 V) dc supply.
High-Q passive components in the (LC) tank [7] and transformers [8] can also be
used to reduce the power dissipation. However, these approaches will increase the
chip area and fabrication cost. Also, the band pass response of the transformer
results in a smaller 3-dB bandwidth. As proposed in [9], the RF input can also be
applied to the Body terminal of FET, which will avoid FET-stacking and allow
lower supply voltage. The disadvantage of this approach is that, it requires a
twin-well technology, wherein the back-gate coupling and other device-related
parasitic diodes/capacitances are modelled accurately. Thus it is difficult to achieve
low power CMOS RF mixer, without degrading other specifications or increasing
cost. This paper proposes an active RF mixer design, wherein MOS transistors are
biased in weak-inversion region. The advantage of this topology is significant
reduction in DC power dissipation, without using large power supply voltages or
expensive passive components.

2 The Gilbert Cell Multiplier Based Mixer Topology

Double balanced mixer topology is the most popular and simple active mixer
topology, which is also called Gilbert cell multiplier. A simplified gilbert cell
consists of three parts: gm-stage, switching stage and load stage. The principle of
operation of mixer is multiplication of two time domain signals, which is effectively
addition or subtraction in frequency domain. In gilbert cell, multiplication operation
is based on switching of RF current by LO voltage.

Figure 1 shows the schematic of an active RF mixer called CMOS Gilbert Cell
multiplier. The small signal RF and LO signal voltages are denoted by VRF and
VLO. The dependency of these voltages on output current and voltage is given by
the following expressions.
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DI ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðKxKyÞ

q
VxVy; Vo ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðKxKyÞ

q
RLVxVy ð1Þ

Where

Kx ¼ lnCox
W
L

� �
1�4

Ky ¼ lnCox
W
L

� �
5�6

From these equations, it is clear that the conversion gain of the mixer directly
depends on load and transistors’ aspect ratios. Differential output current is basi-
cally the modulated signal that varies proportional to the variation in VRF and VLO.
This type of topology requires stacking of transistors and load stage, which leads to
higher power supply.

3 MOS Transistors in Subthreshold Regime

Inversion region of MOS transistors is classified into weak inversion, moderate
inversion and strong inversion. This section of the paper deals with the behavior of
MOS transistor in subthreshold region, also called weak inversion region. This
region of operation of MOS transistors requires very low gate voltages. Small
variations in small signal voltage at gate produce huge variations in small signal
current compared to subthreshold region of operation. Strong inversion model of
MOSFET makes an assumption that the charge in the channel, when the gate

Fig. 1 Gilbert cell multiplier
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voltage drops below the threshold voltage, goes to zero. But in reality, this is not
true and charge density in the inversion region drops exponentially with decrease in
gate voltage.

The current equation of MOS transistor operated in subthreshold is modeled as

ID ¼ Io
W
L
exp

kVG � VSð Þ
UT

1� exp �VDS

UT

� �� �
ð2Þ

where I0 is the subthreshold current at VGS ¼ VTH and it is defined for NMOS as

Ion ¼ 2lnC
0
oxU

2
T

k
exp � kVTon

UT

� �
ð3Þ

where k (kappa) is called the gate coupling coefficient and it represents the coupling
of the gate to the surface potential:

k ¼ Cox

Cox þCdep
ð4Þ

The significant difference between subthreshold and saturation mode of opera-
tion of MOSFET is that the drain current varies as VGS increases. In subthreshold
region of operation, current varies exponentially with respect to gate voltage.
Whereas in active mode, drain current and gate voltage demonstrate a quadratic
relationship. The relationship is evident from the plots in Fig. 2. The voltage
headroom required for circuits is very low when transistors are biased in sub-
threshold regime, which results in lower power supply requirements and reduction
in DC power dissipation. Smaller local oscillator signal power requirements for the
subthreshold mixer due to sharp switching of transistor provides an additional
reduction in DC power consumption of signal generation blocks like VCO, PLL,
etc., which generates the local oscillator signal.

Fig. 2 Id-Vgs for transistor operating in saturation (left) and sub-threshold (right) regions
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4 Mixer Implementation and Parameter Considerations

4.1 Mixer Implementation

Figure 3 (left) shows the proposed double balanced mixer, which is also well
known as Gilbert cell mixer. In this topology, both local oscillator and RF signals
are fed in differential modes. Differential mode of operation suppresses all even
order harmonics of both LO and RF signals and leads to better isolation and
linearity.

Figure 3 (right) shows the comparison of transfer characteristics of a normal
sized transistor with a width W1, operating in super-threshold region against a
reasonably wider transistor of width W2, which operates in subthreshold region. In
super-threshold region of operation, the drain current is subjugated by drift current
and results in a square dependence of gate voltage on drain current. In subthreshold
region, due to dominant diffusion currents, the drain current exhibits an exponential
dependence on gate voltage. Therefore, the gm/ID ratio required for the saturation
mode mixer can be achieved in subthreshold mixer with larger transistor widths and
lower drain currents. Therefore, it may be concluded that using oversized MOS
transistors operated in subthreshold region is one good way of reducing the power
dissipation of mixer. The transconductance stage of the mixer consisting of tran-
sistors M1 and M2 amplify the received RF signal and converts it into current. The
transistors M3 to M6 are the gilbert cell switching quad. The purpose of switch quad
is to modulate the current provided by the transconductance stages. These sub-
threshold switches have an upper hand over the switches used in conventional
mixers in the context of steeper switching slope and correspondingly higher con-
version gain. The conversion gain of the mixer is given in the equation below,
where gm is the transconductance of transistors M1 and M2 and Rload is the load
resistance, which converts the modulated RF currents into voltages.

Fig. 3 Proposed mixer schematic (left) and ID-VGS for various widths (right)
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G ¼ 2
p
gmRload ð5Þ

Poly resistors are used as load resistances, because they exhibit higher resistance
and lower flicker noise. In the proposed design, Cload is added along with load
resistor, which acts as an LPF and its cutoff value is chosen in a way to avoid
2.4 GHz leakage component and 4.81 GHz (fRF + fLO) frequency components.
The CS output stages are used as buffers which augments the conversion gain and
offers a 50 Ω wideband matching over a bandwidth of 2.4 GHz by an appropriate
choice of the load resistor (RIF). Its effect of loading on switching stage is also very
minimal due to high input impedance of CS stage and coupling capacitor (CC)
between them. The design parameters are tabulated as shown Table 1.

DC bias voltage of the transistors is fed through series RC network with output
taken across resistor, which acts like HPF to filter out unwanted lower frequency
components at the input ports. The HPF cutoff frequency has been chosen such that
fHPFI <<< fRF or fLO at input ports and fHPFO <<< fIF at output ports. There are four
input terminals (two RF signals and two LO signals) and two output terminals for a
double balanced mixer. Differential signals are generated using active BALUNs
(Balanced Unbalanced Transformers). Matching is provided only to the single
ended signal before baluns. Matching is done for 100 Ω, such that balun splits the
impedances seen by ports to 50 Ω. Matching network also considers the impedance
provided by the baluns.

4.2 Mixer Parameter Selection

Frequency Selection

This mixer is used to operate in ISM band. Hence, the RF frequency is selected as
2.41 GHz. We followed the ZigBee protocol and chose 2.4 GHz band of operation.
2.4 GHz band varies from 2400 to 2483.5 MHz with 16 channels and has a
separation of 5 MHz IF frequency is selected based on the available channel band
width and value is chosen as 10 MHz. Local oscillator frequency is selected as
fLO = fRF + fIF = 2.4 GHz.

Signal Power Selection

RF signal power: Sensitivity of ZigBee transceiver is −85 dBm, it’s the minimum
signal level that the transceiver can recognize as input. The maximum signal level
that the receiver can withstand has been reported to be −20 dBm. In the receiver
section, the mixer is preceded by LNA. Minimum and maximum signal levels that
can be available to the mixer are:

Minimum signal level = Sensitivity + Gain of LNA
Maximum signal level = Maximum affordable input level + Gain of LNA
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Gain of LNA is chosen as 15 dB = 45 dBm. Hence, the possible input range is
−40 to 25 dBm. RF signal power has been chosen as worst case value of −40 dBm.

LO signal power: It is chosen by sweeping conversion gain over a feasible range
of LO power as shown in Fig. 4 (left) below and the value where conversion gain
gets maximum has been selected. The proposed mixer shows maximum gain at
lower local oscillator power of −13 dBm. This is the main advantage of sub-
threshold mixer when compared to mixers operating in saturation mode.

Power Supply Selection

Power supply is selected by simulation of conversion gain versus power supply.
The plot for conversion gain is almost constant from 1.0 to 1.8 V. Hence, we chose
VDD as 1.0 V. Figure 4 (right) above shows the variation of gain with supply
voltage reduction. From this, we can observe that the conversion gain of the mixer
is almost constant through the range of 1 to 1.8 V. Whereas, when the supply
voltage goes below 1 V, the structure attenuates the signal.

5 Simulation Results

5.1 Plots for Subthreshold Mixer with Output Buffer

Transient Analysis

Figure 5 demonstrates the transient simulation results of the proposed mixer. The
first signal indicates the output IF signal (VIF = VIF+ − VIF−) of voltage level 20 mV
and its frequency is 10 MHz; Next two waveforms are input RF and LO signals
respectively. The input RF signal is chosen as 2.41 GHz and its signal level is
−40 dBm (*2.5 mV); the local oscillator signal is 2.4 GHz and its signal level is
−13 dBm (*400 mV). From the figure, it is clear that the power conversion gain

Fig. 4 Conversion gain versus local oscillator power (left) and VDD (right)
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and voltage conversion gain are matching, which indicates that the input and output
ports of the mixer are properly matched to 50 Ω.

Voltage Conversion Gain Versus RF Signal Frequency and Versus IF Signal
Frequency (Swept PSS with PXF)

To demonstrate high frequency performance, conversion gain has been measured
while RF signals were simultaneously swept to obtain down-conversion gain as a
function of RF frequency. The Fig. 6 (left) shows a down conversion gain of
13.7 dB at an RF input frequency of 2.41 GHz. The Fig. 6 (right) shows the plot of
voltage conversion gain plotted against IF signal frequency.

IIP3 Calculation (QPSS)

The IIP3 has been measured by applying a two tone test while sweeping the LO
frequency and maintaining a constant RF frequency of 2.41 GHz. The Fig. 7 shows
input referred third order intercept point, IIP3, of −8 dBm. This value can be
considered as moderately good compared to mixers that will be operated in

Fig. 5 Transient analysis

Fig. 6 Voltage conversion gain versus RF frequency (left) and IF frequency (right)
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saturation region. This problem can be alleviated by applying non-linearity
improvement techniques proposed with a tradeoff between gain and noise figure.
The output 1 dB compression point measured at an IF output frequency of 10 MHz
has been found to be −17 dBm which is 9 dBm less than IIP3.

Fig. 7 IIP3 calculation

Fig. 8 SSB and DSB noise figure
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SSB and DSB Noise Figure (PSS and PNOISE)

Figure 8 shows Single side band (SSB) and Double side band (DSB) noise figures
as a function of IF output frequency. The proposed mixer has a SSB noise figure of
15 dB and a DSB noise figure of 11.97 dB.

6 Conclusion

This paper presents an ultra-low power down conversion subthreshold mixer
operating at 2.4 GHz for ZigBee transceiver applications and has been implemented
in standard 0.18 μm RF CMOS technology. The subthreshold region of operation of
the proposed mixer helps in achieving reduced DC power consumption of 500 uW
under 1.0 V power supply as well as lower LO signal power of −13 dBm. The
oversized transistors used in transconductance and switch quad stages help to
achieve lower current and higher gm values. This proposed mixer achieves a higher
power conversion gain of 17.2 dB with a reasonable DSB noise figure of 13.3 dB.
This subthreshold mixer has better overall performance than conventional mixers
operating in saturation mode. Linearity of the proposed mixer can further be
improved by either increasing bias current or by introducing degeneration inductors
and cross coupled capacitors. Noise figure can further be increased by adapting
current bleeding techniques. Further power reduction in the proposed mixer can be
obtained by choosing advanced RF CMOS technology nodes.
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TDMA Based Collision Avoidance
in Dense and Mobile RFID Reader
Environment: DDFSA with RRE

K.R. Kashwan and T. Thirumalai

Abstract Densely deployed mobile RFID readers are bound to have collisions and
interference due to inherence limitations. In this paper, authors have addressed the
reader to reader collision using modified similar frame slotted ALOHA technique,
called Dynamic Demand-oriented Frame Slotted ALOHA (DDFSA) based on a
deterministic approach to avoid the collision. The readers form discrete adhoc
network autonomously and resources are distributed using the super frame. The
frame size can dynamically change according to number of adjoining readers in the
network. Readers can play a role of master, backup, participating or hanging node
in the network. At the start of super frame resources are allocated. The redundant
reader is eliminated using reader capability. The master disseminates the frame plan
and resources. This improves the network throughput by reducing number of
readers and utilizing all the times slots. The simulation tests results, using
omnetpp+ software, show that resources are utilized up to 98 % with system effi-
ciency at 99 % and nil unused time slots.

Keywords RFID reader � Tag � Anti collision � TWA � Multi channel � RRE �
DDFSA � LBT � BAN

1 Introduction

Radio Frequency Identification (RFID) comprises of a reader and a tag which are
called interrogator and transponder respectively. The tags can be of two types. First
is active tag which is self powered and the second is passive tag, which receives
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energy from reader while backscattering the data for communicating with reader.
The readers can read tag data even without in-line-of-sight communication. It then,
forwards the data to central server. The RFIDs have wide applications in the areas
of supply chain, security system, hospital management, body area network, internet
of things (IOT) and indoor locating systems. RFIDs can be integrated with sensor
networks easily. Assembly area and supply chain may have static and pre planned
installations of RFID systems.

The classification of RFIDs is normally based on the frequency of operation and
distance range. The regulatory authorities of respective countries govern the
operations of RFID. The frequency of operations in range of 125–134 kHz is called
low, 13.56 MHz is high and 860–960 MHz is called Ultra High Frequency (UHF).
The frequency of operations in range of 2.48, 5.72 and 5.85 GHz are all called
microwave frequency range. The UHF band passive tags find wide applications due
many advantages [1]. EPC global Class-1 Gen-2 specifies the standards to be
adopted for compatibility amongst customized RFID products [2]. The readers
share the common wireless channels allowed for ISM applications. The readers may
interfere with tags or with each other leading to degraded data communication.

The RFID system may suffer by three types of interferences. Tag to tag interfer-
ence, reader to tag interference and reader to reader interference. Tag to tag inter-
ference happens whenmultiple tags tries to respond to a query from a reader. It causes
collision. A technique called singulation is performed to avoid collision amongst
multiple tag’s response using Framed slotted ALOHA and binary tree walking
algorithms [3]. Reader to tag interference happens if more than one reader tries to read
the same tag located within reading range of both readers. The EPC global Class-1
Gen-2 standard provides guidelines for different frequency channels for reader to tag
(forward) and tag to reader (reverse) communication. It addresses the issue of reader
interference with tag’s response. However the hidden terminal problem persists
wherein tag may not respond to a specific reader for a query. Frequency hopping and
TDMA schemes are promising solution for avoiding collision.

Figure 1a and b show the reader to tag interference with read range overlapping
and non overlapping cases respectively. Figure 1c shows reader to reader

Fig. 1 Interference a reader to tag for overlapping of read range, b reader to tag for
non-overlapping of read range, c reader to reader interference
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interference. The overlapping leads to hidden terminal problem. Figure 1a and b
show that readers R1, R2, R3 read the same tag which is located in common read
range or interference range. The reader to reader collision occurs if a reader which is
not in its read range interfere the function of wanted reader as shown in Fig. 1c.
Reader to reader collision also occurs if a reader reads a tag in its read range, while
the other reader interference is stronger than backscattered energy of tag as shown
in Fig. 2a.

2 Literature Review on Existing Work

A number of protocols have been developed for collision problem in RFID using
multiple access techniques like TDMA. Each technique has a few limitations and
advantages. The reader to reader anti-collision protocols are classified as shown in
Fig. 2b. A few of protocols improve the frame utilization by adopting Redundant
Reader Elimination (RRE) [4] and dynamic frame size [5]. Better utilization of time
slot leads to reduced collisions. Another technique concentrates on a layered
elimination optimization technique to reduce collision [6, 7]. NFRA neighbor
friendly reader anti-collision is a server based anti-collision algorithm using
TDMA. There are many other techniques employed to minimize reader collisions
based on probabilistic models. These, however, can address the collision only after
occurrence of collision

The TDMA based technique is used to avoid reader collision [8] by allotting
randomly different colors and time slots for each reader trying to communicate
simultaneously. Distributed collision avoidance protocol uses only one data channel
[9]. It does not address reader to reader interference. The multi channel MAC is
another form of distributed collision avoidance protocol, which uses control
channel for exchange of data packets [10]. For multi-channel MAC the range is set
such that reader can communicate through control channel. The EPC global class-1
Gen-2 uses odd channels for tag communication and even channels for reader
communication [11]. Hierarchical queue learning algorithm is used for networks. It

Fig. 2 a Transmit power of 1 W and 6 dBi antenna (assumed) show that the interference range
can affect read range and b the hierarchical tree of RFID anti collision protocols
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is based on reinforcement learning [12]. It adoptively learns the readers’ collision
patterns; however, it is not efficient for reader to tag collision. Anti-collision mobile
RFID [13] is an improvement over PDCS [14]. The total number of time slots is
controlled within a frame. The frame size is based on the number of readers in its
interference range [15, 16].

3 Proposed Work

In this paper, DDFSA with RRE is proposed to reduce the collisions while trying to
improve the network performance and utilization ratio. It is assumed that there is no
centralized control on readers and the topological distribution of readers and tags is
not considered and that the reader-tag communication is not homogeneous. The
transmission range of a reader is shorter than interfering range. The proposed work
involves notification and setting up the node status. It also involves resource
allocation, synchronization, exchange of information and redundant reader elimi-
nation. It is based on TDMA frame consisting of multiple time slots. A time slot is
assigned for Reader to Reader (R-R) and Reader to Tag (R-T) communication, as
shown in Fig. 3.

The super frame as shown in Fig. 3 has multiple frames and at the start of super
frame. The master starts sending frame plans and information to neighboring
readers. In a dense reader environment the readers form a discrete adhoc network
with ID. An adhoc network consists of master reader, back up reader, participating
reader and others are hanging readers. The reader does not have MAC or IP address
but has UPC/EPC or product serial number, of size 24 bits or more. Based on EPC
each reader is assigned a temporary identification (TID).

The first reader enters the zone of consideration and act as a master with TID1.
The next reader entering the network assumes backup master role with TID2. The
subsequent readers may act as participating. If no EPC is heard, the reader sets its
ID and start acting as master. The master maintains a table consisting the list of
TIDs and their allotted resources, control flags, status flags etc. It updates and
copies to back up regularly. Based on the number of readers in the zone the master

Fig. 3 Block diagram of super frame architecture
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distributes the frame plans to other readers for communication round. The reader
can demand for additional resource in case of multiple tags. It can also relieve the
resource if there are no tags to read. The reader is a part of network and if it is
redundant it notifies the same to master for surrendering the resource.

The reader redundant elimination (RRE) works as follows. Figure 4a shows the
normal readers participating in network and their tags’ range coverage. After RRE
is implemented, as shown in Fig. 4b, the readers R1 and R3 becomes redundant and
are eliminated from the network. This facilitates less resource consumption, less
contention and spatial separation aiding less interference. A reader maintains a table
of tag IDs in its range for query round and is ready to be read. In a server control,
this information is communicated to central server for further command and pro-
cess. In new proposal, the matching tag IDs with neighboring readers in the net-
work are checked for during the reader’s home communication slot. If the IDs
match, it declares itself as redundant reader and notifies the master for surrendering
the resource allotted to it. The reader then waits for a new tag to arrive and request
master during super frame for resource allotment. The proposed autonomous net-
work formation is shown in Fig. 5a. The anti-collision algorithm consists of initial
contention and three cases. The first case is no echo, second one echo and third case
is multiple echoes.

Fig. 4 a Readers R1 and R3 are found redundant. b Readers R1 and R3 are eliminated

Fig. 5 a Discrete adhoc network formation by readers and b failed interrogation results
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3.1 Case 1

It is assumed that initially, all reader start sending keep alive packets periodically
during reader to reader communication. If there is no echo received by a reader then
the reader sets its ID as TID1 and acts as master. If a collision is heard then it waits
for time Twait. It is given by Eq. (1). If two readers happen to have the same Twait

then the reader having higher EPC sets its own ID as TID1 and acts as a master.

Twait ¼ e mod n ð1Þ

where e is EPC/UPC number and n is the number of adjoining nodes or collisions
detected. This ensures that the number of contention slots is less than the number of
readers participating in contention during initial setup.

3.2 Case 2

Reader hears only one echo, TID1. Then ID is set as TID2 and the reader acts as
backup master. Only if TID2 is heard, then the network is formed. It sets its TID as
TIDMAX + TIDGAP + 1 and acts as a hanging node.

Only TID > TID2 is heard, then it sets its ID as TIDMAX + TIDGAP + 1 and acts
as hanging node. These nodes copy the resource table, parameters from the heard
TID. These can communicate in the slots other than the entry allowed for heard
TIDs, till TID1 is heard.

3.3 Case 3

If multiple echoes having only EPCs are heard then collision contention and set up
of master state is done similar to Case-1. If only TID1 and remaining EPCs are
heard then set ID as TID2 and act as back up master. If both TID1 and TID2 are
heard apart from other TIDs or EPCs then set as participating node
(TID = TIDMAX + 1), wait for master to distribute frame plans and run query
process. If there is no TID1 but only TID2 and remaining other TIDs/EPCs are
heard, then set TID as TIDMAX + TIDGAP + 1 and act as hanging node till hearing
TID1. The echoes consists only TID > TID2 with or without EPCs, then the
hanging node activity is performed.

The participating readers keep on setting TIDs as TIDMAX + 1, whereas the
hanging nodes set IDs as TIDMAX + TIDGAP + 1 and notifies through the adjoining
readers. Any reader leaving the network in middle other than master and backup
carries NID and it does not sense keep alive packets. The master empties the
corresponding entry in the table. This creates a temporary gap in TID table and
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TIDTEMP flag is set to indicate that there is a vacant TID in table, which should be
utilized by the next participating node. Similarly if a hanging node leaves in the
middle, then THGAP flag is set to notify the participants. THLimit is set to indicate
that the hanging nodes joining the network in nested fashion has reached the ID
limit specified and free to set their IDs. The adhoc network is formed as illustrated
in Fig. 5a, wherein various ID assignment and node movements are shown.

4 Simulation and Result Analysis

The simulation tests are performed on OMnetPP++ on windows 7 platform on a PC
system. A field of 500 m2 area is chosen with densely populated 250 readers and
5000 tags distributed over it. The readers’ mobility is set to follow a random path.
A simple path loss model is employed. For experiments, 15 frequency sub-bands
are selected with a simple hopping sequence model. The performance comparison is
carried out with existing protocol, TDMA representative Colorwave, DiCa,
McMac, AC-MRFID, and NRFA. The Transmission range is set at 4 m and the
interference range is kept at 20 m. Various simulation comparison parameters of
frame utilization, throughput, system efficiency, network overheads and interro-
gation time with competitive protocols are observed and studied for result analysis.

The simulation result of interrogation failed is shown in Fig. 5b. This indicates
the number of failed interrogation if the readers joining the network increase.
Colorwave, Dica, McMac shows a steady increase in failed interrogation, while
NFRA and newly proposed algorithm for this research work shows steady state
irrespective of number of readers in network. Figure 6a shows the overheads and
the number of message exchanges between readers during contention and interro-
gation period. The McMac shows higher overheads and other protocols show
comparatively less overheads. The proposed algorithm consumes high overheads,
but less compared to McMac, if the number of readers increases in the network.
This indicates tight time synchronization and healthy network function. Other
algorithms include message exchanges between readers and central server and
message exchanges are also adopted amongst readers.

Result in Fig. 6c shows the total interrogation time for all readers in network,
assuming that each reader has to identify equal number of tags within range. The
McMac and DiCa have high collisions, keeping their interrogation time less even
though the number of readers increases. NFRA avoids total collision but if the
number of readers increases in the network the interrogation time also increases
exponentially. DDFSA algorithm shows again steady state, keeping collision free
and interrogation time does not depend on number of readers in the network. The
frame utilization is shown in Fig. 6b. The proposed algorithm has the utilization at
the maximum at par with DiCa protocol and compared to other protocols. The
simulation result shown in Fig. 6d illustrates the network throughput for the pro-
posed work with CC-RFID, ACHA which are suitable for single channel and multi
channel network. The throughput and efficiency depends on the number of channels
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used, and increases proportionally with increase in number of channels. DiCa and
CC-RFID shows better throughput for single channel, ACHA shows higher
throughput for multi channel. The proposed new algorithm shows better result and
throughput in both the cases, single and multi channel networks.

5 Conclusion

The proposal DDFSA addresses the reader to reader collision problem in a deter-
ministic model. It is implemented for elimination of redundant reader using readers’
capabilities. DDFSA does not need additional hardware resources and coordination
by a central server which is the present application requirements. Autonomous
formation of discrete adhoc network is employed for new algorithm implementa-
tion. The simulation results show that the system efficiency is improved by 99 %
and the throughput by 90 %. The frame utilization is 98 % compared to proba-
bilistic approach adopted in Colorwave, PDCS, NFRA, McMac.

The future work shall concentrate on improving overheads used for establish-
ment of network and methodology to control the nesting of hanging nodes. The

Fig. 6 Simulation results a network overheads, b interrogation delay, d frame utilization and
d network throughput
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future work will also involve design and fabrication of multi-resonant, composite,
compact and light weight antenna based on strip line and patch principles. The
patch or strip antenna can be integrated with RFID system to build a robust and
complete stand alone system and protocol.
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Perturbed Elliptical Patch Antenna Design
for 50 GHz Application

Ribhu Abhusan Panda, Suvendu Narayan Mishra
and Debasis Mishra

Abstract A beam forming patch antenna is proposed for 50 GHz millimeter wave
application for wireless personal area network (WPAN). The design involves some
modifications of the geometry of prototype Rotman lens structure. The simulation
result using HFSS and CST infers some outcomes like reflection co-efficient,
VSWR directivity and surface waves, etc. which can be further improved by
optimum choice of size and material.

Keywords Rotman lens � VSWR � HFSS � CST � 50 GHz WPAN � Directivity

1 Introduction

Competitive advantages of millimeter waveband (frequency > 40 GHz) includes
large spectral capacity, compact antenna structure, light equipment etc. Designing a
compact low profile antenna using printed circuit technology such as microstrip
antenna in this high frequency band for 58 GHz mobile backhaul links, 50 GHz
WPAN, 50 GHz RLAN, 77 GHz collision avoidance radar, is a highly challenging
task. In this paper a different type of planar antenna particularly meant for 50 GHz
applications is proposed. One of the attractive motivation for this type of imple-
mentation is Rotman lens which was developed as a mircostrip type lens in 1967 by
Archer and May bell at Raytheon [1]. Success of Rotman lens as a beam forming
lens antenna fabricated on high-resistivity silicon (HRS) wafer for IEEE802.153c
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50 GHz WPAN indicates possibility of different variant of lens structure suitable for
same type of applications [2]. From optics it is known that conic section structure
possesses property of excellent beam converging at focus. Depending on the
eccentricity the elliptical surface is much more suitable to get multiple focusing
points. In the present work, the original geometrical equation invented by Rotman
and Turner in 1963 is used as a 2D patch antenna that can be easily fabricated [3].
The proposed antenna is designed and simulated using HFSS and CST microwave
studio suite.

2 Mathematical Formulation of Patch Geometry

2.1 Overview of the Prototype Roman Lens Equations
and Suggested Modifications

The original lens geometry parameters are based upon the positions of the bema
ports, receiving ports and the transmission line lengths. These parameters depend
on many other interdependent design parameters that affect the phase error per-
formance. The design of the lens is governed by the Rotman-Turner design
equations that are based on the geometry of the lens, shown in Fig. 1 [3]. The left
contour of the lens is a circular are. Based on Gent’s equations for optical path
length equality the co-ordinates of the points of positions of the antenna ports on
right inner ‘array curve’ are derived with respect to three perfect focal points (G, F1
and F2) [3]. The lower case letters represent their upper case variable normalized to
the focal length F and w is the phase delay in wavelengths between the antenna port
on inner lens contour ∑1 and antenna on outer contour ∑2. Some of the predefining
parameters of the Rotman lens are the internal scan angle a, focal length F, distance
of on axis focal length from origin G.

From Fig. 1 the two symmetrical off-axis focal points F1 and F2 have coordinates
(−Fcos α, Fsin α), (−Fcos α, −Fsin α) and on-axis focal point G has (−G,0) relative to
point O1 All parameters of Rotman lens are defined as n = N/F, w = (W−W0)/f,

Fig. 1 Geometry and design
parameters of a Rotman lens
[3]
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x = X/F, y = Y/F, g = G/F, a0 = cos α, b0 = sin α. Final design equations of the array
curve of the lens can be summarized as

y ¼ g 1� wð Þ ð1Þ

x2 þ y2 þ 2a0x ¼ w2 þ b20g
2 � 2w ð2Þ

x2 þ y2 þ 2gx ¼ w2 � 2gw ð3Þ

To determine the value of ‘w’ we can solve the quadratic equation given as

Aw2 þBwþC ¼ 0 ð4Þ

For fixed values of design parameters α and g, w can be computed as a function
of η. The value of w from Eq. (1) when used in Eq. (3) the conic curves looks like

ðxþ pÞ2
a2

þ ðyþ qÞ2
b2

¼ 1 ð5Þ

Which is the equation of an ellipse where

p ¼ �g ð6Þ

q ¼ 1
g

� �
g� 1ð Þ
1� 1

g2

ð7Þ

a ¼ g� 1ð Þ g2

g2 � 1

� �1=2

ð8Þ

b ¼ g� 1ð Þ g2
g2 � 1

� �
ð9Þ

In original lens design equations to avoid overall phase aberrations, the optimum
value of “g” (ratio of on-axis to off-axis focal length G/F) is found from a simple
relation given as a function of “α” [3].

g ¼ 1þða2=2Þ ð10Þ

2.2 Feasibility of Eliptical Patch

To check the shape of the proposed patch, distance of on-axis focal-length from
origin is first calculated from operating wavelength (G = 5 mm) [4]. The value of
scan angle α is selected as 30° (α = π/3) the value of g comes out to be 1.1 from (8)

Perturbed Elliptical Patch Antenna Design for 50 GHz Application 509



which gives a fine approximation to the optimum design [2, 3]. From value of ratio
of focal length “g” and on axis focal length “G” the value of focal length “F” is
calculated to be 4.545 mm. The two values of w is evaluated = 1.5016 and 0.0381
from previous relations. Using the equations values of all parameters and the
co-ordinates of the outer contour are calculated and plotted using MATLAB, rep-
resented in Fig. 2.

3 Design of Perturbed Parabolic Patch Antenna

3.1 Selection of Substrate Material

The prime research in this design is selection of substrate material in the required
frequency band (57–64 GHz) having minimum attenuation as low resistivity may
cause attenuation. The relation between loss tangent and conductivity of a material
is given as [5]

tan d ¼ ðrþ e0Þ=xe0 ð11Þ

Symbols are self-explanatory. The attenuation “α” (dB/mm) of microstrip line on
a wafer can be estimated from the following equation [2, 6].

Fig. 2 Layout of shape of
elliptical patch using
MATLAB
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a ¼ 8:686p
eeff�1

er�1

� �
erffiffiffiffiffiffi
eeff

p
" #

tan d=kg ð12Þ

where λg is the guided wavelength (mm), εr is the actual dielectric constant of the
substrate at the design frequency and εeff is the effective dielectric constant due to
the microstrip and air dielectric above the substrate [7]. From (9) and (10) it is clear
that attenuation is also inversely proportional to resistivity so high resistivity silicon
(HRS) (ρ ≥ 10 kΩ cm, εr = 11.7) has loss tangent (tan δ) is about 0.003 dB/mm in
millimeter wave band, results very small attenuation [2, 8]. The second step of
deign of patch antenna starts with consideration of thickness of the wafer as its
increment may cause surface waves. As a solution HRS has dielectric constant
approximately 12 this leads the substrate size to be small and thin [2]. The cutoff
frequency (ft) in GHz of a dielectric substrate as function of thickness is given
by [2]

ft ¼ 150=hp

ffiffiffi
2

p
ffiffiffiffiffiffiffiffi
er�1

p
� �

tan�1er ð13Þ

Where “h” is thickness of substrate in millimeters. According to (11) the
thickness of the HRS is selected to be h = 0.3 mm, which can support up to
100 GHz. As high dielectric constant may cause increase in surface waves an
additional silicon dioxide (SiO2) layer with dielectric constant (εr = 3.9) was
developed upto 1.5 μm height [2]. The overall dimension of the substrate was kept
10 mm × 15 mm copper was deposited up to 8.52 μm on both sides of the substrate
for both groundplane and patch formation Fig. 3

Fig. 3 Cross-section of substrate with ground plane and patch [2]
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3.2 Design and Simulation Results of Elliptical Patch
Antenna

The proposed planar perturbed antenna is designed and simulated using HFSS
(High Frequency Structure Simulator) and CST (Computer Simulation
Technology). The Feed type to patch antenna is selected as symmetrical microstrip
line of (width = 0.4 mm) at the intersection point of axis of ellipse and circular arc
Figs. 4 and 5.

From the simulation the resonant frequency of the designed antenna is found to
be 50 GHz and the reflection co-efficient S11 at the corresponding frequency is
−20.566 dB using HFSS and −25.1274 dB using CST. The S11 using HFSS is
shown in Fig. 6 and S11 using CST is shown in Fig. 7.

Fig. 4 Planar Rotman lens
antenna design using HFSS

Fig. 5 Planar Rotman lens
antenna design using CST
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In general the voltage standing wave ratio (VSWR) of an antenna should be
ideally 1. For the designed antenna at resonant frequency the VSWR comes 1.61
using HFSS and 1.1173 using CST which is a very good agreement with the desired
value. The VSWR is shown in Figs. 8 and 9.

Fig. 6 S11 in dB using HFSS

Fig. 7 S11 in dB using CST
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The peak gain is found out to be 5.8 dB using HFSS and 4.039 dB using CST.
The Peak Directivity is found out to be 8.51 dB using HFSS and 5.72 dB using
CST. The radiation efficiency is found out to be 0.5381 which is 53.81 %. These are
shown in following Figs. 10, 11, 12, 13, 14, 15 and Table 1.

Fig. 8 VSWR using HFSS

Fig. 9 VSWR using CST
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Fig. 10 3D gain using HFSS

Fig. 11 3D gain using CST
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Fig. 12 Peak gain using
HFSS
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Fig. 13 Peak directivity
using HFSS
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Fig. 14 Surface current
distribution of proposed
antenna
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Fig. 15 Radiation efficiency
using HFSS

Table 1 Comparision of
parameters measured in HFSS
and CST

Parameters measured HFSS CST

Resonant frequency 50 GHz 53.88 GHz

VSWR 1.61 1.11

Directivity 8.51 dB 5.72 dB

Gain 5.82 dB 4.039 dB

S11 (return loss) −20.6452 dB −25.1274
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4 Conclusion

A perturbed elliptical patch antenna is designed for 50 GHz WPAN application and
simulated using HFSS and CST. In HFSS the resonant frequency was found out to
be around 50 GHz and in CST it was found out to be 53.88 GHz which is in our
desired range. In HFSS simulation the directivity was found out to be 8.51 dB with
gain 5.82 dB which are very good values. With this value of directivity this pro-
posed antenna can be said as a highly directive antenna.

5 Future Scope

To operate the proposed antenna in wide range of frequencies the log periodic
implementation of the proposed patch can be done.
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Design of an Analog Fault Model
for CMOS Switched Capacitor Low Pass
Filter

K. Babulu, R. Gurunadha and M. Saikumar

Abstract In this paper an analog fault model for a CMOS switched capacitor low
pass filter is tested. The switched capacitor (SC) low pass filter circuit is modu-
larized into functional macros. These functional macros include OPAMP, switches
and capacitors. The circuit is identified as faulty if the frequency response of the
transfer function does not meet the design specification. The signal flow graph
(SFG) models of all the macros are analyzed to get the faulty transfer function of
the circuit under test (CUT). A CMOS switched capacitor low pass filter for signal
receiver applications is chosen as an example to demonstrate the testing of the
analog fault model. The responses of the CUT are simulated using
MENTOR GRAPHICS tool with 0.13 μm technology.

Keywords Switched capacitor circuit � Analog fault model � Dynamic range
scaling and capacitor scaling

1 Introduction

Digital circuit fault model and analog circuit fault model are the two types of
practical fault models and those are used to simplify the testing problems like
quality and cost of the test. In this paper concentrate only on analog circuit fault
model because it’s a challenging research problem. The major practical issues in
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developing this fault models are long fault simulation time and unverified fault
assumptions [1].

Analog fault models are of two types parametric faults and catastrophic faults.
Parametric fault occurs due to change in the parameter of the component and
catastrophic fault occurs due to short or opens wire. Most of the CMOS analog
circuits are implemented by using switched capacitor (SC) circuits [2]. Reference
[3] proposed a static linear behavior (SLB) analog fault model for linear and time
invariant sampled SC circuits. In this SLB fault model considered as within every
clock cycle the transient responses of the circuit under test (CUT) are fully settled.
Hence a fixed z-domain transfer function of CUT is taken. The SLB fault model
decides circuit has a faulty one by comparing the design parameters with the
frequency responses of the tested z-domain transfer function whose frequency
responses are obtained from the test results of the circuit [4]. From the circuit of
reference [3] inject some faults of catastrophic and parametric and to verify the
assumption of the SLB analog fault model. Finally compare the test results with the
estimated transfer function. If they fit each other, then it justifies no fault in CUT of
the SLB fault model.

Fifth order low pass filter using SC circuit is chosen as an example to demon-
strate the testing of analog fault model for signal receiver applications [5]. To pass
the required signal in receiver circuits a SC filters are generally used and depending
on the capacitor ratios in SC circuits only the base band channel selection with
accurate bandwidth is measured.

2 Static Linear Behavior Fault Model

SLB fault model is an efficient fault model to test the SC circuits. The transient
response of the CUT can be obtained by using SLB fault model. The transfer
function of the CUT is useful for examining the accuracy of the model. The
important parameters that effect the faultiness of the CUT are OP-AMPS,
Capacitors and Switches [6]. The schematic circuit diagram for switched capacitor
biquad is shown in Fig. 1

The specifications of the circuit are pass band from 0 to 20 kHz, clock frequency
of 2.5 MHz and capacitance’s CD is 11.47096pF and CB is 16.36952. By using the
signal flow graph analysis calculate the overall input and output relationships of the
circuit under test [3, 6–8].

V02ðzÞ ¼ STFH2ðzÞViðzÞþOTG12VOS1 þOTG22VOS2: ð1Þ

Equation (1) contains the signal transfer function (STF) and basic blocks of the
SC biquad filter while the OTG’s refer to the offset transfer gains of the corre-
sponding stages of the biquad. By considering Eq. (1) and SFG models, the design
parameters of the STF of the biquad filter is,
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V02ðZÞ ¼ ð�ðCA=CBÞðCG=CDÞZ�1ViðzÞÞ=DENðzÞ ð2Þ

where the denominator term is expressed as:

DENðzÞ ¼ ð1þðCF=CBÞÞ � ð2� ðCACC=CBCDÞþ ðCF=CBÞÞ z�1 þ z�2 ð3Þ

Assuming that the fault free Op-Amps have zeroed offsets. There are different
kinds of faults can be injected in the biquad. From the Eqs. (2) and (3) the faults in
the CUT changes the values of the coefficients of the signal transfer function which
alter nothing but the capacitor ratios. Hence it is important to maintain the capacitor
ratio instead of the absolute capacitance values. Capacitors may introduce a para-
metric fault. Parametric faults in Op-Amps include its open loop gain (OPG) and
input referred offset while the catastrophic faults in Op-Amps are fatal due to its
sensitivity in the design. These faults are covered by the parametric faults itself. The

Fig. 1 Schematic circuit of SC biquad filter
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open or short faults of capacitors are equivalent to zero infinite capacitance values.
Faults due to switches are mostly same as in digital circuits i.e., stuck-at faults.

The fault free response of the CUT is simulated using MENTOR GRAPHICS
tool with 0.13 μm technology. The result is as shown in the Fig. 2. Here the
simulated waveform of 80 dB Op-Amp OPG. In this simulation obtain the output at
both the output nodes in the two stage SC biquad filter.

As seen from Fig. 2 outputs V02 and V01 illustrating outputs at first and second
stages. Using EZ Wave tool in MENTOR GRAPHICS, This response can be used
to verify the faultiness of the circuit just by comparing the results of the faulty and
fault free CUT’s.

3 Fault Injection to the Cut

The Fleischer-Laker SC biquad is used to realize a Butterworth low pass filter
whose pass band is 20 kHz with a sampling frequency of 2.5 MHz and stop band
attenuation is 30 dB with stop band frequency of 400 kHz. These are the design
specification of this filter [9].

Fig. 2 Response of the fault free CUT
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The SLB analog fault model covers both parametric and catastrophic faults.
Parametric faults are the results of parameter deviations of components due to
process, voltage, and temperature variations. Capacitance values deviations are
typical parametric faults in SC circuits. Hence, add two differential capacitor pairs
CApf and CGpf to the biquad and decompose CE into two capacitors CE1 and CE2. By
issuing the control signals AP and GP, the total capacitance of the corresponding
capacitors are enlarged respectively to model practical parametric faults in a con-
trolled manner.

Similarly, activating the control signal EP will reduce the effective capacitance of
CE by CE1 and CE2 to model another kind of parametric fault. The capacitance
values of these capacitors are listed in Table 1. The SLB fault model assumes only
the delay-free and delayed SC branches may suffer from catastrophic faults.

To verify the deductions of the SLB fault model about the catastrophic faults,
add three switches including SGs, SHs, and SGo to the design. The aspect ratios of
the switches SGs and SHs are designed to be much larger than those of the switches
SGn and SHn which are in parallel with them. By keeping SGs or SHs turn-on, a
short fault is injected to the corresponding switch. The design allows injecting a
stuck-open fault to the biquad, too. Fifth Order Switched Capacitor Low Pass Filter
(Fig. 3).

The schematic circuit diagram of fifth order SC low pass filter is shown in Fig. 4.
To design the higher order low pass filter, it consists of first and two second order
circuits and the transfer function can be obtained from the second order continuous
time low pass filter by using SFG analysis.

Use extra switches to understand the parasitic insensitive integrator. Although in
biquad the number of switches is increased due to the immunity of parasitic
capacitance. To reduce the number of switches in circuit we use switch sharing
technique. At the same time the capacitors C1 and C2 connected to virtual ground
and true ground are shown in Fig. 4. One pair of these switches can be eliminated
here due to virtual ground and true ground. Observe the voltages at output terminal
of the OPAMP that should be same magnitude in the frequency range. So dynamic
range scaling is used to equalize the dynamic range of each OPAMP output. The
capacitance value of the capacitors of the circuit is listed in Table 2.

Table 1 Capacitor ratios and values of the CUT

Parameter Fixed value (pF) Parameter Fixed value (pF)

CA 1.288 CH 0.184

CB 6.348 CI 0.023

CC 0.460 CJ 0.046

CD 6.348 CApf 2.576

CE = CE1 + CE2 5.152 CE1, CE2 2.576

CG 0.644 CGpf 1.288
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Fig. 3 Fault injected schematic of SC biquad
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4 Simulated Results

If the test responses fit in the frequency responses of the faultless CUT, it justifies
the basic assumption of the SLB fault model. All the circuit simulations are done
using Mentor Graphics with 0.13 μm technology EDA tools.

Figure 5 shows the simulation results of the CUT when the parametric fault of
CGpf is injected. This parametric fault makes the pass band gain and the stop band
attenuation of the CUT out of the design specification. Even though the CUT fails
in the test, the estimated TF still accurately depicts the faulty behavior of the CUT.
Figure 6 illustrate the simulation result of the CUT after enabling the parametric
fault control signal Ep, respectively. The enlarged leads to too small minimum stop
band attenuation, while the CUT passes the test with the reduced CE. Similar to the
previous case, the estimated TF well predicts the frequency responses of the CUT in
both cases no matter the CUT passes or fails. Figure 7 depicts the experimental
results of the CUT when the catastrophic fault activated. Both catastrophic faults
fail the CUT in the test. Yet the estimated TFs successfully depict the faulty

Fig. 4 Schematic circuit of fifth order low pass filter

Table 2 Capacitor values of the fifth order SC low pass filter

Capacitor
(pF)

Minimum capacitor
scaling

Capacitor
(pF)

Minimum capacitor
scaling

C1 0.27 C10 2.03

C2 0.65 C11 1.69

C3 2.03 C12 4.03

C4 1 C13 1.84

C5 0.23 C14 0.54

C6 1 C15 1.84

C7 0.65 C16 0.65

C8 1 C17 4.03

C9 0.78 Cmax/min 6.25
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frequency responses of the CUT. Figure 8 shows the frequency response of fifth
order low pass filter, from that the pass band frequency of 8 MHz with 80 MHz
clock frequency at the supply voltage of 1.8 V and stop band attenuation is higher
than 40 dB.

Fig. 5 Experimental result after injecting parametric fault CGpf

Fig. 6 Experimental result after injecting parametric fault Ep
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5 Conclusion

In this paper the SLB analog fault model for linear SC circuits have been verified
and SC low pass biquad filter is taken as an example to demonstrate the effec-
tiveness of the SLB fault model. Conduct simulations with other stimulus tones and

Fig. 7 Experimental result when switch SHs is short

Fig. 8 Frequency response of the SC low pass filter
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check if the test responses fit in those predicted by the retrieved TF. Experimental
results verify that the fixed TF template assumption holds for all the faults that are
injected to the biquad filter circuit. Taking the fifth order SC low pass filter circuit
for verifying signal receiver applications. When the low-pass filter is biased at
1.8 V, the proposed SC low-pass filter achieves a pass-band frequency of 8 MHz
the presented filter has characteristics suitable for signal processing in a signal
receiver circuit. Extending the fault model to include the timing related faults would
be an interesting topic for the future research work.
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Image Authentication Using Local Binary
Pattern on the Low Frequency
Components

Ch. Srinivasa Rao and S.B.G. Tilak Babu

Abstract Detection of copy move forgery in images is helpful in legal evidence, in
forensic investigation and many other fields. Many Copy Move Forgery Detection
(CMFD) schemes are existing in the literature. However, most of them fail to
withstand post-processing operations viz., JPEG Compression, noise contamina-
tion, rotation. Even if able to identify, they consumes much time to detect and
locate. In this paper, a technique is proposed which uses Discrete Wavelet
Transform (DWT) and Local Binary Pattern (LBP) to identify copy-move forgery.
Features are extracted by using LBP on the LL band obtained by applying DWT on
the input image. Proper selection of similarity and distance thresholds can localize
the forged region correctly.

Keywords Copy move forgery detection � Discrete wavelet transform � Local
binary pattern

1 Introduction

Sophisticated digitized cameras and user friendly photo editing tools made it
comparatively easy for creating digital forgeries. The integrity of digital images has
important role in so many fields; criminal investigation, forensic investigation,
journalism, surveillance systems, medical imaging and intelligence services. The
image forgeries can be detected in two approaches: Active and Passive. The active
approach of forgery identification requires preprocessing of original media data
before its usage or at the time of creation. The second approach passive does not
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require any preprocessing of the digital data or information and it relies on the
image statistical features.

However, a Passive approach does not require any pre-processing of the digital
data or information and it relies on the image statistical features. Copy-Move
forgery in digital image tampering is that, some part of the image which is copied
and pasted onto some other part of the same image. The intention is to hide some
region or an object in that image. In cloning (also called copy-move forgery), as the
copied part is from the same image, the color palette, the texture, noise components,
intensity variations and most of the other properties will be compatible with the rest
of the image. Hence, it becomes difficult for human visual system to identify the
forgery. Exhaustive search method of copy-move detection is time consuming and
computationally very complex. An example of Copy-move forgery [1] can be seen
in Fig. 1.

In DWT and Singular Value Decomposition (SVD) are used to identify forgery
[2]. The image is decomposed using DWT, SVD is applied on decomposed image
and the speed is increased because of reduction of number of block. Khan et al. [3],
Ghorbani et al. [4] used discrete wavelet transform to decrease complexity of
CMFD and the duplicated blocks are identified with the similarity condition of
phase correlation. Yang et al. [5] systematically combined discrete wavelet trans-
form and discrete cosine transform to identify the forged region. Even though the
method has the ability to identify various copy move forgeries, it consumes much
time. Li et al. proposed an algorithm [6]. In this, the image overlapping blocks are
represented by Local Binary Pattern, and a lexicographic sort is done to identify the
tampered regions based on the textural similarity between the regions. As LBP is to
be applied for the entire testing image which results in more number of overlapping
blocks, thus affecting the computation complexity. More or less all these techniques
suffers from computational complexity and common signal processing attacks like
JPEG compression, AWGN, contrast, rotation and flipping, etc. The key idea of our
method is to apply LBP on the LL band of the testing image, so that the number of
overlapping blocks can be reduced and in turn the computational complexity.

In the proposed algorithm, the image is first decomposed through DWT into
different sub bands and then the low frequency component of the image is con-
verted into overlapping blocks. Each block is applied to LBP and LBP histograms

Fig. 1 Example for copy move forgery: a the original image, b the forged image and c forged
region marked image (from left to right a–c)
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are set to different bins according to their values. The paper is organized as follows:
The proposed algorithm and its flow diagram is presented in Sect. 2. The experi-
mental outcomes are presented in Sect. 3 and the conclusions are discussed in
Sect. 4.

2 Proposed Algorithm

The important part of CMFD algorithm is detecting duplicated regions for unknown
size and shape of the forged regions. This problem is addressed in this algorithm by
applying DWT on the test image and LBP operator is applied on the overlapping
blocks of fixed size for LL band to obtain texture feature. Figure 2 represents the
flow diagram for proposed algorithm.

Initially, the test image C of M * N size is converted to gray scale image I of size
M * N by the following Eq. (1). In Eq. (1) R represents red, G represents Green, B
represents Blue.

I = 0:2989 � R + 0:5870 � G + 0:1140 � B ð1Þ

2.1 Discrete Wavelet Transform

Discrete wavelet transform is a multilevel decomposition technique of an image,
which results in both spatial and frequency details [7]. In present algorithm, the
image is decomposed with the help of discrete wavelet transform into four sub
bands, which are HL, HH, LH and LL, here LL is low frequency part of the image

Fig. 2 flow diagram for proposed algorithm
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and finest scale wavelet coefficient are represented by HL, HH, LH. The sub band
LL contains most of the energy whose size is reduced to 3/4 of the given image.
Then the LL band is converted into overlapping blocks and then applied to LBP to
extract the features of all overlapping blocks.

In this method, only one level (j = 1) is considered, so that LL band size can be
given as K = M/2, L = N/2 and is represented as LLK*L. In further process of this
algorithm, only LL band is used which itself indicates the reduced computation
effort up to 3/4 of the actual process.

2.2 Dividing Image to Fixed Size Overlapping Blocks

Proposed algorithm is basically a block-based method. In this the image is divided
into overlapping blocks of fixed size x * x pixels. Here, the block size is chosen in
such a way that its size is smaller than the forged area which to be identified. The
fixed size blocks are slide along the row and column direction by one pixel dif-
ference. As LLK*L band is divided into overlapping blocks the sliding process will
generate (K − x + 1) * (L − x + 1) number of overlapping block.

2.3 Local Binary Pattern

Local binary pattern is a kind of texture operator for gray scale image which is used
for describing image texture in the spatial structure [8].

To handle textures at various scales, different sizes of local neighborhoods are
available The notation (P, R) is used to indicate pixel neighborhood which means P
number of sampling points on a circle of radius of R, shows that there are several
uniform patterns of a rotated version though in the case of P = 8. So, a new pattern
can be defined as

LBPriu2
P;R ¼

PP�1

p¼0
sðgp � gcÞ if UðLBPriu2

P;R Þ� 2

Pþ 1 otherwise

8<
: ð2Þ

In Eq. (2) UðLBPriu2
P;R Þ represents number of spatial transitions and is given by

Eq. (3)
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UðLBPP;RÞ ¼ js(gP�1 � gcÞ � s(g0 � gcÞj þ
XP�1

p¼1

js(gp � gcÞ � s(gp�1 � gcÞj

ð3Þ

In Eq. (2) s(gp − gc) represents sign of difference between the neighbor pixel
gray value and centre pixel gray value.

Where LBPu2
P;R have P + 2 independent output values. The histogram for image

K * L, after operated with LBPu2
P;R is given below

Hriu2ðmÞ ¼
XK
i¼1

XL
j¼1

f ðLBPu2
P;Rði; jÞ;mÞ ð4Þ

Here m 2 ½1;M�

f ðx; yÞ ¼ 1 if x ¼ y
0 otherwise

ð5Þ

where M is the number of LBPu2
P;R independent values P + 2. In the proposed

method, we employed the operator in the Eq. (3) as our feature vector of the image
blocks.

The rotation invariant features are extracted from the overlapping blocks of fixed
size by applying rotation invariant uniform LBP. In this work, LBP is applied on
the LL and (K − x + 1) * (L − x + 1) number of features can be extracted from it
arrange the features of each block into a row array and set all the rows
(K − x + 1) * (L − x + 1) as a matrix S and sort the features using lexicographical
sorting.

2.4 Feature Matching

All the features are lexicographically sorted and are arranged in matrix. It is obvious
that similar blocks should have similar features which indicate that rows of the
matrix are to be compared to know the similarity. As the features are lexico-
graphically sorted, there is no need to compare all the rows of the matrix, only r
range of rows are considered for similarity measure. As well, only the blocks with
distance larger than are compared. In this work, the search corresponding to the
blocks is made by calculating the Euclidean distances between the feature vectors.
To detect the forged region correctly, the distance threshold Td, similarity threshold
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Ts and are predetermined. The matching of the features starts from the first row of
the matrix S. For a feature located in the ith row Si, the distance with the following r
rows will be computed and the smallest distance denoted by D(i, β), between the ith
row and the following βth can be obtained [6].

2.5 Post-processing and Localization

All the matched block pairs are available in set σ, the forged and the copied regions
can be identified by marking the regions. In order to achieve this, the matched
locations are stamped on a binary image to generate detection map. In our proposed
method, we mark the binary image with gray intensity of 255 of size P. There are
some falsely detected blocks stamped on the initial detection map. These false
detected blocks can be removed by performing morphological operations like
erosion and dilation on the initial detection map.

3 Experiment Results

For experimentation, the authenticated and forged images are taken from the
standard database TIDED v.2.0 generated by Institute of Automation at Chinese
Academy of Sciences CASIA [9]. The copy-move forgery and various post-
processing attacks like rotation, flipping, JPEG compression are performed using
Adobe photo shop tool. All the simulations are carried with MATLAB 2013 on a
personal computer with 2.4 GHz Core i3 processor and 4 GB RAM. The over-
lapping block size is varied from 12 to 18 and the neighborhood of size is selected
16 and 24 with radius 2 and 3 respectively. The threshold of similarity is more than
3 is selected and threshold of distance is selected more than the overlapping block
size. The experiment results aredisplayed in (Table 1).

3.1 Robustness of the Method

The existing algorithms are useful only for general copy move forgery and some
rotation angle of forged regions but not for attacks of JPEG compression, noise
contamination and blurring. The proposed work works even the forged region JPEG
compressed, noise contaminated or blurred. The robust results showed in Table 2.

534 Ch. Srinivasa Rao and S.B.G. Tilak Babu



3.2 Comparative Analyses

Comparison of the three approaches in terms of number of overlapping blocks and
feature dimension for a gray level image block of 512 * 512 dimension with
overlapping block size 18 * 18. The results and comparative analyses show the
computational complexity decreases 3/4 times of remaining two approaches. The
comparative analyses displayed in Table 3.

Table 1 Results for different forged images

Attack type Forged image Initial detected forged
region

Final forged region

Copy-move

Rotate right
90°

Rotate left
90°

Horizontal
flip

Vertical flip

Rotation
180°
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4 Conclusion

Many algorithms are existing to identify copy move forgery, some of them are
unable to address the attack rotated or flipped before being pasted. Even others
could address, the computational effort is more. An approach depends on DWT and

Table 2 Results for JPEG compressed, noise added and blur forged images

Attack type Forged image Initial detected forged
region

Final detected forged
region

JPEG
compression
quality 90°

JPEG
Compression
quality 80°

JPEG
Compression
quality 70°

JPEG
Compression
quality 60°

Salt and
pepper noise

Motion blur

Table 3 Comparative results

Algorithm Feature representation Number of
overlapping blocks

Feature dimension
for a block

Yang et al. [5] DWT and FWHT 245,025 26

Leida [6] LBP (24,3) 245,025 26

Proposed DWT and LBP (24,3) 57,121 26
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LBP is proposed to identify copy-move forgery. The features are extracted by using
LBP on the LL band obtained by applying DWT on the input image. It has been
observed that, proper selection of similarity and distance thresholds can localize the
forged region even if the copied portion is JPEG compressed, noise contaminated,
blurred, region rotated and flipped. Standard image database CASIA TIDED v.2.0
[9] is used to evaluate the performance of proposed approach.
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An Adaptive Filter Approach
for GPS Multipath Error Estimation
and Mitigation

N. Swathi, V.B.S.S. Indira Dutt and G. Sasibhushana Rao

Abstract The positional accuracy of Global Positioning System (GPS) is affected
by several errors such as delay due to atmosphere, satellite-receiver geometry,
receiver clock error and multipath error. Along with the atmospheric errors
(≈10–40 m), multipath can cause error (≈2–4 m) in the ranging measurements of
the GPS receiver which degrades the positional accuracy. Since, the reception of
multipath can create a significant distortion to the shape of the correlation function
leading to an error in the receiver position estimate, Multipath is undesirable. The
multipath disturbance is largely dependent on the receiver environment since
satellite signals can arrive at the receiver via multiple paths, due to reflections from
nearby objects such as trees, buildings, vehicles, etc. Although the multipath effect
can be reduced by choosing sites without multipath reflectors or by using
choke-ring antennas to mitigate the reflected signal, but it is difficult to eliminate all
multipath effects from GPS observations. By using data processing schemes such as
different adaptive filters, the effect of multipath error can be minimized to cen-
timeter level. Estimation of the effect of multipath interference at the receiver
antenna is the objective of this work for which both code range and carrier phase
measurements are considered. Along with multipath error, ionospheric delay is also
estimated. By using a dual frequency GPS receiver code ranges and carrier phases
are extracted and corresponding differences called Code Carrier Difference
(CCD) is performed, which results in cancellation of all effects except multipath and
measurement noise. Least Mean Square (LMS), Normalized Least Mean Square
(NLMS) and Recursive Least Squares (RLS) adaptive filters are considered to
mitigate the multipath error. In order to carry out this work, dual frequency data of
an IGS station (NGRI, Hyderabad, Lat:/Long:78°33′4″E/17°24′39″N) is collected
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from the website of Scripps Orbit and Permanent Array Centre (SOPAC) for the
entire day of 11th September 2014.

Keywords Carrier phase � Code range � GPS observables � Receiver position
estimate

1 Introduction

Global Positioning System is the satellite based navigation systemwhichworks on the
principle of trilateration. Trilateration is method offinding the receiver position using
the ranging information from three satellites. In GPS, distance between the satellite
and the receiver is measured by Time of Arrival (TOA) of the GPS signal at the
receiver [1]. So, if the signal travel time from the satellite to the receiver is known, the
distance from the satellite to the receiver can be determined precisely. As the posi-
tional accuracy depends on the accuracy of the ranging measurements, it is necessary
to receive the signal without delay due to the atmosphere and multipath [2].

There are several prominent methods available in literature to estimate and
mitigate the multipath effect. Data processing schemes are used in most of the
mitigation techniques. Carrier smoothing is one among those techniques [3]. The
advantage of this technique is carrier phase measurement error is typically negli-
gible compared to code multipath. Perfect combination of code and carrier phase
measurements can efficiently reduce the code multipath. In this paper, the estima-
tion and mitigation of multipath error is implemented based on data processing with
software methods using predominant Least Mean Square (LMS), Normalized Least
Mean Square (NLMS), and Recursive Least Squares (RLS) adaption algorithms.

2 Estimation of GPS Multipath Error

The GPS system provides two ranging measurements namely code range measure-
ments and carrier phase measurements to provide the positioning information [4].

The code range observable on L1 frequency (1575.42 MHz) is expressed as Eq. 1

q1 ¼ Pþ cðdt � dTÞþ dion þ dtro þMPqL1 þ eqL1 ð1Þ

The carrier phase observable on L1 frequency is expressed as Eq. 2

/1 ¼ Pþ cðdt � dTÞ � k1N1 � dion þ dtro þMP/L1 þ e/L1 ð2Þ

where ρ1 is measured pseudo range, ϕ1 is carrier phase, P is geometric range, c is
velocity of light, dt is receiver clock error, dT is satellite clock error, ‘dion’ is
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ionospheric error, ‘dtro’ is tropospheric error, MPqL1, eqL1 and k1N1 are multipath
error(meters), measurement noise(meters) and integer ambiguity respectively on L1
frequency. Carrier phase measurements are represented with subscript ϕ, of which
MP/L1 and ɛϕL1 are assumed to be small and negligible.

Except ionospheric refraction and multipath error all the other errors are inde-
pendent of frequency and influences code and carrier phases by the same amount
[5]. By using a dual frequency GPS receiver code ranges and carrier phases are
extracted and corresponding differences called Code Carrier Difference (CCD) is
performed, which results in cancellation of all effects except multipath and mea-
surement noise [6]. Hence the CCD on L1 frequency is represented by Eq. 3

CCD ¼ q1 � /1 þK1 ffi 2dion þMPqL1 þ eqL1 ð3Þ

The multipath and measurement noise on L1 carrier frequency is given as,

MPqL1 þ eqL1 ffi q1 � /1 � 2dion þK1 ð4Þ

The constant K1 is due to the integer ambiguity.
The ionospheric delay on L1 frequency by using dual frequency receiver data

can be estimated as

dion ¼ f 2L2
f 2L1 � f 2L2

ð/L1 � /L2Þ ð5Þ

By substituting dion in Eq. 4, code multipath error (including measurement noise)
on L1, i.e., MPL1 is given as [7]:

MPL1 ¼ qL1 �
f 2L1 þ f 2L2
f 2L1 � f 2L2

ð/L1Þþ
2f 2L2

f 2L1 � f 2L2
ð/L2ÞþK1 ð6Þ

Similarly, the code multipath error (including measurement noise) on L2 can be
given as:

MPL2 ¼ qL2 þ
f 2L1 þ f 2L2
f 2L1 � f 2L2

ð/L2Þ �
2f 2L1

f 2L1 � f 2L2
ð/L1ÞþK2 ð7Þ

By using above equations, for all the samples of dual frequency GPS data the
multipath error on L1 (1575.42 MHz) and L2 (1227.60 MHz) frequencies can be
estimated. K1 and K2 are functions of unknown integer ambiguities and mea-
surement noise, which can be assumed constant if there is no cycle slip in the carrier
phase data [8].

The Multipath error on L1 and L2 is estimated for all the samples of dual
frequency GPS data. GPS data was obtained from the archives of Scripps Orbit and
Permanent Array Center (SOPAC) for the entire day of 11th September 2014 at
30 s interval. By using MATLAB, the multipath error on L1 and L2 carriers is
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calculated for individual satellite vehicle numbers and is plotted for Satellite
Vehicle SV7.

Figure 1 shows the multipath error estimated using the ranging measurements of
Satellite Vehicle Pseudo Random Number (SVPRN) 7. The multipath error
observed on L1 carrier frequency ranges from 11.60557 to 13.98202 m and on L2
carrier frequency it ranges from 20.44175 to 23.047192 m. The results obtained are
promising and it is required to minimize the obtained multipath error using LMS
and NLMS adaptive filters.

3 Mitigation of Multipath Error with Adaptive
Filtering Approach

An Adaptive Filter is a computational device. It models the relationship between
two signals in real time in an iterative manner. Adaptive filter consists of (1) A
transversal filter that produces output in response to the input sequence, (2) filter
output is compared with a desired signal to generate an error, (3) an adaptive update
algorithm such as LMS and RLS for controlling the adjustable parameters. The
pseudo range multipath errors are computed by using Eqs. 6 and 7 and are applied
as input to Finite Impulse Response (FIR) filter, which is also known as transversal
filter. The combination of these three steps together constitutes a feedback loop, as
shown in Fig. 2.

Where, x(n) = input signal, y(n) = filter output, e(n) = error signal, d(n) = desired
signal and c(n) = tap-weights.

Here a 32 stage FIR filter consisting of 31 delay elements is used. Output of this
filter is obtained by multiplying the input sample with weight coefficient of each
delay element. Filter output is compared with a desired signal to generate an error
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542 N. Swathi et al.



signal. This error signal is applied to an adaptive update algorithm so as to compute
new coefficients. These new coefficients are multiplied with the FIR filter weights
so as to generate new weights. Based on the new weights output of the filter
changes with respect to desired signal. This is continues process in a feedback
loop. For instance, the response of LMS adaptive filter is

Filter output; yðnÞ ¼
XM�1

k¼0

xðn� kÞwkðnÞ

Estimation error; eðnÞ ¼ dðnÞ � yðnÞ

Tap-weight adaption; wkðnþ 1Þ ¼ wkðnÞþ lxðn� kÞeðnÞ

where μ is learning rate. Likewise each of the different adaptive filters have their
own response and in this paper the analysis of Least Mean Square (LMS),
Normalized Least Mean Square (NLMS) and Recursive Least Squares
(RLS) algorithms has been done and results are compared.

4 Results

The estimated multipath error using CCD technique is considered as the input to the
FIR filter. For the analysis, data due to a dual frequency GPS receiver of an IGS
station, NGRI, Hyderabad is collected from SOPAC web data and is processed at a
sampling rate of 30 s. The ranging information of all visible GPS satellites over a
typical day of 11th September 2014 is processed to implement the proposed
adaptive filtering method of multipath mitigation. As an illustration, multipath error
in ranging information of satellite vehicle SV7 and mitigation of multipath using
adaptive filters is presented in this paper. Here, the performance of 3 types of
adaptive filters in mitigating the multipath error is compared. The amount by which
input error signal is reduced at the output is known as the multipath mitigation

Fig. 2 Block diagram of an adaptive transversal filter

An Adaptive Filter Approach for GPS Multipath Error… 543



efficiency of the adaptive filter. Table 1 shows the comparison of minimized
multipath error mean values of satellite vehicles SV7, SV8 and SV29 using LMS,
NLMS and RLS adaptive filters. The percentage of multipath error reduced at the
output of the filter can be estimated as [(An − Bn)/An] * 100, n = 1, 2. Here, An and
Bn are the mean multipath errors before and after filtering respectively. Here the
suffix 1 and 2 refers to errors on L1 and L2 frequencies respectively. From Fig. 1, it
is observed that A1 and A2 are 12.4697 m and 23.0472 m respectively for SVPRN
7. B1 and B2 are given in Table 1. It is observed that multipath error is more on L2
than on L1 (Fig. 1).

From Figs. 3, 4 and 5 it is observed that the mean multipath error values before
filtering on L1 and L2 frequencies are 12.4697 and 23.0472 m respectively for

Table 1 Comparison of LMS, NLMS and RLS algorithms outputs for different satellites

S. no. Filter type SVPRN Mean of MP1 (B1) Mean of MP2 (B2) Filter
efficiency (%)
[(An − Bn)/
An] * 100,
n = 1, 2

MP1 MP2

1 LMS 7 −0.0724 −0.0524 99.41 99.77

8 −0.1011 −0.0770 98.87 99.45

29 −0.2625 −0.1777 92.65 97.23

2 NLMS 7 −0.0453 −0.0318 99.63 99.86

8 −0.0639 −0.0478 99.28 99.66

29 −0.1523 −0.1069 95.73 98.33

3 RLS 7 −0.1794 −0.1762 98.51 99.23

8 −0.2131 −0.2082 97.62 98.52

29 −0.2248 −0.2377 93.71 96.30
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SVPRN 7 and these errors are reduced to almost zero after filtering with either one
of the three adaptive filters LMS, NLMS and RLS.

Table 1 presents the performance analysis of LMS, NLMS and RLS adaptive
filter algorithms in mitigating the multipath error present in ranging information of
three satellite vehicles SV7, SV8 and SV29. The filter efficiency of NLMS algo-
rithm on L1 and L2 frequencies is 99 % (approximately) for SV7 and SV8 and is
better than the RLS and LMS algorithms.
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Fig. 4 Mitigation of multipath error on L1 and L2 frequencies of SVPRN 7 using NLMS adaptive
filter
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Fig. 5 Mitigation of multipath error on L1 and L2 frequencies of SVPRN 7 using RLS adaptive
filter
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5 Conclusion

Multipath is the most predominant error that affects the accuracy of GPS applica-
tions. In this paper, multipath error effect is presented with simulated results.
Multipath error is estimated Using Code Carrier Difference (CCD) method with
experimental data and the results are presented for few satellites. Compared to LMS
and RLS algorithms, by using Normalized Least Mean Square (NLMS) adaptive
filter, the multipath error is mitigated by 99.63 % on L1 frequency and 99.86 % on
L2 frequency for SVPRN 7. Rate of convergence is also faster compared to LMS
algorithm. Therefore NLMS adaptive filter best suits for mitigation of multipath
error on GPS signals and also in wireless communication for noise cancellation.
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Generation of Optimized Beams
from Concentric Circular Antenna
Array with Dipole Elements Using BAT
Algorithm

U. Ratna Kumari, P. Mallikarjuna Rao and G.S.N. Raju

Abstract The Dipole is a simple antenna element used for communication pur-
pose. The Planar Concentric Circular Antenna Array with Dipole radiators is
practical antenna array to scan the entire azimuthal plane. In the present paper an
attempt is made to reduce the Side Lobe Level and Beam width of such an Antenna
Array. A very efficient optimization technique BAT algorithm is applied for the
optimization of the antenna array. As it is well known that thinning process has lot
of advantages the thinning is applied on the antenna array. These results are
compared with uniform amplitude distribution of fully populated array.

Keywords Planar concentric circular antenna array � Dipole antenna � Narrow
beams � BAT algorithm � Thinning

1 Introduction

Similar type of antenna elements arranged on a circle is known as circular antenna
array (CAA). This Arrangement is used to obtain perfect beam pattern in every ϕ cut
and to scan the entire azimuthal plane. If different circles with different radii share a
common centre then such type of arrangement is known as Planar Concentric
Circular Antenna Array (PCCAA) [1–7]. The antenna elements considered to be of
any type. Non isotropic antenna like dipole is very simple antenna that is considered
as antenna element in the present paper. Geometrically all the elements will lay on
the perimeter of different circles. These concentric circular arrays are best suited for
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wide bandwidth microwave direction finders, space communications, direction
finding applications and wrap—around shipborne communications.

The radiation pattern of Dipole Planar Concentric Circular Antenna Array
(DPCCAA) depends upon different parameters like dipole length, excitation cur-
rents. The side lobe level (SLL) and beam width can be reduced optimizing anyone
or both the parameters. In the present paper the excitation currents and dipole length
are optimized using very efficient optimization technique like BAT algorithm.
These optimized excitation currents are considered further on which thinning is
applied. The results are compared with antenna array with isotropic elements.

2 The DPCCAA Geometry

There is a small difference between the radiation patterns of PCCAA geometry
considered with normal isotropic radiator and practical dipole radiator. The radia-
tion pattern of PCCAA with practical dipole radiator is product of PCCAA array
factor and individual field pattern of practical dipole radiator. The normalised
power pattern of the DPCCAA is calculated as follows

P h;/ð Þ ¼ 20 log10
Ej j

Ej jmax

� �
ð1Þ

E ¼ ED hð Þ � ECðh;/Þ ð2Þ

Here ED (θ) is considered to be radiation pattern of single dipole and is given by

Ed hð Þ ¼ cos bL cos hð Þð Þ � cos bL
sin h

ð3Þ

EC (θ, ϕ) is radiation pattern of the PCCAA given by the following equations

ECðh;/Þ ¼
XM
m¼1

XN
n¼1

Imne
jbrm sin h cos /�/mnð Þ� sin ho cos /o �/mnð Þ½ � ð4Þ

rm ¼ Ndm
2p

ð5Þ

ϕmn is given by

/mn ¼
2np
N

ð6Þ

where
L is the length of the dipole
Imn is excitation currents
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rm is radius of mth ring
dm is inter element spacing
β is the wave number, β = 2π/λ
θ is elevation angle
M is no of rings
N is no of elements in each ring
θ0,
ϕ0

direction at which main beam achieves its maximum. For the designing
problems presented here θ0 = 0° and ϕ0 = 0° are considered

ϕ is the azimuth angle between the positive x-axis and the projection of the far
field point in the x–y plane as shown in Fig. 1.

Figure 1 shows DPCCAA with fully populated Dipole elements where as Fig. 2
shows Thinned DPCCAA.

Fig. 1 Fully excited
DPCCAA

Fig. 2 Thinned DPCCAA
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3 BAT Algorithm

A very efficient metaheuristic evolutionary algorithm developed by Xin-She Yang
in 2010 is BAT algorithm [7–9]. This algorithm mainly depends upon the
echolocation behaviour of micro bats with varying pulse rates of emission and
loudness.

In the process of BAT algorithm BAT positions indicate the optimum solution of
the problem. Depending on the best position obtained the quality of the solution is
represented. The process echolation is used by the BATs to sense the food or prey
and the background barriers. With the initial conditions such as minimum fre-
quency, initial velocity, wave length and initial loudness they fly randomly
searching the food or prey. Depending on the closeness of the food or prey they
adjust the pulse emission rate and wave length and reach the target.

The process of the BAT algorithm is indicated below. The new best solution,
velocities and frequencies used in the algorithm are given by

fi ¼ fmin þ fmax � fminð Þb ð7Þ

vti ¼ vt�1
i þ xti � x�

� �
fi ð8Þ

xti ¼ xt�1
i þ vti ð9Þ

where fi is frequency, vi is velocity of bats and xi is new best required solution.
The BAT parameters that are considered in the present paper are

Frequency minimum = 0.1, Frequency maximum = 0.9, Loudness = 0.3, Pulse
rate = 0.8.

From the above equations and concept of BAT algorithm the fitness function is
formulated and is presented in the Eq. 10. Using this equation the DPCCAA is
optimized.

Fitness ¼ MIN MAX 20 � log P h;/ð Þ=P h;/ð Þð Þð Þ ð10Þ

where P (θ, ϕ) is considered to be power of the DPCCAA.
All the multidimensional problems are easily solved using BAT algorithm. The

following steps describe how the BAT algorithm works.

1. In every optimization problem if the fitness function is formed then half of the
goal achieved. Here the fitness function is formed first to achieve the goal.

2. Initialisation of BAT Population and velocities is done as the second step.
3. Initialisation of pulse frequency, location of the BATs and loudness of the BATs

are done. As all these parameters are to be initialised for the smooth running of
the algorithm, they are initialised at the starting of the algorithm.

4. The entire algorithm has to be repeated for certain number of iterations. Hence a
fixed number of iterations are considered and initialised.
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5. All the initialised values are used to evaluate the fitness function. On evaluating
the fitness function it is observed whether the initialised values will give the best
results or not.

6. The BAT velocities and BAT locations are updated and the best solutions are
selected.

7. New solutions are generated and accepted varying the Loudness and Search
space.

8. With the effective stopping criteria the steps 4–7 are repeated and the final goal
is achieved.

4 Array Design Using Thinning

With the thinning [10–15] process the antenna array with high dimensions is fab-
ricated and built easily. Without degrading the performance of the DPCCAA sys-
tematically eliminating or turning on and off the elements which are responsible for
more SLL and broad beam width is known as thinning. The excitation currents Imn

is made 1 to turn on the antenna element and made 0 to turn off the antenna
element. In the present paper the DPCCAA is optimized using BAT algorithm to
find out the optimized current excitation coefficients and dipole length for reduced
sidelobe levels. Later thinning is applied using the optimized dipole length and
excitation currents.

5 Results and Discussions

The total work is carried out in three different steps. In the first step the radiation
patterns of Planar Concentric Circular Antenna Arrays were carried out considering
non isotropic element such as Dipole using the Eqs. 1–6. In the second step BAT
algorithm is applied to find the excitation currents for uniformly increased dipole
length and BAT algorithm generated dipole lengths using the Eqs. 7–10. In the third
step thinning is applied on the DPCCAA that resulted in very good performance.

Three rings DPCCAA in which the number of elements considered are multiples
of 5. The dipole length and inter element spacing considered here is 0.5λ. All the
results are compared with radiation patterns of PCCAA having isotropic radiators.
The power pattern of 3 rings DPCCAA with uniformly increased dipole length and
BAT excitation currents is presented in Fig. 3. From the figure it is observed that
The SLL is −21.7 dB and the beam width is 13.7°. As compared with the uniform
excitation and uniform spacing of DPCCAA the SLL and beam width are reduced
considerably to appreciable values.
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The thinned power pattern of 3 rings DPCCAA with uniformly increased dipole
length and BAT excitation currents is presented in Fig. 4. From the figure it is
observed that The SLL is −21.3 dB and the beam width is 13.7°. With 30 %
thinning of the antenna array the results were effectively achieved. Table 1 indicates
the SLL and Beam Width and Thinning percentage related to Figs. 3 and 4.

Figures 5 and 6 indicate the power patterns for 3 rings DPCCAA with BAT
dipole length and BAT excitation currents. Table 2 indicate the corresponding SLL
and Beam Width and Thinning percentage. It is observed that retaining the array
parameters the array is effectively thinned and the goal is achieved. Here The SLL
and beam width achieved are −22.7 dB and 13.8° respectively. With 40 % thinning

-100 -80 -60 -40 -20 0 20 40 60 80 100
-50

-45

-40

-35

-30

-25

-20

-15

-10

-5

0

N
or

m
al

iz
ed

 p
ow

er
 p

at
te

rn
 in

 d
B

Theta (degree)

Power Pattern of 30 elements DPCCAA

 Dipole radiator

 Isotropic Radiator

Fig. 3 Power pattern for
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Table 1 Excitation co-efficients, SLL, beam width and thinning percentage comparison values for
three rings DPCCAA for incremental dipole length

Radiation
parameters

Uniform
excitation

Uniform incremental dipole
length and BAT excitation
currents

Uniform incremental dipole
length and thinned BAT
excitation currents

MAX SLL −15.82 dB −21.7 dB −21.3 dB

3 dB beam
width

21.4° 13.6° 13.7°

Thinning
percentage

0 % 0 % 30 %
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Fig. 5 Power pattern for
three rings DPCCAA for
BAT dipole length and BAT
excitation coefficients
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Fig. 6 Thinned power
pattern for three rings
DPCCAA for BAT dipole
length and BAT excitation
coefficients
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the SLL is −22.1 dB and beam width is 13.3°. Figure 7 indicates Power pattern for
three rings DPCCAA for Uniform Dipole Length and Uniform excitation Currents
with Optimized Dipole Length and Optimized Excitation Currents. Tables 3 and 4
indicate Variation BAT excitation currents and thinned BAT excitation currents for
incremental dipole length and BAT dipole length respectively.

Table 2 Excitation co-efficients, SLL, beam width and thinning percentage comparison values for
three rings DPCCAA for BAT dipole length

Radiation
parameters

Uniform
excitation

Uniform incremental BAT
dipole length and BAT
excitation currents

Uniform incremental BAT dipole
length and Thinned BAT
excitation currents

MAX SLL −15.82 dB −22.7 dB −22.1 dB

3 dB beam
width

21.4° 13.8° 13.4°

Thinning
percentage

0 % 0 % 30 %
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6 Conclusions

Present paper describes the study of Planar Concentric Circular Antenna Arrays
with practical radiating elements like Dipole radiators. Application of BAT algo-
rithm enhances the results of the array. It gives a very nice performance with less
number of iterations. The plots are converged with in a very less time and in very
less number of iterations. The produced plots can be used for point to point
communication and for direction finding purpose also.
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Design and Analysis of Single Feed Dual
Band Stacked Patch Antenna for GPS
Applications

Palleti Ramesh Raja Babu and M. Nirmala

Abstract An efficient double band with single feed GPS frequencies 1.22760 GHz
(L2) and 1.57542 GHz (L1) such as Surveying, Mapping and Geo informatics. By
trimming opposite sides of two different pair of square and isosceles corners of
square patch in dielectric substrates, stacked patch antennae for double band
operations are obtained. Both the upper and lower patches have 2 pairs of square
and isosceles truncated corners each. The inculcation of corner truncation has
achieved better return loss and gain at L1, L2 bands. A concise antenna is designed
and simulated using IE3D simulation tool.

Keywords Global positioning system � Stacked patch � Truncated corners � Dual
band

1 Introduction

Global Positioning System (GPS) receivers are used to find the exact location,
accurate position and also determines the appropriate time which can be used in
many applications. GPS is a dual system, which provides many applications for
civil and military services. With the rapid growth in wireless communication GPS
functions have become very important in day today life. As the demand for more
accuracy and high reliability of the GPS. The GPS antenna should cover multi
frequencies and should operate at same time [1, 2].
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With the increasing demand for accurate time and perfect position information
by using Global navigation system i.e. GPS which has exalted its requirement in its
development and research [3]. For designing of single feed stacked-patch antennas
ratio should be less than 1.5 then only it covers both the L1 and L2 Bands. Stacked
patch antennas has a very less permittivity with an air gap, which increases antenna
size, cost, volume. To avoid these problems two patches are trimmed on opposite
sides of square patches and a-dielectric constant used as a substrate [3–9].

Here, a single probe stacked patch antennas with trimmed corners on the all sides
of both square patches for GPS bands L1 and L2 is explained. The proposed design
has the benefit such that it will not have any air gap while stacking patches and also
for both the patches only one material substrate is used. The proximity, modesty
and specific frequency bands enable this new designed antenna for Surveying,
Mapping, Geo informatics and other GPS applications [10–12].

2 Antenna Structure and Design

The top and side view of single feed double band stacked antennae for GPS bands
L1 (1.57542 GHz), L2 (1.22760 GHz) is shown in Fig. 1.

The antenna has a two stacked square patches with radiating elements, both the
patches are placed on the same side with the jeans cotton substrate with relative
permittivity 1.67 of h1 = 2.84 mm and h2 = 5.68 mm. The lower and upper patches
of the designed antenna produces L1 (1.57542 GHz) and L2 (1.227 GHz). The
upper patch is denoted with Up = 71.33 mm which has truncated corners on all

Fig. 1 Configuration of the single feed double-band stacked antennae. a Top view of designed
antennae. b Side view of designed antennae
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sides of the patch with D = 5 mm. The lower patch with length Lp = 91.86 mm has
a trimmed corners square patches with D = 5 mm. By choosing proper feed point in
the X axis i.e. (F = 22 mm) trimmed corner cuts on both the patches the designed
antenna will have better impedance and good bandwidth. Specifications of the
proposed single feed double band antenna.

Parameters Lp Up D h1 h2 F

Values (mm) 91.86 71.33 5 2.84 5.68 22

where
h1, h2 represents thickness of upper and lower patches
Up, Lp represents length and width of upper and lower patches
D represents truncated isosceles and square corners
F represents feed point location
ϵr represents the relative permittivity of the material

2.1 Design Procedure

Step 1: Calculation of the Width (W):

w ¼ mo
2fr

ffiffiffiffiffiffiffiffiffiffiffiffi
2

er þ 1

r
ð1Þ

ν 0 Velocity of light
ƒr Frequency of resonance
ϵr Permittivity of the material

Step 2: Calculation of Effective permittivity ðereff Þ:

ereff ¼ er þ 1
2

� �
þ er � 1

2

� �
1þ 12

h
w

� ��1=2

ð2Þ

Step 3: Calculation of effective length extension ðDLÞ

DL
h

¼ 0:412
ereff þ 0:3ð Þ w

h þ 0:264
� �

ereff � 0:258ð Þ w
h þ 0:8

� � ð3Þ
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Step 4: Actual length of the patch is calculated by (L):

L ¼ 1
2fr

ffiffiffiffiffiffiffiffi
ereff

p ffiffiffiffiffiffiffiffiffi
loeo

p � 2DL ð4Þ

And Other parameters are calculated by

VSWR is given by VSWR ¼ 1þ q
1� q

ð5Þ

where ρ = Reflection coefficient
Radiation Pattern is related to Maximum gain given by

Gain ¼ 4p
Uðh;uÞ

P
ð6Þ

where
U(θ, φ) Radiation intensity
P Total input power

Directivity

D ¼ U
Uav

¼ 4p
U

Prad
ð7Þ

where
U radiation intensity
Uav Average radiation intensity
Prad Radiated power

3 Results and Discussion

The S parameters of the simulated antenna shown in above Fig. 2. The S parameter
of GPS antenna bands (L2) and (L1) are at −12.07 dB and −13.15 dB. For a better
performance of an antenna, return loss must be nearly −10 dB. But from the result it
is clear that we get the better performance which is beneficial.

Figure 3 is the VSWR of antenna. A good real impedance matched antenna will
have VSWR equal to one. The value of VSWR for the frequency L1 at 1.575 GHz
is 1.78 < 2 and L2 at 1.227 GHz is 1.62 also less than 2 which shows antenna has
better impedance and less radiation losses at these bands.
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3D Radiation pattern of designed antennae at L1 (1.57542 GHz) and L2
(1.225 GHz) are shown in Fig. 4. The Gain is 7.2 dBi for L1 (1.575 GHz) frequency
band and 7.7 dBi for L2 (1.227 GHz) frequency band.

The simulated peak gain antennae for the L1 and L2 band of GPS antenna in
polar plot are 7. 7 and 7.2 dBi, respectively in both elevation and azimuth patterns
are shown in Fig. 5.

Fig. 2 S parameters of the dual band

Fig. 3 VSWR at L1 and L2 bands
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4 Conclusion

An efficient dual band stacked patch antennae operating at GPS frequencies L1
(1.57542 GHz) and L2 (1.22760 GHz) bands are designed. Antennas use the same
substrate material for both the patches. The designed stacked antennae has best

Fig. 4 a 3D radiation pattern at 1.5754 GHz. b 3D radiation pattern at 1.225 GHz

Fig. 5 Polar plots of 2D radiation patterns at 1.575 and 1.227 GHz. a Elevation pattern.
b Azimuth pattern
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emission characteristics of L1 (1.57542 GHz) and L2 (1.22760 GHz) GPS bands.
An enhancement in return loss and gain are obtained due to corner truncation. The
designed antenna have produced satisfactory performance in terms of return loss,
VSWR, and the far field patterns which indicate that antenna have a significant
potential in GPS application.
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Emotion Recognition Model Based
on Facial Gestures and Speech Signals
Using Skew Gaussian Mixture Model

M. Chinna Rao, A.V.S.N. Murty and Ch. Satyanarayana

Abstract This paper addresses an approach for identification of the emotion and
conforming the emotions by fusing to the facial gestures. Various Techniques have
been floated in the area of emotion recognition based speech signals. However these
speech signals that are generated may not being in coherent with the actual inner
feelings. Therefore in this paper a model is proposed by fusing the facial expression
and the uttered speech voices. In ordered to tested developed model, synthesized
data set is considered and performances evaluated using the metrics like precision
and recalled.

Keywords Emotion recognition � Skew gaussian mixture models � Speech
samples � Facial expressions � Fusion

1 Introduction

Emotion Recognition has void range of applications in which forensic applications
take the leading role. Many models have been developed using speech signals and
several authors have proposed systems based on SVM [1], Neural Networks [2],
Principal component analysis [3], Mel Frequency Cepstral Coefficients [4–6] Skew
Gaussian Mixture models [7–9]. In most of these models only the speech signal is
considered. In ordered to identify the emotion the recorded voice sample is gen-
erated and most of these signals that are recorded in the WAV format or mostly
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through the active sequences. The inherent expressions may not be reflected
through the facial expressions or the voice occurred may not reveal the exact
feeling. Therefore it becomes a mandate to identify the exact emotion of a speaker.
This recognition has a significant contribution in many areas like teleconferencing,
Criminal identification, and BPO etc. In particular, during the crime analysis, in
order to assess the witness or to consolidate the witness statement, it is necessarily
to identifying the genuinely of the speaker. The speaker mainly try to cancel is
inherent expressions and may project in a descent manner or the responses may not
truly signify the actual feelings. Therefore to identify the exactness it is customary
to reduce meaningful information.

Feature extraction takes place a vital role in this context. Also among the speech
signals some signals may be of vital information. Therefore these speech samples
are to be extracted for proper identification. Hence, in this paper an attempt is made
to develop a novel concept of emotion recognition varying the feature are extracted
from the speech signals and fused with the facial expressions. A Skew Gaussian
mixture model is considered for this purpose. The main advantage of considering
the Skew Gaussian mixture model is that it can identify the feature from the speech
sample even in the presence of noise or low frequency domain the rest of the paper
is organized as follows.

In Sect. 2 of the paper, the work presented by the earlier research is highlighted.
In Sect. 3 of the paper presence on Skew Gaussian mixture models. In Sect. 4 of the
paper the feature extraction and the dimensionality deduction using Principle
component analysis proposed. The Sect. 5 of the paper presents the experimentation
and together with the results derived. The evaluations based on precision and
recalled are presented. Considering Sect. 6 summarize the paper.

2 Related Work

Many authors have attempted to identify contains state of mind by proposing
different model HIROYASU. M has classified the emotion into active, cool and
certain. And there by author has tried to classify the emotion accordingly. Robat.
P has considered the Emotion recognition has a part of schcology and classified the
emotion into five different classes via Happy, Sad, Neutral, Angry and boredom.
Weig has proposed a model by using Hidden Markov model and Support vector
machines for identification of the emotion. The Emotion Recognition system based
on dialects using Gaussian mixture model is proposed by N. Muralikrishna et al. In
this model the authors have utilized Gaussian mixture mode for effective recog-
nition of the dialects. In this paper the authors presented the need for considering
Gaussian mixture model.

K. Suribabu et al. has proposed a model based on Centralized Gamma distri-
bution for recognizing the speaker’s emotion and the authors have experimented
their work by considering a data set. However in most of these models the
recognition is nearly based on speech samples and no attempt is made to correlate
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the facial feelings together with the speech sample for effective recognition. Hence
in this paper a model is proposed in this direction.

3 Skew Gaussian Mixture Models

The main advantage of considering Skew Gaussian mixture model is that it can
identify the speech signals effectively which by nature are asymmetric. The speech
samples uttered may be having infinite range but to identify the emotions, every
signal has its important. Therefore to interpret the signals more accurately a Skew
Gaussian mixture model is proposed.

The probability density function of the Skew Gaussian mixture model is given
by

f ðzÞ ¼ 2 � uðzÞ � UðazÞ;�1\z\1 ð1Þ

where,

UðazÞ ¼
Zaz

�1
/ðtÞdt ð2Þ

And,

/ðzÞ ¼ e�
1
2z

2

ffiffiffiffiffiffi
2p

p ð3Þ

Let,

y ¼ lþ rz z ¼ y� l
r

ð4Þ

Substituting Eqs. (2)–(4) in Eq. (1) (Fig. 1)

f ðzÞ ¼
ffiffiffi
2
p

r
� e�1

2
y�l
rð Þ2

Za y�l
rð Þ

�1

e�
1
2

t�l
rð Þ2ffiffiffiffiffiffi
2p

p dt

2
664

3
775 ð5Þ

In order to update the initial parameter of the Skew Gaussian mixture model, EM
algorithm is used. The updated equations are presented [8–10].
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4 Feature Extraction

In order to identify the emotion more preciously features play a vital role. In this
paper we have considered two features, one feature extracted from the wave signal
of the speech signal and the other feature extracted from facial expression for this
Eigen values are considered. The Eigen values are obtained by using Principle
component analysis.

4.1 Algorithm for Recognition of Emotion from Speech
Sample

Step 1: Record these speech signals in wav format.
Step 2: preprocess the voices generated by the speaker to eliminate noise.
Step 3: Extract amplitude sequences from these speech samples using MFCC

coefficient.
Step 4: Identify the range of each emotion based on the amplitude data.
Step 5: Categorize the score each emotions and store each emotion against the

speaker.
Step 6: Repeat the process for both gender.

4.2 Principal Component Analysis

This is one of the dimensional reductions of methodology and feature extraction
method consider mostly in the literature in particular for the facial verifications. The
algorithms for PCA given as follows [11–13].

Fig. 1 Frequency curves of
Skew normal distributions
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Algorithm identifying the Eigen faces:

Step 1: Normalize the faces in the data bases.
Step 2: Eliminate the background information.
Step 3: Eliminate the noise by subtracting the mean value of all the images.
Step 4: Calculate the co variant matrix.
Step 5: Formulate characteristic equation which gives Eigen vectors.

This Eigen vectors that are generated are stored against each focus in the data
bases.

5 Experimentation

In order to experiment the model data base of the facial expressions and the emotion
speech samples extracted from the students of Kakinada Institute of Engineering
Technology College is considered. This database consists of arranged 300 voice
samples obtain from acting sequences from both gender with 5 different emotions
namely angry, sad, neutral, happy and boredom each of the faces are normalized
into a square. Only the frontal portion of the faces are considered and the back-
ground is, the Eigen vectors corresponding to each face are extracted are stored in
the database.

MFCC features are extracted against each speech template pertaining to a par-
ticular emotion, the procedure is repeated for the speech template these features are
given as input to the skew Gaussian distribution [13, 14].

The probability density function obtain against each of speech template are
stored. the concept of fusion is acquired to normalize the emotional state of mind by
fusing the PDF values obtained against the MFCC features, the main advantage of
this model is that the emotional state of mind of an individual can either the
understand by the inward physical appearance or outward inherent feelings, To
validate the results derived using the metrics are True positive (+ve), False (−ve)
negative, Precision and Recall.

(i) The true positive considers all the emotions and are classified as particular
emotions among all the emotions which truly have these particular emotions.

Tp Rate ¼ Tp= Tpþ FNð Þ ð6Þ

where FN denotes False Negative.
(ii) False Negative, are those emotions which are wrongly classified and it is

denoted as
FP = (Sum of the total emotions/the particular emotion) * Total No of
emotions.

(iii) Precision: it is denoted as (The rate of a particular emotion)/(Sum of remaining
emotions + the emotion).
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(iv) The Recall is probability that the particular speech signal belongs to a par-
ticular emotions as being in a class X, if it is actually belongs to that class.

The developed model is tested for recognition accuracy on both the databases-1
(KIET ENGG COLLEGE Students) (Table 1).

The recognition rate of about 90 % is recorded for Happy and Sad and about
80 % for other emotions. The performance of the derived results are tested for
accuracy using metric precision and Recall, the results derived are presented below
(Table 2).

6 Conclusion

This paper presents a new methodology based on multimodal emotion recognition
system using Skew Gaussian Mixture Model. In this paper a model is proposed by
fusing the facial expression and the uttered speech voices. The speech signals
recorded in WAV format are used for investigation, together with the facial
expressions. The emotions of both genders are extracted using MFCC. The testing
is carried out using the database generated from the students of KIET Engineering
College, Kakinada. The derived results are evaluated using metrics like Precision
and Recall. The derived results show that the developed model performs efficiently
in recognizing the emotions.

Table 1 Comparison of
confusion matrix to identify
different emotions of
male-using databases-1 (Kiet
Engg College Students)

Stimulation Recognition emotion (%)/proposed model

Angry Boredom Happy Sadness Neutral

Angry 92 0 0 8 0

Boredom 5 85 0 10 0

Happy 0 0 90 0 10

Sadness 0 10 0 86 4

Neutral 0 10 0 8 82

Table 2 Precision and recall
values of male emotion-using
databases-1 (Kiet Engg
College Students)

Precision Recall

Angry 0.92 0.94

Boredom 0.85 0.8

Happy 0.9 1.00

Sad 0.86 0.76

Neutral 0.82 0.85
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Analysis and Detection of Surface Defects
in Ceramic Tile Using Image Processing
Techniques

N. Sameer Ahamad and J. Bhaskara Rao

Abstract A large amount of ceramic tiles are constructed in the ceramic tile
industry and it is very problematic to monitor the quality of each and every tile
manually. It is very difficult to monitor the quality of each and every tile manually.
This paper addresses a new technique to avoid such in detecting tile defects. Quality
jurisdiction is an important task in the ceramic tile executive. The cost of ceramic
tiles also depends on freshness of arrangement, truthfulness of colour, format etc. In
ceramic tile factory, the manufacturing process has now performed automatically by
industrial computerization system, apart from the observation procedure for ceramic
quality classification which is still organize hand-operated. Tile’s surface com-
monly suffers from cracks, holes, spots and corner defects. Classification process is
achieved using the human visual appraisal to find and to analyze defect, where
human perception is dependent thoroughly on experience and expertise. This
operation wants a mechanical arrangement which can furnish an estimate of the
ceramic condition precisely and frequently.

Keywords Computer vision � Defect detection � Image processing � Lab VIEW �
Feature extraction � Fresh tiles � Morphological operation

1 Introduction

Now a day’s Computer technology has been growing and expanding its use in
helping to resolve the problems on various aspects of human activity, Due to
technology development, the image processing is used in research for scientist and
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engineering in the computer technology. Image processing has three steps for
dispose of any image. First, it importing the real time sensor or scanner or digital
camcorder, second in the image we are maneuver, improvement, condensation,
feature eradication from the ceramic tiles, at minimum achieve result after imple-
ment various investigation on the image [1].

The construction operation at ceramic tiles manufactory have been done
undoubtedly by instrument through industrial computerization system apart from
the cross-examination process for ceramic quality arrangement which is still
implement mutually by the interference of individual operator. This approach has
excessive imperfection, similar as time performance, veracity and courage, which
are much overpriced, since it depends upon laborer to task in conversion. The
alternative hitch is individuality since it is totally motivate by the involvement and
judgment of the employee. This deficiency can start to misstep in the stage of
ceramic trait recognition [2, 3].

Analysis involves variety evaluation such as color search, element authentica-
tion, and surface defect detection. Hence in this paper we are introducing a capable
defect detection approach which can not only shorten the employs task but also
certification production quality. Ceramic tile manufacturing is a very complicated
process. The production process is associations of chemical, mechanical,
thermo-dynamical and other processes which must be deftly conform for good and
prosperous manufacturing [4, 5].

2 Existing Defect Detection Methods

Some prospective various fault detection methods that have been prospective to find
out the disparate type of image defects. Most of them are to deduce texture feature
for detecting defect on ceramic, defect detection on ceramic tile using to deduce
shape feature is proposed [1].

Elbehiery et al. [3] confer a few methods to recognize the glitch in the ceramic
tiles. They separate their approach into two things. In the early part, Existing design
accommodate with the captured images of tiles as input. As the output, they present
the excitement regulate or histogram modify image. Subsequently they used the
output of early factor as input for the second factor. In the second factor of their
design, various specific interdependent image processing procedure have been used
in form to analyze various variety of defects. Win out effort focal point the human
visual check-up of the defects in the production. But their system is not comput-
erized which is very enough mandatory in the construction process. Again their
suggested method is procedure irrelevant because they practice their second unit on
whole evaluation image to determine various groups of defects. Moreover, their
recommended method is very time utilize.

Rahaman and Hossain [6] gives study for the preparation of the analyzed image
noise removal, which was done using median filter and sobel edge detection. In this
study, the proposed algorithm is intended to separate tiles into defect or no defect
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category. Separation had done by comparing the number of defect pixels on the
analyzed image with the reference image. Morphological operations were then
applied to the defective tile image during the defect classification process.

Hozenki and Keser [7] introduce a ceramic edge defect detection analysis based
on contour description. To prepare the image for analysis, Thresholding method
was used by the histogram of the foreground image with the background image. For
edge detection, canny kernel was used. Afterwards, contour search was performed
by tracing five angles (0, 45, −45, 90, −90 degree). The results were clear visible
contour based on the shape and geometric structure.

3 Morphological Techniques

Morphological image processing is a collection of non-linear operations related to
the shape or morphology of features in an image, such as boundaries, skeletons, etc.
In any given technique, we probe an image with a small shape or template called a
structuring element, which defines the region of interest or neighborhood around a
pixel. Originally it was developed for binary images, and was later extended to
grayscale functions and images. The main purpose is to remove imperfections
added during segmentation. It is a set of image processing operations that process
images based on shapes. Dilation and erosion are two basic operations [8].

4 Methodology Used

The proposed algorithm can be described in the Following step wise operations:

Step 1: Image Pre-processing Operations: The image processing operations
includes Acquiescing an image, Re sampling of input image, Colour to
Gray Image conversion, noise reduction using median filter.

Step 2: Image Segmentation (Morphology): The image Segmentation includes
edge detection, Thresholding, basic and advanced morphology.

Step 3: Feature Extraction: This includes the Feature extraction step to be
followed.

Step 4: Defect Measurement: This includes the particle filter measurement and
histogram to find the number of pixels.

Step 5: Ceramic Quality Classification: This includes the Fuzzy logic to classify
the ceramic tiles.

The following is the flowchart of the system designed in Lab VIEW (Fig. 1).
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4.1 Fuzzy Logic Grading

In fuzzy logic grading, we can define the number of grades we want we want to
break the output into. More the number the number of grades, more will be the
accuracy in output grading. Let us take two examples where we define parameters
for each case separately and obtain the membership functions graph. The function
used to grade the samples here is a triangular waveform. The other waveforms that
can be used are trapezoid, singleton, sigmoid, Gaussian waveform shapes. The user
can also define the waveform that is to be used for fuzzy logic (Fig. 2 and Table 1).

Yes

Thresholding

Image Acquisition 

Start

Image Enhancement 

Median filter Noise 
Reduction

Edge Detection 

Is Defect 

Detection

Defect Classification 

No

Final 

Morphological 
operation

Fig. 1 Flow chart of the
proposed method
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4.2 Fuzzy Rules

The fuzzy rules are used to classify the ceramic tiles. By using the membership
functions in the fuzzy logic we can group the defect percentage into grades. The
grades are nothing but the quality of ceramic tile based on defect analysis. The
following are the membership functions using fuzzy logic.

1. IF ‘percentage’ IS ‘percentage a’ THEN ‘grade’ IS ‘grade a’
2. IF ‘percentage’ IS ‘percentage b’ THEN ‘grade’ IS ‘grade b’
3. IF ‘percentage’ IS ‘percentage c’ THEN ‘grade’ IS ‘grade c’
4. IF ‘percentage’ IS ‘percentage d’ THEN ‘grade’ IS ‘grade d’
5. IF ‘percentage’ IS ‘percentage e’ THEN ‘grade’ IS ‘grade e’

5 Results and Discussion

See Figs. 3 and 4.

5.1 Area Calculation

We have re-sampled by considering x-resolution as 600 and y-resolution as 400 and
this resolution was made fixed throughout our project. As the resolution was fixed,

Fig. 2 Membership function graph

Table 1 Fuzzy cases Least Low Medium High Highest

0–10 5–20 15–30 20–50 40–100
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the no. of pixels is confined to 2, 40,000 though the sample was taken at different
heights.

From histogram analysis, we obtained the no. of pixels existing in both defective
and non-defective portion of ceramic tile. As area calculation is required for grading
of our sample, they can be calculated by using the following formulae. [9]

Fig. 3 a Original image. b Resampling. c Color plane extraction. d Edge detection filter.
e Threshold. f Advanced morphology to remove small objects

Fig. 4 LabVIEW output of
defect area calculation and
classification
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Total sample area ¼ Total No. of Pixels � Calibration value

Area of sample Non-Defective Portionð Þ
¼ No. of Pixels in Non - Defective Portion

obtained from Histogram Analysisð Þ � Calibration value

Area of sample Defective Portionð Þ
¼ No. of Pixels in Defective Portion

obtained from Histogram Analysisð Þ � Calibration value

5.2 Percentage Defect Area

Defect Area percentage ¼ Area of the defected portion� 100
Total Area of the input sample

6 Conclusion

This paper is mainly focus on one of the problem generally occurs in this result
proves that, Morphological method can be used to detect rectangularity defects in
the process of ceramic classification. By using this technique we can to increase the
efficiency rate and reduced the total computational time for defect detection from
the images of the ceramic tiles. This method plays an important role in ceramic tiles
industries to detect the defects (industrial automation) and to analyse the quality of
ceramic tiles.
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Lifeline System for Fisherman

Addanki Sai Charan, Vegesna S.M. Srinivasaverma
and Sk. Noor Mahammad

Abstract This paper provides a novel method to prevent the fishermen from
knowingly or unknowingly trawl (fishing) across the International Maritime
Boundary Line (IMBL). This method makes use of Global Positioning System
(GPS) which provides reliable positioning, navigation and timing services under on
a continuous basis. The existing system does not satisfy the safety requirement of
fishermen during the fishing because the maritime boundaries between the countries
cannot be visible. The main motive behind this paper is to implement an efficient
scheme to preserve the safety of the fishermen using GPS.

Keywords RF communication � Global positioning system � Fisher man and
IMBL

1 Introduction

In the current world, each county has defined its clear maritime boundaries.
Crossing these boundaries will cause imprisonment or death penalty. This is the
major problem faced by the fishermen in daily life because the maritime boundaries
of two countries can’t be identified during the fishing. So it is necessary to identify
the maritime boundary during the fishing. The proposed system is not only prevents
the fisherman from crossing the International Maritime Boundary Line but also
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enables the fishermen to report to the Coast Guard on spotting an intruder. This
increases the overall security of coast line and also reduces the necessity for
periodic patrolling of sea by the coast guard.

2 Literature Review

Main drawback in GSM (Global System for Mobile communications) is commu-
nication breaks between the sea vessels, if the link provided by the network pro-
vider fails then message cannot be transmitted. We cannot expect proper signal
strength in the mid of the sea. The coverage at sea is achieved through setting up an
Ad hoc network between the fishing boats. The transceiver unit present in each
fishing boat act as signal repeater/regenerator until it reaches the base station in
water or in land. Here the communication fails if the intermediate boats are not
present at a particular distance from the transmitting boat. Where the popular
satellite phones are expensive to install in fishing boats, moreover they are meant
for talking purpose hence activities can’t be monitored by coast guards. Individual
monitoring of all boats through RADAR (Radio Detection and Ranging) is prac-
tically not possible. Thus in this proposed method is to achieve reliable commu-
nication at sea through RF (Radio Frequency) communication. The proposed
system sends a note to fisherman and coastal guard, which saves the fisherman from
the imprisonment and death penalty. A RADAR based fisherman communication
system is proposed in [1].

The Ultra High Frequency (UHF) transmission provides short wavelength with
high frequency. The size of transmission/reception antennas is dependent on the
size of the radio wave. The conspicuous antennas with small in size can’t be used in
the applications of high frequency ranges [2]. The broadcast range of the UHF is
limited and which is the major drawback of UHF. For example, the distance
between the transmission and reception antennas (line-of-sight) of the UHF based
applications like two-way radio systems and cordless telephones is small. UHF can
be widely used in Public safety, GSM, business communications and personal radio
services such as GMRS, PMR446, UHF CB, and UMTS cellular networks.

3 Proposed System

Radio frequency transceiver architecture is designed with all the practically possible
parameters of each and every component in the system is thoroughly considered to
proceed for practical implementation. This system acts as self-guiding system for
the Fisherman not to rely on other sources at hard times. This system may include:
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3.1 Modulation Scheme

In QPSK (Quadrature Phase Shift Keying), the phase of the carrier wave is modulated
according to the phase change of the digital information. In simple, QPSK refers to
the phase shift keying (PSK) with four states. The binary modulations like OOK and
FSK have more peak error rate (PER) than QPSK because QPSK uses temporally
shorter packets. Therefore the energy of the transmitter/receiver is reduced due to the
less active time for transmission/reception of data/acknowledgements.

3.2 System Requirements

1. The RF System is designed to work for a frequency range, f = 433.05–
434.790 MHz, such that it results in providing a Bandwidth (BW) of 1.74 MHz.
One of prior requirement is that no other communication devices or systems
operating for the same frequency bands should be present. Presence of such
systems/devices will result as interference for our RF system [3].

2. One of the goals of our system is to cover a maximum distance of 25 km;
therefore the channel considered for wireless transmission will be air over sea as
well as land. The calculated free space path loss and sea attenuation loss are
114 dB (approx) and 6 dB respectively. This sums out the channel loss to be
120 dB. Thereby the system is designed keeping this loss figure in mind, and if
by any reason or circumstances this loss figure rises and cross a peak of 120 dB
attenuation level, then it will result in high rise of BER (Bit error rate) for the
resultant transmission.

3. The performance of a system is inversely related to the BER of that system.
Therefore we need to strive hard to make sure that our BER of our system
always remains below a certain BER value. In our system, we are using QPSK
modulation scheme and for it the BER is related to SNR (signal to noise ratio)
i.e. BER is a function of SNR, thereby we can calculate a SNR value below
which our system should never fall to avoid going below a certain BER. After
calculating this SNR value, we require to get the noise floor and thereby cal-
culate noise figure. For this noise floor, we calculate the total amount of signal
power which we need to transmit from the transmitting end and from the source
end such that after every stage the SNR doesnot go below a certain bed. On the
other hand the noise figure is required to calculate the sensitivity for the LNA
used at the receiver end [4, 5].
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4. For the stated transceiver system considering the power constraints as per
regulations of Telecom Regulation Authority of India (TRAI) the minimum
power values required at Transmitting end i.e. Base Station (Tx) and Receiving
end i.e. Boat side (Rx) needs to be:

Transmitting Input power (Tx) = −10 dBm
Antenna Gain (Tx) = 25 dBi
Antenna Gain (Rx) = 0 dBi

3.3 IMBL Locations

According to our system every fishing boat must consist of a Boat Unit. The Boat
Unit consists of a GPS receiver, a buzzer and a user interface to alert during
intrusion. The satellite sends the signal to GPS receiver. Then, the GPS converts the
received signal into desired data. The data is retrieved by the microcontroller.
The IMBL (Latitude and Longitude values) are noted as a boundary line values and
are stored as reference values in microcontroller. Real-Time GPS values are
compared with that stored values consistently, such that if the value goes beyond
that reference stored values, an alarm is set as indication of warning.

In distress condition, fisherman can use the emergency button provided with in
the hand-held module such that the Latitude and Longitude coordinates of the
current location of the fisherman obtained from GPS receiver are transmitted to the
shore station using RF Transmitter embedded along with the GPS module.
Accordingly, the shore station people can locate the fisherman and can do rescue
operations needed.

Figure 1 shows the maritime boundary between India and Sri Lanka, which is
known as Gulf of Mannar. These boundaries are defined by latitude and longitude.

3.4 Infrastructure Requirements

The proposed system supports 25 km RF communication, hence, it proposed that
for every 50 km of coastal line distance one base station for RF transmitter
setup. All the base stations are interconnected using Internet and finally it is con-
nected to centralized help-line center. Help-line center will give the weather updates
and other important information about sea.
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4 Implementation Details and Results

4.1 Link Budget Analysis

Link budget is defined as the calculating and shaping the gain/loss of the power in
the transmission system. It defines the total power required by the transmitter to
transmit the signal with a corresponding Signal to Noise Ratio (SNR) and satis-
factory Bit Error Rate (BER) [6]. During the link budget estimation, the path loss,
distortion, failure by rain, connector losses, cable losses, and antenna gain are
considered. Link budget analysis is made considering the required parameters as
shown in Table 1.

The proposed system is implemented and verified using ADS software.
Transmitter and receiver implementation details are shown in Figs. 2 and 3
respectively. Proposed system block diagram is shown in Fig. 5 and its operation is
explained in flowchart as shown in Fig. 4. Enclosure for the proposed system is
designed using IP65 standard, Solid-works 3D model is shown in Fig. 6. We can
not use any metal material for outer casing of the product as RF module is

Fig. 1 The maritime boundary between India and Sri Lanka
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incorporated which leads to shielding. Hence, it is recommended to used a low cost
engineering plastic (ABS plastic) for outer casing. The proposed system component
wise simulation is shown in Fig. 7.

Table 1 Link budget of
proposed system

Parameter Value

Frequency (MHz) 433–434.8

Max Tx. power per carrier (dBm) 25

Tx antenna feed loss (dB) 1.5

Tx ant. gain (max) (dBi) 25

EIRP max (dBm) 29.60

Rx. antenna gain (dBi) 0

RX antenna cable loss (dB) 1.5

Distance (km) 25

Free space path loss (dB) 113.13

Sea attenuation loss (dB) 6

Received signal power (dBm) −96.03

Rx sensitivity (dBm) −104.8

Link margin 122.4

Fig. 2 Proposed transmitter block diagram
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Fig. 3 Proposed receiver block diagram

Fig. 4 Flowchart
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Fig. 5 Block diagram

Fig. 6 Prototype
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5 Conclusion

This paper proposed an efficient and cost effective solution for fisherman. The
proposed systems warns the fisherman against the crossing the international mar-
itime boundary line. Fisherman will get the sea weather updates to cautioned
against the bad weather. In distress situation fisherman can press the emergency
button of the proposed system. Where the GPS coordinates will be communicated
to help-line center using RF communication, to rescue the fisherman with help of
coast guards. The proposed system solution is cheaper than the satellite phones and
this system will not give any source for misuse.

Fig. 7 Component wise simulation results
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Characterisation of Mobile Radio Channel

Lavanya Vadda and G. Sasibhushana Rao

Abstract In densely built-up areas, the transmitted signal from the base station
mostly arrives at the mobile station as a multitude of partial waves from different
directions. This is known as multipath propagation. This effect gives rise to mul-
tipath fading. Due to this, received signal strength decreases and sometimes unable
to recognise. So characterisation and modelling of wireless channel is highly
important. The received signal strength in terms of power is measured using RF
recorder for analysis at the mobile station at certain time intervals and the signal (in
dBm) assumed to be received in multipath environment and is composed of fast
fading caused by local multipath propagation and slow fading due to shadowing. In
this paper, the real time data is analyzed by separating slow fading and fast fading
components using moving average filter and then individual approximation of their
cumulative distribution functions (CDF) are compared with the theoretical Rayleigh
distribution and lognormal distribution.

Keywords Multipath � Fading � Rayleigh fading � Lognormal distribution � CDF

1 Introduction

Wireless communication refers to the transfer of information using electromagnetic
(EM) waves over the atmosphere rather than using any propagation medium. Radio
signals exist as a form of electromagnetic wave. During the propagation of the radio
signal through the medium, it accounts for all possible propagation paths as well as
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the effects of absorption, attenuation, reflection losses, scintillation, delay spread,
angular spread, Doppler spread, dispersion, interference, motion and fading.

The atmosphere reflects, absorbs or scatters radio waves; these waves travel from
transmitter to receiver over more number of paths and is referred to as multipath
propagation, which causes fluctuations in the received signal’s amplitude, phase
and angle of arrival, giving rise to multipath fading [1]. Fading is the deviation of
the signal attenuation (the gradual loss in intensity). It is induced by multipath
propagation or by shadowing [2, 3], which increases the error rate of received data.
The straight path from transmitter to receiver is called line-of-sight (LOS) path and
remaining all are non line-of-sight (NLOS) paths because of obstacles. These
signals from multiple paths may interfere constructively or destructively at the
mobile station. The effect of multipath causes fading.

There are many types of fading that may occur in our real life mobile envi-
ronment today. There are mainly two types of fading effects characterize mobile
communication [4]. They are large-scale and small-scale fading.

Large Scale Fading: Large-scale fading represents the average signal power
attenuation or path loss due to motion over large areas. This occurs as the mobile
moves through a distance of the order of the cell size, and is typically frequency
independent. Signal attenuation due to penetration through buildings and walls is
called shadowing. Shadow fading is called slow fading because the duration of the
fade may last for multiple seconds or minutes.

Small scale fading: If there is a small change in the spatial separation between
the receiving station and transmitting station causes dramatic change in the signal’s
phase and amplitude is referred as small-scale fading. Small scale fading can be
statistically described by Rayleigh and Rician fading models [5].

The mobile signal is combination of fast fading component caused by multipath
propagation and slow fading component caused by shadowing. Then envelope of
the received signal is expressed as

SuðtÞ ¼ f ðtÞþ sðtÞ ð1Þ

where f(t) is the fast fading envelope, which closely follows Rayleigh distribution
and s(t) is the slow fading component which is lognormally distributed. The
envelope Su(t) has a Suzuki distribution [3]. The Suzuki distribution is rather
complicated and not easy to handle mathematically. It would be very useful to have
an approximation by a lognormal distribution [3].

The statistical properties of received signal are important for the planning of
mobile radio networks and development of digital communication systems. The
main intention of this paper is to separate slow variations and fast variations from
the received mobile signal using a moving average filter in order to perform an
independent study of shadowing and multipath effects.

594 L. Vadda and G. Sasibhushana Rao



2 Analysis of the Received Mobile Radio Propagating
Signal

In order to analyze the mobile radio propagating signal, the signal is recorded using
RF recorder. Total measured data consists of one lakh samples in 5000 s. The
measured data is under the multipath environment and is shown in Fig. 1 which
illustrates the signal variation at certain time intervals in multipath environment.

In order to normalize the measured data in terms of voltage, first power levels are
converted into dBs. To model the voltage, load resistance, R, of 50 Ω is assumed,
the power and the voltage are related by the following equation

v ¼
ffiffiffiffiffiffiffiffiffi
2RP

p
ð2Þ

Figure 2 shows the received voltage verses elapsed time using Eq. (2). The
received signal is composed of fast fading caused by multipath propagation and
slow fading caused by shadowing. In order to study the variations caused by slow
and fast fading independently, they are separated by means of a moving average
filter.

2.1 Moving Average Filter

The moving average is the most common digital filter in signal processing. The
moving average filter is optimal for a common task. As the name implies, the
moving average filter averages number of points (values) from the input signal to
produce each point (value) in the output signal. In equation form,
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Fig. 1 Received power versus elapsed time
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p i½ � ¼ 1
N

XN�1

j¼0

q iþ j½ � ð3Þ

where q[ ] is the input signal, p[ ] is the output signal, N is the number of points in
the average, i is the point at which the output is considered and j is an index which
run from 0 to N − 1 [6].

The separation of fast and slow variations is performed by moving average filter
which implements a rectangular window that is slid through the received signal
series. After this process the output of the filtered series contain unreliable samples
at the starting and at the last, which can be discarded. For this a window size of 10λ
and sample spacing of λ/4 (samples per wavelength) has been used for separating
the fast variations and slow variations.

2.1.1 Normalisation of the Signal Using Rayleigh Distribution
Parameters

Measured data is normalized with respect to one of its parameters. Here the
expression for the Probability Density Function (PDF), is taken as a function of the
mode for the measured data. Mode is estimated from the mean in the case of a
Rayleigh distribution by using the equality r

ffiffi
p
2

p
. Thus the measured data of v has

been normalized with respect to its estimated modal value σ, i.e., v′ = v/σ for fast
variations is shown in Fig. 3. The new measured or normalized data, v′, should have
a modal value equal to one.
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3 Generation of Cumulative Distribution Function
(CDF) for Rayleigh Distribution and Lognormal
Distribution

In a multipath environment, where the LOS is blocked, then the signal variation are
usually represented by a Rayleigh distribution expressed in units of voltage. The
fast variations are analyzed by Rayleigh distribution [7]. The probability distribu-
tion function (PDF), of the Rayleigh distribution is given by the following equation.

f ðxÞ ¼ x
r2 expð� x2

2r2Þ for x� 0

¼ 0 otherwise
ð4Þ

where x is a voltage which actually represents, xj j, the magnitude of the complex
envelope. This distribution has a single parameter, its mode or modal value, r. The
cumulative distribution function (CDF), is the integral of the PDF. In computing
outage probabilities in link budgets, CDF plays a important role.

CDFðXÞ ¼
ZR
0

f ðxÞdx ¼ 1� exp � X2

2r2

� �
ð5Þ

For the analysis of slow variations a lognormal or normal for the variation in dB
is used. The probability distribution function, of the log normal distribution is given
by [8]
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f ðxÞ ¼ 1

xr
ffiffiffiffiffiffi
2p

p exp
�ðln xÞ � lð Þ2

2r2

 !
ð6Þ

where x is a random variable, l is mean and r is standard deviation and the
cumulative distribution function is

FðxÞ ¼ 1
2

1þ erf
x� l

r
ffiffiffi
2

p
� �� �

ð7Þ

where, erf represents error function.

4 Comparison of Theoretical CDF and Obtained
Sample CDF

To know whether the normalized measured data follows a Rayleigh distribution (for
fast fading) and lognormal distribution (for slow fading), the theoretical and the
sample CDF’s were plotted and observed that the match is reasonably good as
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shown in Figs. 4 and 5. The theoretical CDF’s have been computed using Eqs. (5)
and (7) and the sample CDF using function fCDF.

5 Conclusion

The cumulative distribution function of a signal is used to compute the outage
probability in link budget. In this paper fast fading and slow fading are separated
and theoretical CDF’s of fast fading effect and slow fading effect are compared with
the CDF’s obtained from real-time data. The standard deviation of the shadowing
usually varies from 3 to 12 dB in macro cellular, microcellular and indoor envi-
ronments. From the plots it is observed that the fading pattern for real-time data is in
line with theoretical values. The separation of both types of fading is useful in the
development of a proper mitigation technique individually.
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Implementation of Reversible Arithmetic
and Logical Unit and Its BILBO Testing

Sk. Bajidbi, M.S.S. Rukmini and Y. Ratna Babu

Abstract Reversible logic is gaining more importance day by day, because of its
feature of low power dissipation which is the basic need in designing nano elec-
tronic devices, bioinformatics, low power CMOS designs and quantum computing.
Reversible logic is one which realizes n-input n-output functions that map each
possible input vector to a unique output vector. It is a promising computer design
paradigm for constructing arithmetic and logic units which are the basic building
blocks of computer that do not dissipate heat. After designing a system, it is also
equal important to test it. In this paper reversible ALU (Arithmetic and Logical
Unit) performing four operations (Addition, Multiplication, Subtraction and Bit
wise- AND) is implemented and the simulated results like power consumed, delay
and area obtained are compared with that of conventional ALU. Testing is also
done on proposed reversible ALU by using BILBO (Built—in Logic Block
Observer) blocks, which was the first BIST (Built-in Self Test) architecture to be
proposed and undergo wide spread use. The proposed reversible ALU is imple-
mented and simulated using Verilog HDL in Xilinx 13.4 version.

Keywords Reversible logic � Low power dissipation � Reversible ALU � BIST
(Built-in self test) � BILBO (Built-in logic block observer)

Sk. Bajidbi (&) � M.S.S. Rukmini � Y. Ratna Babu
Department of ECE, Vignan’s University (VFSTR University),
Vadlamudi, Guntur 522 213, A.P., India
e-mail: skbajidbi12@gmail.com

M.S.S. Rukmini
e-mail: mssrukmini@yahoo.co.in

Y. Ratna Babu
e-mail: ratna2k5@yahoo.com

© Springer India 2016
S.C. Satapathy et al. (eds.), Microelectronics, Electromagnetics
and Telecommunications, Lecture Notes in Electrical Engineering 372,
DOI 10.1007/978-81-322-2728-1_57

601



1 Introduction

In general computers which are irreversible, there is loss of one bit of information
for each logical operation carried out in it. But Landauer’s principle says that for
every one bit information loss, KTln2 (Where k is Boltzmann`s constant and T is
absolute temperature) joules of energy is dissipated in the form of heat [1].
Although this amount of energy is negligible in case of simple circuits, it becomes
very significant in huge circuits [2]. This power dissipation decreases the reliability
and lifetime of circuits.

Hence there is a need for typical kind of logic instead of conventional logic
which reduces this power dissipation. i.e. Reversible logic [3, 4]. Reversible logic is
that in which the charge stored on the cells which consists of transistors is not
allowed to lost but it can be reused though reversible computing thus reducing the
power dissipation [5]. Due to this unique feature of lowering power dissipation,
reversible logic has gain several applications in different fields like quantum
computing, nano electronics etc. [6].

While designing a reversible circuit, it is also important to test the circuit for
detecting faults and obtain the fault coverage of the circuit [7]. Significant contri-
butions have been made in the literature towards the testing of reversible logic gates
and arithmetic units [8–10]. But still there are very little efforts done towards the
testing of reversible ALUs [11, 12].

In this paper 16 bit reversible ALU with three arithmetic operations i.e. addition,
subtraction, multiplication and a logical operation i.e. bitwise-and is designed and
testing is done on reversible ALU using BILBO (Built-in Logic Block Observer)
blocks [7].

The reversible ALU with four operations using reversible gates are designed first
and it is placed between two BILBO blocks [13, 14]. The test pattern generated by
the BILBO block is applied as input to circuit under test i.e. reversible ALU and
output obtained is compared with fault free circuit. If the output of circuit under test
(reversible ALU) is same as that of fault free circuit then the circuit is said to be
fault less circuit [15, 16].

2 Reversible Logic

Reversible logic is one in which there are equal number of inputs and outputs.
A reversible circuit can be achieved by adding some inputs called constant inputs
and some outputs called garbage outputs to the conventional circuit to make the
number of inputs and outputs equal. But these constant inputs and garbage outputs
should be maintained low for the better circuit performance.

The basic reversible logic gates encountered during the reversible design are
Feynman gate, Toffoli gate, Fredkin gate, Peres gate and Double Peres gate which
are discussed in reference papers.
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3 16 Bit Reversible ALU Design

3.1 Proposed Work

The below Fig. 1 shows the design of ALU with four operations i.e. Multiplication,
Addition, Subtraction and Bitwise-AND. Depending on the two select lines of
ALU, the operation to be performed is selected. When s0s1 = 00 multiplication
operation will be performed, when s0s1 = 01 addition operation is performed, when
s0s1 = 10 subtraction operation is performed, and when s0s1 = 11 logical
Bitwise-AND operation is performed. To implement 16-bit reversible ALU each of
these sub modules should be implemented using reversible logic.

3.2 Reversible Gates Used in Proposed Work

Instead of fundamental reversible gates like Feynman, fredkin, peres etc., some
other reversible gates are used in the proposed work. The reversible gates are:

(1) HNG gate
HNG gate is a 4 * 4 gate with inputs (A, B, C, D) and outputs P = A, Q = B,
R = A^B^C, S = ((A^B)&C)^(A&B)^D (Fig. 2).

(2) HNG2 gate
HNG2 gate is a 4 * 4 gate with inputs (A, B, C, D) and outputs P = A, Q = B,
R = A^B^C, S = (((*A)^B)&C)^((*A)&B)^D (Fig. 3).

(3) F2g gate
F2g gate is a 3 * 3 gate with inputs (A, B, C) and outputs P = A, Q = A^B,
R = A^C (Fig. 4).

Fig. 1 ALU design
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(4) NFT gate
NFT gate is a 3 * 3 gate with inputs (A, B, C) and outputs P = A&B,
Q = ((*B)&C) ^ (A&(*C)), R = (B&C) ^ (A&(*C)) (Fig. 5).

(5) IG gate
IG gate is a 3 * 3 gate with inputs (A, B, C) and outputs P = A, Q = A^B,
R = (A&B) ^C, S = (B&D) ^ ((*B) & (A^D)) (Fig. 6).

Fig. 2 HNG gate

Fig. 3 HNG2 gate

Fig. 4 F2g gate
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3.3 Design of 16 Bit Reversible Adder

In below Fig. 7 reversible 16 bit adder is shown with 16 HNG gates. The two inputs
a, b along with a carry in (cin) and fourth input is maintained as zero (constant
input) in each HNG gate. The sum is obtained at third output and carry is obtained
at fourth output which is added to next input bits sum whereas the remaining
outputs are garbage outputs. Thus the final sum and carry output (cout) are obtained
at third and fourth outputs of 16th HNG gate.

This 16 bit reversible adder is designed using verilog HDL, simulated and
synthesized using Xilinx 13.4 version.

3.4 Design of 16 Bit Reversible Subtractor

In below Fig. 8 reversible 16 bit subtractor is shown with 16 HNG2 gates. The two
inputs a, b along with a carry in (cin) and fourth input is maintained as zero
(constant input) in each HNG2 gate. The difference (diff) is obtained at third output
and borrow (b0) is obtained at fourth output which is given to next input bits
difference whereas the remaining outputs are garbage outputs. Thus the final

Fig. 5 NFT gate

Fig. 6 IG gate
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difference and borrow output (bo) are obtained at third and fourth outputs of 16th
HNG2 gate.

This 16 bit reversible subtractor is designed using verilog HDL, simulated and
synthesized using Xilinx 13.4 version.

Fig. 7 16 bit reversible adder

Fig. 8 16 bit reversible subtractor
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3.5 Design of 16 Bit Reversible Multiplier

In below Fig. 9 reversible 2 bit multiplier is shown with 4 F2g gates, 4 NFT gates
and 2 IG gates. Using this 2 bit reversible multiplier 16 times (like a[0]a[1] × b[0]b
[1], a[2]a[3] × b[0]b[1], a[4]a[5] × b[0]b[1] and soon), 16-bit reversible multiplier is
obtained. Because of space complexity only 2-bit reversible multiplier is shown. In
2 bit reversible multiplier, each bit of two inputs a, b along with two zeros (constant
inputs) are given to four F2g gates and outputs P[0], P[1], P[2] and P[3] are
obtained from second NFT gate and two IG gates. The remaining outputs are
garbage outputs.

This 2 bit reversible multiplier is designed using verilog HDL, simulated and
synthesized using Xilinx 13.4 version.

3.6 Design of 16 Bit Reversible Bitwise-AND

In below Fig. 10 reversible 16 bit Bitwise-AND operation is shown with 16 NFT
gates. The two inputs a, b along with third input is maintained as zero (constant
input) in each NFT gate. The output ‘c’ of 16 bits is obtained at first outputs of each
NFT gate whereas the remaining outputs are garbage outputs.

Fig. 9 2 bit reversible multiplier
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This 16 bit reversible Bitwise-AND is designed using verilog HDL, simulated
and synthesized using Xilinx 13.4 version.

3.7 BILBO Testing of 16 Bit Reversible ALU

It is quite important to test the circuit after designing it. Of the testing methods
employed for fault simulation, BILBO (Built-in Logic Block Observer) technique is
the best one. It was the first BIST (Built-in Self Test) architecture to be proposed
and got huge significance in testing VLSI chips with less performance degradation.

In the below Fig. 11, the block diagram of BILBO testing of reversible ALU is
shown. In this, the reversible ALU is placed in between two BILBO blocks which

Fig. 10 16 bit reversible bitwise-AND

Fig. 11 Block diagram of BILBO testing of reversible ALU
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acts as LFSR (Linear Feedback Shift Register) and MISR (Multiple Input Shift
Register). During LFSR mode BILBO1 acts as TPG (Test Pattern Generator) and
generates test patterns which are applied as inputs to CUT (Circuit Under Test) i.e.,
Reversible ALU. The response of CUT is given as input to BILBO2 which acts as
ORA (Output Response Analyzer) and performs signature analysis and compares
the output of circuit with that of fault free circuit. If both the responses are same
then the CUT is said to be fault less circuit.

In this proposed work reversible ALU using BILBO blocks is designed using
verilog HDL, simulated and synthesized using Xilinx 13.4 version and results are
shown in simulation results.

4 Simulation Results

All four operations of reversible ALU are implemented using Verilog HDL in
Xilinx 13.4 version and simulations results obtained are as shown below.

4.1 16 Bit Reversible Adder Output

In the figure shown below the addition operation is performed and output is
obtained as sum = “0000000000000001” and cout = 1 when the inputs are
a = “1000000000000000” and b = “1000000000000000” and cin = 1 (Fig. 12).

4.2 Reversible Subtractor Output

In the figure shown below the Subtraction operation is performed and output is
obtained as diff = “0000000000000010” and borrow b0 = 1 when the inputs are
a = “0000000000000001” and b = “1111111111111111” and cin = 0 (Fig. 13).

Fig. 12 Output response of 16-bit reversible adder
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4.3 Reversible Multiplier Output

In the figure shown below the Multiplication operation is performed and output is
obtained as c = “00000000000000000000000000001000” when the inputs are
a = “0000000000000100” and b = “0000000000000010” (Fig. 14).

4.4 Reversible Bitwise-AND Output

In the figure shown below the Bitwise-AND operation is performed and output is
obtained as c = “0000000000000000”when the inputs are a = “0000000000000000”
and b = “0000000000000000” (Fig. 15).

4.5 Reversible ALU Output

In the figure shown below the reversible ALU output is obtained as out = “0000
0000000000000000000000000001” when the inputs are a = “0000000000000001”,

Fig. 13 Output response of 16-bit reversible subtractor

Fig. 14 Output response of 16-bit reversible multiplier

Fig. 15 Output response of 16-bit reversible bitwise-AND
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b = “0000000000000001”, clk = 0, rst = 0, sel = 00 (i.e. multiplication operation)
(Fig. 16).

4.6 BILBO Testing Output

In the figure shown below the BILBO testing output is obtained as out = 0 when
clk = 1, rst = 0 and sel = 01 (i.e. addition operation). The output obtained here is
same as the output of reversible ALU when select line is ‘01’. Hence 16-bit
reversible ALU designed is a fault free circuit (Fig. 17).

5 Synthesis Results

Table 1 shows the analysis of parameters like slices utilization, LUT`s utilization,
delay and power of conventional 16-bit ALU and that of reversible 16-bit ALU.
From this table it is proved that reversible circuits are more beneficial than con-
ventional ones in terms of delay, power and area.

Fig. 16 Output response of 16-bit reversible ALU

Fig. 17 Output response of BILBO testing of 16-bit reversible ALU

Table 1 Comparision table of 16-bit conventional ALU and reversible ALU

Type of
architecture

Slices
(utilization)

LUTs
(utilization)

Delay
(ns)

Power
(mW)

Conventional ALU 479 (11 %) 892 (10 %) 39.135 2.31

Reversible ALU 346 (7 %) 650 (6 %) 28.346 0.81
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6 Conclusion and Future Scope

In this paper design and synthesis of 16-bit reversible ALU and its testing using
BILBO blocks is proposed. The reversible logic significantly decreases the loss of
information bits and hence reduces power dissipation. The proposed ALU showed a
reduced delay and power consumed when compared to conventional ALU. Also the
BILBO testing done on reversible ALU is the best technique for fault simulation
with faster diagnosis and less effort of designing the testing process. Further the
BILBO technique on reversible ALU proposed in this work can be applied to
various digital circuits for fault simulation.
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Evaluation of Radiation Characteristics
of Dipoles in the Presence of Earth

U. Jaya Lakshmi, M. Syamala and B. Kanthamma

Abstract The radiation characteristics of dipoles are evaluated by assuming that
the dipoles are isolated in free space or isolated from meatalic bodies. The
assumptions are carried out that the dipoles are far away from conducting bodies
and reflecting surfaces. In this paper, the radiation characteristics of vertical dipole
is carried out in the presence of earth and are presented in sin-θ domain and 3
dimensional patterns are also presented for various heights from the ground.

Keywords Antenna � Far field pattern � Losy earth � Radiation intensity

1 Introduction

Marconi explained the propagation of elctromagnetic waves beyond the line of
sight distance to the horizon are also affected by the properties of earth [1, 2].
Sommerfeld considered Marconi’s view that the electromagnetic wave was guided
along the surface of earth and given a detailed analysis of the radiation problem for
vertical diploe over lossy earth [3, 4].

An antenna is an electrical device which converts electrical power into radio
waves and vice versa. It is usually used with radio transmitter or radio receiver. The
radiation of dipoles are evaluated by assuming that the dipoles are isolated in free
space. In other words, the assumptions are carried out that dipoles are far away from
the conducting bodies and reflecting surfaces [5, 6]. The earth is regarded as an
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infinite ideally conducting plane surface due to its high conductivity. The radiation
field intensity is calculated by assuming the radiation of dipole is located over the
plane earth. The antenna elements or dipoles are always installed with in a few
wave lengths away from the surface of the earth or some other reflecting surface. In
such cases current slope in the reflecting surface and the radiation patterns are
modified. The induced currents are found to depend on frequency, conductivity,
permittivity of the reflecting surface. It is interesting to note that the earth behaves
like a perfect reflector at low and medium frequencies and it behaves differently at
high frequencies [7, 8].

In view of the above facts, an attempt is made to obtain the radiation charac-
teristics for vertical dipoles above the ground. The geometry of wire antenna is
considered in this paper and the far field strength is obtained. The radiation patterns
of vertical dipole antennas in the presence of reflecting earth is presented in polar
and 3D form.

2 Far Field Pattern

Any antenna can be successfully measured on either a near-field or far-field range,
with appropriate implementation. There are significant cost, size, and complexity
details which will lead to a recommendation of one type over the other. In general,
farfield ranges are a better choice for lower frequency antennas.

The omni-directional antenna radiates or receives equally well in all directions. It
is also called the “non-directional” antenna because it does not favor any particular
direction. Figure 1 shows the pattern for an omni-directional antenna, with the four
cardinal signals. This type of pattern is commonly associated with verticals, ground
planes and other antenna types in which the radiator element is vertical with respect
to the Earth’s surface.

Fig. 1 Radiation Pattern of
Isotropic Radiator
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3 The Current Distribution of Randomly Oriented Wire
Antenna

When a randomly oriented wire antenna in free space is not isolated and is close to
the earth, there is considerable effect on the patterns due to the earth. The earth
behaves like an image antenna.

Consider the geometry of a typical wire antenna element as shown in Fig. 2.
Assuming xy-plane is flat, homogeneous and lossy earth. The current distribution in
the element is given by [9].

I ‘ð Þ ¼ jV
60X cosbL

sin b L� ‘j jð Þþ TU cos b‘� cos bLð Þþ TD cos
b‘
2
� cos

bL
2

� �� �
; bL 6¼ p

2

ð1Þ

or

I ‘ð Þ ¼ � jV
60X

sin b ‘j j � 1þ T 0
U cos b‘� T 0

D cos
b‘
2
� cos

p
4

� �� �
; bL ¼ p

2
ð2Þ

Here,
V excitation voltage
‘ distance along the antenna axis measured from the feeding point
2L length of the antenna

b ¼ 2p
k

Fig. 2 Isolated wire antenna
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The symbol X in the above expression is defined as,

X ¼ cosecbL
ZL

�L

sin b L� ‘
0�� ��� � cos br 0ð Þ

r 0ð Þ � cos br Lð Þ
r Lð Þ

� �
d‘

0

¼ 2 1þ cos bLð ÞC4 bd; bLð Þ � 2 cos bLC4 bd; 2bLð Þ � 2 cotbL 1þ cos bLð ÞC‘ bd; bLð Þ
þ cotbL cos bL� sin bLð ÞC‘ bd; 2bLð Þ; bL� p=2

ð3Þ

or

X ¼
ZL

�L

sin b L� ‘
0�� ��� � cos br L� k=4ð Þ

r L� k=4ð Þ � cos br Lð Þ
r Lð Þ

� �
d‘

0

¼ C4 bd; p=2ð Þþ 1þ cos 2bLð ÞC4 bd; bL� p=2ð Þ � cos 2bLC4 bd; 2bL� p=2ð Þ
þ sin 2bL C4 bd; bLð Þ � C4 bd; 2bLð Þ½ � � 1þ cos 2bLð ÞC‘ bd; bLð Þþ cos 2bL

C‘ bd; 2bLð Þþ sin 2bL C‘ bd; bL� p=2ð Þ � C‘ bd; 2bL� p=2ð Þ½ �; bL� p=2

ð4Þ

or

X ¼ 2C4 bd; p=2ð Þ � C‘ bd; pð Þ; bL ¼ p=2 ð5Þ

Here

r ‘ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
‘ � ‘0ð Þ2 þ d2

q
ð6Þ

2d diameter of the antenna.

4 The Far Field Distribution of Wire Antenna in Parallel
Polarization

The electric vectors of incident and reflected fields are not entirely vertical and
having both the horizontal and vertical components. The electric vector contains
horizontal components and vertical components.
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The total horizontal component in parallel polarization, E
0
h is given by,

E
0
h ¼ Ei r1ð Þ � RtEi r2ð Þ ð7Þ

The total vertical component in parallel polarization, Et is given by,

Et ¼ Ei r1ð ÞþRtEi r2ð Þ ð8Þ

Here,
Rt reflection coefficient for vertical polarization

¼
cos h� b=b

0� �
1� b

.
b

0� �
sin h

h i2
 �1
2

cos hþ b=b
0

� �
1� b

�
b

0 �
sin h

� �2n o1
2

ð9Þ

Applying the field expressions (7, 8 and 9), to the antenna element in Fig. 2, the
far field in spherical coordinates is given by,

Eh ¼ j30b
e�jbr1

r1
cos a cos u� u

0
� �

cos h
Z

I ‘ð Þ exp jb‘ coswð Þ



1� Rt exp �j2bh‘ cos hð Þ½ �d‘
� sin a sin h

Z
Ið‘Þ exp jb‘ coswð Þ 1þRt exp �j2bh‘ cos hð Þ½ �d‘g

ð10Þ

Eu ¼ �j30b
e�jbr1

r1
fcos a sin U� U

0
� �

�
Z

I ‘ð Þ exp jb‘ coswð Þ
1þRh exp �j2bh‘ cos hð Þ½ �d‘g

ð11Þ

Here,
exp jb‘ coswð Þ phase advance of current element d‘ at ‘ from the feeding point
h‘ height of the current element d‘ above the ground
α angle between the antenna and its projection on the ground
ψ angle between the antenna and the direction of P(r, θ, ϕ)

cosw ¼ cos h cos h
0 þ sin h sin h

0
cos u � u

0
� �
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5 Results

The radiation patterns of vertical dipole are evaluated numerically for different
heights above earth. The radiation patterns of a vertical dipole above the earth for the
heights of λ/2, λ, 2λ and 3λ are computed using the field expressions and are presented

90

270

180 0

Fig. 3 Radiation pattern of
dipole for the height h = λ/2
from the ground

90

270

180 0

Fig. 4 Radiation pattern of
dipole for the height h = λ
from the ground
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in Figs. 3, 4 and 5. The patterns are presented in 3D form in Figs. 6, 7 and 8 for the
realistic view. The earth having high conductivity and behaves as mirror. The image
patterns are represented in dotted line.

90

270

180 0

Fig. 5 Radiation pattern of dipole for the height h = 2λ from the ground

Fig. 6 The 3 dimensional pattern of dipole for the height h = λ/2 from the ground
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6 Conclusions

From the results, it is found that the radiation patterns are characterized by minor
lobes and the main beam has smaller beam width with the influence of earth on the
patterns. The patterns are observed that the width of main beam is decreasing with
increasing height.

Further, the patterns are found to contain more number of side lobes for larger
heights. The effect of earth on the pattern is due to the induced currents in the
reflecting surface. The induced currents are dependent on frequency, conductivity
and permittivity of the earth.

Fig. 7 The 3 dimensional pattern of dipole for the height h = λ from the ground

Fig. 8 The 3 dimensional pattern of dipole for the height h = 2λ from the ground
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Non-uniform Circular Array Geometry
Synthesis Using Wind Driven
Optimization Algorithm

Santosh Kumar Mahto, Arvind Choubey and Sushmita Suman

Abstract This paper describes fast, efficient and global optimization method for
pattern synthesis of non-uniform circular array antenna having a minimum side lobe
level (SLL) and beam width by controlling the amplitude and position-only using
wind driven optimization (WDO) algorithm. The WDO is a new nature-inspired
optimization technique based on the movement of air parcel in the earth’s atmo-
sphere. It uses a new learning strategy to update the velocity and position of air
packets based on their current pressure values. One design example of non-uniform
circular array antenna is considered and the results obtained by WDO algorithm is
compared with those obtained by other evolutionary algorithms such as GA, PSO,
CS, FA, BBO, COA, and MIWO. This algorithm achieves a minimum SLL
compared to one of the best results obtained by the cuckoo search algorithm (COA).
Also, the learning characteristic shows that WDO algorithm takes less than 50
iterations to determine the optimal excitation amplitude and position of the array
element. The simulation results demonstrate the improved performance of the
WDO algorithm in terms of directivity, minimum SLL, null control and the rate of
convergence compared to other algorithms reported in literature.

Keywords Array antenna � Evolutionary algorithm � Wind driven optimization �
Circular array design � Null control � Interference � Sidelobe level
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1 Introduction

Several research works have been conducted for the optimal parameters selection of
linear and circular arrays for achieving better performance remained as an open
research problem. The desired pattern of the antenna array is achieved by con-
trolling the various parameters such as the excitation amplitude-only, the
phase-only, the position-only and complex weights (both amplitude and phase) and
has its merits and demerits as discussed in [1–14]. Recent studies demonstrate that
the circular array antenna performs better than other array geometries such as linear
and planar because they provide 360º azimuth coverage and less sensitive to mutual
coupling since do not have edge elements [6–14]. It has remarkable applications
such as radio direction finding, spatial detection techniques, mobile communication,
radar, space navigation, sonar, and other systems. The main design problem in the
present context is to determine the optimal selection of parameters for the circular
array that provides maximum directivity, minimum SLL while imposing constraints
on beam width and other suitable criteria to minimize the interference effect and
enhance its performance.

Classical derivative-based techniques for complex multi dimension problems
such as linear and non-linear array antenna design are ineffectual, because there is
possibility that the solution being trapped in local optima and are unable to
determine a global solution. To overcome this problem nature/bio inspired opti-
mization technique is used [2–14]. The population based search algorithms such as
Genetic Algorithm (GA) [6] and Particle Swarm Optimization (PSO) is applied in
the circular antenna array design problem to ensure maximal SLL suppression
subject to constant beam width [6, 7]. A comparative performance analysis of GA,
PSO and Differential Evolution (DE) to the above problem is mentioned in [8]. The
main objective of his work was to determine the current excitations and phase
perturbations of the circular antenna array to provide maximum directivity and SLL
suppression. PSO and DE provided comparable results, but were able to outperform
GA. Recently Invasive Weed Optimization (IWO) has occupied a special place for
solving complex antenna design problems. A modified IWO and an improved
version of IWO [9] are used for synthesizing non-uniform circular antenna arrays
(NUCAA) with optimized performance. Further, COA performs well compared to
others for designing NUCAA in [14].

In this paper wind driven optimization (WDO) is used for designing NUCAA
with optimized performance to minimize the interference effect. WDO has recently
made a distinct place of its own in solving computational electromagnetic problems
as compared to PSO and CLPSO [2]. However, to the best of our knowledge, WDO
has not been implemented to optimize circular antenna array geometry. We provide
detail simulation results over one design problem of (N = 8) element NUCAA.
Comparisons results show that WDO algorithm perform better than other
well-known evolutionary optimizers like GA, PSO, CS, FA, BBO, COA, and
MIWO in terms of minimum SLL, null control and the rate of convergence.
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2 Wind Driven Optimization Algorithm

The WDO is a new global optimization technique which has the capability to
employ constraints on the search space similar to particle based algorithm [3–5].
The WDO is inspired by the movement of wind in the earth’s atmosphere where it
blows to equalize horizontal pressure. Since air density is proportional to temper-
ature. Due to variations in air density and the air pressures at different locations
cause the air to move from high to low pressure regions. The pressure gradient
(rP) over a distance is expressed as,

rP ¼ @P
@x

;
@P
@y

;
@P
@z

� �
ð1Þ

The net force on the air packet is given as

qa ¼
X

FI ð2Þ

where q and a is the air density and acceleration of an air parcel respectively. The
FI correspond to all forces acting on the air packets.

The relation between pressure, density and temperature of the air packet are
given as

P ¼ qRT ð3Þ

where, P is pressure, R is the universal gas constant and T is temperature.
The pressure gradient force is the vital force that initiates movement of the air

parcel, but there are other forces that can also influence its path and speed. The four
major forces such as Pressure Gradient Force (PGF), Frictional Force (Ff),
Gravitational Force (Fg), and Coriolis force (FC) which describes the motion of the
air packet such as velocity and displacement are considered in (2).

2.1 Pressure Gradient Force (PGF)

The PGF is the vital force that initiates movement of the air parcel, but there are
other forces that can also influence its motion. Considering the fact that air has
infinite volume (dV), the PGF gradient force can be expressed as,

FPG ¼ �rPdV ð4Þ
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2.2 Frictional Force (Ff )

The most obvious force causing the wind motion is the pressure gradient force
(PGF). A deterring force that opposes the motion caused by the pressure gradient is
the frictional force (Ff ), which can be simply written as

Ff ¼ �qau ð5Þ

where a and u are coefficient of friction and the velocity vector of the wind
respectively.

2.3 Gravitational Force (Fg)

The gravitational force can be defined as

Fg ¼ qdVg ð6Þ

where g = gravitational constant.

2.4 Coriolis Force

The Coriolis force, arises due to the rotation in the reference time frame caused by
the earth’s rotation. It is given as

Fc ¼ �2X� u ð7Þ

These forces are incorporated in Eq. (2)

q
Du
Dt

¼ qdVgþ �rPdVð Þþ �2X� uð Þþ �qauð Þ ð8Þ

For simplicity, considering time interval Dt = 1 and acceleration a ¼ Du
Dt .

Assuming dV = 1, as the air parcel is infinitesimally small and dimensionless. The
velocity update equation [3] is given as

unew ¼ 1� að Þucur � gxcur þ RT
1
i
� 1

����
���� xopt � xcur
� �� �

þ c � uotherdimcur

i
ð9Þ

where i represent the rank of the particle in the population based on their pressure
value at its location, c is a constant that represents the rotation of earth, and ucur ,
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unew, xcur and xopt are initial velocity, new velocity, current position and optimum
position respectively.

In Eq. (9) the first term indicates, air packets continues its current trajectory with
velocity proportionally trim down by force of friction while neglecting other forces
acting on it. The force due to gravity in the second term is proportional to the
gravitational constant which continuously drags air packet from its present position
in the direction of its center. In Eq. (9) the third term shows the pressure gradient
effect. For smaller pressure gradient the air packets with higher ranked will be in a
position closer to the optimum position (xopt). The fourth term shows the effect of
the Coriolis force.

The velocity of the air packet is updated and then the new updated position is
given by Eq. (10)

xnew ¼ xcur þ unew ð10Þ

3 Problem Formulation

A circular array antennas having an N-element is shown in Fig. 1. The elements are
assumed to be isotropic in nature and un-equally placed on a circle of radius ‘r’. The
array factor can be written as [11–14]

AF hð Þ ¼
XM
n¼1

an � ej cos kr�cosðh�;nð Þ þ anð Þ; ð11Þ

kr ¼ 2pr
kw

¼
XN
i¼1

di; ð12Þ

where an, and an are the excitations amplitude, and phase of the nth element,
respectively. dn is the arc distance (arc longitude) between two consecutive ele-
ments of array, the wave number is k ¼ 2p=kw, h and kw the incident angle and the

d

x

y

I

r

Fig. 1 Circular antenna array geometry
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wavelength of the signal respectively. The angular position of nth element is
determined by:

;n ¼ 2pr=k � r
� �

�
Xn
i¼1

di ð13Þ

For directing the main beam towards the desired angle ðh0Þ, excitation phase of
the nth element is given as an ¼ kr cosðh0 � ;n).

In this work, the main beam is directed along h0 = 0º.
Generally, the main beam of the NUCAA is required to be intended for desired

signal, however, signals from other directions to be suppressed.
The power in the main beam increases the corresponding SLL power decreases

and vice-versa. The pressure function to control the average SLL suppression is
given as [2]

Pressure1 �xð Þ ¼
XM
i¼1

1
Dhi

Zhui

hli

AF�xj j2dh ð14Þ

where [hli; hui] are the regions of SLL suppression, Dhi ¼ hui � hli and M is the
number of regions of SLL suppression.

Due to the increasing population of electromagnetic environment, it is necessary
to minimize the unwanted interference by the undesired signal. By controlling the
null depth level (NDL) to a desired value, we can minimize the interference effect
and pressure function is given as [2]

Pressure2 ¼
XN
k

AF�x hnukð Þj j ð15Þ

The maximum SLL obtained at the desired direction hmskð Þ in the specified
region in lower bands [−π, hnuk] [13]

Pressure3 ¼
XN
k¼1

AF�x hmskð Þj j ð16Þ

where N is number of null and hmsk is the angle at the maximum SLL is obtained in
the lower side band [−π, hnuk].

The size of the circular array antenna is minimized by controlling the perimeter
of the antenna and is given as [13]

Pressure4 ¼
Xn
i

di ð17Þ

where di is the arc distance of ith array element measured from the x-axis.
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The main objective of array antenna design is to synthesis array pattern having
minimum SLL and beam width by finding an appropriate set of excitation ampli-
tude (an) and position of the array element to get the desired array pattern.

The final pressure function is formulated by combining all individual pressure
equation given as

Pressure ¼ a � Pressure1þ b � Pressure2þ c � Pressure3þ d � Pressure4 ð18Þ

where, a, b, c, and d are weight factor, however, by properly selecting the its value
the desired radiation pattern can be obtained, and in this paper its values are selected
as 1.5, 3, 2 and 0.2 respectively.

4 Numerical Results

To illustrate the simplicity, flexibility and efficacy of the WDO algorithm over the
other existing evolutionary optimization methods for circular array pattern syn-
thesis, one design example has been considered. The results are compared with
other reported algorithms such as GA, PSO, CS, FA, BBO, COA, and MIWO. The
parameters used in WDO algorithm are mentioned in [3]. During initialization, the
position of air packet is kept proportional to the excitation amplitude and position of
array elements which expedites the convergence of WDO algorithm.

In this example, (N = 8) element circular array antenna is synthesized by opti-
mizing the excitation amplitude and position of array element using WDO algo-
rithm. In order to get the array pattern having minimum SLL in the two spatial
region of interest are [180º, 35º] and [−35º, −180º], constant beam width, and
desired nulls are placed at −142º and −72º in the lower region of the SLL. The
radiation pattern obtained by WDO algorithm is shown in Fig. 2a and the optimized
excitation amplitude and position of array elements is given in Table 1. The sim-
ulation results of WDO algorithm are compared with other reported algorithms such
as GA, PSO, DE, IWO and COA in Table 2 and it demonstrate the improved
performance of WDO algorithm compared to others in terms of minimum SLL and
directivity.

(a) (b)

Fig. 2 Normalized pattern and learning characteristics for the 8-elements circular array antenna
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The convergence curve is shown in Fig. 2b. It is evident from the learning
characteristics that WDO takes less than 50 iterations to find the optimum sets of
controlling parameters (excitation amplitude and position) of array elements.

5 Conclusion

This paper presents a nature based evolutionary computation technique called
WDO algorithm for non-uniform circular array antenna design problem having
minimum SLL and null control subject to constraints on beam width. The excitation
amplitude and position of array elements are optimized using WDO technique. One
design example of non-uniform circular array antenna is considered and the results
are compared with other algorithms such as GA, PSO, CS, FA, BBO, COA, and
MIWO. The simulation results demonstrate improved performance of the WDO
algorithm in terms of minimum SLL, directivity, null control and rate of conver-
gence. This algorithm may be considered as a substitute to other evolutionary
algorithms for solving electromagnetic and antennas related problems.

Table 1 The amplitude and position of the circular array antenna (N = 8) using WDO algorithm

K Position (dn) Excitation amplitude (anÞ
1 0.7940786 0.32197182

2 0.1407326 0.66894789

3 0.4215873 0.14411802

4 0.8459162 0.78752081

5 0.8963536 0.58480396

6 0.4554067 0.82212964

7 0.8337591 0.80219927

8 0.1640934 0.30264269

Table 2 Optimum results using different algorithms for circular array antenna (N = 8)

Algorithm MSLL (−dB) ASLL (−dB)
P

di kxð Þ Directivity (dB)

GA [6] 09.81 13.70 4.40 10.92

PSO [7] 12.04 20.31 4.43 9.916

MIWO [9] 02.28 10.74 5.95 12.34

COA [10] 13.32 22.60 4.40 14.57

BBO [11] 09.84 15.96 4.43 12.18

FA [13] 12.93 15.48 4.65 11.86

CS [14] 10.31 17.09 4.46 12.78

WDO 13.61 23.23 4.55 14.78
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Implementation of ISAR Imaging
with Step Frequency and LFMWaveforms
Using Gabor Transform

G. Anitha and K.S. Ranga Rao

Abstract Imaging of a target with high resolution is an important task in many
Radar applications. In order to obtain high resolution images, Inverse synthetic
aperture Radar (ISAR) imaging is implemented. Down range resolution can be
obtained by transmitting signals having large bandwidth while cross range reso-
lution is obtained by collecting echo signals obtained from different positions of the
target during its rotation. The conventional method in ISAR imaging is Range
Doppler (RD) method. In RD method, to obtain the final image either Fourier
transform or FFT is used in general. Here in this paper, a new transform named
Gabor transform is used which shows clearly the enhancement in the image reso-
lution when compared with the former case. Also a comparison between the images
for two different input signals namely Step frequency and LFM waveforms will be
shown. The paper is structured as below. In Sect. 1 Introduction is explained. In
Sect. 2 Step frequency and LFM waveforms are discussed and Sect. 3 gives the
Simulation results. Finally in Sect. 4 Conclusion is given.

Keywords ISAR � RD � Gabor transform � FFT

1 Introduction

ISAR imaging is used to project the reflectivity properties of the target’s reflective
components onto a two dimensional (2D) plane [1]. The first image dimension is
Range or Down-Range (DR). The range axis is the straight line which connects the
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target with the Radar. In order to get high resolution in the DR, pulses having large
bandwidth have to be transmitted. This can also be achieved by transmitting
waveforms like step frequency signals and LFM waveform. The second image
dimension is the Cross-Range (CR). The CR axis is considered to be perpendicular
to both range and the target’s rotational motion axis. In order to resolve the target
points on the CR axis, the target should have relative rotational motion with respect
to the Radar. This rotational axis should have at least significant amount of per-
pendicular component to the range axis.

During target’s rotation the reflective points of target will rotate with different
relative velocities and reflect the Radar signal with different Doppler shifts. Thus,
these Doppler shifts would be evaluated with some kind of signal processing
method and virtual CR dimension could be obtained synthetically. The coherent
processing of these signals will be done in specific duration of time called coherent
integration time. Due to the direct relation in between the CR and the Doppler
information it is referred as Range Doppler imaging [2, 3]. Figure 1 shows the
image dimensions in 2D.

In general, targets like ship or airplane maneuvers with translational motion
(TM) and rotational motion (RM). TM is the motion along the range axis and RM is
the motion that causes aspect change of the target from the view of the Radar. In
order to generate ISAR images, the system requires some data collection time.
Although target’s rotation is required for the image generation, in many cases
target’s rotational and translational motion effects the quality of the image and
problems such as blurring or smearing occurs due to coherent intervals. The effect
that is caused due to TM is Range offset and Range walk. Range offset causes the
range of each scatterer to spread from its actual location to adjacent cells which
leads to distorted range profile. Range walk shifts the range profiles by some range
bins resulting in an inaccurate position processing of individual scattterers. The

Fig. 1 Image dimensions
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effect caused due to RM is cell migration. It occurs by circular motion of the
scatterers and leads to distortion of range profile. It can also be said that the radial
velocity of the scatterer is not constant throughout the integration time during the
rotation [4].

2 ISAR Imaging Using Step Frequency and LFM
Waveforms

In HRR Radars, in order to achieve high down range resolution, signals having
large bandwidth are required. The selection of Radar signal type is mainly done
depending on the application of the Radar. The most commonly used waveforms
are Stepped frequency (SF) and linear frequency modulated (LFM) waveform also
called Chirp waveform [5].

A Step Frequency waveform

Step frequency waveform is formed by sending a series of single frequency short
continuous sub waves and the frequencies between adjacent sub waves is increased
by a frequency of Δf. For one burst of SF signal, a total number of N continuous
wave signals is sent each having a discrete frequency fn. Each sub wave has time
duration of τ and is of distance Tp away from the adjacent sub wave. The total
bandwidth, B is given by B = N. Δf. The transmitted signal is represented as

S tð Þ ¼
XM
m¼1

XN
n¼1

t � tp
Tp

� �
exp 2pfntð Þ ð1Þ

where

rect
t � tp
Tp

� �
¼ 1; t�tp

Tp
\1

0; otherwise

� �
and fn ¼ f0 þðn� 1Þ � Df

fn is the carrier frequency of the Nth pulse, f0 is initial carrier frequency. Here the
pulse amplitude is assumed to be normalized to unity during the pulse duration Tp,
tp is the time instant at which the emission of the nth pulse of the Mth burst starts,
n = 1…N is the pulse number and m = 1…M, the burst number. After compensating
both the translational and rotational motion, the final ISAR image is obtained by the
expression given below.

Sp m; nð Þ ¼ ap rect
t � tp
Tp

� �
exp j2pfn t � tp

� �� � ð2Þ

where ap represents the amplitude of the echo signal.
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B LFM waveforms

In Radar systems if short pulses are used it gives wide bandwidth and the resolution
is high but limited for short distance detection. Instead if long pulses are used then
the detection range is more but resolution is less. In order to achieve wide band-
width and also long ranges LFM waveforms are used. In LFM waveforms long
pulses are frequency modulated so that the resolution is high and is used for long
range [5]. This waveform is repeated in every TPR intervals for most common radar
applications, especially for localization of targets in the range. The transmitted
signal for LFM waveform is given by

S t
^
; tm

� 	
¼ rect

t
^

TP

 !
exp j2p fctþ 1

2
Kt2

� �
 �
ð3Þ

where

rect
t
^

TP

 !
¼

1; t
^

TP

��� ���� 1
2

0; t
^

TP

��� ���[ 1
2

8<
:

9=
;

fc denote the carrier frequency, Tp is pulse width, t
^
is fast time and tm = n/PRF

(n = 0, 1,…N − 1) is slow time, t ¼ t
^ þ tm is full time. N is number of accumu-

lating pulses, PRF is pulse repetition frequency. Suppose that the distance between
the Pth scatter and imaging radar at the time of tm is Rp(tm), then, the radar echo of
this scatter is represented [6] as

SPð t
^
; tmÞ ¼ aprect

t
^� 2RPðtmÞ

c

TP

0
@

1
A exp j2p fc t � 2RPðtmÞ

c

� �
þ 1

2
Kð t^� 2RPðtmÞ

c
Þ2


 � �

ð4Þ

In ISAR imaging any of the above two waveforms can be used. Here SF
waveforms seems to be technologically more flexible than conventional LFM
waveforms, since they consist of single frequency pulses, which are easily gener-
ated using a fast, coherent, frequency stepped synthesizer and do not require any
wideband processing in the radar receiver whereas, LFM waveforms with large
time bandwidth product have high Doppler shift tolerance, though they suffer from
the Range Doppler coupling problem [7].

Conventional Fourier Transform is a best method for Range Doppler imaging
while obtaining the final ISAR image. But in order to improve the resolution Gabor
transform is used. In this paper, Gabor transform is applied in place of Fourier
transform. It can be seen that the Gabor transform kernel is the Fourier transform
kernel plus a Gaussian function. Since the Gaussian signal is more concentrated
than the rectangular function in the frequency domain, the frequency resolution of
the Gabor transform is much better than short time Fourier transform [8]. Among all
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kinds of window functions, the Gabor function is proved to achieve the best ana-
lytical resolution in both time and frequency domain. This function is Gaussian
modulated by a sinusoidal signal [9]. The generalized function, Gp(t), with nor-
malization of the maximum response in frequency domain is given by

GpðtÞ ¼ 1ffiffiffiffiffiffiffiffiffiffi
2pa2

p exp
t � sp
� �2

2a

( )
expðj2pfpðt � spÞÞ ð5Þ

τp is shifting factor, fp is Gaussian window and α is blurring factor. The above
expression represents the Gabor transform which is applied to the received signal
for obtaining final ISAR expression given in Eqs. 2 and 4 to get ISAR image.

3 Simulation Results

Here in this section, simulated plane is shown which is constructed with 39 points.
The echo signal received from the scatterer is assumed to have equal amplitudes.
Figure 2 shows the simulated plane.

Figure 3 shows the ISAR image without any motion compensation i.e., trans-
lational and rotational motion. From this image, it can be easily said that the
scatterers cannot be identified from this image since it is completely blurred.

A ISAR imaging for Step Frequency waveform

In this section ISAR imaging using SF input is simulated. As already explained in
the previous section about the Translational motion, some compensation techniques
are applied to remove the effects caused by TM. Once these techniques are applied
then the image is obtained as shown in Fig. 4. When Figs. 3 and 4 are compared,
then it is clearly observed in Fig. 4 the image quality is improved to some extent
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with that from Fig. 3. Because in Fig. 4 TM compensation technique is applied
whereas it is not done in Fig. 3. Figure 5 gives the DR profile. In this figure it can be
seen that there are only 12 scatterers resolved for 39 scattering points as shown in
Fig. 2. This is because some of the scatterers are in the same DR gate. Thus
scatterers that are in the same DR gate can’t be resolved by 1D HRR profile. In this
regard only 12 scatterers are resolved. When it comes to cross range Doppler
processing, as shown in Fig. 6, here only 11 scatterers are resolved since some of
the scatterers are in the same CR gate, so there are only 11 scatterers that can be
resolved according to Figs. 6 and 7.

Finally in Fig. 8 the ISAR image using Gabor transform is shown. The image is
obtained only after applying rotational motion compensation. From Fig. 8 one can
easily say the image is having high resolution and good quality.
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B ISAR imaging using LFM Waveforms

Now the simulation is carried out using LFM waveforms and the figures are shown
below in Figs. 9, 10, 11, 12 and 13.

Figure 9 shows the image after TMC and before applying Gabor transform. This
image is deteriorated when compared to Fig. 13. Figure 10 shows the DR profile
and Fig. 11 the CR profile. In these two images the peaks identified are more when
compared to Figs. 5 and 6. Here instead of 12 peaks for DR profile and 11 peaks for
CR profile many peaks are identified in these two figures. So depending on the DR
and CR profiles, Fig. 12 gives the combined DR and CR profile in 3-D. Number of
peaks are spread over throughout the scale for LFM input. The final ISAR image for
LFM as shown in Fig. 13 is not with good quality when compared with Fig. 8
which is the ISAR image for step frequency. The image obtained with step fre-
quency is better compared to LFM signal.
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4 Conclusions

In this paper, two Radar waveforms namely Step Frequency and LFM waveforms
are used for high DR resolution and Gabor transform is applied for implementing
ISAR imaging with high resolution in CR dimension. Here from the simulated
waveforms, the ISAR image obtained for the SF waveform is showing better results
than for LFM waveform. SF waveforms appear to be more flexible than LFM
waveforms.
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Design of Low Power and High Speed
Carry Look Ahead Adder (CLAA) Based
on Hybrid CMOS Logic Style

Vinay Kumar, Chandan Kumar Jha, Gaurav Thapa
and Anup Dandapat

Abstract Parallel Adders or Ripple Carry Adders (RCA) are the building blocks of
the digital processing units. However these RCAs have disadvantage of large prop-
agation delay because of the propagation of carry from the first adder to the last adder.
To overcome this drawback, Carry Look Ahead Adders (CLAA) are used. But again
these CLAAs consumes more power because of use of large number of gates for
generating carry. In this paper, we present a design of CLAA based on hybrid CMOS
logic style which consumes less power as compared to the designs of CLAA based on
complementary CMOS, Pass Transistor Logic (PTL) and Transmission Gate (TG).
The proposed design of CLAA has less propagation delay as compared to its existing
designs. Also the number of transistors required for the proposed design of CLAA are
less as compared to the existing designs based on other logic style.

Keywords Carry look ahead adder (CLAA) � CMOS � Pass transistor
logic (PTL) � Ripple carry adder (RCA) � Transmission gate (TG)

1 Introduction

Parallel Adders or Ripple carry adders (RCA) are most important arithmetic circuits
for a digital system [1]. They are widely used in arithmetic logic units and digital
signal processors [2]. These parallel adders or RCAs consist of parallel connection
of full-adders where carry out of each adder acts as a carry in of the next adder [3].
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A 4-bit RCA is shown in Fig. 1. RCA suffers from the drawback of large propa-
gation delay because the carry generated from the first adder of RCA propagates
through next adders to reach the last adder [4]. This propagation of carry through
adders decreases the speed of the RCA. To overcome this drawback, Carry Look
Ahead Adders (CLAA) are used where carry of the each adder is generated from the
input bits and hence does not depend on the carry out of the previous adders [5].
Thus the carry does not have to propagate from each adder to next adder and
thereby increasing the speed of the adder blocks. The CLAA requires large number
of AND and OR Gates for generating carry out of each adder as compared to RCA.
Hence the design of CLLA requires more number of transistors and thus increasing
the layout area as compared to RCA. This also increases the power consumption of
CLAA as compared to RCA. This paper presents a design of CLAA based on
Hybrid CMOS Logic Style and compares its performance with design of CLAA
using different logic styles like complementary CMOS, Pass Transistor Logic
(PTL) and Transmission Gate (TG) [6].

1.1 Working of CLAA

The propagation delay of RCA is very large because the carry out of each adder
propagates through next adders to reach the last adder of the RCA. But the CLAA
eliminates this propagation of carry by generating the carry out of each adder from
input bits which acts as a carry in of the next adder and hence the carry does not
have to propagate. The CLAA requires two extra functions for each full-adder
known as Carry Generated (CG) and Carry Propagated (CP).

The Carry is generated by the full-adder only when both the input bits A and B
are high. Thus the carry generated function (CG) is given as AND operation
between input bits. The carry in is propagated by the full-adder only when both the
input bits A and B are high or either of them is high. So the carry propagated
function is given as the OR operation between input bits. The carry-out (Cout) of a
full-adder is ‘1’ if the CG is ‘1’ or both CP and Cin are ‘1’. Hence the Cout function

Fig. 1 Diagram of 4-bit parallel adder or RCA
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is given as OR operation of CG with AND operation between CP and Cin. The
functions CG, CP and Cout of nth adder of CLAA are given as:

CGn ¼ An � Bn ð1Þ

CPn ¼ An þBn ð2Þ

Coutn ¼ CGn þCPn � Cinn ð3Þ

Consider a 4-bit CLAA shown in Fig. 2 in which the carry-out (Cout) of each full
adder is dependent on its CG, CP and Cin. The CG and CP functions of each adder
are immediately available as soon as the input bits A and B and Cin to the first adder
are applied because they are dependent only on these bits. The carry input to each
adder is the carry output of the previous adder. The carry-outs Cout0, Cout1, Cout2

and Cout3 of four full-adders FA0, FA1, FA2 and FA3 of CLAA can be expressed
respectively as:

Cout0 ¼ CG0 þCP0 � Cin0 ð4Þ

Cout1 ¼ CG1 þCP1 � Cin1 ¼ CG1 þCP1 � CG0 þCP1 � CP0 � Cin0 ð5Þ

Cout2 ¼ CG2 þCP2 � Cin2

¼ CG2 þCP2 � CG1 þCP2 � CP1 � CG0 þCP2 � CP1 � CP0 � Cin0
ð6Þ

Cout3 ¼ CG3 þCP3 � Cin3 ¼ CG3 þCP3 � CG2 þCP3 � CP2 � CG1 þCP3 � CP2
� CP1 � CG0 þCP3 � CP2 � CP1 � CP0 � Cin0

ð7Þ

Fig. 2 Diagram of 4-bit CLAA
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Expression of Cout of each full-adder of CLAA is dependent only on the initial
carry-in, Cin0, its CG and CP functions and CG and CP functions of the previous
adder. Since CG and CP functions can be expressed in terms of inputs A and B of
the full adders, carry-out of each adder are immediately available and there is no
need to wait for a carry to propagate through all adders before a final result is
achieved. Hence the CLAA speeds up the addition Process.

2 Design of CLAA Based on Different Logic Styles

2.1 CLAA Based on Complementary CMOS Logic

The complementary CMOS logic style consists of a block of NMOS and PMOS.
The block of NMOS is called Pull-Down Network because it pulls down the output
to ground based on corresponding inputs and the block of PMOS is called Pull-UP
Network because it pulls up the output to power supply based on corresponding
inputs [7]. This type of logic style style has the advantage of full swing as compared
to other logic style like pass transistor logic (PTL) and Transmission Gate (TG). But
the power consumption of this logic style is large as compared to other logic styles.
Also this logic style requires more transistor for implementing the circuits and
hence increasing the layout area of the circuit. The sum function of each adder of
CLAA based on complementary CMOS logic style is shown in Fig. 3a. It requires
13 NMOS and 13 PMOS and thus a total of 26 transistors. The carry out of each
adder of CLAA is obtained from carry generated (CG) and carry propagated
function (CP) which are obtained with the help of AND and OR gates. The 2-input
AND and OR gates based on complementary CMOS logic style are shown in
Fig. 3b, c respectively. The higher input AND and OR gates have been obtained
following the logic of 2-input gates.

2.2 CLAA Based on Pass Transistor Logic (PTL)

The Pass transistor logic (PTL) style requires less number of transistor as compared
to complementary CMOS logic style and hence consumes less layout area for the
circuits [8]. The power consumption for this logic style is comparatively less as
compared to other logic style like Complementary CMOS and transmission gates
(TG) because there is no direct connection between output and the power supplies.
But this logic style suffers from major drawback of drop in the logic swing of the
outputs [9]. Hence buffers are used after each stage to restore the logic swing. But
the use of buffer after each stage increases the number of transistors and power
consumption. The sum function of each adder of CLAA based on PTL is shown in
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Fig. 4a. The 2-input AND and OR gates based on PTL style are shown in Fig. 4b, c
respectively. The higher input AND and OR gates have been obtained following the
logic of 2-input gates.

Fig. 3 Circuit of a Sum. b AND gate. c OR gate based on complementary CMOS

Fig. 4 Circuit of a SUM b AND gate c OR gate based on PTL
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2.3 CLAA Based on Transmission Gate (TG)

To overcome the drawback of swing degradation of PTL, a parallel combination of
PMOS and NMOS is used which is called Transmission Gate (TG). The NMOS of
TG passes strong ‘0’ and PMOS passes strong ‘1’ and thus providing better logic
swing as compared to PTL. But TG needs double the number of transistor to
implement the same function as compared to PTL and hence more layout area. This
also increases the power consumption of TG as compared to PTL. The sum function
of each adder of CLAA based on TG is shown in Fig. 5a. The 2-input AND and OR
gates based on TG style are shown in Fig. 5b, c respectively. The higher input AND
and OR gates have been obtained following the logic of 2-input gates.

2.4 Proposed CLAA Based on Hybrid CMOS Logic

To overcome the drawback of logic styles like complementary CMOS, PTL and
TG, we combine the logic styles to design the CLAA. The sum function of each
adder of the proposed CLAA is implemented using two XNOR [10]. This XNOR
module is based on complementary CMOS logic and PTL as shown in Fig. 6a.
This XNOR consists of six transistors and hence less layout area will be required

Fig. 5 Circuit of a Sum. b AND gate. c OR gate based on TG
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for the adder of CLAA as compared to other logic styles [11]. This also reduces the
power consumption and decreases the propagation delay of the proposed CLAA.
A combination of PMOS and NMOS is used at the output node of XNOR to restore
the output swing. PMOS is used to pull up the output to VDD and NMOS is used to
pull down the output to ground whenever there is voltage drop at the output node
for high or low output. Now the sum function of each adder of CLAA uses two
XNOR to perform XNOR operation between An, Bn and Cin as shown in Fig. 6b.

Now the carry out of each adder of CLAA consists of AND and OR gates which
are implemented by combining Transmission Gate (TG) and Pass Transistor Logic
(PTL). AND gate consists of one TG and one Pass Transistor NMOS which is
always connected to ground as shown in Fig. 7a. This NMOS is used to pass strong
‘0’ as compared to the PMOS. OR gate consists of one TG and PMOS which is
always connected to VDD as shown in Fig. 7b. This PMOS is used to pass strong
‘1’ as compared to the NMOS. Similarly higher input AND and OR gates are
implemented using TG and PTL. The hybrid of TG and PTL reduces the number of
transistor for gates as compared to TG and also provides better swing than PTL.
This also reduces the power consumption for gates and decreases the propagation
delay.

Fig. 6 a XNOR module. b Adder module

Fig. 7 Circuit of a AND
gate. b OR gate based on
hybrid of TG and PTL

Design of Low Power and High Speed Carry Look Ahead Adder … 651



3 Results and Discussions

The circuit of CLAA based on various logic styles was simulated using Cadence
Virtuoso tools in 180-nm technology at 1.8-V power supply. The simulation results
are shown in Table 1. The number of transistors required for design of CLAA based
on hybrid logic style is less as compared to complementary CMOS and TG.
However the number of transistor for design of CLAA based on PTL is less as
compared to CLAA based on hybrid CMOS logic style but the design based on
PTL suffers from swing degradation and hence buffers are used which increases the
number of transistor and power consumption.

The power consumption and propagation delay of proposed CLAA are less as
compared to CLAA based on other logic styles and hence the power delay product
of the CLAA is reduced significantly. The detailed comparison between CLAAs

Table 1 Comparison between results of various CLAA’s

Design Average power Delay (ps) PDP
(fj)

Transistor
countSwitching

power (µW)
Static power
(nW)

Sum Carry

CMOS 30.68 50.1 292.99 422.3 10.99 292

PTL 45.8 200.2 400 352.96 17.32 120

TG 23.55 40.01 281.3 237.9 6.12 324

HYBRID 19.36 10.02 163.6 225 3.76 250

(a) (b)

(c)

Fig. 8 a Average power. b Average propagation delay for sum and carry. c Power delay product
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using different logic styles and proposed CLAA based on average power con-
sumption is shown in Fig. 8a. The comparison for delay and power delay product
are shown in Fig. 8b, c respectively.

4 Conclusion

A 4-bit CLAA has been designed and compared with various existing designs of
CLAA in this paper. The simulation was carried out using standard Cadence
Virtuoso tools in 180-nm technology. The average power consumed by the pro-
posed CLAA is low as compared to the existing designs of CLAA. The proposed
design of CLAA based on hybrid CMOS logic style consumes 37, 58 and 18 % less
power as compared to designs based on complementary CMOS, PTL and TG
respectively. The number of transistors required for design of proposed CLAA are
15 and 23 % less as compared to design of CLAA based on complementary CMOS
and TG. The CLAA based on PTL requires less transistors but have a problem of
swing degradation and hence buffers are required which increases the number of
transistors and power consumption. Generally the power consumption is reduced at
the expense of propagation delay but mixing of CMOS logic styles offers low
power consumption as well as less propagation delay. Owing to low power con-
sumption and less propagation delay, the PDP of the proposed CLAA is 64, 78 and
43 % less as compared to designs of CLAA based on complementary CMOS, PTL
and TG respectively. Similarly this hybrid CMOS logic style can be used to design
higher bit CLAA for low power consumption and high speed VLSI applications.
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TSPC Based Dynamic Linear Feedback
Shift Register

Patel Priyankkumar Ambalal, A. Anita Angeline
and V.S. Kanchana Bhaaskaran

Abstract A Low power-Linear Feedback Shift register (LP-LFSR) with encoding
technique is proposed. The LP-LFSR is a low power pseudo random sequence
generator, designed using the True Single Phase Clock (TSPC) and gray encoding
technique. It offers very high speed even while working with low power, less area
and reduced clock-skew problems. Validation of the proposed design is made
through comparison with a True Single Phase Clock (TSPC) based LFSR. The
deployment of the LP-LFSR for testing application generates the random pattern
with a single bit variation, thus leading to reduction in switching power.

Keywords True single phase clock (TSPC) � Low power pseudo random pattern
generator � Linear feedback shift register (LFSR)

1 Introduction

The necessity to design complex integrated circuits is continuously on the rise.
Hence it becomes mandatory to adopt to simplified and robust design methods for
better performance [1]. One of the key solutions to achieve the same is by adopting
a reliable clocking methodology, which is catered to by using a two-phase non
overlapping clock [1]. This is further realized in the pseudo-two-phase clock based
systems, using the four clock phases of any clock based system [2, 3]. This however
leads to more silicon die area. They are also proved to be very sensitive to the clock
races, arising due to the skew between the clock phases. Hence, it requires better
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controlling of clock timing during the design of the integrated circuits. This is
accomplished by the insertion of more “dead time” between the clock phases [2],
and this gradually slows down the generation of clock. In the conventional CMOS
dynamic technique using N and P blocks, two clock phases are used, without the
restriction of any overlaps [2, 4]. In the proposed LP-LFSR, the use of the true
single-phase clock avoids any overlapping.

The built-in self-test (BIST) technique, cryptography, and secured communi-
cation are some of the areas where the random test pattern generation is necessary.
The test patterns are generated using the LFSR. The LFSR is operated in either the
normal mode or the test mode. In normal mode of operation, there may be corre-
lation among the inputs. On the other hand, in the test mode, there will be no
correlation in the inputs, leading to increased switching activity.

As compared to the normal mode of operation, the circuit under test involves
more number of switching activities, which are generated by the BIST circuit [3].
The increase in the switching activities increases the power dissipation and the
delay [1]. In order to reduce the switching power, different types of techniques have
been proposed [5].

There are two major components of power dissipation in the CMOS integrated
circuits. One of them is the static power dissipation, which occur because of the
leakage current phenomena into and from the nodes through the devices which are
off and such leakage currents are continuously drawn from the power supply. The
second component is the dynamic power dissipation, which occurs due to charging
and the discharging of the output nodal capacitances and the short circuit or rail to
rail current.

In this paper, a single input changing technique is employed for minimizing the
switching activities of the generated test pattern. This was aimed at realizing much
lower power consumption. The paper is organized as follows. Section 2 deals with
the design of TSPC based dynamic D-Flip Flop. Section 3 presents the design of
4-bit LFSR using Dynamic D-Flip Flop and Sect. 4 elaborates the low power LFSR
design and Sect. 5 concludes.

2 TSPC Based Dynamic D-Flip FLOP

Figure 1 describes the TSPC based positive edge triggering dynamic D-flip flop [6].
At the node X while the clock signal clk = 0, the input inverter samples the inverted
D input. This makes the second (dynamic) inverter in the precharge mode, with the
device M4 charging up the node Y to Vdd.

Meanwhile, the third inverter is in the hold mode, as both the devices M7 and
M8 are off. Therefore, while clk = 0 its output Q is stable as the input of the final
inverter holds its previous value. On the rising edge of the clk, which is the evaluate
phase, the dynamic inverter (M4-M6) evaluates. On the rising edge, if X is high, the
node Y discharges. While clk = 1 at the node output Q, the value of Y is passed since
the third inverter (M8-M9) is ON. It is to be noted that during the positive phase of
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clock, when the D input transits to logic HIGH, the node X transits to a LOW.
Hence, till the value on the node X propagates to Y, before the rising edge of the
clock, the input must be kept stable. This defines the hold time of the register.
In TPSC the sizing of the transistors offers better functionalities.

The glitch problem is corrected by resizing the pull down paths through M5-M6
and M8-M9. This design of dynamic flip flop also enables resetting of the device
M10 which is accomplished by discharging one or two internal nodes. By using
dynamic logic, the edge triggered D flip flops are designed. While the device is not
in transition mode, the digital output is stored on the parasitic device
capacitance [7].

3 LFSR Architecture

The 4-bit linear feedback shift register is implemented as shown in Fig. 2. The
current state of the LFSR is a direct computation of its precedent state and this is the
combination of different cyclic binary codes. The tap positions are decided by the
XOR of previous bit combinations and the shifting property of the particular bits at
the tap positions, which permits for serial manipulation until the repetition of the
start state [8].

In the LFSR, the strength of different length of precise states depends on the tap
positions, which are very useful for generating the feedback bit. The different types
of possible states depend upon the maximal tap position. The zero state is an
important factor in LFSR because of the fact that it would return the zero state (as
XOR operation of the zero value with a zero value can return a zero value only).

Fig. 1 TSPC based dynamic positive edge triggering D-Flip Flop
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Figure 2 presents the internal (type-II) 4-bit LFSR design for the polynomial
x4 + x + 1. The advantage of using the Internal LFSR over the Fibonacci config-
uration is that the XOR functions are placed inside the shift register, instead of
placing in the feedback loop in the Fibonacci (type-I) configuration. The significant
difference between the two types of LFSRs is that in the Fibonacci configuration,
the signal path has two XOR operations, and hence both the functions have to
process the signals within the single clock pulse duration. This type of limitation is
not there in the Internal LFSR configuration.

Due to the magnificent random property of LFSR, it is very widely used in
testing, as a test pattern generator. The LFSR requires small area, which is also an
added advantage. As a seed generator circuit, the Internal (Type-II) LFSR is used.
The LP-LFSR shown in Fig. 3 consists of an n-bit Gray counter, a seed generator
(SG), which is an internal (type-II) LFSR and a sequence of XOR gate. The Gray
code counter produces a single bit output changing sequence. References [9] and
[10] have employed the designs such as a binary counter and a Gray code converter
for the said purpose.

As shown in Fig. 3 of in the LP-LFSR based architecture, the gray counter
output C [n − 1:0], XORed with the seed value yields the pseudo random output.
The test clock signal (TCK) which controls the counter and seed generator plays a
vital role in the LP-LFSR. In the n-bit counter, the initial value is set to all zeros.
The counter produces different types of 2n continuous binary data periodically. As

Fig. 2 LFSR using TSPC based dynamic D-flip Flop

Fig. 3 Low power linear
feedback shift generator
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shown in Fig. 4, the single input changing output is generated using a gray code
counter. The area necessary for the gray code counter is minimal and the power
consumption also is less.

The n-bit output from the counter is given as input to the NOR gate. Depending
on the output form NOR gate, the seed generator produces the next seed, since the
clock is enabled to the internal LFSR only when the NOR gate output is HIGH. All
the bits of C[n:0] will become ‘0’ after every 2n outputs, making the output of the
NOR gate to go HIGH. Hence, the period of the single input changing pattern will
be of value 2n. The purpose of the Gray Counter is that two successive values of its
output C[n − 1:0] will change only a single bit position. The normal LFSR output
cannot be taken as the seed value directly [8], as some seeds values share the same
vectors. Hence, the seed generator circuit should affirm that two of the single input
changing pattern does not share the same vectors.

The following logic describes the final generated test sequences.

Z 0½ � ¼ P 0½ � � C 0½ �
Z 1½ � ¼ P 1½ � � C 1½ �
Z 2½ � ¼ P 2½ � � C 2½ �

. . .
Z½n� 1� ¼ P½n� 1� � C½n� 1�

Due to the control signal, TCK/2n is the Seed Generator’s clock. The output
patterns of the single input changing generator are single input changing sequences,
as any vector on performing an XOR operation will be a single input changing
pattern only at a random pattern. Hence, it is very useful in large circuits and
system-on-chip based circuits for the testing purpose.

Fig. 4 4-Bit gray code counter
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4 Simulations and Analysis

The simulation is carried out using Cadence® Virtuoso tool with 180 nm CMOS
library. For both the Internal (type-II) LFSR and LP-LFSR, the polynomial
x4 + x + 1 is utilized, which counts up to (24-1) i.e. 15 number of stages due to 4-bit
LFSR. Figure 5 shows the output waveform of TSPC based D-flip-flop. Figures 6
and 7 show the simulation result of 4-bit Internal (Type-II) LFSR and LP-LFSR
respectively. The simulated results obtained proved to have a single bit change in
the output, thus reducing the dynamic power consumption.

Table 1 shows the comparison of experimental results between Internal (type-II)
LFSR and the LP-LFSR circuit. It is observed that the Galois LFSR circuit con-
sumes 31.12 μW dynamic power and incurs 92.51 ns delay. On the other hand, the
LP-LFSR circuit consumes 21.33 μW dynamic power and incurs 67.53 ns delay.

The power consumption mainly depends on the switching activity of the circuit,
clock frequency and voltage. The nature of output pattern contributes much to the
dynamic power. This measure could be adopted unless there is no constraint
imposed on the output. As the LFSR is meant for random pattern generation this
measure is more appropriate. To reduce the switching activities, as 2n vectors are
inserted between two neighboring seeds, in which each vector has only one bit
difference with the last vector.

As there is only a single bit change in the output, it contributes much minimal
switching power, and also the random test patterns are generated. As only a single
input bit changes for every clock pulse, it leads to less switching power.

Fig. 5 Output waveform of TSPC based D-flip flop
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Fig. 6 Output waveform Of 4-bit internal LFSR

Fig. 7 Output waveform of LP-LFSR

Table 1 Power consumption of LFSR’s

Circuits Dynamic power, μW Delay, ns Power-delay-product, fJ

Internal LFSR
(Type-II LFSR)

31.12 92.51 2878.91

LP-LFSR 21.33 67.53 1440.43
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5 Conclusion

The paper proposed a True Single Phase Clocked LFSR design which ensures
reliable output even during transition of seed inputs. The use of the Gray code
counter leads to lower power dissipation owing to the reduced switching activity
incurred, because of only a single bit change at the output. The modified seed
generation circuitry based on the Gray counter’s output for every 2n outputs
ensures that all possible combinations of the pseudo random generation. The
pseudo-random changing sequences generated using LP-LFSR offers 30.87 %
reduction in the power consumption than the conventional Type II LFSR. It also
incurs 33 % less delay, with 67.53 ns as against the 92.51 ns delay of type II LFSR.
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Design of Wideband Planar Printed
Quasi-Yagi Antenna Using Defected
Ground Structure

Princy Chacko, Inderkumar Kochar and Gautam Shah

Abstract Conventional Yagi antenna provides a unidirectional radiation pattern
but is not preferred for wideband applications. The proposed quasi-Yagi antenna
consists of a driver dipole, two directors and the ground plane as the reflector. Four
extended stubs are added to the ground plane to improve the bandwidth.
A U-shaped defect is also introduced in the ground plane which enhances the
bandwidth further. Simulation results show that the proposed antenna provides a
111.31 % bandwidth that ranges from 3.94 to 13.83 GHz. The maximum gain
offered by the antenna is 5.92 dBi.

Keywords Quasi-Yagi antenna � Bandwidth enhancement � Defected ground
structure

1 Introduction

Wideband antenna design has drawn tremendous attention with the unparalleled
development in contemporary wireless communications [1]. In addition to pro-
viding a huge impedance bandwidth, antennas are also expected to have a simple
structure, low profile and stable radiation patterns. The design of wideband
antennas for a portable device is typically tricky since one has to sacrifice the
impedance bandwidth for compactness [2]. For instance, alternatives like the cor-
rugated horn and log-periodic dipole antenna provide broadband coverage at the
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expense of a high profile. By introducing a ground plane it is found that the
radiation patterns can be improved, but the antenna structure becomes large and
complicated [3]. Yagi antenna has been widely used to obtain unidirectional radi-
ation and high gain due to its simple structure [4]. Printed Yagi antennas not only
exhibit directional characteristics of the Yagi arrays but also have a low-profile like
microstrip antennas [5]. A quasi-Yagi antenna fed using a microstrip line, first
reported in [6] has drawn much attention towards the low profile printed quasi-Yagi
antenna owing to its advantages [7].

Various existing techniques for increasing the bandwidth of the low profile
quasi-Yagi antennas are described in [8–15]. Using a substrate with a high dielectric
constant, a printed uniplanar quasi-Yagi antenna is presented in [8]. In this antenna,
metallization at the top of the substrate comprises of the driver and director elements
in addition to the microstrip line feed and a broadband microstrip-to-coplanar stri-
pline (CPS) balun. On the other hand, the metallization at the bottom of the substrate
is made up of the truncated microstrip ground plane that serves the purpose of a
reflector. This antenna achieves bandwidth of only 10–20 % for VSWR ≤ 2 with
reasonably high gains of about 6.5 dBi. Using the same antenna, broader bandwidth
of 40–50 % is achieved with a sacrifice of approximately 2.5 dBi in gain. This
antenna is 93 % efficient and the front-to-back ratio (FBR) exceeds 12 dB. Another
way of obtaining a wide impedance bandwidth in quasi-Yagi antenna is to use a
balun. However, the balanced to unbalanced transformer increases the electrical size
and also has a negative impact on the performance. One of the solutions to this
problem is to replace the microstrip line feed with an appropriate coplanar waveg-
uide (CPW) as presented in [9]. The input feed network commonly needed for
perfect impedance matching with the quasi-Yagi antenna is dispensed with in this
case; while the antenna is electrically small. The antenna covers the X-band from 7.7
to 12 GHz yielding a 10 dB return loss bandwidth of 44 %. The antenna has a peak
gain of 7.4 dBi at 10 GHz. The reported radiation efficiency of the structure is 95 %
in the entire band. This antenna also provides FBR of 15 dB.

A quasi-Yagi antenna consisting of a couple of radial stubs is presented in [10].
Both the stubs are perpendicular and have different radii. A couple of parallel
dipoles are used in lieu of the driver dipole. These dipoles are of different lengths
and are tapered, thereby, enhancing the bandwidth. This antenna covers the band
from 3.34 to 8.72 GHz with VSWR ≤ 2 and also achieves a gain varying between
6.3 and 7.5 dBi across the bandwidth, low cross-polarizations (≤17 dB), and
FBR > 15 dB. A UWB quasi-Yagi antenna employing a dual-resonant driver is
presented in [11]. This antenna consists of two parts i.e. the UWB balun and the
dual-resonant driver. This antenna works well between 4.7 and 10.4 GHz corre-
sponding to a fractional bandwidth of 75 % with VSWR ≤ 2. The measured gain
lies between 3.6 and 4.5 dBi. A fully-differential millimeter wave Yagi-Uda
antenna is presented in [12]. This antenna uses a CPS feed. A folded dipole feed is
used in this design to increase the input impedance from 18 to 150 Ω. The antenna
results in medium gain of around 8–10 dBi. Another feature of this antenna is that
the cross-polar components have low magnitude (−22 dB) in the 22–26 GHz range.
A two-element quasi-Yagi array which consists of two folded dipole drivers is
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presented in [13]. The drivers are fed by a coplanar stripline. A quarter radial stub
matches the coplanar stripline with a 50 Ω microstrip line. A 50 Ω T-junction power
divider consisting of a 50–25 Ω wideband microstrip line transformer is used as the
feeding network. The folded dipole reduces the mismatch between the CPS feedline
and the antenna driver. A microstrip-stub which is added in the middle of the two
folded-dipole-driven quasi-Yagi antennas on the ground plane helps to improve
mutual coupling. Experimental results have shown a bandwidth of 1.67 GHz for
this two element quasi-Yagi array. The antenna also yields a stable radiation pattern
with a FBR > 17 dB. The measured gain of the two-element array shows ripples
between 6.14 and 7.12 dBi.

A planar quasi-Yagi antenna, consisting of a driver dipole, a microstrip line to
slotline transition feed, and a director is presented in [14]. Amicrostrip circular stub at
the end of the microstrip line and a slot circular stub at the end of the slotline are used
to improve the impedance transformation. A pair of rectangular apertures is created in
the bottom ground plane to enhance the radiation characteristics in the low frequency
band. A stepped connection structure is utilized in order to achieve a wide bandwidth.
A 92.2 % fractional bandwidth ranging from 3.8 to 10.3 GHz is achieved. The
minimum andmaximum gain for this UWB antenna is found to be 4.1 dBi at 5.2 GHz
and 7 dBi at 8.8 GHz respectively. A quasi-Yagi antenna using a driver dipole and
two parasitic strips and a feeding network that employs amicrostrip line which slowly
transits to a slotline structure is presented in [15]. The coplanar stripline
(CPS) connects the driver dipole to the slotline. Two extended stubs positioned
symmetrically in the ground plane are used to minimize the lateral dimensions. The
width of the antenna is reduced by approximately 16.7 % compared with the original
antenna. This antenna operates over an impedance bandwidth from 3.6 to 11.6 GHz.
The antenna gain fluctuates between 4.1 and 6.8 dBi over the entire bandwidth.

In this paper, a planar printed quasi-Yagi antenna with the use of defected
ground structure (DGS) is proposed. This is the first quasi-Yagi antenna using a
DGS for bandwidth enhancement. The driver dipole, a reflector using the
ground-plane and a couple parasitic strip elements make the antenna. The antenna
has a U-shaped defect symmetrically etched on both sides of the ground plane for
improving the bandwidth. It also consists of four stubs placed symmetrically on
both the sides of the ground plane which helps to enhance the bandwidth further.
The antenna operates over an impedance bandwidth from 3.94 to 13.83 GHz.

In the next section, the structure and the performance of the proposed quasi-Yagi
antenna is discussed. Simulation results are presented in the penultimate section.
Conclusions are drawn towards the end.

2 Antenna Structure and Performance

As an improvement to existing techniques mentioned above, a planar printed
quasi-Yagi antenna using DGS is proposed to further enhance the bandwidth. The
geometric structure of the printed quasi-Yagi antenna is shown in Fig. 1. The
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proposed antenna is printed on a FR-4 substrate with εr = 4.4 and substrate height of
0.8 mm. The size of the substrate is 30 mm × 34 mm (W × L).

The feed network begins with a microstrip line and tapers into a slotline
structure. A driver dipole and two optimally placed directors are used. While the
feed network is attached on the top of the substrate, the driver dipole and the
optimally placed directors are printed on the bottom of the substrate. The driver
dipole is connected to the ground plane through coplanar stripline (CPS). A couple
of symmetrically etched U-shaped slots on the ground plane enhance the band-
width. Four stubs are extended from the ground plane which further improves the
bandwidth and also reduces the lateral dimensions. A four stage Chebyshev
transformer was used initially as the feedline, however it has a large size due to
which it was not preferred. Thus, a stepped microstrip feedline was adopted in order
to obtain a wideband impedance match [15].

Impedance match and gain at higher frequencies within the operating band is
improved because of two directors. Figure 2 shows the variation in surface current

Fig. 1 Geometric structure of the proposed planar printed quasi-Yagi antenna
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density along the proposed structure at 4.5 and 10.28 GHz. As shown in Fig. 2a, the
surface current intensity on the directors is poor at 4.5 GHz whereas on the metallic
strips, a greater amount of surface current flows at 10.28 GHz as shown in the
Fig. 2b. Therefore the directors play an important role in the high frequency band. It
is also found that increasing the number of directors further reduces the input
impedance as every additional director results in a loading effect, thereby worsening
the gain and the bandwidth.

Achieving a wide impedance bandwidth is the main objective in the optimization
procedure. The dimensions of the U-shaped slots in the ground plane and the stubs
are optimized to achieve a wide bandwidth. The final optimized dimensions are
specified as follows:

L1 = 9 mm, L2 = 7 mm, WS1 = 2.6 mm, WS2 = 2.8 mm, WS3 = 3 mm,
W1 = 1.6 mm, W2 = 1 mm, W3 = 1.5 mm, W4 = 1.4 mm, W5 = 1.6 mm,
W6 = 1.6 mm, d1 = 1 mm, d2 = 2 mm, d3 = 3 mm, d4 = 3 mm, dS = 5.7 mm,
df = 1 mm, S0 = 0.7 mm.

3 Simulation Results

The proposed antenna with the optimized parameters was designed and simulated
using Hyperlynx 3D EM software. Figure 3 shows the magnitude of reflection
coefficient of the proposed quasi-Yagi antenna. The antenna operates satisfactorily
with VSWR < 2 between 3.94 and 13.83 GHz. This antenna achieves the widest

Fig. 2 Density of surface currents distribution at a 4.5 GHz and b 10.28 GHz
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impedance bandwidth compared to all the existing techniques. It can thus be clearly
seen that this antenna works in majority of the UWB band as well as the X-band.
The resonance at 4.5 GHz is due to the dipole while the resonance at 6.36, 10.28,
and 12.78 GHz is due to the first director. The second director is added to improve
the gain further.

The variation in realized gain with frequency is shown in Fig. 4. The gain varies
from 1.59 to 4.9 dBi in the lower frequency range, while it increases suddenly in the
high frequency range. The maximum gain achieved is 5.92 dBi at 13.28 GHz. The

Fig. 4 Gain of the proposed quasi-Yagi antenna

Fig. 3 Plot of reflection coefficient of the proposed quasi-Yagi antenna
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radiation patterns are plotted to demonstrate the radiation characteristics of the
quasi-Yagi antenna. The E-plane and H-plane radiation patterns at 4.5, 6.36, 10.28
and 12.78 GHz are depicted in Fig. 5. The E-plane pattern is devoid of sidelobes.
Sidelobes in the H-plane pattern at higher frequencies are due to the surface wave
effect.

The shape of the radiation pattern obtained by the proposed antenna can be
compared with a standard Yagi-Uda antenna for which the far-zone electric field
generated by M modes of the nth element oriented parallel to the z-axis is given
as [16]

Fig. 5 Radiation patterns of the proposed quasi-Yagi antenna in E-plane and H-plane at
a 4.5 GHz, b 6.36 GHz, c 10.28 GHz, and d 12.78 GHz
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4 Conclusion

A low profile, planar quasi-Yagi antenna with enhanced bandwidth is designed. The
antenna consists of two U-shaped slots in the ground plane which acts as the
defected ground structure and helps to improve the bandwidth. These slots also
improve the gain in the higher frequency region. Four stubs are added in the ground
plane which helps to enhance the bandwidth further. The proposed antenna
achieves a percentage bandwidth of 111.31 % ranging from 3.94 to 13.83 GHz. It
also provides a gain ranging from 1.59 to 5.92 dBi in the desired band.
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ECG Signal Preprocessing Based
on Empirical Mode Decomposition

L.V. Rajani Kumari, Y. Padma Sai and N. Balaji

Abstract Most of the Heart diseases can be diagonised with the help of ECG
signal. If the ECG signal is degraded by noise, then accurate analysis is not pos-
sible. So it is most important to extract the features of ECG signal clear without
noise. In this paper, an effective method named Empirical Mode Decomposition
(EMD) is implemented for removing the noise from the ECG signal corrupted by
non stationary noises. EMD is widely used because of its Adaptive nature and its
high efficient decomposition for which any kind of complex signal could be
decomposed into a limited number of Intrinsic Mode Functions (IMFs). In the
proposed method, we implemented Empirical Mode Decomposition by using low
pass filters for removing the noise efficiently. Also, removal of Baseline Wander
and Power Line Interference which are the dominant artifacts present in ECG
recordings can be done. The results show that above method is capable to remove
the noises effectively. We have taken the input signals from MIT-BIH arrhythmia
database. The performance is calculated in terms of Signal to Noise ratio
improvement in dB. Simulations and Synthesis were carried in Modelsim and
Xilinx ISE Environment.

Keywords Electrocardiogram (ECG) � EMD � SNR � Verilog � MIT-BIH
database
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1 Introduction

ECG is the vital tool which is used to record the bioelectric potentials generated by
heart. Pathological conditions of the heart [1] are examined by the physicians using
ECG. During the recordings of ECG signals, various types of noises will interfere
with the ECG signal. Literature survey indicates obtaining the original character-
istics [2] of an ECG signal by eliminating the AC interference of 50/60 Hz is a
challenging problem. Recently an efficient method for discarding the power line
interference and baseline wander was reported [3].

The basic principle of EMD is to divide a signal into a finite group of oscillatory
modes (AM-FM components) called Intrinsic mode Functions (IMFs). Partial
reconstruction of the signal by removing noisy IMFs [4, 5] is followed by most of
the EMD based denoising methods. EMD method is used for eliminating 60 Hz
noise [6] and a notch filter is used for filtering. The basic principle used in this
process is filtering the 60 Hz noise, present in the first IMF by using notch filter.

The baseline wander can be removed by dividing the ECG into Intrinsic mode
functions (IMFs) and reconstructing the ECG signal by eliminating the final IMF
which contains the base line wander. In paper [7], EMD is used for eliminating the
Baseline wander from the ECG signal. The baseline removal is done by eliminating
the low frequency component of the ECG signal.

A software tool called Xilinx ISE is used for synthesis and analyzes the HDL
designs, enables to synthesize the designs, examine RTL diagrams, and configure
the targeted device.

2 Theoretical Background

2.1 Empirical Mode Decomposition Method (EMD)

The empirical mode decomposition (EMD) method is most popular for the study of
nonlinear and non stationary signals [8]. In EMD method, the noisy ECG signal s
(t) can be decomposed as

sðtÞ ¼
Xn
i¼1

imfiðtÞþ rðtÞ ð1Þ

where n = the number of IMFs, imfi(t) = ith IMF [9] and r(t) = the final residue of s
(t) respectively.

(1) Recognize the extrema [10] of the original signal s(t). Find the lower envelope
and upper envelope by passing cubic spline through the extrema.

(2) Find the mean envelope m(t) by taking the average of the envelopes of the
extrema.
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(3) The candidate IMF hj(t) is calculated i.e.

hjðtÞ ¼ sðtÞ � mðtÞ ð2Þ

where j is the iteration index.
As the number of iterations increases, there will be no useful information in
the obtained signals. To present this problem, some boundary conditions are
adapted. The sifting process is stopped by confining the normalized standard
deviation (NSTD) [11]. Where

SD ¼
XL�1

t¼0

hj�1ðtÞ � hjðtÞ
�� ��

h2j�1ðtÞ
2

ð3Þ

For having proper results, The Standard Deviation is set between 0.2 and 0.3
[12]. L is the signal length.

(4) Verify whether hj(t) satisfies the conditions which defines an IMF.
(5) The residue function r(t) is obtained,

rðtÞ ¼ sðtÞ � imf1ðtÞ ð4Þ

(6) To find other IMFs [13] imf1(t), imf2(t),… imfn(t), repeat the Steps (1–5) by
considering r(t) as new set of data s(t).

(7) If the residue function tð Þ ¼ s tð Þ �Pn
i¼1 imfiðtÞ is a monotonic function, we

can not extract IMF’s, then stop the sifting process. Thus, the original signal s
(t) is divided into the n IMFs imf1(t), imf2(t),…imfn(t) and a final residue
function.

3 Proposed Methodology

Using EMD, the proposed denoising method is illustrated in Fig. 1 and various
steps are discussed below

1. The source of ECG signals are from MIT BIH arrhythmia data base [14]. The
noisy ECG signal s(t) is obtained as sum of original ECG signal x(t) and the
60 Hz noise signal n(t), s(t) = x(t) + n(t).

2. The noisy ECG signal s(t) obtained is decomposed into IMFs using EMD
algorithm. The Butter worth low pass filter is used to filter first decomposed
IMFs with cut off frequency of 60 Hz to remove noise.

3. In the high order IMFs, the Baseline Wander is present. To remove the BW, We
deduct the sum of higher order IMFs from the ECG

4. Thus the original ECG signal (Denoised signal) is obtained by adding the
remaining IMFs.
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4 Simulation and Synthesis Results

For the experimental study we have received the records from MIT-BIH database.
Some ECG data records from 100 to 230 are verified to evaluate the performance of
the algorithm in terms of SNR.

The Simulation results of records 100, 116 and 111 are shown below which are
obtained using Modelsim software (Fig. 2).

An ECG Record 116 has been chosen from the database. Figure 3 shows the
overall simulation result of removal of Power Line Interference.

Fig. 1 Block diagram of
proposed ECG denoising
method

Fig. 2 Overall simulation result of denoising using EMD. Record 100: a input ECG sinal, b noisy
ECG signal, c denoised output using EMD
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An ECG Record 111 has been chosen from the ECG signal database affected
with baseline noise. This signal is applied as the input signal to the EMD method.
Figure 4 shows the overall denoising result of ECG signal removing Baseline
Wander and muscle noise. Figures 5 and 6 shows synthesized RTL schematic of top
level of our proposed design and final synthesis report.

Fig. 3 Overall simulation result of removal of power line interference. Record 116: a Original
signal. b Original signal with noise. c Denoised signal

Fig. 4 Overall simulation result of BW and muscle (EMG) noise removal. Record 111: a input
ECG signal with baseline shift and EMG noise, b denoised signal using EMD

Fig. 5 RTL schematic
generated by the synthesis
tool
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The Fig. 7 shows the enhanced ECG signal SNRs for input SNR values varying
from 5, 10, and 15 dB of noisy ECG signals. These results evidently show us that as
the input signal SNR goes on increasing from 5 to 15 dB enhanced ECG signal
SNR increases.

5 Conclusion

In this paper, the ECG signal is preprocessed and enhanced by eliminating major
noise power line interference and base line drift along with EMG noise by using
EMD method. Compared to other techniques, the results show that EMD method is
capable to eliminate the noises from the ECG signal in one step. The

Fig. 6 Synthesis report

Fig. 7 SNR values for the
EMD denoising algorithm
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experimentation is performed on the standard data records of MIT-BIH arrhythmia
data base. Simulation is done using Verilog language and synthesis in Xilinx ISE
Environment. EMD method is best suited for ECG signal analysis as the compu-
tation time is less.
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Design and Analysis of Magnetic Lenses
for High Energy Proton Accelerators

Vikas Teotia, Sanjay Malhotra and P.P. Marathe

Abstract High Energy Proton beams have application in scientific, industrial and
Medical fields. High energy proton accelerators mainly consist of ion source and
array of RF accelerating cavities and focusing magnets. Low energy section of
accelerator deploys solenoid focusing magnet as they focusses the beam simulta-
neously in both the axis but are less efficient then a quadrupole focusing magnets in
focusing strength. This paper discusses design of an Electromagnetic Quadrupole
for transverse focusing of 200 MeV section of High Energy Proton Accelerator.
Method used for optimization of magnetic pole shape for obtaining better than
1000 ppm uniformity in Good field region is described. Paper details the studies
carried out on influence of Magneto motive forces on figure of merits of the magnet
in terms of uniformity and magnetic field gradient. Paper describes the uniformity,
linearity and higher order modes achieved in the design.

Keywords Accelerators � Proton � EMQ � Good field region � HEPA � Emittance

1 Introduction

The charged particle beams in particle accelerators tends to defocuses due to
Columbic repulsions and transverse kicks due to fringe E-fields, strength of which
depends on the synchronous phase and EM design of RF accelerating cavities [1,
5]. This transverse blowing up of beams tends to increase the emittance of the
beam. Increase in emittance degrades the spatial current density which is undesir-
able. Electromagnetic forces are required to annul this transverse defocusing.
Among the available options of using Electric field or magnetic field for charged
particle focusing, magnetic fields are preferred since generation of equivalent
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B-field is convenient than generation of equivalent E-field [2]. However at low
particle energy, E-fields are preferred as magnetic forces are low owing to low
particle velocity. For high energy beams, B-field focusing is natural choice for
transverse focusing. Magnetic Quadrupole are used for focusing of charged particle
beams. Depending on design, these quadrupoles could be permanent magnet based
[3, 4] or electromagnet based, later provides advantage of ease in tuning while
former is more efficient in terms of power consumption during operations [5]. The
magnetic field strength of quadrupole magnet is given in terms of integral magnetic
field gradient denoted as integral Gdl. The required integral Gdl depends on beam
emittance at entry of the magnetic lens, magnetic quadrupoles are therefore oper-
ated normally from 50 to 100 % of their rated strength. Electromagnetic Quadrupole
becomes the obvious choice for such applications. This paper describes design and
analysis of an EMQ for 200 MeV section of a proton accelerator. Since quadrupoles
provides alternate gradient focusing [5], the focusing and de-focusing quadrupoles
are always used in pair which is called a doublet assembly.

2 System Specifications

2.1 Layout

The high energy section of proton accelerator consists of array of accelerating
cavities and focusing elements. Depending on particle β, the accelerating cavities
could be normal conducting DTL, half wave resonators, Spoke resonators or
elliptical cavities. At 200 MeV elliptical cavities are more efficient than other
families of resonators. HEPA (High Energy Proton Accelerator) have three five cell
elliptical cavities followed by a doublet assembly. This arrangement is periodic,
number of which depends on desired output energy.

2.2 Specifications

The beam envelope along one of the sections of the HEPA is shown in Fig. 1. The
input and output phase space of the beam is shown in Fig. 2. The left and middle
figure shows how quadrupole magnets limits the beam emittance and when
quadrupoles are off the beam emittance blow ups as shown in right most part of
Fig. 2. The integral Gdl in good field region of 24 mm (diameter) with uniformity
better than 1000 ppm is a critical requirement. The required value of Integral Gdl is
3 T. The sum of higher order multipoles normalized to quadrupole component shall
be less than 0.1 %.
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3 Design and Analysis

The magnetic design of EMQ meeting above specifications is carried out using
TOSCA/OPERA-3D from Vector Fields [6]. A perfect Quadrupole have hyperbolic
pole, however due to engineering constraints, a perfect hyperbola is truncated
which results in systematic multipoles which are odd multiples of quadrupole
(n = 2). The errors in mechanical fabrication results in non-systematic multipoles
which are even multipoles of the quadrupole [7]. The hyperbola pole shape is
modified to a customized pole shape which gives high integral magnetic field
uniformity. The design consists of optimization of the magnetic pole contour to
achieve the required uniformity and minimal higher order multipoles. Second order
splines are used for magnetic pole design and the coordinates of the constituent
points are optimized for high integral Gdl uniformity. The magnetic field distri-
bution in the yoke and histogram of the magnetic field in the beam aperture is

Fig. 1 Beam envelope in one section of the HEPA with doublet assembly and RF cavities

Fig. 2 Phase space of beam at entry (left) at exit (middle) of the doublet magnet assembly. The
right hand side figure shows phase space in absence of the quadrupole doublet
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shown in Fig. 3. The primary figure of merit of the EMQ are strength, uniformity
and linearity of integral Gdl and also the higher order multipoles in the GFR.

3.1 Integral Magnetic Field Gradient

The strength of integral Gdl determines the focal length of the EMQ and thereby the
phase space of the beam along the axis. Ideally the integral Gdl shall remain
constant in entire good field region. Non uniform integral Gdl results in aberration
in the beam. This quantity is therefore studied as function of radial and azimuthal
axis to determine the points of maxima and minima for evaluation of uniformity in
the designed EMQ. Figure 4 shows the variation of integral Gdl as function of
azimuthal axis for different values of the radius. The linearity of integral Gdl along
the radius is shown in Fig. 5.

Fig. 3 3-D model of the magnet with magnetic field profile in the yoke (left) and histogram of the
magnetic field magnitude in the good field region (right)

Fig. 4 Integral Gdl as function of azimuthal axis for radius of 12 mm (left) and relative variation
of integral Gdl as function of azimuthal axis of different values of radius (right)
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The uniformity in integral Gdl shall remain within specified value for the range
of operations which is normally 50–100 %. The magnetic analysis was conducted
for different values of MMF and is shown graphically in Fig. 6.

3.2 Good Field Region

The uniformity of integral Gdl is inverse function of radius in the beam aperture. At
low radius, uniformity is high. The required Good field region is decided on basis of

Fig. 5 Linearity of magnetic field gradient as function of radius

Fig. 6 Relative variation in integral Gdl as function of azimuthal axis for different MMF (left) and
variation of magnetic field gradient as function of MMF (right)
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the beam size and uniformity affects the output beam emittances. The uniformity of
integral Gdl as function of radius is shown in Fig. 7.

3.3 Higher Order Multipoles

The sum of amplitudes of the higher order multipoles (from n = 3 to n = 8) shall be
less than 0.1 % of the quadrupole components (n = 2). Figure 8 gives spectrum of
multipoles in the designed EMQ. The achieved sum of HoMs normalized to
quadrupole component is 3.9e-4.

Fig. 7 Uniformity in integral Gdl as function of radius

Fig. 8 Spectrum of HoMs
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4 Conclusion

The magnetic design of EMQ is completed and desired performance is achieved.
Uniformity of 225 ppm in GFR is obtained which is better by factor of four from
desired uniformity of 1000 ppm. There is sufficient margin for deviations due to
fabrication errors. It is planned to fabricate full scale prototype of the EMQ in next
1 year.
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Skeletonization of Players in Dynamic
Backgrounds Using Discrete Curve
Evolution

Narra Dhanalakshmi, Y. Madhavee Latha and A. Damodaram

Abstract Skeletal part extraction of the human or player becomes important in
applications like developing the gaming consoles, event prediction in sports, gait
based human recognition and classification of human activity etc. The efficiency of
the said applications depend on how efficiently the skeletal part is extracted and the
extraction of skeletal part is influenced by dynamic background of the video,
occlusion and resolution of the video. So in this work, we proposed a method to
extract the skeletal part of the sports man with a varying background thereby
facilitating the subsequent analysis. Histogram of Oriented Gradients (HOG) is
used to detect the human region by making use of Support Vector Machines
(SVMs) and then Graph Cut technique is applied to remove the background to
extract only the foreground in the form of silhouette. Finally a skeletal pruning
method is applied which is based on contour partitioning method such as Discrete
Curve Evaluation (DCE) technique. The proposed method is tested on sports video
like cricket and shows effectiveness of the method in extracting the skeletal shape
from the video with dynamic backgrounds.

Keywords Histogram of Oriented Gradients (HOG) � Graph-cut segmentation �
Silhouette � Skeletonization � Discrete Curve Evaluation (DCE)
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1 Introduction

Improvements in video processing technology and computation technology moti-
vated researchers to use computer vision and pattern recognition methods for
analysis of videos. Now a days, this kind of research tremendously increased in
sports videos in indexing, retrieval and event detection and even prediction on real
time. Prediction of an event will be happened by analyzing the player in successive
frames from a video. This analysis will be divided into different sections
(1) Detection of a player, (2) Subtracting the background from the player
(3) Skeletonization, (4) Prediction of an Event. So, accuracy of the prediction
depends primarily on player detection, detection of player is a challenging task due
to great variability in appearances, poses and also due to large variations in the
background.

The important step in skeletonization is detection of human region i.e. human
silhouette. So far, many methods have been developed in this area. Different authors
used different approaches to detect the players. A player can be detected using
background subtraction methods [1]. Pascual [2] used a player separation algorithm
without background subtraction. Some of the techniques use color models with
special templates to calculate likelihood maps for color templates matching to
extract an object of interest [3]. Cloud System Model (CSM) framework [4] is
designed to handle 2D articulated bodies in order to segment humans in the video.
This methods works when the player facing towards the camera. Matthias
Grundmann [5] uses hierarchical graph-based algorithm to segment the human. The
next step in Skeletonization process is removing the background in order to pre-
cisely extract the player. Removing the background can be done using different
color space approaches like Hybrid Color Space (HCS), RGB color space, and
L*U*V* color space [6]. Most of the existing methods used low level features. But
these methods are not able to segment the player precisely.

After achieving human silhouette, skeleton part should be extracted. To achieve
this, the methods [7, 8] use iterative algorithm to extract skeleton part, while
keeping the topological structure of pixels. Accuracy and smoothness of the
skeleton may be achieved by thinning.

Towards this, we presented a novel and effective way for automatic retrieval of
skeletal part of the player from the sports video sequences like cricket for further
processing like prediction of an event or classifying the event. We proposed a
system for skeletonization of the sports man, this uses the combination of HOG and
SVM for the detection of a player, Graph-Cut segmentation to subtract the back-
ground and Discrete Curve Evolution method in order to extract the skeletal
part. The updated model provides more accurate skeleton for further video analysis
like even prediction or classification.

This paper has been organised into following sections. Section 2 gives back-
ground information of the methods. Section 3 discusses the proposed method and
Sect. 4 explains experimental results. In Sect. 5, we draw conclusions and discuss
about future work.
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2 Background

The proposed system employs gradient based algorithm such as Histograms of
Oriented Gradients (HOG) descriptors are trained using SVM for detecting human
region and Graph cut method for segmenting player and non player regions in the
sports video sequence and Discrete Curve Evaluation for skeletonization. We
improved our work [9] and extended the work to extract skeletal parts.

The HOG descriptor [10] was focused on the detection of pedestrian (human) by
calculating gradients (Gx, Gy) in both the horizontal and vertical directions for all
the pixels in the frame on overlapping basis in order to improve the performance.
These HOG descriptors of both player and non player are trained using SVM [11].
However, the detected region of the player alone may not be directly suitable for
action analysis of a player, since it also captures gradients of non human neigh-
boring pixels. As a result of this, the accuracy of evaluating human action may be
reduced.

Graph cut [12] method represents each frame as a graph with nodes and edges,
where edges are assigned with some non negative weight or cost based on edge
weighting functions. This function clusters the pixels that possess similar charac-
teristics. Greig et al. [13] discovered the powerful optimized graph cut algorithm for
solving many problems in the field of computer vision. But, the Graph Cut method
alone is not enough to segment only foreground i.e., player, when the video con-
tains signification motion in successive frames and variation in pixel intensities.
Due to this background pixels tend to be segmented as foreground. So, we elimi-
nated the problems occurred when HOG and Graph Cut individually applied by
combining both HOG and Graph-cut methods in our paper.

Most of the skeletonization methods work well when proper silhouette is given.
So, we have used the Discrete Curve Evaluation (DCE) method used in [8] for
skeletonization. This DCE simplifies the contour of the segmented human silhouette
and then pruned the skeleton by contour partitioning.

3 Proposed Method

We used the combination of above three methods to achieve our goal of skele-
tonization. An overview of the major steps involved in our method is shown in
Fig. 1.

HOG
Input video

Graph-CUT DCE
Skeleton

Fig. 1 Block diagram of the proposed work
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HOG is used to extract only players as it is popular as human detection algo-
rithm. HOG descriptor is derived by splitting each frame in terms of blocks and
then each block into cells. Gradients (Gx, Gy) are computed in both the horizontal
and vertical directions for all the pixels of all the cells in the frame. Then gradient
magnitudes (G) and directions (θ) are computed by using the following expressions
Eqs. 1 and 2:

G ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2

x þG2
y

q
ð1Þ

h ¼ tan�1 Gx

Gy

� �
ð2Þ

Once the HOGs are computed, we do provide the training the SVM classifier
with positive class HOGs of the players and negative class HOGs of non-player or
human. A player detection of the frame is done by scanning a detection window
across each frame at multiple positions and scales, in each position runs SVM
classifier. It results in multiple overlapping detections in 3D position and scale
space, around each player object in a frame and these are combined to get the final
player position using Non-Maximum suppression with mean shift seeking algo-
rithm [14]. But this HOG alone results in a human part with some background.
Example results are shown in Fig. 2.

So, next is to segment the precise human part and eliminate background.
Typically, segmentation is termed as a binary labeling problem where pixels are
assigned to either foreground or background by the set of labels and can be opti-
mally solved by an execution of min-cut/max-flow such as Graph-cuts which acts
like a powerful energy minimization tool. The graph cut based segmentation
approach of Boykov et al. [15] is adopted in this work with an energy function of
the form:

EðAÞ ¼ k � RðAÞþBðAÞ ð3Þ

Fig. 2 Human detection using HOG
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The coefficient λ ≥ 0 specifies a relative importance of the region properties term
R(A) (penalties for assigning a pixel p to Foreground (F)) versus the boundary
properties term background B(A).

RðAÞ ¼
X
p2P

RpðApÞ ð4Þ

and

RpðFÞ ¼ � ln PrðIpjFÞ ð5Þ

RpðBÞ ¼ � ln PrðIpjBÞ ð6Þ

where negative log-likelihoods is motivated by the MAP-MRF formulations in [13].
In this work, the boundary penalties are set based on the following function Eq. 7:

BðAÞ ¼
X
p2P

X
fp;qg2N

Bfp;qg � dðAP;AqÞ ð7Þ

where

d Ap;Aq
� � ¼ 1 Ap 6¼ Aq

0 Ap ¼ Aq

�

Bfp;qg / exp �ðIp � IqÞ2
2r2

 !
� 1
distðp; qÞ

where Ip and Iq are the intensities of pixel p and q with a penalty discontinuities
between functions σ, when |Ip − Iq| < σ the penalty is large, when |Ip − Iq| > σ the
penalty is small. Finally, the best cut that would give an “optimal” segmentation
with minimum cost among all possible cuts as the sum of costs of all edges that go
from S (source) to T (sink). This assigns each pixel either foreground i.e., player or
background i.e., black.

CðS;TÞ ¼
X

ðp;qÞ2P;p2S;q2T
w p; qð Þ ð8Þ

When we used Graph-cut alone without HOG, this results in a foreground that
comprises of player and non-player objects as well. This is due to variations in pixel
intensities and camera movement (motion). We got the impressive results when
HOG output fed to graph cut method. Figure 3 shows the results with Graph-Cut
alone and Fig. 4 shows Graph-CUT with HOG.

On the extracted human body in the form of silhouette, we applied DCE method
for skeletonization as a final step. The extracted skeleton has more accurate for
further applications.
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4 Implementation and Result

The proposed system uses a combination of HOG and Graph-cut for getting region
based silhouette for players in the sports video sequence and then DCE is used for
skeletonization for further processing in event detection and classification. We
selected a cell size (8 × 8) and block size (16 × 16) for HOG computation. In this
paper, the SVM is trained with sports players as positive class and non human as
negative class on the HOG and S-T graph cut algorithm is used for segmenting the
player from the background. Results of HOG and Graph-Cut for players detection is
shown in Fig. 5a. DCE algorithm has been applied on the results of HOG and

Fig. 3 Graph-cut alone

Fig. 4 Graph-cut with HOG

Fig. 5 From left to right: extracted silhouette using HOG-graph-CUT and extracted skeleton by
DCE

694 N. Dhanalakshmi et al.



Graph-cut methods and achieved the accurate skeleton as shown in Fig. 5b. This
extracted skeleton further can be used for applications like event recognition, gait
based human recognition, event classification and so on.

5 Conclusions and Future Work

We proposed a method to extract the skeleton of the player, which is based on a
combination of Histogram of Oriented Gradients (HOG) features, Graph-cut
method and DCE. This method precisely extracts human silhouette even in the
varying backgrounds and then skeleton. These results also show that combination
of HOG and Graph cut produces improved performance than applied individually.
Silhouette features can adequately represent the movements performed by players
in a video and DCE is applied on silhouette to extract skeleton for future work.
Which includes, improving the accuracy of HOG-Graph-Cut further and then
developing a system which extracts features from skeleton like joint features and
train them to predict human action based on skeleton feature points or to classify the
action or to detect the event. The actions could be bowling, batting, fielding etc.
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FPGA Implementation of Test Vector
Monitoring Bist Architecture System

J.L.V. Ramana Kumari, M. Asha Rani, N. Balaji and V. Sirisha

Abstract Test pattern generation Built-In Self Test (BIST) system is used to
carryout testing operation of a circuit. We apply input vectors to the circuit based on
logic implementation. A sequence of vectors are applied to the dadda multiplier
circuit as inputs, and outputs can be observed in the examined window. The testing
analysis of the Device under test (DUT) or Circuit Under Test (CUT) is monitored.
The fault conditions and fault free conditions can be observed in the normal mode
and test mode. The design and clocking analysis of BIST system is analyzed. In this
system, Dadda multiplier circuit can be used as Device under test (DUT). The
vector monitoring system is verified by Modelsim simulator, synthesized using
Xilinx ISE tool and implemented in Spartan3 FPGA.

Keywords Built-in self-test (BIST) � Response verifier (RV) � Circuit under test
(CUT) � Test vectors

1 Introduction

With the advancements in VLSI technology, the speed of digital circuits is growing
rapidly. The performance improvement and testing issues have become the most
analytical challenges for memory manufacturing. Built-in self-test (BIST) is an
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efficient method of design of a circuit used to test the circuit itself. BIST represents
a combination of the concepts of built-in test (BIT) [1, 2] and self-test. The related
term built-in-test equipment (BITE) refers to the hardware and software integrated
into a unit to provide BIST or DFT capability.

Built-in self-test BIST [1, 3] technique can be classified into two types, namely
off-line BIST, which includes functional and structural approaches and on-line
BIST, which includes both concurrent and non-concurrent techniques. In on-line
BIST, testing occurs during normal functional operating conditions, i.e., the Device
Under Test (DUT) is not placed into a test condition where normal functional
operation is stopped. In Concurrent on-line BIST, testing occurs simultaneously
with normal functional operation. Non-concurrent on-line BIST is a method in
which testing is carried out when the system is in idle state. Off-line [4, 5] BIST
technique carried out, testing a system when it is not performing its normal oper-
ating condition. Test data and hardware of a DUT are completely controlled by
offline-BIST. And the time it takes for testing the DUT is also relatively short. It can
be applied at the manufacturing, field and operational levels. Detecting errors in real
time cannot be done by Off-line testing. Linear Feedback Shift Registers (LFSRs)
component can be used as most popular pseudo-random test pattern generation in
BIST systems. There have the advantage of low hardware. However, for circuits
with random pattern vectors, high fault coverage cannot be obtained within an
acceptable test length. By analyzed the previous techniques [4, 6], a concurrent
BIST architecture is developed.

2 CBIST

2.1 Device Under Test (DUT)

In this paper, the dadda multiplier is considered as combinational DUT for testing.
A combinational DUT with x input lines can generate 2x possible input vectors. The
enabling of the RV is controlled by comparing the output of the DUT with that of
logic block.

2.2 Concurrent BIST Unit (CBU)

The device under test circuit and self testing hardware are employed in the same
architecture, hence the name Built In Self Test (BIST) system. The name concurrent
can support simultaneous operations of testing as well as normal functional oper-
ation of dadda multiplier. No boundary scan or internal scan paths need to be used
to a centralized BIST architecture. The logic is developed by using decoder and test
generator (TG) circuits as shown in the Fig. 2. This system consists of two phases.
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In the first phase, the system is used in the normal mode when the T/N control
signal line has logic HIGH value. In the second phase the control signal T/N has
logic LOW value to operate the system in test mode. During normal operating
condition of the system, the input vector A[x:1] shown in Fig. 1 from the multi-
plexer are transferred to the dadda multiplier circuit (DUT). The response of the
dadda multiplier circuit can be observed. When the system is in Test operating
condition, the inputs to the DUT (denoted by d[x:1] in Fig. 1 are fed from TG[x:1].

2.3 Response Verifier (RV)

The response verifier RV compares the value of response verifier generator
(rve) from the logic block with the output generated by dadda multiplier (DUT).
The response of RV tells whether the fault has been occurred or not by generating
its True/False T/F signal. If the response verifier generates True/False T/F signal
logic LOW value that indicates that a fault in the dadda multiplier circuit otherwise
no fault in the circuit. Since C-BIST have less number of components that indicates
low hardware, but the time it takes to generate the input vector is more. In the scan
methods for testing, test vectors are shifted out serially using scan registers to check
DUT response, special hardware is needed for Automatic Test Equipment
(ATE) systems.

3 Bist Architecture

The input vector [7] sequence of the dadda multiplier that can be used as DUT are
divided into two different sequences of sets that are indicated with z set of bits and k
set of bits respectively, such that z and k together gives the value of x. The k-most

Fig. 1 CBIST
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significant sequence of bits in the input vector is given to the comparator to compare
the k-most significant sequence of bits in the TG. The BIST architecture system uses
a 3 × 8 decoder shown in Fig. 3 used as modified decoder denoted as m_dec in
Figs. 2 and . The result from the comparator is given to both modified decoder and
logic module. The z sequence of bits is given to the modified decoder to generate the
response verifier generator rve. There are two different cases which prevents the
modified decoder for performing its normal function. The first case can be when tge
is set to logic 1 which enables all the decoder outputs. In the second case, the decoder
outputs are disabled for a logic LOW value on the TGE and comparator. When tge is
logic LOW and comparator output is set to logic HIGH, modified decoder module
performs its normal decoding function. The True/False T/F signal from the Response
Verifier explains fault and fault free conditions of the DUT.

3.1 Dadda Multiplier

In this system 4-bit Dadda multiplier [8, 9] used as the DUT. Normally, the mul-
tiplication is carried out by forming partial products from the multiplication oper-
ation of the multiplicand with each bit in the multiplier. Finally, the product is

Fig. 2 BIST architecture
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derived by adding all the partial products. In this scheme dadda performs the
different process and gets the exact product terms, using the AND gates, Half
Adders (HA) and Full Adders (FA).

3.1.1 Dadda Multiplier Partial Product Partitioning

A two 8-bit binary numbers a0a1a2…..a7 and b0b1b2…..b7 for the n by n Dadda
multiplier [5], partial products axby of two n-bit numbers where x, y are ordering
from 0, 1,….7. The partial products form n rows and 2n − 1 columns of a matrix.
For each product term the numbers are represented as shown in Fig. 4a. E.g. a0b0 is
given as an index 0, a0b1 is the index 1 and so on. For the second representation,
rearrange the partial product terms as shown in Fig. 4b. The lengthy column in the

Fig. 3 Decoder

Fig. 4 Partial products separation: a partial product array diagram for 4 * 4 dadda multiplier,
b second representation, c partitioned structure of the multiplier showing part 1 and part 0
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middle of the partial products PP is the maximum delay in the Partial Product
Summation Tree PPST. We break-up the PPST into two parts as shown in the
Fig. 4c, in which the part 1 and part 0 consists of n columns. We proceed the
addition of each column to the two parts in parallel. The addition procedure is
described in next section. In this, partial products are partitioned differently part 0
and part 1, this multiplier operation is different from the other multiplier operations.

3.1.2 Dadda Multiplier Methodology

Two 4-bit binary numbers, multiplier and multiplicand, those two sequences per-
form multiplication process. That numbers divide equally and 2nd part terms are
reversed shown in Fig. 4. Next (2, 5) are apply to the HA it produce the S0 and C0,
(3, 6, 9) are apply to the FA it generate S1, C1 then (13, 10) are apply to the HA it
generate S2 and C2 every time the carry will be generated that carry is added to
next stage. Then second stage to add (C0, S1) require HA and to add (C1, S2, 7)
require FA, next (C2, 14, 11) also use FA all addition operations are performed
accordingly. Final stage every two terms to perform carry save adder each time the
carry will generate and that carry is propagated to next and then added to FA.
Finally only first two are HA and remaining all are FA’s to get the final product
terms p0, p1, p2, p3, p4, p5, p6 and p7 and partial product terms shown in Fig. 5.
Reduction of the partial products for the Dadda multiplier shown in Fig. 5 based on

Fig. 5 Reduction of the
partial products of dadda
multiplier
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the Dadda multiplier implementation shown in Fig. 6, where totally four half adders
and eight full adders are used. And the product terms are p0 to p7 with carry. Every
time the multiplication operation is performed through the HA and FA. The posi-
tion of partial product is denoted by the numerals residing on the HA and FA.

4 Simulation Results and Analysis

4.1 Normal Mode

If T/N = 1, circuit operates in normal mode, without fault and upon giving the
binary value for multiplicand and multiplier is 10101101(10&13), results in direct
multiplication and output from DUT is 1000010(130) and it is correct hence RV
goes high as shown in Fig. 7a.

If T/N = 1, circuit operates in normal mode, with fault, fault is included in the
DUT, then we apply the same inputs but the output is 00010010(18) it is wrong
then RV shows low as shown in Fig. 7b.

4.2 Test Mode

Operation of the circuit: If T/N = 0, it operate in test mode without fault case, we
give the binary value 10101101(10&13). In this case decoder, comp, TG and logic

Fig. 6 The dadda based implementation
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blocks are activated. Initially 5-bits of TG is all zero’s and the 3-bits of decoder is 0
to 7 then logic block output can go from 000 to 111 and every time logic value is
appended to TG value, if logic value is 000 to 111 completed one bit of TG is
incremented, then 8-bits are given to DUT it operate the multiplication operation.
EX: initially 00000000 up to 00000111 one cycle is completed next one bit of TG is
incremented 00001000 and it continue up to 11111111 are performed the multi-
plication operation, if output is correct then RV goes high as shown in Fig. 8a.

Operation of the circuit: If T/N = 0, it operates in test mode with fault case,
include the fault in DUT and now by applying the same inputs as earlier, to the

Fig. 7 a RV is high in fault free condition. b RV is low in faulty case
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DUT. It causes RV to go high if output matches with the actual output (i.e. fault free
output). Otherwise as shown in Fig. 8b gives faulty output, it shows RV low.

4.3 Hardware Implementation Results Using Spartan3
FPGA

Normal mode operation: The inputs to the FPGA’s are 0100(4) and 0010(2) i.e.
multiplier and multiplicand, cntrl = 1, rst = 0, load = 0 and output obtained is
00001000(8) which is correct and can be verified by observing RV which is high as
shown in Fig. 9a.

Test mode operation: The inputs to the FPGA’s are 0100(4) and 0010(2) i.e.
multiplier and multiplicand, cntrl = 0, rst = 1, load = 1 and outputs obtained is
11111111(255). All the outputs (0–255) are shown in test mode with in fraction of
seconds but we can’t observe all the outputs only final output is shown. If the output
is correct then RV shows high as shown in Fig. 9b.

Fig. 8 a RV is high in fault free condition of test mode. b RV is high and low in faulty condition
of a test mode
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Fault condition operation: In normal mode rst, load pins are 0 and cntrl pin is 1,
inputs are 00111010(3&10) but the output shows 00100110(38) which is wrong
output and can be verified by observing RV which is not glowing as shown in
Fig. 9c. Synthesys report and clocking analysis is shown in Tables 1 and 2
respectively.

Fig. 9 a Normal mode on FPGA. b. Test mode on Spartan3 FPGA. c Fault condition in normal
mode
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5 Conclusion and Future Scope

In this paper, test vector monitoring concurrent BIST scheme is designed. Testing
operation for the combinational circuit dadda multiplier has been implemented.
This testing operation is monitored under normal and test mode, the fault and fault
free conditions have been observed. The simulation results of the system are ver-
ified using Modelsim simulator, synthesized using Xilinx ISE and implemented on
Spartan3 FPGA. This work can be carried on to various sequential circuits.

Table 2 Clocking analysis Minimum period: 4.191 ns
(Maximum frequency: 238.592 MHz)

Minimum input arrival time before clock:
4.480 ns

Maximum output required time after clock:
17.710 ns

Maximum combinational path delay:
18.504 ns

Table 1 Synthesis report using FPGA
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Weighting Multiple Features and Double
Fusion Method for HMM Based Video
Classification

Narra Dhanalakshmi, Y. Madhavee Latha and A. Damodaram

Abstract In this paper we present an effective and innovative way of classifying
videos into different genres based on Hidden Markov Model (HMM) thereby
facilitating subsequent analysis like video indexing, retrieval and so on. In partic-
ular, this work focuses on weighting Multiple Features and also on the challenging
task of fusion technique at two different levels. The multiple features are used based
on the observation that no single feature can provide the necessary discriminative
information to better characterize the given video content in different aspects for
distinguishing large video collections. Hence, the features such as 3D-color
Histogram, Wavelet-HOG, and Motion are extracted from each video and a sepa-
rate HMM is trained for each feature of video class. All the classifiers are grouped
into sections such that each section contains classifiers with different features of the
same genre. These features are evaluated in terms of weights based on Fuzzy
Comprehensive Evaluation (FCE) technique for finding the degree of use of each
feature in identifying the class. For classification, Double Fusion strategy is applied
in terms of Intra section fusion and Inter section fusion methods. Intra section
Fusion i.e. weighted-sum method is applied at the outputs of classifiers within the
section of each genre. These weights represent the relative importance which is
assigned to each feature vector in finding that particular class. Then an Inter section
fusion i.e. Arg-Max method is applied to fuse the scores of all sections to make final
decision. We tested our scheme on video database having videos such as Sports,
Cartoons, Documentaries and News and the results are compared with other
methods. The results show that multiple features, double fusion and also the use of
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fuzzy logic enhance video classification performance in terms of Accuracy Rate
(AR) and Error Rate (ER).

Keywords Hidden markov model (HMM) � Fuzzy logic � Video classification �
HOG � 3D-color histogram � Classifier fusion

1 Introduction

The rapid growth of multimedia content requires more effective video organization
to increase the efficiency of video retrieval. This paper addresses an algorithm for
the video classification to organize the video database. One solution to the problem
of multimedia content management is through video classification and it’s labeling.
This would facilitate retrieval, efficient browsing, management, manipulation and
analysis of visual data. Different modalities can be used for performing the auto-
matic video classification from multimedia database. They include text-based
approaches, audio-based approaches, visual-based approaches and combination of
these approaches. The general process in all approaches for automatic video clas-
sification is as follows: First, features are extracted from the video to analyze the
video. Then based on these features, a classifier classifies video into different cat-
egories. Text based approach is used in [1] for the classification of News video. Liu
et al. [2] uses audio based approach for the classification of TV programs.
Girgensohn and Foote [3] used color features for the classification of video into
News, Commercials, Basketball games, and Football games. Lu [4] proposed new
approach for motion detection. Roach et al. [5] performs classification only using
object and camera motion. In this work visual-based approach is used. Both spatial
and temporal features are used for the classification. Commonly used classifiers
include Hidden Markov Model (HMM), Artificial Neural Network (ANN), Support
Vector Machine (SVM), Bayesian Network, C4.5 decision tree [6], and others.
Roach and Mason [7] extracted the audio features from video and used Gaussian
Mixture Model (GMM) as a classifier. Motion and Color features are used in [8]
and C4.5 decision tree is used for the classification. In [9] video genre classification
is done using a set of visual features and SVM is used as a classifier. [10, 11] uses
HMM as a classifier. A survey of different techniques for automatic indexing and
retrieval of video data can be found in [12, 13]. They deal the problem of video
genre classification for three classes: Sports, Cartoons and News. Hidden Markov
Models (HMMs) [14] are statistical models which are used as classifiers in this
work. The use of HMMs is their better learning capability for both static and
dynamic features. This paper presents an innovative fusion technique based on
Fuzzy Comprehensive Evaluation (FCE). A FCE method is applied in the assess-
ment of algorithms for reconstructed remote sensing images [15]. Some research
has been done on finding ways to fuse various classifiers [16]. In [17], presented
different combination schemes to fuse classifiers decisions.
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The paper is organized as follows. Section 2 describes the method of extracting
multiple visual features from the videos. In Sect. 3, methodology is given.
Experimental results are presented in Sect. 4, and in Sect. 5 are drawn conclusions.

2 Feature Extraction

The method of extracting features in this work is shown in Fig. 1. During this
process, first the video sequence is converted into number of frames as the further
processing depends on frames only. This process is also called Frame Grabbing.
The method of extracting keyframes and different feature representations from the
videos are described below.

2.1 Keyframe Extraction

The inclusion of automatic keyframes extraction method leads to efficient imple-
mentations in terms of processing time and energy consumption. Hence, Keyframes
are extracted by comparing consecutive frames based on Pearson Correlation
Coefficient (PCC) [18]. It would be noticed that the keyframes are identified based
on the content of video but not on the size of the video.

2.2 Feature Representation

2.2.1 3D-Color Histogram

RGB color space is used to form 3D-color histogram [19] from the sequence of
Keyframes. This 3D-color histogram is used to describe the color distribution of the
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Fig. 1 Block diagram for deriving wavelet-HOG feature vector
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video during the classification. The RGB color space is viewed as 8 × 8 × 8 bins in
each keyframe. The 3D-color histogram is particularly well suited for the problem
of recognizing an object of unknown position and rotation within a scene.

2.2.2 Wavelet-HOG Features

Wavelet-HOG features are extracted in theRGB color space. HOGdescriptor wasfirst
introduced by Dalal and Triggs [20], but this work includes some enhancements over
the original approach. It includes, enhancing the horizontal and vertical local infor-
mation in the frameby applyingwavelets. It results in upgrading the shape information
coded in the descriptor. All the coefficients of both low-frequency and high-frequency
bands are considered to derive the feature vector. The procedure to extract the
Wavelet-HOGfeature vector is depicted inFig. 1.Haar decomposition is performedon
each keyframe before applying HOG. For the task of video classification, the frame is
divided into 4× 4 blocks. Thenweighted histogram is generated for each block of cells
with a total of 10orientationbins.Then, thehistograms fromeachblock arenormalized
and concatenated to form the HOG descriptors. Finally, Wavelet-HOG features are
formed by concatenating HOG descriptors which are derived in each color channel
from 2-level DWT. The length of the Wavelet-HOG feature vector is
3 × (7 × (4 × 4 × 10)) i.e. 3360. This process leads to enhancing the object shape
information coded in the Wavelet-HOG features.

2.2.3 Motion Features

A novel motion detection algorithm is applied that integrates background subtraction
and temporal differencing methods to achieve better performance [21]. For this,
foreground objects are first extracted by removing background information from the
video sequence [22]. The result image, which contains background area in black
color and foreground objects in their original colors, is converted into gray image. It
is robust even without knowing the background and also in the presence of dynamic
backgrounds. Then the motion is estimated [21] using temporal differencing method
which is a two-frame differential method by considering consecutive keyframes.

3 Proposed Method

An innovative approach for HMM based Video classification by weighting multiple
features anddoubleFusion is shown inFigs. 2and3.Thefirst objectiveof this approach
is to design a multi-feature and multi-class system for the classification of videos into
four different genres using three different features.Color features are extracted from the
RGB color space which is a 3-channel web environment supported more than most of
other color spaces. Wavelet-HOG feature is extracted for representing shape
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information in the video. Themotion vectors from the sequence offrames are extracted
via background subtraction and a difference technique. The HMM classifiers are
grouped into sections depending on the class. Each section contains different
feature-HMMs corresponds to a particular class and forms a HMM based
sub-classification system which is shown in shown in Fig. 2. The idea to combine
differentmulti-featureHMMs in theHMMbased sub-classification system is based on
the assumption that the combinationofmultiple features gives better results than single
ones.Thisworkalso focuses the analysis on the fusionof the estimations obtained from
the multi-feature HMMs belongs to the same class according to their degree of use in
terms of weights for the task of identifying that class (Fig. 4).

There are two major phases to meet the first objective in our framework. During
the first phase, the framework includes the process of extracting the features to better
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represent the video. During the second phase, it includes identifying the class of
unknown video and weighting the estimates from each feature-HMM corresponding
to that particular class. Figure 4 shows sequence of steps required for deriving the
features and modeling HMMs. As a first step, keyframes are extracted for 3D-color
histogram and Wavelet-HOG but keyframes are extracted after background sub-
traction for motion feature to preserve the video temporal order. Then, the same
process is repeated for all classes. As HMM is a supervised classifier, the classifi-
cation requires testing as well as training. During the training phase of HMM, three
different features which are derived from the same video are given as input to the
respective HMMs in the corresponding section. Then, a model is built for each
feature-HMM for all classes using Baum-Welch algorithm during training by finding
HMM parameters given by λ = (A, B, π). Then, Forward algorithm is used during
testing to compute the probability of observation sequence P(O|λ) for finding the
class of unknown video. The database containing videos from that class and also
videos of other classes are applied to each feature-HMM in all sections for testing.
Then, the test video is classified to a particular predefined class depending on the
value of the likelihood as an estimation from the feature-HMM. After classification,
all feature-HMMs decisions are evaluated independently to know the effectiveness
of a feature-HMM on the classification. For this, FCE has been used with the metrics
such as Accuracy Rate (AR) and Error Rate (ER) and thus generating the weights for
each feature-HMM. The level of use of each feature on the performance of the
classification system is assessed by considering the fraction of relevant videos which
are correctly classified, fraction of relevant videos which are incorrectly classified
and the fraction of irrelevant videos which are incorrectly classified. The first two
factors are explained by a metric called AR and the last is explained by the metric
called ER. The metrics AR and ER are defined using Eqs. 1 and 2 as follows

AR ¼ total no: of videos correctly classified=total no: of relevant videos ðVxÞ ð1Þ

ER ¼ total no: of videos incorrectly classified=total no: of relevant videos ðVxÞ
ð2Þ
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A system is good classifier when it is achieved with AR = 1 and ER = 0. AR
ranges from 0 to 1 and an ER ranges from 0 to max (i.e. V/Vx = 4). Where, V is the
total number of videos in the test database. In a fuzzy set, each element of universe
of disclosure is awarded a degree of membership value in a fuzzy set using a
membership function. There are four linguistic terms (Very Good (VG), Good (G),
Average (A) and Poor (P)) to represent the effectiveness of the video classification.
The Accuracy and Error Rates of testing database are fuzzified based on the tri-
angular like member functions which are shown in Fig. 5. The procedure to
compute the weight for each feature-HMM based on FCE is as follows. Factor set
(U) is formed with the factors such as AR and ER. As these both factors are equally
important equal weights are assigned to determine weight set W = [0.5, 0.5]. The
Evaluation set (V) includes the scale factor for AR and ER, such as Very Good
(VG), Good (G), Average (A) and Poor (P). Fuzzification technique is applied to
determine the values of these scale factors for both AR and ER. A fuzzy relation
matrix R on U × V is determined by taking the values of membership degrees of all
four factors in V from the set U. Then, the elements in the matrix R are to be
normalized so that the sum of the elements in each row is 1. The results of eval-
uation (b) is calculated by using b = W · R. Finally the weight (Wi) of each
Feature-HMM is found by multiplying b with fuzzy transformation function T(f).
A Fuzzy transformation T(f) is used to transform Factor set U into the evaluation set
V. T(f) is formed as a column matrix with elements 1, 0.7, 0.3, and 0.1. The
coefficients in this vector are corresponds to the credibility of each factor in the
evaluating process. The process is repeated to determined the weight of each
feature-HMM technique for all classes. The weights W1, W2, and W3 are calculated
for 3D color Histogram, Wavelet-HOG, and Motion features respectively. These
weights are separately calculated for each genre of the video. Then the second
objective of this work is to implement double fusion. Double fusion is applied for
making a final decision on the class using weighted sum rule fusion as intra-section
fusion method at first level and Arg-max fusion as inter-section fusion method at
second level. The weights which are required at first fusion level are calculated by
using FCE technique during the off-line classification phase which will be done
only once. During the on-line testing phase, these weights are used for the fusion of

0       0.3       0.4    0.5  0.6 0.7       0.8 0.9    1 

AR

1

0                      0.1 0.2 0.25   0.3 0.4 0.45 0.5 0.6 1 max

ER

1
Fig. 5 Membership functions
for the ER and AR
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decisions which are given by three individual classifiers in the HMM based
sub-classification system. The first level of fusion can solve the problem of com-
bining estimates given by three feature-HMMs in the same section. These results
are compared with that of single feature alone and also multiple features without
fuzzy logic. One fusion technique is to use sum method with fixed weights which is
equivalent to sum method using without weights. The following are Eqs. 3 and 4 to
combine estimates of three feature-HMMs in each section for sum without weights
and weighted-sum techniques respectively.

SUM Wsð Þ ¼
Xn
i¼1

Si ð3Þ

Weighted � SUM Wsð Þ ¼
Xn
i¼1

wiSi ð4Þ

whereWs is the weighted score derived from each section and n represents number of
estimations to be fused. In our case, n value is three which intern corresponds to
number features used to characterize the video. The symbols Si and wi represent the
value of estimation from the feature-HMM and the weight for each estimation within
the section respectively. By using the above procedure, the weighted scores such as
Wss, Wsc, Wsn, and Wsd are derived from the sections such as Sports, Cartoon, News
and Documentaries respectively. At the second level of fusion, a fusion technique that
is Arg-max as intersection fusion is applied in order to make a better judgment on the
class from the weighted scores which are obtained from each section. We are finding
the best possible class Class* using Arg-max and is defined by using the Eq. 5.

Class� ¼ arg � max
C

E C=UnknownVideoð Þ ð5Þ

where C ¼ Sports;News;Cartoon;Documentariesf g and E(C) is the decision
derived from each section. We are finding that Class* which maximizes E(C) and
returns that particular argument as a final class Class*.

4 Results

In this section, the results of the proposed algorithm for video classification and its
labeling are discussed. The videos collected differ in color, length, motion and
category (e.g. Cartoons, News, Sports, and Documentaries videos). The results are
organized as follows. The results from Video classification with single feature are
shown first. Then the classification performance using non fuzzy based method that
is SUM fusion with equal weights and also the impact of the fuzzy logic on
classification performance for combining multiple features are discussed.
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In Table 1, the results derived using individual features such as 3D-color his-
togram, Motion, and Wavelet-HOG are presented. In case of 3D-color histogram,
Cartoon videos as well as Sports are well classified because of the use of bright
colors and unique playground colors respectively. The motion feature has achieved
good AR that is 0.9 for Documentaries but at a cost of ER equal to 0.6. The
Wavelet-HOG got AR equal to 0.9 for News and 0.86 for Documentaries. The
Documentaries which contain animations in most of their part are misclassified into
Cartoon. Table 2 gives the degree of memberships for Sports genre after fuzzifi-
cation of all features. These are used to get variable weights for each feature based
on FCE. The weight represents the level of ability using a feature in classifying an
unknown video into its correct class. Similarly, weights for remaining genres for all
features are also calculated which are shown in Table 3. Fusion is applied for
combining estimation from different features in order to make a better judgment.
From the Table 4, some of the News videos are miss-classified into the Sports and
Documentaries in case of weighted-sum with fixed weights. This will be the case
when a large part of the News video covers the Sports and Documentaries. But,

Table 1 Mean accuracy and error rates for various features

3D-color
histogram

Motion Wavelet-HOG

AR ER AR ER AR ER

News 0.5 0.62 0.8 0.3 0.9 0.2

Sports 0.86 0.5 0.89 0.2 0.6 0.5

Cartoon 0.9 0.2 0.85 0.4 0.6 0.62

Documentaries 0.7 0.7 0.9 0.6 0.86 0.4

Mean AR and ER 0.74 0.5 0.86 0.37 0.74 0.43

Table 2 A numerical example for fuzzification of accuracy and error rates for sports genre

Degree of membership
for AR

Degree of membership for
ER

VG G A P VG G A P

3D-color histogram AR = 0.86,
ER = 0.5

0.3 0.4 0 0 0 0 0.66 0

Motion AR = 0.89, ER = 0.2 0.45 0.1 0 0 0 0.66 0 0

Wavelet-HOG AR = 0.6, ER = 0.5 0 0 0.5 0 0 0 0.66 0

Table 3 Weights for different genres of videos for various techniques

3D-color histogram Motion Wavelet-HOG

Sports 0.6 0.81 0.4

Cartoon 0.85 0.5 0.25

News 0.25 0.7 0.85

Documentaries 0.4 0.55 0.6
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using weighted-Sum with variable weights method this percentage is reduced to 0.1
which is shown in Table 4. The Cartoon videos are classified with 100 % classi-
fication AR using FCE and Weighted-Sum methods because of its unique features
in terms of color, object shapes and motion. Sports and News genres each got 0.9 as
AR using FCE and weighted-Sum combination. This may be caused by properly
weighting the estimates of the three techniques (motion, identification of players
and playing field.). Documentaries are misclassified due to the use of diverse colors,
different unpredictable objects with different shapes and unlikeness of object’s
motion in the scenes. The AR of FCE weighting method along with weighted-sum
technique is as high as 0.9, which is higher than the accuracy rate of weighted-sum
method using equal weights or sum method using without weights.

In this work, the performance of the Video Classification system is measured by
Mean AR and Mean ER. From the experiments we can say that the double fusion
improves the classification performance with high AR and almost low tolerable ER.
Experimental results from Table 4 show that weighted-sum fusion scheme along
with FCE method as a statistical technique performs better than non statistical
techniques such as sum rule without weights fusion method.

5 Conclusions

The proposed method uses HMM as a classifier to classify videos using multiple
features into four different categories such as News, Cartoon, Documentaries, and
Sports. The proposed method yields an average classification performance with
AR = 0.9 and ER = 0.1 by using double fusion. At one level of fusion, the
combination FCE and Weighted-Sum is used. The use of FCE is to assess each
feature-HMM and evaluate them by assigning weights. At second level of fusion,
Arg-max is used for making a final decision on the classification. It was shown that
combining estimates of various feature-HMMs in a diplomatic manner results in an
improvement of the performance of classification.

Table 4 Mean accuracy and error rates for various techniques

Multiple features
without fuzzy
(weighted-sum with
equal weights)

Multiple features
with FCE
(weighted-sum
using variable
weights)

AR ER AR ER

News 0.7 0.4 0.9 0.1

Sports 0.8 0.2 0.9 0.1

Cartoon 0.8 0.2 1.0 0

Documentaries 0.7 0.4 0.8 0.2

Mean AR and ER 0.75 0.3 0.9 0.1
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A Suitable Approach in Extracting Brain
Source Signals from Disabled Patients

Solomon Gotham and G. Sasibushana Rao

Abstract Brain is the central processing unit of human body. Analyzing brain
signals plays vital role in diagnosis and treatment of brain disorders. Brain signals
are obtained from electrodes of Electroencephalogram (EEG). These are linear
mixture of evoked potentials (EVP) of some number of neurons. Earlier work
considered processing these mixed signals for analyzing brain functioning of brain
disabled patients. But processing the original signals gives better result. Hence
original signals have to be separated from linear mixture of source signals. This
work will suggest a suitable approach in extracting evoked potentials of neurons.

Keywords Electroencephalogram (EEG) � Non gaussianity � Evoked potentials
(EVP)

1 Introduction

Brain is collection of huge number of Neurons. Each neuron is an interconnecting
segment in the network of the nervous system. Since brain controls overall func-
tioning of mind and body, brain disorders have deep impact on pleasantness of
human life. Communication between humans is affected severely with these brain
disorders. Brain disorders cause different diseases. Some of them are briefed here.
Cerebral Palsy (CP) is disease [1, 2] caused by events that happen before or during
birth. Cerebral palsy (CP) occurs in 1.4–3.0 per 1000 live births children. Lou
Gehrig’s disease is a disease that is known to lead to the locked-in syndrome and is
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otherwise called as amyotrophic lateral sclerosis (ALS) disease [3]. These patients
are fully conscious and aware of what is happening in their environment but are not
able to communicate or move. Other kinds of brain disorder diseases are lack of
learning, seizures [4], Attention Deficit/Hyperactivity Disorder ADHD [5] etc.,
Analyzing the functioning of brain can help working on solutions to the problems
mentioned above.

Evoked potential (EVP) variations of neurons in brain can be recorded through
various means like EEG, Magneto encephalogram (MEG) etc., Obtained signals
from EEG recordings are linear combinations of original neuron EVP. The studies
of the electrical signals produced by the brain are addressed both to the brain
functions and to the status of the full body. EEG signals of different subjects,
recorded from scalp sensors are not the original electrical potentials evoked from
the neurons of brain. Instead an EEG recorded from a sensor is a sum of the large
number of brain cell (neuron) potentials. Earlier work [1–5] considered processing
these mixed signals for analyzing brain functioning of brain disabled patients. The
basic requirement is not the potentials on the scalp, but the potentials of the sources
inside the brain. So it is needed to extract the original source signals of brain from
the EEG signals obtained from the scalp.

By applying digital signal processing methods to the original brain signals
extracted from recordings like EEG [6] or MEG rather than electrode signals
directly, it is possible, for example, to obtain patterns for diagnosis and treatment of
brain disorders.

2 Brain Signals

Electroencephalography (EEG) uses the electrical activity of the neurons inside the
brain. When the neurons are active, they produce an electrical potential. The
combination of this electrical potential of groups of neurons can be measured
outside the skull, which is done by EEG. A signal at the electrode in electroen-
cephalogram (EEG) is a measure of brain electrical activity. This gives changes in
the potential difference between two points on the scalp. Exact location of the
activity can’t be estimated since there is some tissue and even the skull itself
between the neurons and the electrodes. For EEG measurements an array of elec-
trodes is placed on the scalp. Many available caps use 19 electrodes, although the
number of caps using more electrodes is rising. The electrodes are placed according
to the international 10–20 system [7], as is depicted in Fig. 1. The 10–20 system is
an internationally adopted procedure to describe the placement of sensors on brain
scalp as a standard for better comparisons between different measurements. 10 and
20 refer to distances between adjacent electrodes in the order of percentage of total
distance between nasion (N) and inion (I) as shown in Fig. 1. Each sensor has a
letter to identify lobe and a number to identify the hemisphere location.

The letters F, T, C, P and O stand for frontal, temporal, central, parietal, and
occipital lobes, respectively as shown. The letter “C” is used only for identification
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central part. A “z” (zero) refers to an electrode placed on the midline. Even subscript
numbers (2, 4, 6, 8) refer to electrode positions on the right hemisphere, whereas odd
numbers (1, 3, 5, 7) refer to those on the left hemisphere. In addition, the letter codes
A, Pg and Fp identify the ear lobes, nasopharyngeal and frontal polar sites respec-
tively. The magneto encephalogram (MEG) is EEGs magnetic counterpart.

3 Methodology

The obtained signals are weighed sums of the cell potentials, where the weights
depend on the signal path from the neurons to the electrodes. Because the same
potential is recorded from more than one electrode, the signals from the electrodes
are highly correlated. The potential variations in the sources could be computed
from a sufficient number of electrode signals through a mathematical tool
Independent Component Analysis [8]. Considering the sensor signals as weighted
sums of original source signals, let signals of sensors be taken as

x1ðtÞ ¼ a11s1ðtÞþ a12s2 þ a13s3 þ � � � � � � � � � � � �
x2ðtÞ ¼ a21s1ðtÞþ a22s2 þ a23s3 þ � � � � � � � � � � � �
x3ðtÞ ¼ a31s1ðtÞþ a32s2 þ a33s3 þ � � � � � � � � � � � �

ð1Þ

{x} is set of sensor signals A is mixing matrix and {s} is set of original signals.
Equation (1) can be written in matrix form as

X ¼ AS ð2Þ

Fig. 1 Distance between
electrodes of 10–20 system
[7]

A Suitable Approach in Extracting Brain Source Signals … 723



S, the original source signals vector is found by

S ¼ A�1X ð3Þ

Now it is needed to find S and A from the known X. The solution to such
problem can be treated as optimization problem. Blind source separation can be one
of better methods to find solution to such problems. This method assumes statistical
independence between sources, no more than one source has Gaussian distribution,
sensor signals are linear mixture of sources and number of sensors and sources are
same. In the algorithm sources are separated in two steps as

1. Sources are uncorrelated
2. Sources are maximum non Gaussian

The above two steps are formulated as

1. Apply linear transformation to mixed signals X to reduce correlation

a. Centering

x̂ ¼ X � EðXÞ ð4Þ

b. Sphere the centered data using Eigen decomposition and diagonal
transformation

E XXT
� �

U ¼ UK

K�1
2UTE XXT

� �
UK

�1
2 ¼ I

ð5Þ

Eigen value matrix

K ¼ diag k1; k2; k3; . . .. . .kmð Þ

Orthogonal eigenvector matrix

U ¼ /1;/2;/3; . . .. . .. . ./m½ �

where U�1 ¼ UT

P ¼ VD�1
2VT

~x ¼ Px̂
ð6Þ

2. Transform the Whitened X to get W ¼ A�1 such that non-Gaussianity is max-
imized. An estimated source signal yi ¼ wT

i x where wi is corresponding row of
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W for yi. Non-Gaussianity can be measured through parameters like relative
entropy [9], negentropy, etc., Negentropy is given by

NðyÞ ¼ E G yð Þð Þ � E G mð Þð Þð Þ2 ð7Þ

G(y) is a non-quadratic function. m is a Gaussian variable with zero mean and
unit variance, so the term E{G(m)} is a constant. The best choice of G(y) depends on
the problem, Commonly used functions are

G1ðyÞ ¼ �e �1
2y

2ð Þ; G2ðyÞ ¼ tanhðyÞ; G3 yð Þ ¼ y3; G4ðyÞ ¼ y2 ð8Þ

It is needed to find wi that maximizes NðwT
i ~xÞ:

From optimization theory we have that extrema of E G yð Þf g are found where the
gradient of the Lagrange function is zero. As the constraint jjwijj ¼ 1 is equivalent to

wTw� 1 ¼ 0, the Lagrange function is given by:

N w; kð Þ ¼ E GðwTxÞ� �� kðwTw� 1Þ ð9Þ

The gradient with respect to w is

Nw0 w; kð Þ ¼ E xgðwTxÞ� �� 2kw ð10Þ

where g(y) is the gradient of G(y), so the solution is obtained by taking

E xgðwTxÞ� �� bw ¼ 0 where b ¼ 2k

The Lagrange multiplier b can be calculated with

b ¼ E w�Txgðw�TxÞ� �

here w* is the optimum w. The gradients of the G-functions are derivatives of
G-functions, for example Gradient of G1ðyÞ is

g1ðyÞ ¼ ye �1
2y

2ð Þ

Finding W is an optimization problem which is found through the following
steps, till W converges.

The characteristic equation for the optimization step is

wi ¼ E ~xgðwT~xÞ� �� E g0ðwT~xÞ� �
wi ð11Þ

wi is normalized through
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wi ¼ wi

jjwijj

Transform to original axis is done through

wi ¼ wi �
Xj�1

i¼1

wT
i wjwj ð12Þ

wi is again normalized as in the second step.
In this algorithm the best choice of Gaussian estimate G(y) in (7), depends on the

problem. This paper investigates the suitable Gaussian estimate for mentally dis-
abled subjects.

4 Data Recording

The EEG was recorded from 32 electrodes (scalp) at a sampling rate of 2048 Hz.
The system was tested with five disabled patients. The following variables are
contained in the data files. Data matrix contains the raw EEG with 34 × 115,507
number of samples dimension. Each of the 34 rows corresponds to one electrode.
The ordering of electrodes is Fp1, AF3, F7, F3, FC1, FC5, T7, C3, CP1, CP5, P7,
P3, Pz, PO3, O1, Oz, O2, PO4, P4, P8, CP6, CP2, C4, T8, FC6, FC2, F4, F8, AF4,
Fp2, Fz, Cz, MA1, MA2. Each column corresponds to one temporal sample.

5 Simulation Results and Discussions

For the disabled subjects movement of body parts will be relatively lesser than
healthy subjects. Extracted components will have more number of low frequency
components than high frequency components. Raw EEG of Subject 5 which has the
least movement and higher disability, is shown in Fig. 2. High frequency compo-
nents that may result from power lines, EMG or EOG will be mixed with electrode
signals. Hence source signals must have less no of high frequency components.

The EVPs were extracted through the algorithm mentioned in Sect. 3. Four
different Gaussian estimates shown in (8), were applied in the algorithm. Applying
Gaussian function G1ðyÞ in (8), ‘Gauss’ type, last 4 components are not original
signals as they are high frequency signals (Fig. 3). Remaining 3 signals have lower
frequency components. For a Gaussian estimate of G2ðyÞ (Fig. 4) low frequency
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components are more than 3 in number as shown in Fig. 6. Guass estimate types
‘Pow3’ (Fig. 5) and ‘Skew’ (Fig. 6) have less number of components than number
of sensors and mostly dominated by high frequency components. From Figs. 3, 4, 5
and 6 the data distributions are shown for two extracted signals as part ‘b’ of the
respective figure.
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6 Conclusions

The signals recorded from EEG are linear mixture of originated brain evoked
potentials. Applying digital processing techniques directly on recorded EEG signals
cannot be expected to give right results for any category of data. Hence original
neuron EVPs need to be extracted from EEG. In this process this paper has sug-
gested a suitable approach in retrieving EVP of neurons from EEG of disabled
patients. The maximum number of iterations and maximum value of ‘wi difference’
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(Eq. 12) between two iterations for stopping criteria is considered to be 1000 and
0.0001.

Gaussian function No. of sensors Extracted signals HF signals Select

G1(y) ‘Gauss’ 7 7 3 YES

G2(y) ‘Tanh’ 7 7 1 YES

G3(y) ‘Pow3’ 7 4 3 NO

G4(y) ‘Skew’ 7 3 3 NO

From the results and analysis it can be concluded the better Gaussian estimate
can be chosen between ‘Gauss’ or ‘Tanh’ types. Since the visual inspection of
extracted components depict that both have lesser high frequency components and
are giving same number of source signals as the number of EEG signals chosen. It
can also be observed that the spread of data in the extracted signals through ‘Gauss’
or ‘tanh’ is relatively less Gaussian.
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Design and Analysis of Multi Substrate
Microstrip Patch Antenna

R. Prasad Rao, Budumuru Srinu and C. Dharma Raj

Abstract The idea of patch antenna raised from utilization of printed circuit
technology not only to the circuit components and also transmission lines but the
radiating elements of an electronic system. The major consideration of this work is
to increase the bandwidth of a microstrip patch antenna fabricated with multilayer
substrate. The narrow bandwidth of a microstrip antenna increases with increasing
in thickness of the substrate. Alternatively, the bandwidth of antenna can be
enhanced with use multilayer substrate. In this paper, analysis is carried out for
determining bandwidth of the proposed microstrip with substrate having two layers
of different materials and thicknesses in various frequency bands.

Keywords Bandwidth � Multilayer substrate � Microstrip patch

1 Introduction

Microstrip patch antenna consists support by a metallization over a ground plane by
a thin dielectric substrate and fed to the ground at an accurate location. The patch
structure can be arbitrary; in practice-rectangle, circle, equilateral triangle, annular-
ring etc [1]. There are various methods of feeding the antenna patch for example,
coaxial, microstrip, aperture coupled and proximity types. Electromagnetic energy
is coupled into the substrate region between the patch and the ground plane. This
substrate under the patch has similar characteristics to that of a resonant cavity. The
microstrip antennas are very compact, planar and can be designed for any shape and
array patterns which make them very suitable for applications like aircrafts, space
crafts and missiles.
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Microstrip antenna typically having bandwidth less than 5 %. However, various
band width widening techniques have been developed. Bandwidths up to a 50 %
have been reported. Wider the bandwidth, larger is the size of the antenna. The
major limitation of the microstrip antenna is that it has very low power handling
capability due to thin substrate layer thickness. The average power that can be
handled by the antenna is of order of tens of watts. These antennas have large
dissipation losses like Ohmic loss compared to that of the antennas having
equivalent aperture.

2 Microstrip Antenna

Substrate Material The metallic patch in a microstrip antenna is normally con-
structed by fabricating thin copper foil on the substrate. The substrate material
provides mechanical support for the radiating patch elements. The required spacing
between the patch and its ground plane can be achieved by choosing proper
dimensions of the substrate [2]. The substrate thickness for the general microstrip
antenna is of the range between 0.01 and 0.05 free-space wavelength. The dielectric
constant of the substrate ranges from 1 to 10 and can be separated into 3 categories.
Materials like air, polystyrene foam or dielectric honeycomb have dielectric con-
stant in the range of 1–2. Fiber-glass reinforced Teflon has the dielectric constant
between 2 and 4. The materials with dielectric constant somewhere between 4 and
10 are ceramic, quartz or alumina.

Microstrip Feed Line A microstrip patch connected directly to a microstrip
ransmission line, at the edge of a patch. The impedance is normally much higher
than 50 Ω (of order of 200 Ω). The mismatch between to microstrip patch and the
feed line can be avoided by introducing quarter wave transformer. One more
method of matching the antenna impedance to the feed line is by tapering the
microstrip line smoothly into the patch. In microstrip-line feed method of feed, an
array of microstrip patch elements are fabricated on the same substrate along with
the feed lines which reduces the size, volume and also the cost. [3]

Microstrip Line The feed line is generally microstrip line which is built on a
monolithic substrate. This has the greatest advantage that the matching this line
with the microstrip is very easy since altering the shape of the line can lead to
design of the line impedance of required value.

Design The major intention of the work is to enhance the BW of a antenna by
using multilayer substrate, viz., the two substrates selected are of FR4 (lossless)
each with equal width (Fig. 1) [4, 5].

• Design the substrate 1 with required dimensions
• On the surface of the substrate 1 casacde the substrate 2 with required

dimensions
• Extrude the ground plane to the substrate 1
• Fabricate the metallic patch element to the surface of the substrate 2
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• Connect the strip line feed to the patch
• Design a port to provide the required potential
• Simulate the design and test the results.

The model (MSA) represented by two slots of width is (W) and height is
(h) separated by transmission line of finite length (L). The width of the patch
normally determined from the given equation [6, 7].

W ¼ c

2f0
ffiffiffiffiffiffiffiffiffiffiffiffi
ðer þ 1Þ

2

q ð1Þ

Due to the fact that the fringing field around the periphery of the patch is not
confined to the dielectric, the effective dielectric constant (εeff) is less than (εr).

eeff ¼ er þ 1
2

þ er � 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

1 þ 12 h
w

h i
vuut ð2Þ

For TM10 Mode of operation in a microstrip, the length of the patch must be less
than half the wavelength (λ/2). This difference in the length (ΔL) can be evaluated
to be

DL ¼ 0:412h
eeff þ 0:3
� �

W
h þ 0:264

� �
2eff �0:258
� �

W
h þ 0:813

� � ð3Þ

Leff ¼ c
2fr ffiffiffiffiffi

eeff
p ð4Þ

where c = light speed, Leff = effective length. Fr = resonant frequency,
εeff = effective dielectric constant (Table 1).

Fig. 1 Multilayer substrate
patch antenna
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3 Results

Analysis is carried out for the estimation of bandwidth of a micro strip patch
antenna for single substrate with different thickness at different frequencies, that can
be compared with same parameters of multi layer substrate. The thickness of the
substrate considered is 5 and 8 mm for both single and multi layer substrates with 1
and 2 GHz frequencies (Figs. 2, 3, 4, 5, 6, 7, 8 and 9).

Table 1 Data sheet of micro
strip antenna

S. no Type of element Physical length (mm)

1 Patch length 38

2 Substrate 1 5 mm

3 Substrate 2 5 mm

4 Ground plate thickness 0.5

5 Feed line 12.5

6 Gap of feed line 1

7 Patch width 51

Fig. 2 Substrate with width h = 8 mm and frequency = 1 GHz

Fig. 3 Substrate with width h = 8 mm and frequency = 2 GHz
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Fig. 4 Substrate with width h = 5 mm and frequency = 1 GHz

Fig. 5 Substrate with width h = 5 mm and frequency = 2 GHz

Fig. 6 Double substrate with width h = 5 mm and frequency = 1 GHz
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Fig. 7 Double substrate with width h = 5 mm and frequency = 2 GHz

Fig. 8 Double substrate with width h = 8 mm and frequency = 1 GHz

Fig. 9 Double substrate with width h = 8 mm and frequency = 2 GHz
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4 Conclusion

According to the above results it can be concluded that the bandwidth of a micro
strip patch antenna is enhanced by increasing the thickness of the substrate up to
7 dB for a single layer substrate and it can be enhanced up to 31 dB in case of two
layered substrate. There is a tradeoff between the directivity and the bandwidth of a
micro strip patch antenna. At 2 GHz frequency by increasing the thickness for
single layer substrate from 5 to 8 mm it is observed that the bandwidth in enhanced
approximately by 9 dB, while that for multi layered substrate up to 3 dB. The band
width further can be increased by using greater than three or more substrates
(Table 2).
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Table 2 Comparison of band widths single layer with multi layer substrate MSA

Thickness Single layer substrate Multi layer substrate

h = 5 mm Frequency (GHz) Bandhwidth (deg) Frequency (GHz) Bandhwidth (deg)

1 126.9 1 161.9

2 98.3 2 77.1

h = 8 mm Frequency (GHz) Bandhwidth (deg) Frequency (GHz) Bandhwidth (deg)

1 133.2 1 192.6

2 107.8 2 79.2
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Design and Analysis of Reversible Binary
and BCD Adders

A.N. Nagamani, Nikhil J. Reddy and Vinod Kumar Agrawal

Abstract Reversible logic in recent times has attracted a lot of research attention in
the field of Quantum computation and nanotechnology due to its low power dis-
sipation capability. Adders are one of the basic components in most of digital
systems. Optimization of these adders can improve the performance of the entire
system. In this work we have proposed designs of reversible Binary and BCD
adders. Ripple carry adder, conditional adders for binary addition and regular and
flagged adders for BCD addition. The proposed adder designs are optimized for
quantum cost, Gate count and delay. The effectiveness of the negative control
Toffoli and Peres gates in reducing quantum cost, delay and gate count is explored.
Due to this the adder performance increases along with area optimization which will
make these designs useful in future low power Reversible computing.

Keywords Binary adders � BCD adders � Reversible computing � Negative
controlled Toffoli � Quantum cost

1 Introduction

In conventional logic circuits after the computations the input data cannot be
retrieved from the outputs resulting in loss of input data. For every bit of infor-
mation lost, there is heat dissipation of the order of kTln2 Joules [1]. Bennett
illustrated that if a computation were carried out using reversible logic so that there
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is no loss of information, kTln2 Joules energy dissipation would not occur [2]. If an
operation does not convert energy to heat and produces no entropy then it is said to
be physically reversible [3]. A logic circuit is said to be reversible if it computes a
bijective (one-to-one and onto) logic function [4]. Many design constraints are
imposed by the reversible logic for designing a combinational block or optimization
of a Boolean function for any particular application. Firstly, fan out and loops are
not allowed in reversible logic [5]. However, both can be achieved with some
additional gates. Secondly, with the use of reversible logic additional functions are
generated at the output along with the required outputs which are called as Garbage.

In this paper we have discussed implementation of various BCD and binary
adders in reversible logic implementation. The proposed designs are improved
performance parameters compared to existing designs available in literature. A 1-bit
full adder is designed using 2 Peres Gate (PG), resulting in reduced gate count,
quantum cost and delay compared to existing designs. Such 1-bit adders are used in
designing ripple carry adders which are used for designing the BCD and Binary
adders proposed in this paper. The BCD adder is designed using Negative
Controlled Toffoli (NCT) and other standard reversible logic gates, which has
resulted in reduced quantum cost and delay than the existing designs.

Rest of the paper is organized as follows; literature survey in Sect. 2, proposed
designs in Sect. 3, results and discussions in Sect. 4, Conclusion in Sect. 5 and
reference follows. The comparison of parameters such as quantum cost, delay,
ancilla input and garbage output are considered and compared with the existing
designs. The design parameters are generalized for n-bit operands.

2 Literature Survey

2.1 Reversible Logic

A reversible gate is having a unique input–output pattern, i.e., they have same
number of output as the inputs [6, 7]. The fan out or feedback facilities are not
applicable to the reversible circuits and these are made up of only reversible gates.
When it comes to the use of this reversible hardware, they find their importance in
some of the crucial fields such as low power design, nanotechnology, quantum
computing, bio-informatics and optical information processing. An n × n reversible
gate means it is having n-input pins and n-output pins.

Some of the basic reversible gates used in this work are CNOT/Feynman gate
(FG), Fredkin gate, Toffoli gate (TG) and Peres gate (PG). These gates are also
synthesizable.

One of the variants of TG is the Negative Controlled Toffoli (NCT) which can
have one or more negative control lines. It works complimenting to that of TG i.e.
the target bit toggles if the negative control bit is zero. This gate can be used with a
quantum cost of 6 and delay of 6Δ.
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The output function, quantum cost and delay of the basic reversible gates used in
this work are as listed below:

1. Feynman Gate (a, b) = (a, a xor b); Quantum cost = 1; Delay = 1Δ.
2. Toffoli Gate (a, b, c) = (a, b, ab xor c); Quantum cost = 5; Delay = 5Δ.
3. Fredkin Gate (a, b, c) = (a, ab + a′c, ac + a′b); Quantum cost = 5; Delay = 5Δ.
4. Peres Gate (a, b, c) = (a, a xor b, ab xor c); Quantum cost = 4; Delay = 4Δ.
5. Negative Toffoli Gate (a, b, c) = (a, b, a′b′ xor c); Quantum cost = 6; Delay = 6Δ.

Various design techniques and synthesis methods have been proposed for Toffoli
gate with negative control lines. A post—synthesis DD based optimization tech-
nique for NCT has been proposed in [5]. Usage of NCT optimizes the circuit design
because of its capability to replace series of gates which reduces the area, gate count
and power consumption. Synthesis algorithm proposed for negative control lines
are used to optimize the circuit for a given function as mentioned in [7] with
compromise in computational time. Further optimization with the use of NCT in
place of Toffoli according to a set of rules defined based on template matching
technique in [8] is another method which reduces gate count, area and power
consumption.

2.2 Existing Adder Designs

Design of combinational blocks using the concept of reversible gates is one of the
trending topics in VLSI domain. A reversible BCD adder circuit is proposed in [9].
This circuit has a quantum cost of 113 and delay of 97Δ. Various attempts and
designs have been proposed for BCD among which [10] concentrates on a modular
synthesis method to design a reversible BCD adder circuit. A BCD adder design
with the help of NEW gates and FG gates has been proposed in [11], in which they
have mainly concentrated on reducing the garbage outputs, neglecting the delay,
ancilla inputs and quantum cost. In [12] the BCD adder is designed with the goal of
optimizing the number of ancilla inputs and garbage outputs compared to [11] using
HNG gates [10] and SLC gates which are new kind of gates. This design also
results in reduced gate count, but the quantum cost and delay of new gates are not
discussed. The flagged BCD adder which works by generating flag bits has shown
that it is better when compared to that of all the existing work in terms of power
dissipation and area [11, 13, 14].

In this work we have proposed reversible implementations of basic adders such
as the conditional sum adder and conditional carry adder [15], flagged BCD adder
[16]. Conditional Carry adder [15] which calculates sum and carry faster than other
adder variants which finds its application in high speed designs. These adders have
a better power-delay product compared to other adders for high-speed applications
[15]. However, design complexity increases with the number of bits.

The BCD adders along with Carry Look-Ahead (CLA) adder proposed in [13]
does faster calculation compared to conventional one, but uses additional area,
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power and has higher latency. Hence, to further reduce power and latency in BCD
addition, flagged binary addition [16] is proposed for the correction logic.

In this work, a 2 PG model of a 1-bit adder proposed in [17] is used, with one
ancilla input and 2 garbage outputs. This design is used to build the ripple carry
adder and BCD adder.

3 Proposed Designs

3.1 Binary Adders

A common and yet very useful type of combinational circuit that can be realized by
simple logic operations and used in the addition of binary numbers are called as
binary adders. These are designed using basic AND and XOR operations. The
simplest type of adders is a single bit full adder. Few of the binary adder archi-
tectures are designed in this section.

3.1.1 Reversible Ripple Carry Adder

Only the PG is used to design a 1-bit full adder with 1 ancilla input and 2 garbage
values. The design consists of only 2 Peres gates, as shown in Fig. 1a. The 1-bit full
adder discussed is used to design a 4-bit ripple carry adder as shown in the Fig. 1b.
Four 1-bit full adders are connected in cascade to get the 4-bit ripple carry adder.
This design has one Ancilla input and two garbage for each input bit pair. The 4-bit
adder has a quantum cost of 32 and a delay of 20Δ. It is evident that there is

Fig. 1 a 1-bit full adder [17], b 4-bit ripple carry adder
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improvement in performance as there is reduction of quantum cost and delay when
compared to the ripple carry adder proposed in [9].

3.1.2 Reversible Conditional Sum Adder

The problem of carry propagation is solved by conditional sum addition rules. All
possible carries are generated from the adder, which are simultaneously used to
select the true sum outputs from the two provisional sums. The schematic diagram
of the conditional sum adder (CSA) for 4-bit is shown in the Fig. 2a. The true sum
outputs are selected from various sequences at all possible sum outputs. The
selection of the sum bits are dependent on the carry bits. When Ci−1 = 0, the sum bit
can be can be obtained by the expression Si = Ai xor Bi xor 0 = Ai xor Bi, else if Ci

−1 = 1, then the sum bit is given as Si = Ai xor Bi xor 1 = Ai xnor Bi. The total
number of multiplexers that are used in a 2N bit CSA is obtained by the expression

XN
n¼1

2N�n þ 1
� �

2n � 1ð Þ ¼
XN
n¼1

2N � 2N�n þ 2n � 1 ð1Þ

Fig. 2 a Quantum diagram conditional sum adder, b quantum diagram of conditional carry adder
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3.1.3 Reversible Conditional Carry Adder

The basic process by which Conditional Carry Adder (CCA) works is same as that
of the CSA, but involves only the selection of carries to overcome the carry
propagation problem in Carry Look Ahead Adders [18]. Distinct carries are gen-
erated using which true carries are generated simultaneously from two provisional
carries. The provisional carries are obtained under different carry input conditions.
The simultaneous carry generations are all done independently for each bit pair. The
conditional carry addition for a 4-bit will be completed in 3 steps with an extra
XOR of the previous carry and sum bit to generate final sum bits. CCA [15] is a
method involving selection of carry output of every bit of the operands. It uses less
number of 2:1 multiplexers as compared to conditional sum adders [15]. The CCA
for a 4-bit addition only generates C0, C1 and C3. Hence, some 2:1 multiplexers
have to be supplied by the carry unit in order to select the other carry bit C2. As the
conventional CSA, CCA still uses the multiplexer for carry selection. To explain
the process, if Ci−1 = 0, the carry signal is expressed as
Ci = AiBi + (Ai + Bi) · 0 = AiBi. If carry signal Ci−1 = 1, the next carry is given by
the expression Ci = (AiBi) · 0 + (Ai + Bi) · 1 = Ai + Bi. Thus every carry generation
module is designed with a two input OR gate and a two input AND gate. To
generalize, the total number of multiplexers in a 2N bit CCA is given by

XN
n¼1

2N�n 2n � 1ð Þ ¼
XN
n¼1

2N � 2N�n ð2Þ

where, N ¼ log2n. It involves 22 reversible gates for a 4-bit operation with quan-
tum cost and delay of 73Δ and 25Δ respectively. The quantum diagram of the
Conditional carry Adder is given in Fig. 2b.

3.1.4 BCD Adders

BCD adders are also a type of binary adders in which the out sum is constrained
between 0 and 9 and any bit above this will be detected by excess 9 detectors and
corrected in correction logic. Two designs of reversible BCD adders are proposed in
this section.

Reversible 4-Bit BCD Adder

Full adder circuits along with an overflow detection circuit are used in the con-
struction of the conventional BCD adders [19]. A 4-bit reversible BCD adder has
been proposed using the 4-bit ripple carry adder. 3 * 3 NCT and a 3 * 3 Toffoli are
used to realize the overflow detection circuit. The use of NCT in the design reduces
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the gate count [20] and hence aids the requirement. In the correction circuit a 1-bit
adder has been used along with a Feynman gate and a PG which has reduced gate
count and delay when compared to that of the existing designs. The BCD adders are
used for addition of two numbers say A (A3 A2 A1 A0), B (B3 B2 B1 B0) and
produce an output in the range 0–9. If the output is greater than 9 it will be detected
by excess 9 detector and generates a correction bit which is nothing but the carry
bit. This activates the correction block where 0110 (6 in decimal) will be added to
the sum bits. The excess 9 detector uses a correction logic which generates Cout
given by

Cout ¼ S3S2 þ S3S1 þC3 ð3Þ

This Boolean expression is realized by using an NCT and a Toffoli. In this
design the quantum cost is found to be 56 with gate count of 14 and a delay of 40Δ.
Figure 3 shows the quantum diagram of the reversible BCD adder.

Reversible 4-Bit Flagged BCD Adder

A flagged BCD adder [16] is designed with a 4-bit ripple carry adder discussed in
section along with excess-9 detector, flag bit computation block and four 2:1
multiplexers. The multiplexers design is realized by using a 3 * 3 Fredkin gate. The
excess-9 detector is same as that of reversible BCD adders made up of a 3 * 3
Toffoli and Negative Toffoli gate. A flagged BCD adder is an improved design of
the conventional BCD adder which uses the flag inversion logic [16]. Flag inversion

Fig. 3 Quantum diagram of 4-bit BCD adder
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logic realizes the addition of constant (0110) with lesser number of gates and also
the delay of the proposed model is comparatively lower than the existing designs.
Figure 4 gives the quantum diagram of the proposed flagged BCD adder. The input
operands A (A3 A2 A1 A0), B (B3 B2 B1 B0) are given to the 4-bit full adder. Sum
bits S (S3 S2 S1 S0) and carry out (Cout) are used in excess-9 detector circuit to get
correction bit. If the correction bit is 0, then the sum bits are passed through the
multiplexers. If it is 1, then the following steps are to be followed to calculate sum
bits.

Step 1: d1 = d0 and S0; d2 = d1 + S1; d3 = d2 + S2; d4 = d3 and S3

The flag bits are generated using these bits.

Step 2: f1 = not d1; f2 = not d2; f3 = d3; f4 = d4

In the next step the flag bits f (f3 f2 f1 f0) and sum bits S (S3 S2 S1 S0) are passed
through flag inversion logic to get the BCD output m (m3 m2 m1 m0) which is one
of the inputs to the multiplexer, obtained as output when Cout value is 1.

Step 3: m0 = f0 xor S0; m1 = f1 xor S1; m2 = f2 xor S2; m3 = f3 xor S3

Fig. 4 Quantum diagram of flagged BCD adder
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4 Results and Discussions

In this section, comparisons of various Reversible circuit performance parameters
with respect to the existing designs in literature are discussed and improvements of
the proposed designs are analysed.

4.1 Binary Adders

The proposed 4-bit reversible Ripple carry adder using only PG has a delay of 20Δ,
quantum cost of 32, gate count of 8, ancilla input of 4 and garbage output of 8. This
when compared with [9], the quantum cost will reduce by 16 for a 4-bit adder. The
delay also has reduced compared to [12, 21]. The comparison is given in Table 1.

Among all types of adders ripple carry adder is the simplest form of adder and
has longest delay of all. To avoid this linear increase in the delay of carry gener-
ation as bits increase. In case of CLA carry is calculated parallel using carry
generators [23]. The speed of the adders can be increased at the cost of area using
the carry select adders. In this type of adders two versions of carry are calculated
and the right one will be selected. These pairs are repeated in a 4-bit adder module.
Thus the propagation of such carry select adders is reduced to that of n/4 adder
modules. In carry select design the previous carry selects the sum using a multi-
plexer gate. Thus each module is having a delay time equal to that of a multiplexer
delay and hence will be faster than the CLA unit. The speed of the carry select
adders can be further improved by using more number of adders and multiplexers.
Where the speed increases at the cost of increase in area [24].

Table 1 Comparison of N bit reversible RCA adder

Bits [12] [9] Proposed % Improvement w.r.t [12] % Improvement w.r.t [9]

4 56 48 32 42.85 33.33

8 114 96 64 43.85 33.33

16 234 192 128 45.29 33.33

32 474 384 256 45.99 33.33

64 954 768 512 46.33 33.33

128 1914 1536 1024 46.49 33.33

256 3834 3072 2048 46.58 33.33

512 7674 6144 4096 46.62 33.33

Designs Ancilla input Garbage output Quantum cost Delay

[22] 0 0 17n − 6 10n + 6

[21] 0 0 17n − 22 15n − 6

[12] 0 0 15n − 6 9n + 1

[9] 4n 0 12n 10n

Proposed N 2n 8n 4n + 4

Design and Analysis … 749



The conditional carry design based on carry select adder [25, 26] is improved
version of CSA which is still restricted to the carry select propagation. The con-
ditional carry adder has achieved highest performance than any other adders used in
high speed applications [27, 28]. The number of multiplexers is more in case of
CSA but it has been reduced in the CCA design and hence the area also reduces.
The comparison table of CSA and CCA are tabulated Table 2.

4.2 BCD Adders

When compared with the previous works of the reversible BCD adders the pro-
posed design has shown improvements in various parameters tabulated in Table 3.
It has mainly reduced quantum cost by 20 % and delay by 29.82 % when compared
to the most optimized design proposed in [12].

In flagged BCD adders multiplexers are used for addition of correction logic,
thus the circuit has lower delay compared to the adder with correction bits. The
flagged BCD adders are better than the normal BCD adders in terms of delay if the
sum is less than or equal to 9. They are just passed through the multiplexers to get
the sum bits. The delay for a 4-bit flagged BCD adder in this case will be 48Δ and if
the sum is greater than 9 and the flagged correction logic is used to correct them,
then the delay will go up to 80Δ. But this delay is less when compared to other

Table 2 Comparison of 4-bit binary adders

Adder type Ancilla input Garbage output Quantum cost Delay

RCA 4 8 32 40

CSA 19 19 91 25

CCA 13 13 73 24

Table 3 Comparison of 4-bit reversible BCD adder and flagged BCD adders

References design Ancilla Garbage output Quantum cost Delay

[13] 28 24 220 Not discussed

[29] 16 16 676 Not discussed

[10] 56 64 336 Not discussed

[30] 8 24 412 Not discussed

[12] 4 3 70 57

[31] 6 10 Not discussed Not discussed

[11] 17 22 Not discussed Not discussed

[9] 13 10 113 97

Proposed BCD 7 7 56 40

Flagged BCD with Cout 10 17 90 80

Flagged BCD without Cout 10 17 90 48

750 A.N. Nagamani et al.



BCD adders. Last two rows of the Table 3 give the parameters of the flagged BCD
and the normal BCD adder with and without overflow in addition.

From the Table 3 we can say that when compared to the existing work, the
proposed work has good amount of improvement in all the parameters. In [12]
author has designed a 1-digit BCD addition which is 4-bit and in [9] the data for this
design is taken as 1-bit design. In this work, we have addressed the parameters for
4-bit addition. From Table 3 we can see that the quantum cost of the proposed
design has reduced to noticeable levels. In the Table 4 comparisons of BCD adders
for n-bit design are tabulated.

5 Conclusion

From this work we conclude that, a single adders cannot satisfy all the constraints
of the design parameters. Each adder will have their own better feature than others.
Conditional adders when compared to the other adders have less delay and hence
perform faster at the cost of increase in quantum cost. A maximum of 40 % delay
reduction is achieved in CCA compared to RCA and CSA offers 37 % reduction in
delay with approximately 2× and 3× increase in quantum cost respectively.
The BCD adder proposed is better when compared to previous work with reduction
of 20 % in quantum cost and 29.82 % in delay.
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Magnetic Field Analysis of a Novel
Permanent Magnetic Suspension Pole Shoe
Based Bearing Less Switched Reluctance
Motor Using Finite Element Method

P. Nageswara Rao, G.V.K.R. Sivakrishna Rao
and G.V. Nagesh Kumar

Abstract For high speed control of Bearing Less Switched Reluctance Motor
(BSRM), the torque and radial force has to be decoupled. A novel Permanent
magnet pole shoe type based suspension poles is proposed for a 12/14 BSRM, to
decouple suspension force and radial torque and also radial forces generated in x
and y-axis. A pole shoe type permanent magnet made of Neodymium Magnet,
which is an alloy of Neodymium, iron and boron material (NDEFB) is placed on
the all four suspension poles. The selection of pole shoe is taken according to force
required to levitate the rotor mass in air gap. The width and arc are taken without
disturbing the self starting phenomena of rotor. When the motor is excited, the flux
distribution in the air gap under phase A is short flux path and there is no flux
reversal in the stator core. This will decrease saturation effect and the MMF
required producing motoring torque which decreases core losses. The decoupling of
radial force and motoring torque are achieved and the decoupling of radial force in
positive and negative x and y directions is achieved. The performance of the
proposed motor is compared with 12/14 conventional BSRM model and the results
are presented and analysed.

Keywords Magnetic field � Bearingless motor � Stress

1 Introduction

BSRM has good performance under special environments such as fault tolerance,
robustness, tolerance of high temperature or in intense temperature variations [1].
BSRM has two types of stator windings consists of motor main windings or Torque
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windings and radial force or suspension force windings in the stator to produce
suspension force that can realize rotor shaft suspension without mechanical contacts
[2–5]. Recently, several structures of bearing less switched reluctance motor
(BSRM) have been proposed. According to size of suspension pole and torque pole
to get the self starting of motor and improvements in decoupling between sus-
pension force and motor torque. All the above performances are achieved by
implementing novel 12/14 BSRM [6–8]. With the novel winding arrangement and
pole structures, the short flux paths with no reversal of flux paths are achieved
compared with conventional 12/8 BSRM pole structure [9].

In 12/14 BSRM suspension winding the main tasks is levitation of rotor in air gap
at the time of motor starts. It requires the DC excitation on all four suspension poles.
Second thing is control the rotor position to its axis point when the rotor center axis
point is changed due to change in loads and disturbances. With the single winding on
suspension pole it has to do the above mentioned tasks at the same instant, so it is
very difficult to get independent control of position and levitation [10–13].

A pole shoe type permanent magnet an alloy of Neodymium, iron and boron
material (NDEFB) material is placed on the all four suspension poles. The per-
formance of the proposed model is compared with novel 12/14 BSRM at same
excitation levels without changing the winding pattern and switching supply. When
the motor is excited, the flux distribution in the air gap under phase A is short flux
path and there is no flux reversal in the stator core. This will decrease saturation
effect and the MMF required producing motoring torque these leads to lower core
losses. The radial force and motoring torques are taken for all positive and negative
directions of both X-axis and Y-axis. As compare with 12/14 BSRM model, the
proposed model shows better uniform flux patterns and simple controlling of rotor
position and levitation of rotor with less value of currents. The decoupling of radial
force and motoring torque are achieved and the decoupling of radial force in
positive x and negative x directions similarly radial force in positive y and negative
y directions are achieved.

2 Proposed Bearingless Motor

The hybrid stator pole structure of 12/14 BSRM is shown in Fig. 1. In general, any
BSRM model consists of both torque and suspending force poles on the stator only.
The rotor does not consist of any windings; it is a simple solid iron core with the
salient poles. Figure 1 shows four suspension poles Sx1, Sx2, Sx3 and Sx4 are
individually excited. Four torque poles i.e. TA1, TA2, TA3 and TA4 are connected in
series to construct phase A, and remaining four torque poles TB1, TB2, TB3 and TB4

are connected in series to construct phase B. X-directional suspending force is
controlled by the winding currents in Sx2 and Sx4 stator radial force poles. Similarly
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Y-directional suspending force is controlled by controlling the winding currents in
Sx1 and Sx3. In order to get a continuous suspending force, the suspending force
pole arc is selected to be not less than one rotor pole pitch.

The magnetic flux is generated when x-axis suspension winding current is
excited. It can be seen that the flux density in the air gap 1 is increased; because of
the direction of the Permanent Magnet flux from pole shoe is in the same direction as
the suspension magnetic flux. At the same instant the flux density in the airgap2 is
decreased, as the direction of Permanent Magnet flux is opposite to that of the
suspension magnetic flux. Therefore, this overlaid magnetic field results in the radial
suspension force Fx acting on the rotor toward the positive direction in the x-axis.
A radial suspension force toward the negative direction in the x-axis can be produced
with a negative current. Similarly, the principle can be applied to the Y-axis also.

A pole shoe type permanent magnet is placed on all suspension poles to levitate
the rotor. The selection of pole shoe is taken according to force required to levitate
the rotor mass in air gap. The width and arc are taken without disturbing the self
starting phenomena of rotor.

Airgap2

Airgap2

Fig. 1 Winding diagram of 12/14 BSRM
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This hybrid stator model exhibits linear characteristics with respect to rotor
position, because of the independent controlling between motor torques and sus-
pending force poles. This model can effectively decouple the torque from the
suspension force. The output torque is considerably enhanced because of the small
flux path without any flux reversal, and also it is simple to control the air-gap. The
inductance of suspending winding is almost constant due to that pole arc of sus-
pending stator is equal to one rotor pole pitch. Therefore, for the toque design, it can
refer to the conventional single-phase SRM. The 3-D FEM Model is shown in
Fig. 2. When ignoring fringing effect and saturation effects, the inductance may be
explained as:

L ¼ l0N
2LSTKR
g

ðh0 þ KfrÞ ð1Þ

Consequently, the torque T in this pole can be explained as follows:

T ¼ 1
2
i2L ð2Þ

Based on the FEM analysis, the net suspending force produced by proposed
BSRM and is given in Eq. (3).

Fx

Fy

� �
¼ KFx 0

0 KFy

� �
ix
iy

� �
where ix ¼ i21

i23

" #
iy ¼ i22

i24

" #
ð3Þ

Fig. 2 3D fem model
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3 Results and Discussions

Figure 3 shows the flux distribution of the permanent magnet pole shoes on sus-
pension poles. The magnetic force produced from the permanent magnet to levitate
the rotor is =56N. The peak value of flux density in air gap from permanent magnet
is 0.879T.

Figure 4a shows the Field distributions of four pole suspension poles produced
by the four pole suspension windings. Figure 4b shows the instantaneous energy
and co energy productions by suspension windings. By Finite–Element method, the
suspension force computed is Fx = 5N and Fy = 106N, and the maximum value of
flux density in air gaps is about 1.2T. The maximum magneto motive force from
each suspension poles is about 160AT.

Figure 5 shows the flux distributions of phase A with short flux paths, without
reversal of flux paths at constant load. In order to get easy analysis only phase A is
considered.

The Fig. 6, shows that at constant load, the suspension force produced from
suspension stator windings Sx1 and Sx2 windings is independent to each other in X

Fig. 3 Magnetic flux distribution pattern from PM suspension poles
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Fig. 4 a Magnetic flux distributions of excited suspension poles. b Instantaneous energy and co
energy due to suspension poles with PM pole shoes
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and Y directions i.e. the decoupling between x-axis suspension force and y-axis
suspension force is possible. Figure 7 shows the flux linkages of motoring coils and
Fig. 8 shoes the flux linkages of suspension coils. Fig. 9 shows the variation of
instantaneous magnetic energy and co energy. From Fig. 10, the force produced
from suspension coils and torque produced from torque windings are independent
at any time of operation of motor. Table 1 shows the comparison of conventional
and proposed BSRM.

From the Fig. 10, the force produced from suspension coils and torque produced
from torque windings are independent at any time of operation of motor. Because of
the saliency of both stator and rotor of the BSRM, the distribution of the magnetic
flux and electric field in air gap is varied with the position of the rotor. For the
proposed BSRM, Several important positions are chosen to compare the FEM
analysis results with conventional 12/14 BSRM. The distribution of magnetic flux
in both the models has the short flux paths and there is no flux reversal in air
gap. Due to short flux paths produced from Phase and phase B, the saturation and
core losses are reduced. As compare with conventional model the proposed model
shows better independent control of radial force in x-axis and y-axis directions. The
force required for the levitation of rotor is achieved at just 2A of suspension
winding currents due to PM Pole shoe on suspension poles. But in case of con-
ventional 12 × 14 BSRM the current required is 4A to levitate the rotor in air gap.

Fig. 5 Short flux paths of phase A
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Fig. 6 Suspension force produced in x and y directions

Fig. 7 Flux linkages of motoring coils
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Fig. 8 Flux linkages of suspension coils

Fig. 9 Instantaneous magnetic energy and co energy
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4 Conclusion

In this paper, permanent magnet pole shoes on suspension poles are introduced to
make levitation and positions of rotor simple. Flux distributions, radial forces of all
suspension coils and motoring torque produced from torque windings are analyzed

Table 1 Comparison of conventional and proposed BSRM

S. no Parameter Conventional 12/14
BSRM

Proposed 12/14
BSRM

1 Suspension winding current, A 4A 2A

2 Average force along X-Axis, N 35 38

3 Average force along Y-Axis, N 35 38

4 Average torque N-mt 8 8.2

5 Maximum flux density (T) 1.9 1.6

6 Average magnetic energy and co-energy
produced (J)

8.5 and 24 15 and 35

7 Maximum MMF in suspension coils (AT) 320 160

8 Maximum MMF in torque coils (AT) 360 360

Fig. 10 Force and torque
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based on finite element method (FEM). The saturation effect is reduced due to short
flux path and there is no reversal of flux under both the phases. Decoupling of
positive x and negative x directions of radial force are achieved. Only 2A is
sufficient to levitate the rotor for suspension windings with the aid of PM Pole shoe
flux.
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Performance Analysis
of a Field-Effect-Transistor Based
Aptasensor

Md. Saiful Islam, Eugene D. Coyle and Abbas Z. Kouzani

Abstract Prostate cancer is one of the most diagnosed cancers which leads to a
considerable number of deaths due to the lack of early and sensitive detection. This
paper presents an aptamer functionalized field effect (FET) based biosensor for the
detection of prostate cancer. Prostate specific antigen (PSA) is considered as the
biomarker for prostate cancer whose detection is confirmed by attaching aptamers
onto the sensor surface. Through the modelling and numerical simulation, the paper
aims to evaluate and predict the performance parameters such as sensitivity, settling
time, and limit of detection (LOD) of a label-free FET based electronic biosensor.
Various sensor parameters such as structure (i.e., geometry), type of the FET (e.g.,
nanowire FET, spherical FET, ion-selective FET, and magnetic particle) radius of
the FET channel and incubation time are optimized and analyzed. In addition,
concentration of analyte biomolecules, diffusion coefficients and affinity to the
receptor molecules are also investigated to determine the optimize performance
parameters.

Keywords Field-effect-transistor � Biosensor � Aptamer � Aptasensor

1 Introduction

Prostate specific antigen (PSA) is the most widely used biomarker for early diag-
nosis of prostate cancer whose detection can be conducted by using deoxyri-
bonucleic acid (ssDNA) aptamers and a sensitive transducing method. The selection
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of the transducing approach for aptasensors, aptamer-based biosensors, remains a
bottleneck for sensitive and selective detection of target biomolecules [1–3]. A
silicone nanowire (Si-NW) FET based biosensor offers high surface-to-volume ratio
of Si-NW, and enables carrier distribution over the entire cross-sectional conduction
pathway to be modulated by the presence of a few charged biological macro-
molecules on its surface which results in increased sensitivity compared to one
dimensional (1D) planar ion-sensitive FET (ISFET) [4]. Recently, Knopfmacher
et al. [5] published an article presenting an organic FET sensor to overcome some
existing barriers in rapid traction for sensing applications.

Sensitivity is a parameter in biosensors which can be tuned in the absence of an
external gate by precisely controlling the dopant type and concentration in Si-NW
FET based biosensors. Several articles have already demonstrated the improvement
of sensitivity in Si-NW FET based biosensors for DNA and proteins detection [4,
6]. However, very few of them have focused on prostate cancer detection using this
similar approach. On the other hand, although sensitivity of Si-NW FET based
biosensors has been investigated and studied extensively, limit of detection (LOD)
which provides an important performance parameter is yet to be fully explored in
terms of the device geometry and other design parameters. In this paper, the per-
formance of a FET based DNA aptasensor is investigated. The investigation of the
performance analysis of FET based biosensors has been accompanied through four
different approaches, including ISFET, cylindrical Si-NW FET, nanosphere FET
and magnetic particle (MP). The impact of different parameters such as radius of Si-
NW, incubation time, analyte concentration, buffer ion concentration and DNA
base pair on settling time and LOD have been investigated. The outcome of this
research has been explored using analytical model and is supported by detailed
numerical simulation using nanohub and MATLAB [4].

2 Modeling of FET Based Biosensors

In the FET based biosensing approach, the gate is replaced with a functionalized
layer of receptor biomolecules on the sensor surface. When selective target bio-
molecules are bonded to the probe biomolecules, the distribution of charge in the
liquid-transducer interface of the boundary layer changes which results in the
modulation of the conductance of the transducer that enables the detection of the
target biomolecules. In this paper, a modeling and simulation exercise has been
carried out for the FET based biosensor for DNA and prostate cancer detection
using the PSA biomarker. A schematic of the FET based aptasensor model is shown
in Fig. 1. Four different approaches including ISFET, cylindrical Si-NW FET,
nanosphere FET and magnetic particle have been considered in the model
description. The device is comprised with a microfluidic channel to facilitate liquid
analyte and three electrodes (source, drain, and gate). The goal of the source and
drain electrodes is to link the semiconductor channel and the gate electrode which
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are responsible for modulating the channel conductance. Electrodes immersed in
the analyte solution are protected by oxide layer.

To avoid parasitic response, the channel of the FET is immobilized with specific
biological receptors (e.g., aptamers for prostate cancer detection) that recognizes
and binds only to the target biomolecules. In the modelling of the FET based
biosensor, the device is modelled using self-consistent solutions of the Diffusion-
Capture model, Poisson-Boltzmann and Drift-Diffusion equations. In the definition
of the proposed device, it considers liquid analyte to flow through a microfluidic
channel and a top oxide layer protects the front-end complementary metal oxide
semiconductor process from biological solution. Throughout the simulation, the
dimension of the device is kept unchanged; it is then varied to optimize the per-
formance of the biosensor. To determine the electrical response of the binding of
target biomolecules, the surface of the sensor is functionalized with specific
receptors that recognizes and binds only to the target biomolecules. In this process,
target biomolecules introduced in the liquid solution are diffused and captured by
the receptor molecules. Target biomolecules such as DNA in liquid solution carry a
negative charge. Thus the electrostatic interaction between the charge of the target
DNA (cDNA) and the sensor surface results in the modulation of the sensor
characteristics. By measuring the change of the electrical characteristics such as
drain current and conductance, the existence of the target biomolecules in the
sample is detected. Throughout the modelling and simulation, it aims to optimize
the design parameters so as to enhance the performance of the biosensors in terms
of sensitivity, LOD and settling time.

3 Theory

The structure of the FET based biosensor is divided into three regions: (i) Si-NW
channel, (ii) insulating native oxide around the NW with certain thickness, and (iii)
electrolyte containing the target biomolecules and various ions generating the

Fig. 1 Schematic
reperestattion of a FET based
biosensor
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necessary buffer ions [4, 7, 8]. The drift-diffusion equation is used to describe the
model solution of the carrier transport through the Si-NW channel. The potential in
the dielectric oxide in the presence of an electrolyte is described using Poisson’s
equation provided that the native oxide is defect free. Finally, the electrostatic
potential in the analyte solution is modeled using the nonlinear Poisson-Boltzmann
equation. The presence of target charged biomolecules (e.g., DNA) provides an
electrostatic interaction between receptor and target biomolecules which results a
diffusion of the target DNA throughout the sensor volume and modulates the
electrical characteristics such as drain current and conductance of the FET channel.
A semi-classical approach is used to describe the conductance change of the Si-NW
due to the binding of target biomolecules to its surface. The change of conductance
or drain provides the necessary signal of the presence of desired target biomole-
cules. The binding of the target molecules by the receptor molecules on the sensor
surface is described by two steps [8]: (i) transport of target biomolecules, and (ii)
conjugation with the receptor molecules. The target-receptor conjugation is con-
sidered as a first-order chemical reaction and expressed by [7]:

dq
dt

¼ Dr2q ð1Þ

dN
dt

¼ kF N0 � Nð Þqs � kRN ð2Þ

where D is the diffusion coefficient and ρ is the concentration of target biomolecules
in the analyte solution. N represents the density of the conjugated receptors, and
N0denotes the total receptor density on the sensor surface. kFand kR are the capture
and dissociation constants, and ρs is the concentration of analyte particles at the
sensor surface. The capture and diffusion of the target biomolecules are described
by Eqs. (1) and (2), respectively. Solution of Eq. (1) determines the density of the
captured biomolecules as follows [7]:

kFN0 þ E � kFNequi

kFq0 þ kR
log 1� N

Nequi

� �
þ kF
kFq0 þ kR

N ¼ Et ð3Þ

where Nequi is the equilibrium concentration of the conjugated biomolecules, and is
defined as:

Nequi ¼ kFN0qs
kFq0 þ kR

ð4Þ

E = (NavoCD(t))/AD, Navo is Avogadro’s number, CD(t) is the time dependent
diffusion equivalent capacitance, AD is the dimension dependent area of the sensor.

770 Md. Saiful Islam et al.



4 Numerical Simulations

The design of four different FET based biosensors is considered in a simulation
investigation. The structure is first defined in a modelling platform with inclusion of
various boundary conditions based on the requirement of the solution to be con-
ducted. A modelling and simulation exercise of the biosensors is performed as a
means of detection of target DNA and prostate cancer. To investigate the perfor-
mance of the FET based biosensor through the electrical response for the existence
of DNA, the sensor surface is immobilized with ssDNA for the detection of cor-
responding cDNA molecules. A liquid solution that contains the target cDNAs is
introduced into the sensor surface which in turns diffused and captured by the
receptor DNA molecules. The electrostatic interaction between the charge of target
cDNAs and the sensor surface constitutes the change of the sensor characteristics
such as the drift of drain current and shift of channel conductance. Measuring the
shift of the electrical characteristics including drain current and conductance, the
presence of the target cDNAs is identified. Similarly, to detect the prostate cancer,
the sensor surface is functionalized with the specific DNA biomarker. The sensor
surface is immersed into the analyte solution that contains PSA. Unlike DNA, the
charge of PSA relys on the pH of the analyte solution which can be approximated
using the Henderson Hasselbalch equation and the dissociation constants of the
amino acids that constitute the protein [4, 9].

In the case of the magnetic particle based biosensor, the receptor is function-
alized with iron oxide MP. Throughout the entire detection process based on the
MP biosensor, the following three steps occur. The target captured by the receptor
molecules goes for a subsequent incubation with gold nanopartilces functionalized
with MP to produce MP-target-nanoparticle conjugate [10]. The localization of MP-
target-nanoparticle is accompanied by the magnetic field and finally releases the
nanoparticle and detects the MP based target biomolecules. During the entire
simulation, the device dimensions are kept constant unless otherwise stated. The
device structure is defined as: length = 40 nm, width = 20 nm, radius of Si-NW
channel = 30 nm and oxide thickness = 2 nm. The biological conjugation param-
eters are selected as: forward reaction coefficient = 3 × 106 and reverse reaction
coefficient = 1 and receptor density = 1 × 104 µm−2. The diffusion coefficient of
DNA is determined using the DNA diffusion model where the DNA diffusion
coefficient = A × (bp)−n [11] where A is the pre-factor = 4.9 × 10−6, n is the
exponent = 0.72 and bp is the base pair = 20 for initial simulation. The parameter of
diffusion coefficient of DNA is considered at room temperature and thus the sim-
ulation environment is considered at 300 K ambient temperature.
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5 Results and Discussions

Limit of detection (LOD) and sensitivity are two important parameters in the design
of a biosensor determining the performance of the biosensors. For the best per-
formance of the FET based biosensor, LOD should be as small as possible whereas
the sensitivity is expected to be as high as possible. Both of these parameters
depend on a number of factors such as device parameters (e.g., ISFET, Si-NW FET
etc.), biological and surface parameters, ambient conditions and pH of the buffer
ion. The below results give some of the optimized performance parameters.

5.1 Limit of Detection of FET Based Biosensor

Limit of detection refers to the lowest amount of sample analyte that can be reliably
detected by a sensor. It is the determination of the smallest concentration of the
target biomolecules that the sensor can clearly distinguish from its response to a
bulk solution (solution containing no target biomolecules). For example, if a sensor
has a limit of detection of 10 fM, it cannot generate any signal in response to the
analyte that has concentration below 10 fM. To determine the LOD, the first step is
to investigate the settling time of the biosensor. Settling time is defined as the time
required by the FET based biosensor to produce a stable signal change upon the
introduction of the sample analyte. The settling time is entirely dependent on the
concentration of the sample analyte (e.g., less time required to generate stable signal
with higher concentration of the analyte), and the diffusion coefficient and asso-
ciation constants. Settling time also depends on the radius of the Si-NW channel.

To determine the LOD, the settling time is first plotted against the variation of
the target analyte concentration. Thereafter, a horizontal line corresponding to the
incubation time is superimposed into the plot. The intersection of the incubation
time line and settling time indicates the LOD. For this simulation, four different
FET structures have been considered as shown in Fig. 2a. LODs for different
incubation time and for different FET structures have been found from Fig. 2a. The
black squares in this figure indicates the LOD for 1 s incubation time. It is obvious
from Fig. 2a that the nanosphere FET provides the lowest LOD which is further
reduced by using an MP biosensor. The results indicate that a 1D planar ISFET can
produce LOD in the few nM range, while a 2D cylindrical Si-NW FET can produce
LOD around 110 fM for a standard incubation time of 100 s. While Si-NW FET can
detect four to five orders magnitude lower analyte concentration compared to
ISFET, the MP sensor however can provide a lower LOD compared to both ISFET
and Si-NW FET. Figure 2a also suggests that LOD is affected by the incubation
time and the analyte concentration. To acquire the better LOD, it is required to have
a higher incubation time. However, to facilitate ultrafast detection (less incubation
time), the magnitude of LOD increases. Therefore, it is necessary to establish a
trade-off between LOD and incubation time. Figure 2b illustrates that LOD
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decreases with the increase of the incubation time. The best LOD has been achieved
by MP sensor.

The goal is to achieve fast detection at femtomolar analyte concentration.
However, this is quite challenging as the settling time is inversely proportional to
the analyte concentration. Consequently, an alternative approach has been inves-
tigated to achieve a better LOD where the radius of the Si-NW channel is varied to
determine the minimum LOD. As indicated in Fig. 3a, the settling time declines
with decreasing radius. Figure 3b suggests that a minimum LOD can be obtained by
scaling down the radius of the FET channel (cylindrical or spherical). This is
expected theoretically as the minimum detectable concentration is inversely
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proportional to the square of the radius of the FET channel. Investigation of the
density of the captured target molecules against time is shown in Fig. 4. It is clear
from the figure that the density of the captured biomolecules increases linearly at
the beginning of the reaction, however it becomes saturated and remains constant
after a ceratin period of the reaction started.

5.2 Sensitivity of FET Based Biosensor

Sensitivity of a biosensor is defined as the ratio of the sensor output (e.g., con-
ductance change) to the change in the measurand (e.g., concentration of target
biomolecule). The sensitivity of a FET based biosensor depends on a number of
factors including geometry, coated materials, oxide thickness, doping density of the
sensor, target biomolecule as well as characteristics of the fluidic environment. The
enhancement of the sensitivity can be obtained if the sensor surface is functional-
ized with aptamers that contain higher DNA base pairs.

6 Conclusion

This paper described the design and analysis of a FET based aptasensor to estimate
the performance parameters of the sensor. Aptamers were functionalized onto the
sensor surface for the detection of prostate cancer. It was demonstrated that the
sensor response is affected by a number of factors including analyte concentration,
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buffer ion concentration, incubation time and geometry of the sensor. The simu-
lation results show that it is possible to optimize LOD of FET biosensor by varying
the diameter of cylindrical/spherical channel of the FET. They also suggest that
better LOD is obtained with smaller diameters and MP sensor. In addition, the best
sensitivity can be achieved with lower buffer ion concentration which ensures the
minimum interference of undesired molecules in the analyet solution.
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