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Preface

I don’t mind your thinking slowly, I mind your
publishing faster than you think.

Wolfgang Pauli (1900-1958)

Technologies that use high frequency (ultrasonic) vibration to intensify
processes are gaining wide recognition in scientific and industrial environ-
ments. By superimposing high frequency vibration, the basic mechanical be-
haviour of many processes and materials is seen to be transformed. This leads
to the development of new machines and processes with advanced characteris-
tics. Despite the fact that ultrasonic technology has been employed for many
years, there is no generalised understanding of ultrasonic machines and pro-
cesses. Their design and development has mainly been achieved using heuristic
methods based on linear acoustical considerations.

This book is intended to bridge the gap between the theory and practi-
cal use of ultrasonic technology. It presents generalised foundations for the
dynamics and control of ultrasonic processing systems. The main concept
presented is to consider ultrasonic systems as special kinds of vibratory ma-
chines that function by exploiting nonlinear dynamic processes. This assumes
coupled considerations between the ultrasonic vibration’s influence on the
processes, and the consequence of the transformed processing loads on the
excitation and control of the working tools’ vibration.

Analysis is conducted in a unified manner and is based on structural and
frequency methods that have become well established in engineering practice.
These methods are adjusted by the authors for the application to nonlinear
ultrasonic systems.

As a processing machine, the ultrasonic system exemplifies an electro-
acoustical device with an ill-defined loading. For this reason, analytical ex-
pressions that accurately reflect an ultrasonic process’ qualitative features are
built up step by step into final solutions that permit a clear physical inter-
pretation of a machine’s vibrating action. In addition, experimental data and
simulations are presented that confirms the basic effects and conclusions.

Recommendations for the design and tuning of ultrasonic systems are an
important element for all of the considerations in this book. They are sup-
ported by useful mathematical relationships between structural design param-
eters and mechanical characteristics of the materials being treated.



VIII Preface

The main applications of the ultrasonic processing systems being con-
sidered by this book are to the processing of solids. These processes include:
ultrasonic erosion machining, ultrasonic hardening and welding, ultrasonically
assisted plastic deformation and ultrasonically assisted turning and drilling.
As a result of the recent increased industrial interest in ultrasonically as-
sisted machining, analysis and experiments conducted on ultrasonically as-
sisted turning and drilling are separated into a special chapter facilitating
independent study.

The book is intended for engineers, researchers and advanced students
who are involved in the study, design and application of ultrasonic processing
systems. It is also proposed that lecturers and students should find here useful
examples of practical analysis and application to nonlinear dynamical systems.
In order to study this book, a reasonable knowledge of engineering based
general mathematics and theory of mechanical vibration will be adequate.

This book is the outcome of many years of collaboration between the au-
thors who have been involved with the research and development of ultrasonic
processing systems. It originated in Russia, and with the support of Lough-
borough University and British enterprises, was extended to an international
scale. Within the text, and the up to date bibliography, results from different
research groups from all over the world are reflected.

Research associates and PhD students in Russia and Britain contributed
to the investigation and development of ultrasonic processing systems at dif-
ferent stages. Their results have enriched the contents of this book. Con-
tributors include M. Hertz, A. Kalashnikov, N. Makarov, A. Meadows and
H. Wijesundara. A. Mitrofanov prepared additionally section 5.5 of Chapter
5. N. Halliwell supported greatly ultrasonic research in Loughborough and
V. Silberschmidt joined this research activity.

The book’s translator, K. Khusnutdinova, P. Thomas, who proof read
the English translation, M. Dimenkov and I. Sokolov, who formed the final
electronic version of the manuscript, were extremely co-operative during all
stages of the book preparation.

The authors would like to thank all of the individuals mentioned above,
and the staff of Springer-Verlag.

Vladimir Astashev and Vladimir Babitsky
Moscow-Loughborough
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Introduction

Take care of the sense and the sounds will take care of
themselves.

Lewis Carroll (1832-1898): Alice’s Adventures
in Wonderland

The recent development of modern hi-tech industries has given rise to the cre-
ation of a whole range of new materials. These include high-strength, stainless
and heat resistant steels and alloys, titanium, ceramics, composites and other
nonmetallic materials. These materials may not be suitable for traditional
methods of machining due to the chipping or fracturing of the surface layer,
or even the whole component, and results in a poor product quality.

Similarly, the creation of new materials often highlights some problems
unsolvable in a framework of traditional technologies. In certain cases these
problems are caused by the construction of the object and the requirements
particular to it. As an example, in microelectronics, it is often necessary to
connect some components without heating them or adding any intermediate
layers. This forbids the use of traditional methods such as soldering or welding.

Many of these and similar problems can be successfully solved using ultra-
sonic technologies. The working process of an ultrasonic machine is performed
by subjecting its tool to a combination of two motions. A driving motion
program is required to shape the workpiece. A high-frequency (ultrasonic)
vibration of specific direction, frequency and intensity is then superimposed.
The construction of the machine and its elements depends critically on the
process being performed by the tool. A transducer generates vibration which
is then transmitted to the tool via a vibration system, often with a change of
direction and amplitude.

Ultrasonic machines belong to the general class of vibration machines, but
they form a special group for the following reasons.

The first reason is determined by peculiarities in the behaviour of materi-
als and media in an ultrasonic field. This has been demonstrated in numerous
experiments. Among these peculiarities is the drastic change of elastic-plastic
characteristics and rheological properties observed in experiments, these in-
clude fragility, plasticity and viscosity. For example, dry friction in the region
of contact between two surfaces transforms, under the influence of ultrasonic
vibration, to viscous friction and a substantial decrease in the yield limit can
be seen during the deformation of a specimen in the presence of ultrasonic
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vibration. These effects have been repeatedly observed in experiments and
are now widely used in machines for plastic deformation, the drawing of wires
and pipes, ultrasonic machining of brittle materials, ultrasonically assisted
cutting and the welding of metals and plastics amongst others. There is not
yet a proper theoretical explanation of these trends and one of the aims of
this book is to fill this gap. The explanation of the observed phenomena is
given on the basis of proposed nonlinear models of ultrasonic processes.

The second reason is due to the peculiarities in the construction of major
parts of the machine. The main components are usually formed using vibrat-
ing bar systems consisting of heterogeneous sections and using waveguides.
For this reason, to describe vibration, the main elements of the machine are
modeled by systems with distributed parameters and are described by partial
differential equations. The tool-workpiece interaction leads to a nonlinearity
in the vibration system in its operating conditions.

Due to their construction, vibration systems are characterized by a high
Q-factor. Therefore, ultrasonic machines can only work effectively in resonant
regimes, supplying the tool with a sufficiently large amplitude of oscillation.
In practice, ultrasonic machines are adjusted to resonance mostly under idle
running, i.e. in the absence of operating loads, assuming that the influence of
the loads in operating conditions is negligible. However, as it was established
by the authors of this book and their colleagues, this assumption is incorrect.
It is shown that loads lead, not only to a change in the resonant frequences of
the vibrating system, but cause specific nonlinear distortions of its amplitude-
frequency characteristics. Estimating the influence of the loads on the dynamic
characteristics of the vibration systems used in ultrasonic machines is the
second aim of this book.

New dynamic models of ultrasonic processes are suggested in order to
achieve the aims of this book. These models allow us not only to give clear
physical explanations of experimental phenomena, but also, being a part of the
design model of the ultrasonic machine, to determine its main dynamic proper-
ties under operating loads. As a result, the main parameters of a process, such
as its average speed (characterizing the output capacity), and its efficiency are
expressed through the main constructional parameters of the machine.

The third and final aim of this book is to discover the methods of exci-
tation and automatic maintenance of the most effective resonant regimes of
ultrasonic machines under hugely variable loads. This problem is effectively
solved using the autoresonant excitation of vibration which are maintained
with the help of a special feedback system.

The book consists of 5 Chapters and is arranged as follows.
The physical foundations of ultrasonic processes are considered in Chapter

1. The arrangements of a number of processes are described and the literature
on their experimental characteristics is discussed. Among these processes is
the ultrasonic machining of brittle materials, surface hardening of metals,
plastic deformation, drawing of tubes, ultrasonic cutting, welding of metals
and plastics, etc. We discuss the effects revealed in experimental studies of
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these processes and point out that superimposing ultrasonic vibration leads
to a decrease in the static forces, required for plastic deformation, fracture
and to overcome friction.

The ultrasonic processes are studied using rheological models, reflecting
the materials real elastic, viscous and plastic properties. The influence of ul-
trasonic vibration on plastic deformation and dry friction is considered. Pos-
sible regimes of interaction between the vibrating tool and the workpiece are
described and the efficiency of vibro-impact interaction is discussed. A de-
pendence of the average speed of the process on applied static forces and
parameters of vibration is revealed as a result of the modeling of the pro-
cesses. These theoretical results are then compared with experimental data.
Having validated the theoretical models, a clear understanding is reached of
the effect that ultrasonic vibration has on the process of plastic deformation
and friction.

Chapter 2 deals with the dynamic characteristics of different ultrasonic
machines. It begins with a description of different machine arrangements and
suitable drivers such as magnetostrictive and piezostrictive transducers. Con-
centrators, i.e. waveguides are also considered. These are used to transmit ul-
trasonic vibration to the tool with an increase in amplitude. The generalized
models of the machines considered in this book consist of an electromechanical
chain of coupled elements: a vibration exciter, a mechanism suitable for the
transmission of this vibration and a load. It is shown, that the dynamics of the
machine can be analyzed using transfer functions for the exciter and opera-
tors of dynamical compliance and stiffness for the waveguides and loads. The
dynamical compliances (receptances) are found for bar systems performing
longitudinal and bending vibrations. With their help, resonant and antires-
onant frequencies and amplitudes of the system, and parameters of different
concentrators are found. The dynamic characteristics of magnetostrictive and
piezostrictive transducers are considered. The possibility of using simplified
dynamical models is justified by analysis.

Chapter 3 is devoted to the nonlinear processes in ultrasonic systems. Non-
linear dynamic characteristics of different processes are constructed. Elastic
and dissipative components of a nonlinear load are found using the method
of harmonic linearization. Methods for their simplification are suggested.

For systems performing longitudinal and bending vibrations and inter-
acting with a concentrated nonlinear load, the periodic motions are found.
Amplitude-frequency characteristics of vibrating systems are constructed, spe-
cial nonlinear dynamical effects are revealed and the stability of the con-
structed solutions is investigated.

Periodic vibro-impact processes in a system of two coupled waveguides
connected with a gap, tension, or compressed by a constant force are investi-
gated. The amplitude-frequency characteristics are studied. It is shown, that
nonlinear loads cause specific nonlinear distortions of resonance curves leading
to different nonlinear effects. These include the appearance of zones of am-
biguity in amplitude-frequency characteristics, the pulling of vibration into
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resonant zones with respect to frequency and amplitude, jumps of amplitude
caused by change of frequency and the hard excitation of resonant vibration.

The vibrational displacement of a viscoelastic bar, in a medium with dry
friction, under a constant force, is also considered. The bar is excited under
its resonant conditions by a force acting in one of its cross-sections. The force
due to dry friction is uniformly distributed along the bar. The average speed
of penetration of the bar into the medium, and its dependence on the constant
force and parameters of vibration are established. An estimation of the mutual
influence of fast (vibrational) and slow (using an average speed) motion in the
bar is given.

Chapter 4 is devoted to the problems associated with the resonant tuning
of ultrasonic machines, under load, with the aim of increasing the efficiency
of ultrasonic tools. Using a rheological model of ultrasonic cutting, the de-
pendence of the productivity of the tool on its dynamic characteristics and
the main constructional parameters of the machine is established. The results
are compared with experimental data. The limiting capabilities of different
tuning methods in vibration systems are studied. The results of experiments
are discussed.

Nonlinear theory of ultrasonic concentrators working under nonlinear
elastic-dissipative loads is presented. For an ultrasonic machining process,
the dependence of the cutting speed and the elastic and dissipative compo-
nents of the load on the concentrator vibration amplitude are determined.
The nonlinear load is accounted for.

It is demonstrated that an increase in the output capacity, together with a
decrease in energy consumption, can be achieved using vibrating systems with
higher Q-factors and more precise resonant tuning under load. The creation
of a special feedback system for the autoresonant excitation of vibration al-
lows us, theoretically, to use these dynamic properties on a machine designed
for full scale production. The possibility of creating a feedback system is dis-
cussed, dynamics of a system for the autoresonant excitation of vibration in
ultrasonic machines is investigated, conditions for self-excitation of vibrations
are analyzed and the existence and stability of periodic regimes are studied.
It is shown, that an autoresonant system automatically supports the most ef-
fective resonant regimes under significantly varying machine parameters and
operating loads.

The book finishes with Chapter 5 considering ultrasonic assisted cutting.
A rheological model of the process is suggested. An experimentally estab-
lished feature of ultrasonic vibration cutting is a decrease in cutting force.
A theoretical explanation for this phenomenon is given. The dynamics of the
tool used in ultrasonic cutting is investigated, and its amplitude-frequency
characteristics are constructed. A system for the autoresonant excitation of
cutter vibration is described. The Chapter is completed with materials on
experimental investigation of ultrasonically assisted machining and its finite
element analysis.
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In the bibliography list we tried to collect the main publications on the
subject obtained in different countries and often published in different lan-
guages.

The content of this book is divided into chapters, sections and subsections.
The formulae, figures and tables are marked by double numbers, the first being
the number of the chapter, the second being the number of the formula, figure
or table within that chapter.



1

Models of ultrasonic processes

All art is but imitation of nature.

Mareus Annaeus Seneca (55BC-40AD)

1.1 Ultrasonic processes

1. The working process of an ultrasonic machine is performed when its tool
interacts with the workpiece or medium to be treated. The tool is subjected
to vibration with a specific direction, frequency and intensity. The vibration
is generated by a transducer and is transmitted to the tool using a vibration
system, often with a change in direction and amplitude.

The construction of the machine and its components is dependant on the
process being performed by its tool. Let us consider some of these processes.

Fig. 1.1.

Fig.1.1,a shows the ultrasonic erosion process (Markov (1962, 1966, 1980),
Rosenberg et al. (1964)) used to machine hard, brittle materials. The work-
piece 1 is placed under the face of the tool 2 which is subjected to high-
frequency vibration perpendicular to the surface being machined. Abrasive
slurry is conveyed to the working zone between the face of the tool and the
surface being machined. The tool moves towards the workpiece and is sub-
jected to a static driving force P. Repetitive impacts of the tool on the grains
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of the abrasive material, falling from the slurry onto the treated surface, lead
to the fracture of the workpiece material and to the creation of a cavity with
the shape mirror-formed of the tool.

Since its invention (Farrer (1948)), the method of ultrasonic erosion ma-
chining has won recognition and is now widely used for cutting materials which
are difficult to cut using traditional methods of machining. These materials in-
clude glass, ceramics, semiconductor materials, ferrite, diamond, hard alloys,
etc. The development of ultrasonic machining is largely attributable to nu-
merous experimental investigations. These investigations were mainly based
on estimations of how the cutting speed is influenced by different factors. The
main results of these investigations are discussed, choosing from a huge num-
ber of papers, only those which are essential to our discussions. Among these
are papers on the physical nature of the fracture of materials during ultrasonic
manufacturing.

Using high-speed filming, it was established (Averianova et al. (1962),
Averianova & Milovidov (1964), Rosenberg & Kazantsev (1959a,b)) that ma-
terial fracture only results when the tool impacts the surface being treated
via the particles of an abrasive material. An investigation of the forces showed
(Astashev & Sakaian (1967), Blank (1961), Kazantsev (1963a), Nishimura &
Shimakawa (1959)) that the motion of the tool is a periodic vibro-impact pro-
cess in which workpiece impacts take place with the frequency of the tool’s
vibration. The amplitude of the impact force transpired to be a main factor
influencing the cutting speed (Kazantsev (1963b), Nishimura & Shimakawa
(1959)). The character of an impact interaction, for example the form of the
impulse, its duration, or the maximum value of the force, is dependent on the
real cutting conditions.

The cutting speed is increased when larger amplitudes and higher frequen-
cies of vibration are applied to the tool. It is also increased when the tool is
subjected to a larger static force (Goetze (1956, 1957), Neppiras (1956)). The
output capacity of ultrasonic cutting also depends on a number of additional
factors. These include the mechanical properties of the workpiece, tool, and
abrasive material; the grain size of the abrasive material and its concentration
in the slurry; the dimensions and shape of the tool; the depth of cut, etc. This
is caused by the physical nature of the cutting process. Brittle materials are
more suitable for ultrasonic machining, and cutting speed increases with the
decrease in the materials hardness (Hartley (1956)). Not only does the mate-
rial of the workpiece wear, but also that of the abrasive grains. To stabilize the
cutting conditions, a frequent change of the abrasive material in the working
zone is necessary (Kazantsev et al. (1966)).

An important peculiarity of the ultrasonic erosion process must be noted.
For material fracture to occur, the forces acting between the tool and the
workpiece should be sufficient to make the stresses in the vicinity of abrasive
grains higher than the ultimate stress of the material. The cutting process
takes place even when a very small static force is applied to the tool. Therefore,
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the insertion of ultrasonic vibration in to the working zone essentially reduces
the static force necessary to overcome the material’s ultimate stress.

2. The decrease in static force necessary to fulfill the process characterizes
the majority of ultrasonic processes where a fracture or plastic deformation
of the treated medium takes place. Fig.1.1,b shows the scheme of a workpiece
1 surface hardening process (Markov (1980)), it results from a plastic defor-
mation in the surface layer of the metal under the high-frequency vibration of
the tip 2. Here again, the process requires a relatively small static force P. As
a general rule, the static force required to produce a plastic deformation in a
material is reduced by an order of magnitude with the application of ultra-
sonic vibration. If the vibration at the workpiece-tool interaction point con-
stitutes a periodic vibro-impact process, similar to that of ultrasonic cutting
(Fig.1.1,a), the decrease in the static pressure required is more pronounced
and the hardening process is greatly facilitated.

A similar diagram represents the forging, riveting or upsetting process
(Fig.1.1,c), which is subjected to ultrasonic vibration (Severdenko et al. (1973,
1976)). Some results are now considered, that are obtained from the plastic
deformation of a specimen 1, subject to a static load P and high-frequency
tool 2 vibration. The experiment is conducted on the machine shown in Fig.1.2
and is described in Izumi et al. (1966a,b).

Fig. 1.2.
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The specimen 1 is placed between the ends of identical bars 2 and 3.
Using the shoulder 4, the bar 2 is connected with the housing 5, situated on
the base 6 of a hydraulic test machine. The bar 3, using the shoulder 7 and
the housing 8, is connected to the transverse beam 9 of the machine. The
machine moves with a small velocity v which leads to the deformation of the
specimen. Bar 2 is a waveguide, and transmits vibration to the working zone
from the magnetostrictive transducer 10, which is being fed by an alternating
current generator. The machine is equipped to measure the static load and
strain experienced by the specimen. A control system is also used to stabilize
the amplitude of vibration in bar 2 which is subjected to varying forces.

Fig. 1.3.

The results of the experiment (Izumi et al. (1966b)) are shown in Fig.1.3.
Curve 1 shows a “strain – force” diagram, obtained for a static (with no
vibration) compression of an aluminium specimen of diameter d = 14mm and
height H = 20mm. The relative strain ε = h/H is shown on the x-axes, where
h is the shortening of the specimen. Curve 2 shows the change in static force P
whilst compressing a similar specimen in the presence of ultrasonic vibration.
In both cases the compression process was carried out with the same constant
speed v = 0.5mm/min.

Note that in experiments Izumi et al. (1966a,b) the vibration employed
was at a frequency of f ≈ 22kHz, which is usual for an ultrasonic process.
The amplitude at the working end of the waveguide was a ≈ 10μm. Vibration
at such a high frequency and small amplitude are indistinguishable by an
unaided eye. The observer has the impression that the softening of the material
and the change of its elastic-plastic properties take place under the influence
of ultrasound. It is important that such a softening can only be observed
in the presence of vibration. The results of an experiment investigating the
shortening of specimens under periodically imposed ultrasonic vibration are
shown in Fig.1.3 by a dashed line and confirm the previous observation.
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These effects are confirmed in numerous experiments and are generalized
in monographs Severdenko et al. (1973, 1976). Some typical properties of ma-
terial behavior during a deformation processes with an ultrasonic influence are
now considered. Every material has a threshold for the static loading or level
of ultrasonic vibration that it can withstand. Exceeding this threshold with
either static loading or with ultrasonic vibration will lead to the occurrence
of residual plastic deformation. The application of ultrasonic vibration to the
deformation zone always results in the decrease of the static load required for
plastic deformation to occur. This static force P depends on the loading speed
v. The compliance of the material with respect to static force becomes greater
with an increase in vibration intensity. In some experiments, the static forces
were decreased by more than 85 %.

The abnormal behavior of materials when subjected to a static load in the
presence of an ultrasonic field gave rise to a number of hypotheses on the influ-
ence of ultrasound on materials (Severdenko et al. (1976)). Some hypotheses
state that such a behavior is related to the influence of ultrasonic vibration
on the distribution and mobility of dislocations within the internal structure
of the material. Others state that the increase in the plasticity of materials in
an ultrasonic field is linked to thermal effects caused by a dissipation of en-
ergy during the ultrasonic vibration of the specimen. However, a hypothesis of
that kind does not explain experimental phenomena with sufficient accuracy.
Although the proposed mechanisms can not be rejected completely, they only
appear to play a secondary role in the processes under consideration. This
statement is based on the fact that the frequencies of the order 104 − 105Hz,
which are used in ultrasonic processes are far below the 108 − 1010Hz range
where vibration can significantly influence crystal lattices and dislocation lines
(Nozdrev & Fedorischenko (1978)). Therefore, it is possible that the change in
the structure of the material (Langenecker (1966)), and of the density of dis-
locations observed in individual crystallographic investigations of specimens
treated using ultrasonic vibration, is in fact not a reason for the abnormal
behavior of materials in the ultrasonic field, but a consequence of the plastic
deformation.

Considering the influence of thermal effects, it must be noted that the
decrease in static force required in the presence of ultrasonics takes place even
when the environment is maintained at constant temperature (Langenecker
(1966)). Moreover, experimental comparison of the influence of ultrasound and
temperature showed that to achieve an equal ductility, the required thermal
energy should be several times higher than in the ultrasonic case. Therefore,
it is stated in Izumi et al. (1966b), Langenecker (1966) that the thermal effect
can not be considered a main factor in the decrease of a material’s yield point
under the influence of ultrasonics.

Taking these statements into account, a different approach is suggested
by us for the description of ultrasonic processes. It is based on the use of
rheological models of materials (Reiner (1958)) and reflects their real elastic,
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viscous and plastic properties. Different aspects of such an approach will be
considered in detail.

3. Practical application of ultrasonics to a number of processes using plas-
tic deformation or the fracture of materials is advocated by the decrease in
static load required as described above. Fig.1.4,a shows a sheet metal press-
ing process (Severdenko et al. (1973)) acting on a workpiece 1. The punch 2,
vibrates in the direction of the static force P. This arrangement is similar to
those shown in Fig.1.1,b,c.

Fig. 1.4.



1.1 Ultrasonic processes 13

During the pressing process, the conditions of plastic deformation change
as the geometry of the workpiece changes. The movement of the punch causes
this, and it is an important feature of the pressing process. The punch is
subjected to both deformation and friction forces. The frictional forces act in
the direction tangential to the surface of the punch, opposite to the relative
velocity between the punch and the workpiece. The friction forces can be
essential to the general balance of forces acting on the punch, especially during
the pressing of materials that resist deformation. As shown in experiments,
excitation of vibration within a punch leads to a decrease in the static loads
required to overcome frictional forces.

Frictional forces are essential in the bar drawing process which is used to
manufacture wires and pipes. An arrangement of this type of process is shown
in Fig.1.4,b.

The workpiece 1 is pulled through the hole of the drawing die 2. The
workpiece is squeezed and is subject to a plastic deformation in the conical
section of the orifice. The final sizing of the workpiece takes place in the
cylindrical part. The forces acting within the deformation zone are shown in
Fig.1.4,b, for a drawing process, in which a blank is pulled through a fixed
die. N1, N2 are the forces of normal pressure determined by the elastic-plastic
properties of the material, G1, G2 are dry friction forces,

G1 = ϑN1, G2 = ϑN2,

where, ϑ is the coefficient of friction.
The required drawing force is given by,

P = N1(sin θ + ϑ cos θ) + ϑN2, (1.1)

where, θ is the angle of the conical section in the die.
As seen from equation (1.1), force P depends on the properties of the

material being machined, the coefficient of friction, and the geometry of the
die.

This statement also holds true for an ultrasonic drawing process (Nosal
& Rimsha (1966), Robinson (1964), Severdenko et al. (1973, 1976)), in which
the die is vibrated in the direction that the workpiece is pulled in. As in
all of the processes considered earlier, superimposing ultrasonics in to the
operating zone leads to a decrease in the static force required. Even in initial
experiments (Robinson (1964)) of steel and copper wire drawing, the static
force was reduced by up to 50 %.

Experiments to determine the main cause of the decrease in drawing force
required are described in papers Nosal & Rimsha (1966), Robinson (1964). In
Robinson (1964) a decrease in the metal’s resistance to deformation is con-
sidered to be the main factor while in Nosal & Rimsha (1966) it is considered
to be a decrease in external friction. In section 1.3 we shall show that each
factor in the relation (1.1) may be significant and is dependant on the real
conditions of the deformation process.
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Due to the relative simplicity of realization, regulation and registration of
the main parameters, ultrasonic drawing remains one of the most experimen-
tally studied processes of ultrasonically assisted deformation. Experiments
have revealed (Nosal & Rimsha (1966), Panov & Piskunov (1966)) that ultra-
sonic exposure only leads to decrease in static force when the drawing speed
v is smaller than the amplitude of the die’s vibrational speed

v < aω, (1.2)

where a is the amplitude, and ω is the angular frequency of vibration.
The application of ultrasonics to drawing processes has transpired to be

most effective when applied to high-strength materials. Normally, such mate-
rials are almost considered as unsuitable for plastic deformation due to the
appearance of cracks and breaks at the exit of the drawing die (Goliamina
(1979)). Conversely, the decrease in static force during ultrasonically assisted
drawing allows an increase in the grade and the reduction or prevention of
wire breakages when processing very plastic metals such as lead.

The properties described above are typical for all processes in which the
tool is excited with ultrasonic vibration. They are also present in cutting pro-
cesses when ultrasonic vibration is superimposed on to the cutting tool (Isaev
& Anokhin (1961), Kumabe (1979), Markov (1962, 1966, 1980)). Fig.1.4,c
shows a turning process in which a workpiece 1 is cut by a lathe tool 2. The
cutting forces are mainly generated by the plastic deformation of the layer
being cut, and on overcoming the external friction forces present on the work-
ing surfaces of the tool. When ultrasonic vibration is applied to the cutter,
both of the main cutting force components are reduced. The result is most
pronounced if the direction of vibration coincides with the direction of cutting
velocity, as shown in Fig.1.4,c. Similar results are obtained for other types of
metal machining, for example, in gear shaping.

The dependence of cutting force P on the cutting speed v is obtained
in experiments (Isaev & Anokhin (1961)) and is shown in Fig.1.5. Curve 1
relates to traditional turning, while curve 2 is encountered when ultrasonic
vibration is superimposed on to the cutting tool during turning. An important
observation of these experiments is a “disappearance” of the cutting force for
values of speed v close to zero. Here, of course, a constant component of cutting
force is considered. This is either measured from the torque experienced by
the workpiece, or by the strain experienced by the cutter during turning.

As the cutting speed is increased to the value v = aω, the cutting force
monotonically increases up to the value that it would take in the absence of
vibration. Such a relation between a constant force and the relative speed of
displacement is typical for systems with dry friction, under the influence of
vibration, within the frictional contact zone. Experimental data is described
in Arkhangelsky (1963), Pohlman & Lehfeldt (1966). It must be noted how-
ever, that frictional forces are not the most important forces in the process
under consideration. It is more likely that the forces due to plastic defor-
mation dominate. We see, from experimental results, that the static force is
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Fig. 1.5.

almost completely eliminated when speeds v are low in the processes of plastic
deformation with the application of ultrasonics.

A physical mechanism for this phenomenon will now be modelled, and is
based on real elastic-plastic properties of materials.

4. During the processes described above, friction usually deteriorates the
normal working process and, therefore, represents an unfavourable factor.
When accompanying the main processing loads in the ultrasonic welding of
metals (Kuznetsov & Loschilov (1972), Nikolaev (1962), Nikolaev & Olshan-
sky (1966)), however, friction is important for the formation of good quality
welded joints (Mitzkevich & Pugachev (1979), Silin et al. (1962)).

Fig.1.6,a shows a process for welding metals ultrasonically. A welding tip,
1, is pressed on to the components to be welded, by a constant force N , and
experiences vibrations in a plane perpendicular to this pressing force. Due to
the vibration, contact surfaces become smoother and oxide films are removed
as they are pressed together by the normal force. Work done to overcome
friction results in the local heating of parts within the contact zone by up
to 0.4-0.6 of the fusion temperature (Holopov (1972)). This all assists the
formation of stable metallic bonds between the welded components (Holopov
(1972), Weare et al. (1960)).

The mechanism of joint formation in ultrasonic welding is similar to the
metal adhesion mechanism found in friction welding.

During the formation of a welded joint, the tip may be moved in the
direction of vibration (Fig.1.6,a) or perpendicular to it. In both cases, the
required static force P is less than that in the absence of vibration (P < ϑN).
Again, it is seen that the static force required to overcome friction is decreased.

Ultrasonic welding can be used to connect components of the same metal
or different metals, including those unsuitable for traditional types of weld-
ing. Combinations of materials suitable for ultrasonic welding are described
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Fig. 1.6.

in Daniels (1965), Drews (1970), Holopov (1972), Agranat (1974). In a joint
formed using this method, a metal remains almost unchanged, i.e., almost no
structural changes, or changes of its physical and mechanical properties take
place. The welded joint demonstrates high strength and plasticity, and low
level of residual stresses. All these factors promote the extensive use of ultra-
sonic welding in the instruments industry, electronics, and microelectronics.

An alternative arrangement (Fig.1.6,b) for the welding of plastics and syn-
thetic fabrics (Kuznetsov & Loschilov (1972), Nikolaev (1962), Nikolaev &
Olshansky (1966)) differs from that used for metals. In this case, a force P
presses the welding tip on to the surface of the components to be connected.
The direction of tip vibration coincides with the direction of action of the
pressing force. This is similar to the processes of hardening and plastic defor-
mation considered previously. Localised heating takes place in the materials
being connected (caused by periodic deformation), when the welding tip is vi-
brated in the frequency range 20 - 100 kHz. The heating is caused by internal
friction energy losses and is localized because of the low heat conductivity of
the polymers being welded. Finally, a softening of the materials occur in the
welding zone and their plastic deformation results in a strong joint. During
the formation of the welded joint, the material is conveyed to the welding tip
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to produce a continuous joint. Again, the drawing force is smaller than the
frictional force present in the absence of vibration.

We have now considered a few examples of when ultrasonic vibration is
used in industrial processes. These examples do not describe all of the useful
applications of ultrasonic energy (Graf (1975), Goliamina (1979)). Alternative
applications include ultrasonic crystallization and dispersion, ultrasonic clean-
ing, degassing and flotation (Abramov (1972), Gershgal & Freedman (1976),
Agranat (1974)), ultrasonic echolocation, non-destructive flaw detection and
microscopy. This is an incomplete list of the applications of ultrasonics in met-
allurgy, engineering, the food industry, the instruments industry, medicine and
biology.

Such a diversity of applications occurs because of the specific physical
properties of ultrasonic emission. These include the simplicity of ultrasonic
vibration excitation, the transmission of the vibration to the medium being
treated (using waveguides), the possibility of focusing and concentrating the
ultrasonic energy in a narrow working zone, and the high directionality and
penetrability of ultrasonic radiation.

Mechanisms for the influence of ultrasonics on solids, fluids, gases and their
mixtures are different as well. The processes considered above are character-
ized by a strong mutual influence between the source of ultrasonic vibration
and the medium being treated. Numerous aspects of such interaction are stud-
ied in this book.

1.2 The influence of ultrasonics on the processes
of plastic deformation

1. An approach, based on rheological models (Reiner (1958)) of materials,
is suggested in this book. This reflects their real elastic, viscous and plastic
properties, and aids the description of ultrasonic processes. Such an approach
allows us to explain the physical mechanisms of the effects of ultrasonic in-
fluence on the processes of plastic deformation as described above (Astashev
(1983)).

In order to do this, a “strain-force” diagram is considered (Fig.1.7) for
the static compression of a specimen. There are regions of elastic and plastic
deformation (Rabotnov (1979)). In an elastic zone, if the load P does not
exceed an elastic limit D, the force P and the strain h are related by a one-
to-one relation P = P (h). We shall assume, that in this zone, the material
behaviour obeys Hook’s law

P = k0h = εES, (1.3)

where h is the deformation of the specimen, k0 = ES/H is its static stiffness;
S and H are the cross section and height of the specimen respectively; E is
the elastic modulus of the material and ε = h/H is the relative deformation.
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Fig. 1.7.

In a material’s plastic zone in which the material experiences both stress
and strain, the materials reaction to the process depends on whether the
deformation increases or decreases: curve 1 corresponds to an increase and
curve 1’ corresponds to a decrease in deformation starting from point A. Curve
1’ is practically parallel to the initial part of curve 1 as shown in Fig.1.7 by
arrows. After a complete unloading there is a residual plastic deformation h0

and during reloading, the material is in an elastic state, determined by a curve
1’, until the force P reaches the value D1, corresponding to the point A, i.e.
P = D1. Further loading causes a plastic deformation along curve 1.

The diagram of loading shown in Fig.1.7 is typical for an elastic-plastic
material that experiences work hardening, i.e. the force in the zone of plasticity
rises as the deformation increases. During a cyclic loading of such a material,
its elastic limit rises from one cycle to the next and depends on the material’s
complete history of loading. (The process of vibrational hardening (Fig.1.1,b)
is based precisely on this effect). In the case of an ideal elastic-plastic material,
a plastic deformation takes place when the material is subjected to a constant
force P = D (dashed line in Fig.1.7), and there is no hardening.

It is convenient to describe the mechanical behaviour of a real material us-
ing idealized models consisting of elementary parts (Mase (1970)). The model
depicted in Fig.1.8,a consists of an elastic element k0 and a pair of dry friction
components D connected in series. Under a static loading, this gives the char-
acteristic of an ideal elastic-plastic deformation (Fig.1.8,b). Another model
(Fig.1.8,c), consists of two elastic elements k1, k2 and a pair of frictional com-
ponents D. This leads to the characteristic of an elastic-plastic deformation
with hardening (Fig.1.8,d), k0 = k1 +k2. It must be noted that similar models
are successfully used for the investigation of vibration in elastic-plastic solids
(Palmov (1998)) and also in impact phenomena.

2. Let us consider the process of material deformation under vibrational
loading using the models described above. First we will consider the behaviour
of an ideal elastic-plastic material.
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Fig. 1.8.

Let the deformation of the material (Fig.1.9,a) result from its interaction
with tool 1. The vibrational motion of tool 1 with respect to the carriage 2
obeys the law

u0 = a sinωt,

where a is the amplitude and ω is the angular frequency. Carriage 2 is subject
to a constant static force P and, depending on the conditions of deformation,
either moves with a constant speed v, or remains in equilibrium (v = 0). We
shall consider a general case in which the full motion of the tool is described
as follows

u(t) = vt+ u0(t) = vt+ a sinωt. (1.4)

Similar to that of static loading, the following experiment is carried out:
the force P is slowly increased and the movement of the carriage is tracked.
(This is how the characteristics shown in Fig.1.3 were obtained). It is assumed
that, for every given value of P we have a steady-state periodic regime of
deformation. This assumption allows the interaction between the tool and
the material to be considered during one period of tool vibration alone. The
following notation (Fig.1.9) is now introduced: Δ is the distance between the
centreline of the tool’s vibration and the height of the unstrained specimen;
h = um −Δ is the displacement of the carriage with respect to the specimen
and is equal to the maximum deformation over a period; f is the force of
interaction between the tool and the specimen. Values of Δ > 0 correspond
to the adjustment of the tool in which an initial clearance is present, while
Δ < 0 corresponds to an initial interference between the material and the
tool.

It is assumed that the specimen being deformed is short. An elastic wave
will therefore propagate along it in a period of time smaller than the pe-
riod of loading, i.e. H/c � T = 2πω, where c is the speed of sound in the
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Fig. 1.9.
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material. Due to this assumption, the dynamical characteristic f = f(u, u̇) de-
termines the relation between the force f , displacement u and speed u̇ of the
tool (Fig.1.9,b) and coincides with the diagram of static loading (Fig.1.8,b)
up to the notations and the constant shift Δ. The dynamic characteristic is
represented as follows

f = f(u, u̇) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0 u ≤ Δ, u̇ > 0,
k0(u−Δ) Δ ≤ u ≤ Δ+ D

k0
, u̇ > 0,

D Δ+ D
k0

≤ u ≤ um, u̇ > 0,
D + k0(u− um) um − D

k0
≤ u ≤ um, u̇ < 0,

0 u ≤ um − D
k0
, u̇ < 0,

(1.5)

where

um = a[
√

1 − (
v

aω
)2 +

v

aω
arccos(− v

aω
)] (1.6)

is the maximum of the function (1.4) over a period.
Due to the periodic nature of the processes under consideration, the force

of interaction
F (t) = f [u(t), u̇(t)] (1.7)

is a periodic function of time with a period T = 2π/ω. Taking this into
consideration, and using the theorem of momentum, the relation between the
constant force P and the parameters of motion of the tool is obtained in the
following form:

P =
1
T

∫ t1+T

t1

F (t)dt =
1
T

∫ t1+T

t1

f [u(t), u̇(t)]dt. (1.8)

Fig.1.10 illustrates the possible occurrences when specimen deformation
takes place using a vibrating tool. The deformation in this case does not
exceed the limits of the initial linear part of the dynamic characteristic (0 <
h ≤ D/k0). Since the carriage stays in its periodic regime, it remains in
dynamic equilibrium with speed v = 0.

Fig.1.10 shows a graph of the dynamic characteristic f(u, u̇), a motion
graph (1.4) below it, and a force-time dependence(1.7) on the right-hand side.

If h < 2a, then the influence of the tool on the specimen takes the form of
a periodic sequence of impulses (Fig.1.10,a)

f(t) = k0(a sinωt−Δ), t1 ≤ t ≤ t2, (1.9)

where t1 = 1
ω arcsin Δ

a , t2 = π
ω − t1.

Substituting (1.9) into (1.8) and taking into account that Δ = a − h, we
obtain

P =
ak0

π
[

√

1 − (1 − h

a
)2 − (1 − h

a
) arccos(1 − h

a
)]. (1.10)

If the vibration amplitude a > D/2k0, we have a vibro-impact regime of
loading which exists in the region of elastic deformation.



22 1 Models of ultrasonic processes

Fig. 1.10.

When the vibration amplitude a < D/2k0 and carriage displacement
h ≥ 2a, the regime of loading is continuous (Fig.1.10,b). The force of interac-
tion in the region of elastic deformation is described by relation (1.9), where
t1 = − π

2ω . According to (1.9), the constant force is equal to

P = k0(h− a). (1.11)

The dependence of the static force P , on displacement h, is shown in
Fig.1.11 for different values of D/k0a. The dashed line divides the diagram
into two parts. The lower part corresponds to regimes of vibro-impact de-
formation, while the upper part leads to continuous impact-free deformation.
The equation for the separating line P = k0h/2 is obtained from (1.10) and
(1.11) by substituting a = h

2 . For comparison, a static loading curve (1.11),
when a = 0, is shown on the graph. Horizontal lines correspond to static force
values equal to P = Da, where

Da = D

{
1 − k0a

D , a ≤ D
2k0

,

1
π [
√

2k0a
D − 1 − (k0aD − 1) arccos(1 − D

k0a
)], a ≥ D

2k0
.

(1.12)

Irreversible plastic deformation appears if these values are exceeded. To
find these expressions, (1.10) and (1.11) should be used, substituting h =
D/k0.

Formula (1.12) determines the materials observed yield point σa = Da/S
(where S is the cross-sectional area of the specimen) under the influence of
ultrasonics. Its dependence on the amplitude of vibration is shown in Fig.1.12.
σy = D/S andE = k0l/S is the yield point and elastic modulus of the material
respectively; l is the length of the specimen tested.

3. Let us consider regimes that cause plastic deformation (h > D/k0).
Assuming that during the process of deformation, the carriage 2 (Fig.1.9,a)



1.2 The influence of ultrasonics on the processes of plastic deformation 23

Fig. 1.11.

Fig. 1.12.

moves with a constant speed v, the full motion of the tool 1 is described by
equation (1.4). Fig.1.13 demonstrates the situations possible for this type of
deformation.

It is clear from Fig.1.13 that the residual deformation for a period of
vibration is

h0 = um −Δ− D

k0
.

The average speed of deformation is therefore
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Fig. 1.13.

v =
h0

T
=
umω

2π
(1 − Δ

um
− D

k0um
). (1.13)

In a vibro-impact regime of deformation (Fig.1.13,a), when the vibration
amplitude is a > D/2k0, the forces of interaction, according to (1.5) and (1.4),
are a periodic sequence of impulses

F (t) =

⎧
⎨

⎩

k0(vt+ a sinωt−Δ), t1 ≤ t ≤ t2,
D t2 ≤ t ≤ t3,
D + k0(vt+ a sinωt− um), t3 ≤ t ≤ t4.

(1.14)

ti, (i = 1, ..., 4) are the switching moments from one part of the character-
istic (1.5) to the next and are determined as follows:

sin τ1 = 1
a (Δ− v

ω τ1), sin τ2 =
1
a
(Δ+

D

k0
− v

ω
τ2),

τ3 = arccos(− v
aω ), sin τ4 =

1
a
(um − D

k0
− v

ω
τ4), (1.15)

where τi = ωti, and τ1,2 ∈ [−τ2, τ3], τ4 ∈ [τ3, 2π + τ1]; um is given by (1.6).
Substituting (1.14) into (1.8),

P =
k0

2π

⎡

⎣
Δτ1 − (Δ+ D

k0
)τ2 + umτ3 − (um − D

k0
)τ4+

+a(cos τ1 − cos τ2 + cos τ3 − cos τ4)+
+ v

2ω (τ2
2 − τ2

1 + τ2
4 − τ2

3 )

⎤

⎦ . (1.16)

From (1.13),

Δ = um − D

k0
− 2πv

ω
. (1.17)
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Using (1.17) the solutions to the equations (1.15) may be found. Substi-
tuting these solutions in to (1.16), the speed v of plastic deformation is found
to be dependant on the static force P . A similar dependence can be found for
the regimes of continuous deformation (Fig.1.13,b), for which the amplitude
is a ≤ D

2k0
for the whole range of the carriage’s speed v. The impulse regimes

will transform into continuous regimes for relatively high speeds v, when the
limiting values τ1 = −τ3 and τ4 = 2π + τ1 are reached in (1.15). For continu-
ous regimes of deformation, the same relations (1.14) - (1.16) are valid, if the
substitutions

τ1 = −τ3 = − arccos(− v

aω
), τ4 = 2π + τ1. (1.18)

are used.

Fig. 1.14.

The results of these calculations are shown in Fig.1.14, where the depen-
dence of plastic deformation speed on the static force P is shown for different
values of D/k0a. The dashed line separates the regions of vibro-impact (lower
region) and impact-free (higher region) deformation as used in Fig.1.11. When
v = 0, equations (1.14) to (1.18) give the value P = Da, as determined by the
expressions (1.12).

According to (1.6), (1.15), and (1.18), the relations found have real so-
lutions for deformation speeds v ≤ aω. If v = aω, (1.18) and (1.15) show
that τ1 = τ2 = −τ3 = −τ4 = −π. Substituting these values into (1.16) we
get P = D. A further increase in speed v, does not change the static force
P required for plastic deformation. This is mentioned in a number of ex-
periments (Isaev & Anokhin (1961), Markov (1962, 1966, 1980), Panov &
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Piskunov (1966), Severdenko et al. (1976)), which use ultrasonics in various
processes (refer to the section 1.3 and formula (1.2)). It must be noted that
both continuous and impulsive regimes were observed in a number of experi-
ments (Astashev & Sakaian (1967), Kazantsev (1963a), Rosenberg & Kazant-
sev (1959b)). In each case it was found that impulsive regimes are always more
efficient.

The speeds used in ultrasonic processes are often small v � aω. In these
cases it can be assumed that the small speed v does not influence the inter-
action force (1.14) over a period of vibration. For this reason, the moments
ti of switching are not changed within the characteristic (1.5). Under these
assumptions, from (1.15)

τ1 = arcsin
Δ

a
, τ2 = arcsin(

Δ

a
+

D

k0a
), τ3 =

π

2
, τ4 = arcsin(1 − D

k0a
). (1.19)

Substituting (1.14) and v = 0 into (1.8), and taking (1.17) into account, the
explicit formulae is obtained showing the dependence of static force P on the
speed v of plastic deformation:

P =
k0a

2π

⎡

⎢
⎢
⎢
⎢
⎣

π
2 ( 2D

k0a
− 1) +

√
1 − (1 − D

k0a
)2−

−
√

1 − (1 − 2πv
aω )2 +

√
1 − (1 − D

k0a
− 2πv

aω )2+
+(1 − D

k0a
) arcsin(1 − D

k0a
) − (1 − 2πv

aω ) arcsin(1 − 2πv
aω )+

+(1 − D
k0a

− 2πv
aω ) arcsin(1 − D

k0a
− 2πv

aω )

⎤

⎥
⎥
⎥
⎥
⎦

(1.20)

for impulse loading regimes, and

P =
k0a

2π

[

2π( D
k0a

− 1 + πv
aω ) −

√

1 − (1 − 2πv
aω )2+

+(1 − 2πv
aω ) arccos(1 − 2πv

aω )

]

(1.21)

for continuous loading regimes.
When v = 0, expressions (1.20) and (1.21) give values (1.12). Estimates

show that these approximate relations are valid when the speed of deformation
does not exceed the value v = 0.25aω.

4. The consideration above allows us to explain the “unhardening” effect
of material behaviour observed in experiments, i.e. the decrease in static force
required for plastic deformation under the influence of vibration. Following
from (1.12), any arbitrarily small levels of vibration cause a decrease in static
force and leads to residual deformation. Alternatively, this force can be made
arbitrarily small by the increase of vibration amplitude.

The fact that the static force required for plastic deformation decreases
with an increase in vibration amplitude was observed in all ultrasonic ex-
periments (Izumi et al. (1966b,a), Severdenko et al. (1973, 1976), Goliamina
(1979)). Fig.1.13 helps us to clearly understand the nature of this phe-
nomenon: during every deformation cycle, the material’s yield limit is being
overcome for a short time. A small residual deformation appears, which ac-
cumulates from one cycle to the next. If the static deformation force is held
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constant and the progress of the process is slow, which is typical for the ma-
jority of experiments, there is a distinct impression that the yield point of the
material is decreased, i.e., the material “unhardens” under the influence of
ultrasonic vibration.

It is necessary to point out again, that the observed phenomenon of ma-
terial “unhardening” is only an impression. The real elastic-plastic properties
of the material do not change: in every deformation cycle, the force acting on
the material is enough to overcome its yield limit. This remark is important
as a number of papers (Izumi et al. (1966b,a), Langenecker (1966), Goliamina
(1979)) state wrongly that a change in material properties takes place under
the influence of ultrasonics. Usually, such a statement is based on the incorrect
interpretation of experimental data or by methodic mistakes. This is the case
in (Izumi et al. (1966b), Langenecker (1966)) whilst making force estimates
in the deformation zone. In Izumi et al. (1966b) it was erroneously assumed,
that the maximum deformation force cannot exceed the force present at the
nodal point in bar 2 of the vibration system (Fig.1.2). This is situated in the
place where the membrane 4 is fixed.

The experimental data from paper Izumi et al. (1966a) is in good accor-
dance with the results of the analysis carried out above. Data on the defor-
mation of specimens with diameter d = 14mm and height H = 15mm, made
from different materials, led in Izumi et al. (1966a) to the following empirical
relation between an observed yield limit σ and vibration amplitude

σ = σ0 −Ka, (1.22)

where σ0 is the actual yield limit found in a static deformation process and
K is a constant coefficient dependant on the material.

From the first relation (1.12), we obtain an expression for force

Da = D − k0a, (1.23)

Dividing this relation by S and using notation σ = Da/S, σ0 = D/S,K =
k0/S = E/H , where S and H are the cross-sectional area and height of the
specimen respectively, we obtain a relation of the form (1.22).

Fig.1.15 shows this dependence (1.23) for different materials. The data
used for these calculations is given in the Table 1.1 below. The points in
Fig.1.15 represent experimental data (Izumi et al. (1966a)). The values of yield
limit σ0 correspond to static deformation results and are shown by points for
a = 0; elastic modulus values E are chosen in accordance with the handbook
Teumin (1959). It must be noted that these experiments were carried out,
using small amplitude vibration, satisfying the condition for when continuous
deformation regimes occur. These are the conditions under which relation
(1.23) was derived.

5. Following on from (1.12), Fig.1.12. and Fig.1.13, various materials re-
spond to vibration in plastic deformation process differently. Materials with
a bigger elastic modulus E and specimens with a bigger static stiffness k0 are
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Fig. 1.15.

Table 1.1.

No. Material E, N
mm2 σ0,

N
mm2

1. Aluminum 71000 98

2. Copper 125000 192

3. Magnesium 40000 180

4.
Brass with

Cu − Zn content

⎧
⎪⎪⎨

⎪⎪⎩

7 − 3
9 − 1
8 − 2
6 − 4

100500

208
228
239
282
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more sensitive to the influence of ultrasonics. The achievable degree by which
the static force may be decreased during plastic deformation can be estimated
by considering the limiting case k0 → ∞. This leads to the characteristics of
an ideal rigid-plastic material (Mase (1970), Rabotnov (1979)) and is shown
in Fig.1.16. Such a material is assumed to be absolutely rigid until the force
reaches a threshold value D. At this point, irreversible plastic deformation
occurs. In order to investigate the properties of a rigid-plastic material with
respect to static loading under vibrational influence, the limit k0 → ∞ is con-
sidered in the relations (1.12) and (1.15) to (1.17). This gives the following
relations: Da = 0,

τ2 = τ1, sin τ1 =
1
a
(Δ− v

ω
τ1),

τ4 = τ3 = arccos(− v

aω
), Δ = um − 2πv

ω
, (1.24)

P = D
(τ3 − τ1)

2π
. (1.25)

Fig. 1.16.

Using these relations, a curve of k0 → ∞ is plotted (Fig.1.14), and shows
the dependence of the constant force P , on the deformation speed v of the
rigid-plastic material.

Accounting for the assumptions used in the derivation of the approximate
analytical expressions (1.20) and (1.21), i.e. by substituting sin τ1 = Δ/a, τ3 =
π/2, um = a into (1.24) and from (1.25)
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P =
D

2π
arccos(1 − 2πv

aω
). (1.26)

It is convenient to rewrite (1.26) as

v =
aω

π
sin2 πP

D
. (1.27)

Relation (1.26), in addition to (1.20) and (1.21), is valid for v < 0.25aω.
The equality (1.27) for forces P < 0.35D also corresponds to the range of
speeds v < 0.25aω.

The relations obtained above and the curves shown in Fig.1.14 can be
interpreted as some material behavioural characteristics, when subjected to
an ultrasonic field, with respect to applied static loads.

It is interesting that the character of the material’s behaviour changes
in vibrational conditions: elastic-plastic materials behave like viscous-elastic-
plastic materials with a reduced yield point; rigid-plastic materials do not
hold static load and yield when subjected to small static forces P in a similar
way to viscous media. It is especially obvious if, assuming P � D, (1.27) is
written in the form

v = aωπ

(
P

D

)2

(1.28)

The material behaviour under ultrasonic influence, as considered above, is
a manifestation of the known effect when vibration can be used to smooth out
nonlinearities (Kubota et al. (1977)). This has been extensively investigated in
systems with dry friction (Andronov (1967a,b, 1970, 1975), Blekhman (1999)),
with the presence of vibration.

The single-valued relation between static force P and average deformation
speed v, observed experimentally in Isaev & Anokhin (1961), Izumi et al.
(1966a), Markov (1962), is an important material behavioural feature when
under the influence of vibration in ultrasonic processes. The characteristics
shown in Fig.1.14 allow materials to be selected, for which the application
of ultrasonics is advantageous due to a considerable reduction in the static
force required. Alternatively the characteristics observed can be used to select
values of static force, amplitude and vibration frequency in order to provide
the required performance specified by the speed v.

6. In order to describe the decrease in static force required to cause plas-
tic deformation, rheological models of ideal elastic and rigid-plastic materi-
als have been used. Real metals, as used in experiments and processes, have
characteristics which exhibit hardening in their plastic zone. A rheological
model and characteristic of a material which exhibits hardening is shown in
Fig.1.8,c,d. During a real process, the deformation conditions of the workpiece
often change. As an example, in the process of sheet metal forming (Fig.1.4,a),
the geometry of the workpiece changes as the die deforms it. For this reason,
the dynamic characteristics of the working process change as both the force
of plastic deformation, and stiffness of the specimen in its region of elastic
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deformation, are dependant on the history of loading, and be will changed
with an increase in residual plastic deformation of the material. This is shown
in Fig.1.17,a.

To describe a process of this kind, the results obtained above can be used.
The workpiece’s yield limit D, and static stiffness k0 are considered to be
functions of deformation h.

D = D(h), k0 = k0(h), (1.29)

The small changes in these parameters over one cycle of loading are neglected.
Thus, a change in the plasticity threshold of a material with linear hard-
ening (Fig.1.8c,d) under the influence of vibration can be found using rela-
tions (1.12). In accordance with (1.29) and Fig.1.8,d the following substitution
should be made.

D = D0 + k1(h− D0

k0
). (1.30)

A similar approach can be used when a “force-deformation” diagram is
defined by a graph, as is the case after performing static experiments. It is
clear, that the plastic deformation speed of a material that is subjected to a
constant force (or a static force when the speed is constant) will also change
with an increase in residual deformation.

Consider now the deformation process of a rigid-plastic material with hard-
ening. The characteristics of this are shown in Fig.1.17,b.

D = D0 + k1h. (1.31)

(This expression can be derived from (1.30) when k0 → ∞).
Our consideration is now restricted to deformations under small static

forces P � D. By substituting (1.31) into (1.28), we obtain the speed of the
process.

v = πaω[
P

D0 + k1h
]2. (1.32)

The deformation speed graph (1.32), as a function of residual deformation
for a constant static force, is shown in Fig.1.18.

Using (1.32) the time necessary to obtain the given value h0, of the work-
piece’s residual deformation may be found.

t =
∫ h0

0

dh

v(h)
=

h0

πaω

(
D0

P

)2 [

1 +
k1h0

D0

(

1 +
3k1h0

D0

)]

. (1.33)

When the parameters D and k0 are given functions (1.29) of deformation
h, the behaviour of the material in its plastic flow region can be estimated
by using the results represented in Fig.1.14. For a given level of deformation
h, the values of functions (1.29) may be evaluated, and the parameter D/k0a
may be calculated. The curve corresponding to this parameter (Fig.1.14) may
be used to find the point with the ordinate equal to P/D. The abscissa of this
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Fig. 1.17.

Fig. 1.18.



1.3 The influence of ultrasonics on the processes with dry friction 33

point determines the current speed of plastic deformation. This allows the
dependence v = v(h) of the deformation speed on the value of deformation to
be found for a given static force P . The integral in (1.33) also determines the
time and therefore the law h = h(t) of deformation.

For a given deformation speed v, such a procedure allows us to determine
the dependence of static force P on the deformation h.

The suggested approach allows different ultrasonic processes to be de-
scribed, in which the deformation of materials takes place. As shown, the
effects predicted by theoretical considerations are confirmed by numerous ex-
periments. It should be noted however, that a lot of experimental data has
poor accuracy and can hardly be compared with the results obtained in this
section. This may be caused by an indistinct description of the experimen-
tal methods and test conditions. In a number of cases, poor data accuracy is
caused by neglecting the effects that the nonlinear working process have on
the vibration condition of the tool. In these cases, interpretation of experimen-
tal data requires some additional analysis of the dynamics of the ultrasonic
vibration system. The nonlinear load, caused by the workpiece being treated,
must be accounted for. Using such an approach, the main effects observed
during the ultrasonic machining of brittle materials will be explained. This
can be found in section 5.1.

1.3 The influence of ultrasonics on the processes
with dry friction

1. In ultrasonic processes there are different cases in which friction appears
during the interaction of the tool with the medium. They differ in the relative
positions of the vibration direction, and the slow sliding of the bodies that
are in contact.

A model of a system containing dry friction, similar to the one demon-
strated earlier in Fig.1.8, is shown in Fig.1.19. The carriage 2 moves, subject
to a static force P , with an average speed v along the guide bar 3. A bush
1, connected with the carriage and able to perform relative vibration with
respect to it, is in contact with the bar. A dry friction force Q is developed
in the contact zone. It acts in the direction opposite to that of a uniform mo-
tion velocity in the absence of vibrations. A static force P = Q is needed to
maintain the uniform motion. The influence of vibration in the contact zone,
on the static force necessary to overcome friction is now estimated.

The case in which the vibration direction coincides with the velocity v of
the carriage is a typical occurrence in ultrasonic processes. As an example, in
ultrasonic machining (Fig.1.1,a), the friction forces appear between the side
surfaces of the tool and the walls of the hole. A similar situation appears
in the process of drawing (Fig.1.4,b), turning (Fig.1.4,c) and the ultrasonic
welding of metals when using a longitudinal vibration motion on the welding
tip (Fig.1.6,a).
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Fig. 1.19.

As in subsection 1.2.1, consider the steady motion of the bush 1 (Fig.1.19),
as

u(t) = vt+ u0(t) = vt+ a sinωt. (1.34)

The nonlinear dynamic characteristic of the dry friction force is presented
as follows:

f(u̇) = Q sgn u̇.

Due to the periodicity of the process under consideration (1.34), the fric-
tional force developed in the contact zone

F (t) = f(u̇(t)) = Q sgn (v + aω cosωt) (1.35)

is a periodic function with the period T = 2π/ω.
The relation between the static force P and the parameters of the system’s

motion can be written in a similar way to (1.8)

P =
1
T

∫ T

0

F (t)dt =
Q

T

∫ T

0

sgn (v + aω cosωt)dt. (1.36)

The characteristics of the friction present in the contact zone f(u̇) are
shown in Fig.1.20 together with a graph of the speed u̇(t) and a plot of the
friction force F (t) as a function of time. Evaluation of (1.36) gives

P =
Q

π
[π − (τ2 − τ1)], (1.37)

where

τ1 = ωt1 = arccos(− v

aω
) =

π

2
+ arcsin vaω,

τ2 = ωt2 = 2π − τ1, (1.38)
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Fig. 1.20.

t1, t2 are the moments, when the speed u̇(t) (Fig.1.20) changes its sign.
Substituting (1.38) into (1.37), reveals

P =
2Q
π

arcsin
v

aω
. (1.39)

The dependence of the static force P on the ratio of speeds v
aω , in ac-

cordance with (1.39), is shown in Fig.1.21. It can easily be seen, that the
vibration in the contact zone leads to a decrease in the static force required to
overcome friction for sliding velocities v < aω. For very small sliding velocities
v � aω, (1.39) gives

P =
2Q
πaω

v, (1.40)

Therefore, for small speeds v, the behaviour of a system with respect to
static force in vibrating conditions is analogous to its motion in a linear viscous
medium. This phenomenon is known as an effect of vibrational smoothing of
nonlinearities, previously mentioned in subsection 1.2.5.

2. In practice, certain ultrasonic processes exhibit instances where vibra-
tion is performed in a sliding plane perpendicular to the velocity of the slow
motion. This happens, for example, in the ultrasonic welding of metals, with
a transverse motion of the welding tip, as described in subsection 1.1.4. In
the model (Fig.1.19), this corresponds to a torsional vibration acting on the
bush 1 around the guide bar 3. Such an arrangement is sometimes used in the
process of ultrasonic wire and rod drawing (Severdenko et al. (1976)), mostly
for calibration. The layout in Fig.1.22 shows an element’s friction force forma-
tion. The element moves in the plane Π , along the x-axes, with a speed v and
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Fig. 1.21.

performs T -periodic vibration u̇(t) along the y-axes direction. The friction
force Q has a constant value and direction opposite to that of the velocity
vector v0(t) along which its slides in the plane.

Fig. 1.22.

The x-component of the friction force

F (t) = Q
v

√
v2 + [u̇(t)]2

(1.41)

is a periodic function of time with the period T .
To overcome friction in the direction of constant velocity v, a constant

force is required

P =
1
T

∫ T

0

F (t)dt =
Q

T

∫ T

0

vdt
√
v2 + [u̇(t)]2

(1.42)



1.3 The influence of ultrasonics on the processes with dry friction 37

Substituting u̇(t) = aω sinωt into (1.42) and introducing the notation
τ = ωt, we obtain

P =
Q

2π

∫ 2π

0

dτ
√

1 + (aωv )2 sin2 τ
=

2Q
π

∫ π/2

0

dτ
√

1 + (aωv )2 sin2 τ
. (1.43)

Integral (1.43) can not be evaluated as an elementary function, however,
the following estimation can be made:

F (τ) = [1 + (
aω

v
sin τ)2]−1/2 ≤ 1

and, therefore,
∫ π/2

0

F (τ)dτ <
π

2
. (1.44)

Therefore, as it follows from (1.43) and (1.44), for any value of v/aω the
static force necessary to overcome friction satisfies the inequality P < Q.

To find the upper and lower estimates of the force P , sin τ, (τ ∈ [0, π2 ])
are replaced in (1.43) by the functions Φ1(τ) and Φ2(τ) such that

Φ1(τ) ≤ sin τ ≤ Φ2(τ), (τ ∈ [0,
π

2
]).

Fig. 1.23.

A real value of the force P can now be determined by (1.43) and will be
in the interval P2 ≤ P ≤ P1 where,



38 1 Models of ultrasonic processes

Pi =
2Q
π

∫ π/2

0

dτ
√

1 + [aωv Φi(τ)]
2
, (i = 1, 2). (1.45)

Functions Φ1(τ) and Φ2(τ) are chosen as shown in Fig.1.23, i.e. the first
curve is inscribed and the second is circumscribed with respect to sin τ . The
following functions shall be used:

Φ1(τ) =
3
π
τ − (

3
2π

τ − 1
4
)η(τ − π

6
),

Φ2(τ) = τ − (τ − 1)η(τ − 1), (1.46)

where η(τ) is a unit step function.
Segments of the piecewise linear function Φ1(τ) pass through the points

(0, 0), (π6 ,
1
2 ), (π2 , 1) belonging to sin τ . Segments of the function Φ2(τ) are

tangential to sin τ at points (0, 0) and (π2 , 1). Substituting (1.46) into (1.45)
and integrating gives

P1 =
2
3
Q

v

aω
ln

⎡

⎣
2(1 +

√
( v
aω )2 + 1)2

v
aω (1 +

√

( 2v
aω )2 + 1)

⎤

⎦ , (1.47)

P2 =
2
π
Q

v

aω

{

ln

[
1 +
√

( v
aω )2 + 1
v
aω

]

+
π
2 − 1

√
( v
aω )2 + 1

}

. (1.48)

Fig. 1.24.

The upper P1 and lower P2 estimates of the static force P , as functions
of the speed ratios v

aω , are shown in Fig.1.24 in accordance with (1.47) and
(1.48).

Considering the appropriate limits in (1.47) and (1.48), it can be shown
that Pi → 0 when ( v

aω ) → 0 and Pi → Q when ( v
aω ) → ∞. Due to the close
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proximities of P1 and P2, there is no need to calculate more accurate values of
the static force P necessary to overcome friction. Unlike in the previous case
(Fig.1.21), the insertion of transverse vibrations into the friction zone leads
to a decrease in static force for any sliding speed v.

Comparing Fig.1.21 and Fig.1.24, it can be seen that, for the vibration
speed aω and for a small sliding speed v, the most pronounced decrease in
friction is achieved when the direction of vibration and sliding coincide. This
is confirmed in experiments. The results from experiments on the estimation
of the influence of ultrasonics on the decrease in static force necessary to
overcome contact friction can be found in Pohlman & Lehfeldt (1966). The
arrangement of the experiment is shown in Fig.1.25. A spherical tip, connected
to the vibration system 1, is pressed on to the plane of the disk 2 which rotates
with a constant speed. The vibration system is fixed in such a way that the
direction of vibration either coincides (position I) with the direction of the
disk’s linear velocity, or is perpendicular to it (position II). The change in
static force is estimated by the driving torque applied to the disk. In this
experiment tip vibration was at a frequency f = 22kHz and an amplitude
a = 12 − 18μm.

Fig. 1.25.
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Experimental data on the dependence of static force P on the linear speed
v of the disk is presented in Fig.1.26. Curve 1 corresponds to the case when
the tip vibration direction coincides with the velocity of the disk (position I in
Fig.1.25), while curve 2 corresponds to the case when they are perpendicular
(position II). Comparison of the experimental results with the ones shown in
Fig.1.21 and Fig.1.24 demonstrates good qualitative and quantitative agree-
ment.

Fig. 1.26.

3. During the process of ultrasonic hardening (Fig.1.1,b) and welding of
polymers (Fig.1.6,c), tool vibration is excited in the direction perpendicular
to the surface being treated. The feed direction is along the surface, leading
to the contact surfaces sliding against each other. Opposing the sliding mo-
tion, forces of friction are present in the contact zone. A similar layout of
vibration excitation is also used in the processes of wire flattening and work-
piece drawing using ultrasonics (Severdenko et al. (1976), Vagapov (1987)).
Fig.1.19 shows that this case corresponds to the excitation of radial vibrations
in a bush, causing a periodic compression and release of the guide bar.

In order to clarify how the insertion of ultrasonic vibration, as used in
the arrangement described above, influences processes with dry friction in
the contact zone, a simple two dimensional model may be used as shown in
Fig.1.27. The plate 1 is pulled by a constant force P under the tip 2, which is
pressed on to the plate by the static force G. The tip is subjected to periodic
vibrations u(t) in the direction perpendicular to the contact plane. Due to the
interaction of the tip with the plate, a normal reaction force fn appears. Its
value depends on the rheological properties of the contact and, as it was shown
in the previous section, is determined by a nonlinear dynamic characteristic
fn = fn[u(t), u̇(t)]. Regardless of the particular form of this characteristic, the
following relation between fn and G is valid for steady-state vibration:
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Fig. 1.27.

∫ T

0

fn[u(t), u̇(t)]dt = GT. (1.49)

At the same time, a dry friction force appears in the contact zone,

fτ ≤ ϑfn, (1.50)

acting in the direction opposite to the direction that the contact surfaces are
sliding in relative to each other.

The equality in (1.50) corresponds to the situation when the plate does
not stop during its motion due to friction. A steady motion may now be
considered in which no stops occur. The following expression may be written
for the impulsive force, when the plate is subjected to a constant force P , and
a periodic friction force fτ = ϑfn[u(t), u̇(t)],

ϑ

∫ T

0

fn[u(t), u̇(t)]dt = PT. (1.51)

Comparing (1.49) and (1.51), it is found that a steady motion (with no
stops) takes place under the same conditions that relate the forces acting in
the system with the absence of tip vibration where,

P = ϑG (1.52)

The previous statement is confirmed by the experimental results described
in Pohlman & Lehfeldt (1966), and shown in Fig.1.26 by crosses.

If the static force P < ϑG, then the motion of the plate relative to the
tip is periodically stopped by friction. Certain simplifying assumptions may
be applied to the tip’s contact characteristics with the plate, and allows some
estimates to be made for the plates motion relative to the tip. Let it be
assumed that the stiffness of the contact region is so high that the time of
interaction is negligible compared to the period T of vibration. The existence
of a periodic vibro-impact process (Babitsky (1998), Babitsky & Krupenin
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(2001)) is now assumed and results in the appearance of friction force impulses.
This leads to the plate momentarily stopping during every period of vibration.
After the tip springs back to its unloaded position, the plate moves on with a
constant acceleration subject to the force P , and builds up to the next impact
speed v0 = P

M T , where M is the mass of the plate. Bearing in mind that the
average speed of such a periodic motion is v = v0

2 , it is found that

v =
π

ωM
P, (1.53)

or, for a static force,

P =
ωM

π
v. (1.54)

Thus, if the speed v satisfies the inequality

v < v∗ =
π

ωM
ϑG, (1.55)

the vibrational influence leads to a decrease in the static force required to
overcome friction.

It is interesting to note that, unlike the cases considered in sections 1 and
2, the value of the static force does not depend on the vibration intensity. Due
to the possibility of using small amplitudes of vibration, this arrangement is
appropriate for decreasing friction in kinematic pairs. It may be incorporated
in to the supports of devices with light parts where the insensitivity due to
threshold values of dry friction forces can be eradicated. Dry friction may be
decreased using high-frequency vibration.

Returning to the consideration of ultrasonic processes, the influence of the
contacting part’s rheological properties on the value of static force is esti-
mated. It is assumed that the reaction force fn is described by the character-
istic of a rigid-plastic material (Fig.1.16), with a yield limit D. This means
that the normal force appearing in the contact zone equals fn = D, and the
duration of contact is tc = TG

D . During the time T − tc, the plate acceler-
ates subject to the force P and develops a speed v0 = (T−tc)P

M . The distance
covered in this time is equal to s1 = 1

2v0(T − tc).
When in contact, the plate is retarded by the force ϑD− P until it stops.

The distance covered during this time is equal to s2 = 1
2v

2
0M/(ϑD − P ).

By calculating the average speed of motion v = (s1 + s2)/T , we obtain

v =
π

Mω
P
ϑ(D −G)
(ϑD − P )

. (1.56)

As P < ϑG, it is easily shown that for a constant static force P , the speed
(1.56) is smaller than (1.53); the speed’s boundary value, v∗, is given in both
cases by (1.55). (The parameter v∗ is obtained from (1.53) and (1.56) for
P = ϑG).

The dependence of static force P on the speed of the plate’s motion is
shown in Fig.1.28. Curve 1 corresponds to the relation (1.54). Curves 2 and
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3 represent relation (1.56) for D/G = 2 and D/G = 5 respectively. As a
general rule, ultrasonic processes are advisable for situations when G � D.
Therefore, estimates of the decrease in static force, in the presence of vibration
perpendicular to the sliding surfaces, can be made using the simple relation
(1.54), following from (1.56) when D → ∞.

Fig. 1.28.

Here, it is seen again, that ultrasonic vibration in the contact zone com-
pletely removes insensitivity to static loading which is caused by dry friction.
This effect was experimentally observed in Fridman & Levensque (1959). A
qualitative change of the friction’s character for small sliding speeds in the
presence of ultrasonic vibration perpendicular to the friction surface was no-
ticed in experiments and is reported in Arkhangelsky (1969).

Vibration regimes, with a periodic loss in contact between the rubbing
surfaces have now been considered. These regimes are typical for ultrasonic
systems because of the large acceleration experienced by the vibrating parts.
(For a frequency f = 20kHz and amplitude a = 10μm, the speed of vibration
is equal to aω = 1.2m/s and the acceleration is equal to aω2 = 1.5105m/s2).

To conclude, it must be pointed out that the effects revealed above are
essential in brittle material die forming. The compression of the workpiece
1 (Fig.1.29) inserted into a die cavity 2 results in a flow of material inside
the cavity. At the same time friction forces Q appear on the contact surfaces
hindering deformation. As a result, the total stress in the surface layer of the
material can be high enough to cause crack formation. The cleaving phenom-
enon on a material’s surface is typical for brittle materials with a high yield
limit. Ultrasonic influence prevents the accumulation of shear stresses, making
the influence of friction forces on the contact surfaces of the workpiece and
die almost negligible. This effect, together with the decrease in static force
required for deformation, leads to a qualitative improvement in the plastic
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properties of brittle materials under the influence of ultrasonics. This has
been observed experimentally in Goliamina (1979).

Fig. 1.29.

4. The situation occurring in the drawing of wires, rods and pipes is now
considered. The arrangement of forces, acting on a drawing die during a tradi-
tional method of drawing (without vibration) is shown in Fig.1.4,b. Subsection
1.3.1 contains an estimate of the influence of vibration on the static force re-
quired to overcome friction on the calibration surface of a drawing die. In this
section, the influence of vibration on the resistance, appearing in the conical
part of a drawing die, is estimated.

A model of a rod 3 drawing process, through a drawing die 1, is shown in
Fig.1.30. The drawing die 1 performs harmonic vibration with respect to the
carriage 2 and moves with it at a constant speed v subject to the static force
P . As before, it is assumed that the motion of the drawing die is determined
by (1.34).

Fig. 1.30.
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The displacement of the drawing die forces the conical surfaces to meet
along the normal to the cone

un(t) = u(t) sin θ = (vt+ a sinωt) sin θ, (1.57)

and causes their relative tangential displacement.

uτ (t) = u(t) cos θ = (vt+ a sinωt) cos θ, (1.58)

This generates a normal reaction force fn, and a dry friction force fτ , during
the contact of these surfaces.

Similar to in (1.5), we assume that the normal force fn, is related to the
displacement (1.57) by the characteristic of an elastic-plastic material

f =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0 un ≤ Δn, u̇n > 0,
kn(un −Δn) Δn ≤ un ≤ Δn + Dn

kn
, u̇n > 0,

Dn Δn + Dn
kn

≤ un ≤ unm, u̇n > 0,
Dn + kn(un − unm) unm − Dn

kn
≤ un ≤ unm, u̇n < 0,

0 un ≤ unm − Dn
kn
, u̇n < 0,

(1.59)

where kn and Dn are the stiffness of the linear part of the characteristic and
its yield limit respectively; Δn is the coordinate of the initial contact between
the two surfaces; unm is the maximum value of the function (1.57) over the
period.

The characteristics of dry friction may be written as follows

fτ = ϑfn(un, u̇n) sgn u̇τ (t) = ϑfn(un, u̇n) sgn u̇(t). (1.60)

Projecting the forces (1.59) and (1.60) on to the direction of velocity v
(Fig.1.30), we find the total force acting in the direction of movement. This
total force is a result of the workpiece’s plastic deformation and the frictional
forces on the contacting surfaces

fν = fn sin θ + fτ cos θ = fn sin θ[1 + ϑ ctg θsgn u̇(t)]. (1.61)

Taking (1.57) and (1.59) into account, (1.61) can be rewritten as follows

fν(un, u̇n) = f(u, u̇)[1 + ϑ ctg θ sgn u̇] = f(u, u̇) + f1(u, u̇), (1.62)

where f(u, u̇) is determined by the expression (1.5), and the following substi-
tution should be made,

k0 = kn sin2 θ, D = Dn sin θ. (1.63)

Parameters Δ = Δn/ sin θ and um = unm/ sin θ have the same meaning as in
(1.5).

The equality (1.62) can be considered as the effective dynamic character-
istic of the interaction between the drawing die and the workpiece. The first
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term in (1.62) describes the material deformation forces, while the second rep-
resents the frictional forces. These components are shown in Fig.1.31,a,b; the
total combined characteristic (1.62) is depicted in Fig.1.31,c. Arrows are used
to show the directions of loading and unloading over a deformation cycle. The
following notation is used in Fig.1.31,c:

D1 = Dϑ ctg θ, (1.64)
D0 = D +D1 = D(1 + ϑctg θ). (1.65)

Parameter (1.65) determines the drawing force required without any ultra-
sonic influence.

Fig. 1.31.

The static force required to maintain an ultrasonic drawing process is given
by the formula

P =
1
T

∫ T

0

fν [u(t), u̇(t)]dt. (1.66)
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Evaluating the integral (1.66) using (1.62), (1.5) and (1.14) gives

P =
k0

2π

⎡

⎣

(1 + ϑ ctg θ)[Δτ1 − (Δ+ D
k0

)τ2 + a(cos τ1 − cos τ2)+
+ v

2ω (τ2
2 − τ2

1 )] + (1 − ϑ ctg θ)[umτ3 − (um − D
k0

)τ4+
+a(cos τ3 − cos τ4) + v

2ω (τ2
4 − τ2

3 )] + 2D
k0
τ3ϑ ctg θ

⎤

⎦ , (1.67)

where parameters τi(i = 1, ..., 4) can be found from equations (1.15), Δ is
related to the speed of the process by the equality (1.17), and parameters
k0, D are given by (1.63).

The dependence of static force P on the drawing speed v for different
values of the ratio D/k0a is shown in Fig.1.32. Calculations were carried out
for the following parameter values: coefficient of friction ϑ = 0.1, drawing
die angle θ = 150. As for the processes of plastic deformation, considered
in section 1.2, both continuous and impulse regimes of deformation can take
place during ultrasonic drawing. The relation (1.67) holds in all cases, but for
regimes of continuous deformation, the equalities (1.18) should be taken into
account. In Fig.1.32, the dashed line separates regions of impulse (below) and
continuous (above) deformation.

If the deformation speed v ≤ aω, then according to (1.6), (1.15), and
(1.18), the variable P , as determined by (1.67) takes real values. For v = aω,
(1.18) and (1.15) yield τ1 = τ2 = −τ3 = −τ4 = −π. Substituting these
parameters into (1.67) we obtain P = D0, where D0 is given by (1.65). A
further increase in the drawing speed does not change the static force.

For v = 0, taking (1.17) in to consideration, (1.15) gives

τ1 = arcsin
Δ

a
, τ2 = τ3 =

π

2
, τ4 = π − τ1. (1.68)

Substituting (1.68) into (1.67) we get the relations (1.12), determining the
threshold values of static force. Residual deformations appear if the forces
exceed these values. The threshold values do not depend on the frictional
forces that appear on the contact surfaces. It can easily be shown that ultra-
sonic vibration eliminates the influence of friction in the process of material
deformation when inside its elastic zone. In this case, the reduced dynamic
characteristic (1.62) has the form as shown in Fig.1.33. The thin line shows
the component f(u) which is determined by elastic forces. Characteristics of
this type, with triangular hysteresis loops, are typical for systems in which
dry friction are present (Panovko (1960)). Describing the behaviour of such a
material under vibrational loading, in a way similar to that in section 1.2.2, it
is found that the static force and the deformation are related by the formulae
(1.10) and (1.11). These are the same formulae, as determined by (1.63), used
to relate the deformation of a purely elastic material, with its stiffness k0. Such
a deformation process is described by the characteristic shown in Fig.1.12,a.
Finally, it is found that the plastic deformation in a drawing process starts
with the same value of static force as in the absence of friction. Comparison
of Fig.1.32 with Fig.1.12 makes this clear.
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Fig. 1.32.

Fig. 1.33.
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A decrease in the required drawing force under ultrasonic influence hap-
pens due to both a reduction in the yield limit of the material, and a decrease
in the frictional force. How these components contribute to the total decrease
depends on the relations between the materials elastic-plastic properties, its
coefficient of friction, the parameters of vibration in the drawing die and the
dies geometrical characteristics. In certain conditions the contribution of one
of these components can prevail, as often happens in experiments (Nosal &
Rimsha (1966), Robinson (1964)).

The decrease in the required static force whilst drawing is most pronounced
when drawing rigid-plastic materials. Fig.1.32 shows a curve marked with the
index k0 → ∞ corresponding to this type of material. The curve is plotted
using equations (1.24) and (1.25), obtained in section 2.5, in which the yield
limit D should be replaced with D0 from (1.65).

The approach suggested in this section can be used for the description of
various ultrasonic processes in which both forces of deformation, and frictional
forces are pronounced. The results obtained here allow us to explain many of
the effects observed experimentally. As an example, the plots in Fig.1.32 are
close to the dependence of cutting force, on cutting speed in the turning of
a workpiece with the imposition of ultrasonic vibration applied to the cut-
ting tool. The original results are taken from paper Isaev & Anokhin (1961)
and are shown in Fig.1.5. (See also section 5.1). The same results allow us to
explain the drastic improvement in properties of brittle materials under the
influence of ultrasonics in various processes (Markov (1962, 1966, 1980), Sever-
denko et al. (1973, 1976), Agranat (1974), Pantale et al. (2004), Perepeliatnik
(1961)).

A similar approach can be applied to describe the effect of vibrational
transportation (Blekhman (1999)). This can also happen under the influence
of ultrasonics, if the vibration exciter is in contact with the element being
displaced, and the transducer is orientated correctly (Arkhangelsky (1963),
Bancevicius & Ragulskis (1981), Pohlman & Lehfeldt (1966)).



2

Dynamic characteristics of ultrasonic machines

Size determines an object, but scale determines art.

Robert Smithson (1938-1973)

2.1 Ultrasonic machine arrangements

1. As shown in the previous chapter, the output capacity of an ultrasonic
process increases when the tool vibration speed ωa = 2πfa is increased. The
lower frequencies in the ultrasonic range f = 1.5 · (104− 105) Hz are the most
suitable for the realization of intensive high - frequency vibration. It is for this
reason that the processes and devices described above are classified as being
ultrasonic.

Some typical ultrasonic machine arrangements will now be considered and
some features particular to this special group of vibration machines will be
discussed.

Fig.2.1, a shows the arrangement of an ultrasonic erosion machine used to
cut brittle materials (Rosenberg et al. (1964)). The vibration exciter, a mag-
netostrictive transducer 1, is fixed in the body 2 of the acoustic head using
the shoulder 3 and the thin-walled cup 4. The winding of the transducer is
supplied with an alternating current, at ultrasonic frequency, by the gener-
ator 5. The alternating magnetic field induced by the current in the core of
the transducer, which is made from magnetostrictive material, is transformed
into a mechanical vibration in the core. The waveguide, or concentrator , 6
transmits this vibration to the tool 7. The concentrator takes the form of a
bar with a variable cross section. It is specially designed to transmit vibration
from the transducer, to the tool, with an increase in amplitude (Merkulov
(1957), Merkulov & Kharitonov (1959), Teumin (1959)).

The workpiece 10 is placed under the tool, on a plate 8, in a tray 9, within
an abrasive slurry . The body of the acoustic head is adjusted to the base’s
guides 11 and is subjected to a static force P which drives the tool in the
direction necessary to machine the workpiece. This is the way in which the
ultrasonic cutting of brittle materials, as shown in Fig.1.1, a, is implemented.

The acoustic head is the main component of any ultrasonic machine. The
arrangement of a plastic deformation machine (Fig.1.2), containing the same
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Fig. 2.1.
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components, has already been shown in section 1.2. Ultrasonic surface hard-
ening machines (Fig.1.1, b), sheet forming machines (Fig.1.4, a), and ma-
chines for the welding of polymeric materials (Fig.1.6, b) are built in a similar
manner.

Depending on the type of process, the power of the vibrating system be-
ing used varies between tens of Watts and tens of Kilowatts. Piezoelectric
transducers are often used to excite vibration in a system with a small power
consumption. An arrangement of such a system (Donskoy et al. (1968)) is
shown schematically in Fig.2.1, b. The piezoelectric element 1 is positioned
between parts 3, which are connected with the body 2 of the acoustic head, by
means of elastic membranes 4. The electric generator 5 feeds the piezoelectric
element through the end plates. The vibration generated by the piezoelectric
element is transmitted through the concentrator 6, to the tool 7.

Achieving the maximum amplitude of tool vibration is necessary for the
ultrasonic process to be effective. For this reason, the vibration system is
adjustment to operate within its resonant regime. The system is excited at a
frequency that coincides with one of its eigenfrequencies. Adjustment of the
system’s parameters is usually made under idle conditions; it is assumed that
the influence of the working loads on the resonant frequency of the system
is negligible. This assumption is only correct if the loads applied to the tool
during the working process are dissipative and cause a decrease in vibration
amplitude. This takes place, for example, during the ultrasonic welding of
metals (Fig.1.6, a) in which the only forces acting on the welding tip are due
to dry friction.

In plastic deformation and fracture processes (Fig.1.1, 1.4), the role of the
elastic force is essential. Investigations carried out in Astashev (1968, 1972),
Astashev & Sakaian (1967) show that an increase in driving force leads to a de-
crease in vibration amplitude. This happens because, rather than dissipating
the additional energy in the working zone, the system’s resonant frequency is
changed. This change is a consequence of the pronounced nonlinear distortions
which are caused by the tool - workpiece interaction.

The diverse nonlinear effects that take place in an ultrasonic system during
its working process will be discussed in detail in the Chapter 3.

2. Waveguides are used to transmit ultrasonic energy from its source to
the load generated by the working process. They are one of the main com-
ponents of any ultrasonic system and have very specific properties. The bar
elements used in the vibration system have lengths that are comparable with
the length of an elastic wave within the material. Diagrams showing the vibra-
tion amplitude within the cross sections of the vibration system are shown in
Fig.2.1. The total length of the complete system is approximately equal to the
vibration’s wavelength. The vibration system is designed to generate standing
waves with displacement nodes and antinodes located in specific cross sections
of the bar system.

The acoustic nature of an ultrasonic system is favourable for the en-
ergy transport from the vibration exciter to the working zone. A machine
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designed to create deep holes (Petruha et al. (1970), Tchechina & Yahimovich
(1974b,a)) is shown in Fig.2.2. The vibration is transmitted to the diamond
tool 4 using the concentrator 2 and a bar - waveguide 3. The workpiece 5
rotates with an angular speed Ω around the axes of the hole while the cut-
ting tool, together with the acoustic head, is driven with constant speed v
along the axes. The difference in the way that the tool approaches the work-
piece, compared to that shown in Fig.2.1, must be appreciated. From now
on, if the tool is driven by a constant axial force, as in Fig.2.1, the system
will be categorised as the force approach. If the speed of tool progression into
the workpiece is specified, as in Fig.2.2, the system will be categorised as
the kinematic approach. Both progression mechanisms will be considered in
Chapter 3 and it will be shown that they cause different dynamic properties
in a vibration system. This should be considered when adjusting a machine
to its most efficient resonant regime.

An ultrasonic drilling machine is built in a similar manner. A waveguide
transmits ultrasonic energy to the working zone via a pipe that is fed into the
hole. The upper end of the pipe is connected with the vibration exciter and
the lower end carries a turbodrill. The longitudinal vibration of the pipe leads
to a decrease in the frictional forces at the side wall and improves the feed of
the pipe in to the hole.

An improvement of this nature requires additional energy expenditure
within the system. This additional energy is used to fulfil the working pro-
cess as well as to compensate for the loses caused by the internal friction in
the waveguide’s material. The vibration assisted feed of a bar system, subject
to a distributed dry friction force (Astashev & Hertz (1978), Astashev et al.
(1981)), will be considered in section 3.4.

The high penetrability of ultrasonics predetermines additional energy loses
in the compliant joints between the vibration system and the acoustic head.
Loses are also present in the workpiece’s fastening assembly. These loses are
caused by the variable reaction components present at the fastening points.
Acoustic isolation arrangements (Severdenko et al. (1976)) are used to reduce
these loses. The idea behind acoustic isolation is to fasten the vibration system
at its nodal points, i.e., in the cross sections with minimal vibration amplitude.
The arrangement shown in Fig.2.3 shows how vibration is transmitted from
the electro-acoustic transducer 1 through the concentrator 2 and the treated
workpiece 3 to the reflector 4. The reflector 4 consists of a bar with a length
equal to half the wavelength of the vibration within the material. As a result,
a standing wave is generated within the concentrator and the reflector. A
diagram showing this standing wave is included in Fig.2.3. The concentrator
and reflector are fastened to the machine using the membranes 5 and 6 which
are situated in the nodal positions of the standing wave. This provides acoustic
isolation between the vibrating components and the main body of the machine.
The main body includes the acoustic head housing 7 and the base 8 which
are now only subjected to a static load P. An ultrasonic plastic deformation
machine (Fig.1.2) described in section 1.2 is constructed in a similar manner.
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Fig. 2.2.

The main advantage of using the arrangement shown in Fig.2.3 for the pro-
cesses of die forging, press work and welding of polymeric materials (Holopov
(1972), Kuznetsov & Loschilov (1972), Severdenko et al. (1973, 1976)) is that
any variation in the static load leaves the vibration amplitude at the working
end of the concentrator almost unchanged. This is the case if the vibration
system is excited at the machine’s resonant frequency as found under its idling
conditions. This is customary in ultrasonic machines. In this arrangement, the
contact made between the half-wave reflector and the concentrator does not
disturb the vibration regime established in the transducer - concentrator sys-
tem. Vibration is now performed in unison with the reflector, working as a
single bar system. In such a regime, the working ends of the concentrator and
the reflector move in phase, and the amplitude of their relative displacements
is small. The efficiency of the ultrasonic vibration’s effect on the workpiece’s
material is insignificant.

A different vibration regime was revealed in Astashev & Babitsky (1974);
the working ends of a concentrator and reflector perform vibration in opposite
phase. (The corresponding diagram of the reflector tip’s displacement under
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Fig. 2.3.

these circumstances is shown in Fig.2.3 by a dashed line). The workpiece is
subjected to a vibro-impact action. This is most intensive at resonance, which
occurs under specific conditions which are dependant on the characteristics
of the vibration system, static pressing force and excitation frequency. Under
these precise conditions, the ultrasonic influence is most pronounced. The
vibro-impact process taking place during the interaction of the waveguides
will be considered in section 3.3.

The workpiece itself constitutes a passive waveguide diverting some of the
energy from the active vibration system through the working zone. The ar-
rangement for an ultrasonic drill used to machine holes in long bars is shown
in Fig.2.4. The vibration present in the tubular concentrator 2 is excited by
the transducer 1. Abrasive slurry is conveyed to the cutting zone (Kazantsev
(1963a)) via a hole in the concentrator. The periodic impacts between the con-
centrator and the surface being treated are transmitted through the abrasive
grains, and lead to the erosion of bar 3. Longitudinal vibration is simultane-
ously excited in this bar. Again, adjustments to the vibration system should
be made so that the vibro-impact process is maintained at resonance. This
ensures that the impacts are of the highest intensity possible. It is obvious
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Fig. 2.4.

that the conditions in which resonance occurs will change as the concentrator
progresses into bar 3.

Vibration excitation is also observed within a workpiece during an ultra-
sonic drawing process (Severdenko et al. (1973, 1976)). An arrangement of an
ultrasonic machine used for wire drawing is shown in Fig.2.5. The drawing
die 3, is attached to the output end of a concentrator 2, whose vibration is
excited by an electro-acoustic transducer 1. The wire 4 is drawn through the
die and moves from the feed roller 5 to the take up reel 6. If the rollers are a
significant distance from the drawing die, a travelling wave may be exited in
the wire. This wave gradually decays as it moves further away from its source.

Fig. 2.5.
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Fig. 2.6.

Fig. 2.7.

The generation of a travelling wave in a passive waveguide due to vibro-
impact excitation will be considered in section 2.2.

3. bar elements performing bending vibration are used in a number of
ultrasonic machines. Fig.2.6 shows the arrangement of an ultrasonic metal
welding system (Holopov (1972)). The welding tip 3 is located at the end
of bar 4. The bending vibration present in bar 4 is excited by transducer
1 and concentrator 2, which perform longitudinal vibration. The carriage 5
compresses the metal sheets 7 on to the tip by means of the intermediate bar
6 which applies the static force N .
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Fig. 2.8.

A similar arrangement is used for turning hard-to-machine materials
(Kumabe (1979), Markov (1962, 1966, 1980)) in which ultrasonic vibration
is superimposed on to the cutting tool (Fig.2.7). The cutter 3 is fastened into
the tool holder 4 and is subjected to bending vibration which is transmitted
from the transducer 1 using the concentrator 2.

In an ultrasonic machine used for the processing of brittle materials
(Fig.2.8, a), an electro-acoustic transducer 1 excites vibration which is trans-
mitted to the tools 3 by crisscross connecting bars 2 which perform bending
vibration. The workpieces 4 are situated in four positions on the table 5. The
cross sectional areas of the bars 2 are reduced as they approach the positions
of the tools. In this arrangement, the bars work as waveguides, increasing the
vibration amplitude applied to the tools. The tools, if excited according to
this arrangement, perform both progressive vibration in the direction of cut,
and angular vibration as shown by the arrows. This type of vibration system
is only used in applications which do not require high accuracy machining.

A similar vibration system may also be used in other processes. As an
example, in an ultrasonic drawing machine (Fig.2.8, b) the concentrators 2,
which perform bending vibration, carry the drawing dies 3 through which
the wire is pulled. To exclude undesirable angular vibration in the dies, the
system may be transformed as shown in Fig.2.8, c. In this case, a transducer
1 excites vibration within a membrane 2, which is reinforced on its peripheral
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edges by a cylindrical component. The latter, together with the dies 3 evenly
situated on it, perform only longitudinal vibration along the wire 4 which
is being drawn. Thus, the main arrangements for ultrasonic machines have
been considered. Their designs are described in further detail in the papers
mentioned above.

4. In any ultrasonic machine, no matter what it is used for and whatever
peculiarities it may have; there is an actuator exciting the vibration, and a
vibration system which transmits the vibration to the workpiece. The general
arrangement of an ultrasonic machine can be drawn as shown in Fig.2.9. The
vibration system 2 is connected with the vibration actuator 1 at point 0,
and interacts with a varying load 3 which is generated at point l during the
working process. The vibration actuator transforms electrical oscillations into
mechanical vibration at position 0. The actuator itself is the input element of
the vibration system. The vibration system transforms the input, creating at
the output l the most favourable form of vibration for the fulfilment of the
process being undertaken. Fig.2.9, a shows the chain of elements and the way
in which they are connected.

Subsystems of this chain may now be extracted (Fig.2.9,b). These include
the vibration exciter 1, the vibration system 2 and the load 3. The interaction
forces between the individual components may now be used to replace the
components. These forces are applied at connecting points. The forces acting
on the neighbouring subsystems at these connecting points have the same
magnitude but opposite direction, i.e., they differ only by their sign

f21 = −f12, f23 = −f32. (2.1)

The first subscript indicates the number of the subsystem which experi-
ences the action of the force, the second being the number of the subsystem
generating the force. For the sake of simplicity, the following notation shall
be used,

f21 = f0, f23 = fl. (2.2)

Consider the subsystem 2, which is subjected to the forces f0 and fl. The
one-dimensional motion of the x-th element of the harmonically vibrating
system may be described as,

ux(t) = mx + u0
x(t) = mx + axe

j(ωt+φx) (2.3)

where ax and φx are the amplitude and phase, respectively, of the periodic
component of the element x motion, mx is the constant component of element
x motion and j =

√−1.
It is more convenient to rewrite the periodic component in (2.3) in the

form
u0
x(t) = ãxe

jωt, (2.4)

where
ãx = axe

jφx = ax(cosφx + j sinφx) (2.5)

is the complex amplitude of vibration.
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Fig. 2.9.
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It is assumed that the force fs(t), which acts on element s of the system,
is also a harmonic function of time,

fs(t) = Ps + f0
s (t) = Ps + Fse

j(ωt+θs), (2.6)

where Fs and θs are the amplitude and phase of the periodic component, and
Ps is the constant component of the force.

The periodic component of the force (2.6) may now be rewritten in a
similar manner to (2.4),

f0
x(t) = F̃se

jωt, (2.7)

where,
F̃s = Fse

jθx = Fs(cos θs + j sin θs). (2.8)

5. It is now considered that the vibration system is linear and stationary,
and its motion is described by linear differential equations with constant coef-
ficients. In order to describe the steady-state vibration, dynamic compliance
(receptance) Lsx(jω) is used. This is a complex quantity, which establishes the
relationship between the force fs acting on element s, and the displacement
ux of the arbitrary element x. Using this notation, the motion of element x
can be described as

ux(t) = L0x(jω)f0(t) − Llx(jω)fl(t). (2.9)

Substituting (2.4) - (2.7) into (2.9) and separating the constant and vari-
able components,

mx = L0x(0)P0 − Llx(0)Pl, (2.10)
ãx = L0x(jω)F̃0 − Llx(jω)F̃l. (2.11)

Equality (2.10) relates the constant component of element x displacement
with the constant force components which act in the connecting points of the
system. In this case, the quantity Lsx(0), (s = 0, l) is the static compliance
and can be obtained from the dynamic compliance Lsx(jω) when jω = 0.
Equality (2.11) relates the complex displacement amplitude to the force. For
elements x = 0 and x = l, by virtue of (2.11), it may be written that,

ã0 = L00(jω)F̃0 − Ll0(jω)F̃l, (2.12)
ãl = L0l(jω)F̃0 − Lll(jω)F̃l. (2.13)

The values of dynamic compliances in (2.9) - (2.13) depend on the in-
ertial, elastic and dissipative properties of the vibration system. The exact
expressions for elements that are typically used in ultrasonic machine vibra-
tion systems will be constructed in the sections 2.2 and 2.3. As follows from
(2.11) - (2.13), the dynamic compliance Lsx(jω) is equal to the ratio between
element x complex displacement amplitude ãx and the force F̃s which acts on
element s,
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Lsx(jω) =
ãx

F̃s
. (2.14)

In the following, dynamic stiffnessWsx(jω) is often used. Dynamic stiffness
is the inverse of dynamic compliance,

Wsx(jω) = L−1
sx (jω) =

F̃s
ãx
. (2.15)

It must be noted that to describe linear system vibration in acoustics
(Lependin (1978)), it is customary to use a value of impedance Zsx(jω). This
is equal to the ratio between complex force amplitude F̃s and vibration velocity
jωãx, i.e.

Zsx(jω) =
F̃s
jωãx

. (2.16)

Comparing (2.15) and (2.16), it can be seen that the dynamic stiffness and
impedance of a system are related where,

Wsx(jω) = jωZsx(jω). (2.17)

The quantities (2.14) and (2.15) used in this book not only describe the
periodic components of the processes under consideration, but also provide
relationships between the constant components as seen in (2.10). Chapter 3
will show that these relationships are essential in the analysis of nonlinear
working processes.

Equalities (2.12) and (2.13) are four-pole circuit equations (Kharkevich
(1973)). They relate the two input and two output quantities of a vibration
system. Two additional conditions on F̃0, F̃l, ã0, ãl are necessary to form the
complete description of a four-pole circuit. These conditions are determined by
the physical nature of the processes under consideration. In order to quantify
them, the neighbouring subsystems are considered.

6. Consider subsystem 1, which is a vibration exciter. This subsystem may
also be regarded as a four-pole circuit with electrical input, and mechanical
output sides. Let ν, q be the instantaneous voltage and charge at the input
of the exciter. Steady-state regimes are considered, in which the voltage and
charge are harmonic functions,

ν(t) = ν̃0e
jωt, q(t) = q̃0e

jωt. (2.18)

where ν̃0 and q̃0 are the complex amplitudes of voltage and charge at the input
of the four-pole circuit.

The harmonic force, with amplitude F̃12 = −F̃0, acts at the mechanical
output side of the four-pole circuit. Vibration with an amplitude ã0 is excited.
Two linear relations exist between the electrical input and the mechanical
output quantities (Kikuchi (1969)),

F̃12 = α11(jω)ã0 + α12(jω)q̃0,
ν̃0 = α21(jω)ã0 + α22(jω)q̃0. (2.19)
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The complex coefficients amn(jω) (m,n = 1, 2) are dependant on the pa-
rameters of the mechanical and electrical parts of the actuator. Their exact
form for a typical electro-acoustic transducer will be constructed in section
2.4. The physical meaning of these coefficients becomes clear by letting either
ã0 or q̃0 equal to zero:

α11(jω) = F̃12/ã1|q̃0=0 is the dynamic stiffness of the mechanical part of
the actuator in the absence of current;

α12(jω) = F̃12/q̃0|ã0=0, α21(jω) = ν̃0/ã0|q̃0=0 are the coefficients of
electro-mechanical coupling and determine the mutual influence of the elec-
trical and mechanical parts of the actuator α12(jω) = ±α21(jω) depending
on the type of the transducer;

α22(jω) = ν̃0/q̃0|ã0=0 is the inverse of the actuator’s electrical circuit’s
complex capacitance with no displacement. This quantity may be given in
terms of the impedance Z(jω) of the circuit,

α22(jω) = jων̃0/ĩ0 = jωZ(jω), (2.20)

where ĩ0 = jωq̃0 is the complex amplitude of the current.
According to (2.19), in the absence of transducer loading, i.e., when F12 =

−F0 = 0, the vibration amplitude ã∗0 is equal to,

ã∗0 =
α12(jω)

α2
12(jω) − α11(jω)α22(jω)

ν̃0 =

= −α12(jω)
α11(jω)

q̃0 = − α12(jω)
jωα11(jω)

ĩ0. (2.21)

The value of one of the electrical quantities is usually given. This may be
the voltage ν̃0, if the transducer is fed from a voltage source, or current ĩ0 =
jωq̃0 if a current source is used. In either case, the vibration amplitude ã∗0 of
the unloaded transducer characterizes the excitation of the system. Following
from (2.19), by virtue of (2.1), (2.2), and (2.21), the transducer’s vibration
amplitude when loaded by a mechanical vibration system can be evaluated
by,

ã0 = ã∗0 − Ln(jω)F̃0, (2.22)

where Ln(jω) is the transducer’s dynamic compliance.

Ln(jω) = α−1
11 (jω) (2.23)

when a current source is used, and

Ln(jω) =
[

α11(jω) − α12(jω)α21(jω)
α22(jω)

]−1

(2.24)

when a voltage source is used.
Equality (2.22) relates the displacement amplitude ã∗0 and force F̃0 at the

input to the four-pole circuit (2.12), (2.13). Using this relation, it is found
from (2.12) that,
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F̃0 =
ã∗0 − Ll0(jω)F̃l

L00(jω) + Ln(jω)
, (2.25)

ã0 =
ã∗0L00(jω) + Ln(jω)Ll0(jω)F̃l

L00(jω) + Ln(jω)
. (2.26)

Substituting (2.25) into (2.13), the tool’s vibration amplitude is obtained
in the form,

ãl = ã∗l − LM (jω)F̃l, (2.27)

where,

ã∗l =
L0l(jω)

L00(jω) + Ln(jω)
ã∗0 (2.28)

is the tool’s vibration amplitude under idle conditions, i.e., in the absence of
load (F̃l = 0);

LM (jω) = Lll(jω) − L2
0l(jω)

L00(jω) + Ln(jω)
(2.29)

is the complete dynamic compliance of the vibration system including the
actuator and is adjusted to the tool. The equality

Lsx(jω) = Lxs(jω) (2.30)

is taken into account in (2.29). This equality holds true for any linear system
due to the generalized Rayleigh reciprocity principle (Rayleigh (1945)).

7. Equation (2.27) determines the tool’s vibration amplitude when it’s sub-
jected to the load generated by the interaction between the tool and work-
piece. As shown in the previous chapter, in general, the force generated by the
tool-workpiece interaction is described by a nonlinear dynamic characteristic,

fl = fl[ul(t), u̇l(t)]. (2.31)

The characteristics of a typical process will be considered in section 3.1.
With certain assumptions about the type of process under consideration, char-
acteristics (2.31) allow the relationships between the complex force amplitude
F̃l and displacement ãl to be found,

F̃l = F̃l(ãl). (2.32)

Formulae (2.27) and (2.32) form a closed system of equations for the un-
known process parameters: ãl and F̃l. These problems constitute the main
content of this book and will be considered in great detail in the following
chapters.

In some cases, the load’s characteristic may be obtained by the linear
dependence of the force fl on the tool’s displacement ul(t),

fl(t) = WH(jω)ul(t) = L−1
H (jω)ul(t), (2.33)



66 2 Dynamic characteristics of ultrasonic machines

where WH(jω) and LH(jω) are the dynamic stiffness and compliance of the
load.

This is the case, for example, if the tool-workpiece interaction takes place
during the continuous deformation of a specimen (Fig.2.4, b) within an elastic
zone of the material’s characteristics. Taking into account the type of processes
under consideration (2.4), the following relation can be written for a linear
elastic-viscous material

fl(t) = k0ul(t) + β0u̇l(t) = (k0 + jωβ0)ul(t), (2.34)

where k0 and β0 are the static stiffness and coefficient of resistance to defor-
mation for the specimen.

Comparing (2.33) and (2.34), it is found that,

WH(jω) = k0 + jωβ0. (2.35)

Using (2.4) and (2.7), the complex amplitude of the force (2.33) may be
expressed as,

F̃l = WH(jω)ãl. (2.36)

Substituting (2.36) into (2.27), the tool’s complex vibration amplitude is
found under linear loading conditions,

ãl = ã∗l

[

1 +
WH(jω)
WM (jω)

]−1

, (2.37)

where WM (jω) = L−1
M (jω) is the dynamic stiffness of the vibration system

when adjusted to the tool.
If follows from (2.37), that the loading on the vibration system changes the

tools vibration amplitude from the amplitude ã∗l observed under idle condi-
tions. It must be noted that the loading on the tool can cause both a decrease
or an increase in vibration amplitude, and is dependant on the ratios of the
vibration system’s dynamic stiffness and the load experienced by the system.
This also holds true for a machine working under the influence of nonlinear
loads. Different load characteristics will be considered in the Chapter 3. As
follows from the relationships constructed above, the dynamic behaviour of
ultrasonic machines is hugely determined by the dynamic behaviour of their
parts, or specifically, their dynamic compliances and stiffnesses. These expres-
sions may now be obtained for some typical ultrasonic machine elements.

2.2 Longitudinal vibration within an ultrasonic
bar system

1. ultrasonic machine vibration systems contain many different parts perform-
ing longitudinal vibration. The most common components of this type are bar
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waveguides which have specific cross-sections that vary along the length of the
bar. These should be considered as distributed parameter systems. Strictly
speaking, in any real system, the inertial, elastic and dissipative properties are
continuously distributed within its whole volume. Under certain conditions,
a distributed system of this nature may be simplified and the corresponding
elements may be replaced by lumped masses, concentrated elasticity, and a
damper, to form an idealized model. (The conditions in which this is possible
are obtained below). Tools that are attached to the concentrator , membranes
that fasten the vibration system to the acoustic head and some parts of the
concentrator -transducer joint for example may be modelled by concentrated
elements.

For this reason, an ultrasonic machine’s vibration system is a combination
of distributed and concentrated elements. The main aim of this section is
to quantify the dynamic compliance and stiffness for typical ultrasonic bar
systems which perform longitudinal vibration.

Fig. 2.10.

Consider a bar (Fig.2.10) with length l and cross-section S = S(x) given
by a known function. In order to describe the vibration in the bar, the cross-
sections are assumed to remain flat and the particles lying in the cross-sections
are assumed to move only in the x-direction. Let u(x, t) describe the dis-
placement of the cross-section x from its position within the undeformed bar.
Consider harmonic vibration of the type

u(x, t) = ãxe
jωt = axe

j(ωt+φx). (2.38)

(ãx = ã(x) is the complex amplitude; ax and φx are the amplitude and phase,
respectively, of the vibration at the specified cross-section x). The dependence
of the stress σ on the relative strain ε is given in the form

σ = Ẽε = Ẽ
∂u

∂x
, (2.39)
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where

Ẽ = E

(

1 + j
ψ

2π

)

. (2.40)

E is the elastic modulus and ψ is the coefficient of absorption which character-
izes the dissipation of energy due to the internal friction within the material
(Panovko (1960), Frolov (1995)).

Under these assumptions, the equation of motion for element dx can be
written in the form (see Fig.2.10),

ρSx
∂2u(x, t)
∂t2

dx = dNx =
∂(Sxσ)
∂x

dx,

which, after the substitution of (2.39), yields the equation for longitudinal
vibration within a bar,

ρ
∂2u(x, t)
∂t2

= Ẽ

[
∂2u(x, t)
∂x2

+
S′
x

Sx
· ∂u(x, t)

∂x

]

, (2.41)

where, ρ is the bar material’s density and Sx = S(x) is the area of cross-section
x; S′

x = dS(x)/dx.
Consider an arrangement in which one of the bar’s ends is free and the

other is subjected to a harmonic force. Let x = s be the cross-section that
is subjected to the excitation fs(t) = Fse

jωt. s = l when the excitation is at
the right end of the bar and s = 0 when the excitation is at the left end. The
coordinate of the free end is therefore x = l − s. The solution of equation
(2.41) should now satisfy the boundary conditions:

∂u(x, t)
∂x

|x=l−s = 0,

ẼSx
∂u(x, t)
∂x

|x=s = (−1)1−s/lFsejωt. (2.42)

The factor (−1)1−s/l in the second condition expresses the well-known sign
rule (Feodosiev (1974)) for forces acting at different ends of a bar. Substituting
(2.38) into (2.41) and (2.42) gives,

Ẽ

[

ã′′x +
S′
x

Sx
ã′x

]

+ ρω2ãx = 0, (2.43)

ã′x|x=l−s = 0, ẼSxã′x|x=s = (−1)1−s/lFs. (2.44)

The final solution depends on the waveguide’s form and is determined
by the function Sx which determines the change in cross-section. Once the
complex amplitude ãx is determined, formulae (2.14) and (2.15) allow the
dynamic compliance Lsx(jω) and dynamic stiffness Wsx(jω) to be found.

Solutions for the types of waveguides which are most commonly used in
ultrasonic machines are now constructed.
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2. Considering a bar with a constant cross section Sx = S = const. Equa-
tion (2.41) takes the form

Ẽã′′x + ρω2ãx = 0.

Solutions are sought which satisfy the boundary conditions (2.44), (2.14)
is taken into account and the dynamic compliance is subsequently obtained,

Lsx(jω) = (−1)s/l
λ

ω2ρS

eλx + e−λxe2λ(l−s)

eλs − e−λse2λ(l−s) , (2.45)

where

λ = jω

√
ρ

Ẽ
=

jω

c
√

1 + jψ/2π
. (2.46)

c =
√
E/ρ is the speed of sound in the bar material.

If the exciting force acts on either the right s = l, or the left s = 0 of the
bar, (2.45) gives,

Llx(jω) = − λ

ω2ρS

eλx + e−λx

eλl − e−λl
= − λ

ω2ρS

coshλx
sinhλl

, (2.47)

or

L0x(jω) = − λ

ω2ρS

eλ(l−x) + e−λ(l−x)

eλl − e−λl
= − λ

ω2ρS

coshλ(l − x)
sinhλl

, (2.48)

respectively.
In the following, it is assumed that the dissipative component of the force in

(2.39) is substantially smaller than the elastic component, i.e., the absorption
coefficient ψ is small (ψ � 1). Expanding the expressions containing ψ with
a small parameter power series and retaining only the linear terms, equality
(2.46) becomes,

λ =
(

j +
ψ

4π

)
ω

c
(2.49)

Two particular cases will first be considered.
Let the bar length be so small, that |λ|l � 1. By virtue of (2.49) this

condition is equivalent to

l � c

ω
=

Λ

2π
, (2.50)

where, Λ is the wavelength at the frequency ω.
As 0 ≤ x ≤ l, |λ|x � 1. Expanding the exponents in (2.47) and (2.48) in

a small parameter power series and retaining the fist order terms gives,

Llx(jω) = L0x(jω) = L(jω) = (−Mω2)−1, (2.51)

where M = ρlS is the mass of the bar.
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Equality (2.51) represents the dynamic compliance of the localized mass
M . A short bar i.e. with a length l much shorter than the wavelength of
vibration within it, can be idealized as a rigid body.

Secondly, a semi-infinite bar is considered. It is excited in cross section
x = 0, the limit l → ∞ is applied to (2.48) and (2.49) is accounted for.
Within acceptable accuracy,

L0x(jω) =
1

jωw
exp
[

−
(

j +
ψ

4π

)
ωx

c

]

, (2.52)

where, w = S
√
Eρ is the bar’s wave resistance.

The dynamic compliance at the point of excitation, x = 0, may be written,

L00(jω) = (jωw)−1, (2.53)

as such, the semi-infinite bar is seen to behave as a localized linear damper in
which the damping coefficient is equal to the wave resistance.

If the semi-infinite bar is excited by a harmonic force f(t) = F0e
jωt, the

longitudinal vibration that exists within the bar may be described by the
function

u(x, t) = L0x(jω)F0e
jωt,

or, taking (2.52) into account,

u(x, t) =
F0

jωw
exp
(

− ψω

4πc
x

)

exp
[
jω
(
t− x

c

)]
. (2.54)

This expression represents a travelling harmonic wave. The waves ampli-
tude is seen to decrease exponentially as it propagates along the bar, and
travels at a speed c.

Fig.2.11 shows the form of a travelling wave in a semi-infinite bar; the
dashed line corresponds to the amplitude envelope,

ax =
F0

ωw
exp
(

− ψω

4πc
x

)

. (2.55)

It must be noted that, according to (2.55), a finite bar of sufficient length
may be approximated as being a semi-infinite bar,

l >
4πc
ψω

=
2Λ
ψ
. (2.56)

With such a length, the wave reflected from the free end of the bar, i.e.
returning to the source, is damped by a factor of at least e2.

3. The lengths, l, of the waveguides used in ultrasonic machines are usually
comparable to the wavelengthΛ of the elastic wave. From (2.45) and with anal-
ogy to (2.54), it may be shown that the displacement of cross sections of a bar
of finite length which is subjected to a harmonic excitation fs(t), are formed
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Fig. 2.11.

by the superposition of waves travelling forwards, u1x(x, t) = ã1xe
jω(t−x/c)

and backwards, u2x(x, t) = ã2xe
jω(t+x/c) along the bar.

For the convenience of future consideration, the expressions for dynamic
compliance, (2.47) and (2.48) may be rewritten by substituting (2.49). Only
the linear terms of the small parameter expansion, ψ, are retained. As a result,
(2.47) gives,

Llx(jω) = − l

ESξ

cos ξ xl − j ψ4π
(
cos ξ xl − ξ xl sin ξ xl

)

sin ξ − j ψ4π ξ cos ξ
, (2.57)

where ξ = ωl/c.
Comparing (2.47) and (2.48), it can be seen that the expression for L0x(jω)

can be obtained from (2.57) by substituting l−x for x. This expression is not
given here. In the following, the values of dynamic compliance for the bar’s
end cross sections are most predominantly required. Following from (2.47) and
(2.48),

L00(jω) = Lll(jω), Ll0(jω) = L0l(jω). (2.58)

The first of these equalities is the consequence of the homogeneous bar’s
symmetry; the second reflects the displacement reciprocity principle (Rayleigh
(1945)), which holds for all linear systems.

If the force acting on the bar is fl(t) = Fle
jωt, the complex amplitude of

the bar’s displacement is equal to,

ãx = FlLlx(jω). (2.59)

In the absence of dissipation (ψ = 0), and taking (2.57) into account,
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ãx = axe
−jφx = ã0 cos ξ

x

l
= −Fll cos ξ xl

ESξ sin ξ
. (2.60)

Equality (2.60) determines the amplitude-frequency and phase-frequency
characteristics of the bar in the absence of dissipation. The amplitude-
frequency characteristic at cross section x has the form

ax =
Fll

ES

∣
∣
∣
∣
cos ξ xl
ξ sin ξ

∣
∣
∣
∣ . (2.61)

The vibration’s phase may be determined from the equation

cosφx = −sgn

(
cos ξ xl
sin ξ

)

. (2.62)

These characteristics are shown in Fig.2.12, a, b for a bar’s end cross
section x = l (dashed lines).

At the bar’s resonant frequencies,

ξ = ξn = πn, (n = 0, 1, 2, ...), (2.63)

the amplitude of vibration, ax → ∞. These peaks correspond to normal modes
of vibration (Fig.2.13, a). It follows from (2.60) that,

ax = a0 cosπn
x

l
. (2.64)

According to (2.61), “antiresonant” frequencies also exist,

ξ = ξ∗n = (2n+ 1)π/2, (2.65)

when vibration is excited at point a∗l = 0.
The vibration amplitude at the bar’s free end is given by

a∗0 =
2Fll

πES(n+ 1)
. (2.66)

The antiresonant vibration form is shown in Fig.2.13, b. At the frequen-
cies given by (2.65), the bar’s node appears at the point of excitation. As the
excitation frequency is increased, the node is shifted along the bar. At antires-
onant frequencies, the vibration is seen to exhibit a change in phase. It must be
noted, that “antiresonance” represents the well known effect of dynamic vibra-
tion damping (Kolovsky (1999), Frolov (1995)). The amplitude-frequency and
phase-frequency characteristics, in the presence of energy dissipation (ψ 	= 0),
are shown in Fig.2.12, a, b by continuous lines. The energy dissipation re-
stricts the resonant vibration’s amplitude. According to (2.59), (2.57), and
(2.63), the end cross section’s resonant amplitudes are given by,

a0
0 = a0

l =
4πFll
ψξ2nES

=
4Fll

πψESn2
(2.67)
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Fig. 2.12.

and decrease proportionally to the square of the mode number n. The influence
of dissipation on the mode of vibration is insignificant (Fig.2.13, a).

The amplitudes of vibration corresponding to “antiresonant” frequencies
are given by,

a∗l =
ψFll

4πES
, a∗0 =

δF
ξ∗n

=
2Fll

π(n+ 1)ES
. (2.68)
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Fig. 2.13.

It is interesting that, at “antiresonance”, the amplitude at the point of
excitation does not depend on frequency, and the amplitude of the free end
a∗0 does not depend on the absorption coefficient. As before, all calculations
are limited to the first order terms of the small parameter. With an increase
in frequency, the amplitude a∗0 decreases, and for

ξ ≥ 4π
ψ
, (2.69)

it transpires that a∗0 ≤ a∗l .
According to (2.67) and (5.31), if the excitation frequency satisfies the in-

equality (2.69), the antiresonant amplitude a∗l exceeds the resonant amplitude
a0
l . This means that the vibration system moves out of resonance and there is

no need to take the finite extent of the bar into account. Using the notation
ξ = ωl

c , inequality (2.69) can be rewritten in the form

l ≥ 4πc
ψω

=
2Λ
ψ
,

coinciding with (2.56).
Another peculiarity of inequality (2.69) may now be noted. The dynamic

compliance at the point of excitation x = l, for the resonant frequencies (2.63),
may be found from (2.57),

Lll(jω) =
4πl

jESψξ2
=

4πc
jψωESξ

=
4π

jψωwξ
. (2.70)

It follows from (2.70), that when (2.69) represents an equality, the dynamic
compliance obtained Lll = (jωw)−1, is equal to the dynamic compliance of a
semi-infinite bar (2.53) at the point of excitation.
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4. Analogously to (2.57), and under the assumption of small levels of dis-
sipation; expressions for the dynamic compliances of an ultrasonic machine’s
components can be written in the form,

Lsx(jω) =
Psx(jω)
Q(jω)

=
RePsx(jω) + jImPsx(jω)
ReQ(jω) + jImQ(jω)

, (2.71)

where Psx(jω) and Q(jω) are complex variables. Q does not depend on the
coordinate x or the point of excitation s.

The real components in (2.71) characterize the elastic and inertial prop-
erties of the vibration system. The imaginary components characterize the
dissipative properties and are considered to be small. Therefore, the resonant
condition, providing that the amplitudes are maximal, has the form

ReQ(jωn) = 0, (2.72)

where ωn are resonant frequencies.
An expression can be obtained in order to describe the amplitudes at

resonance,

a0
x =

Fs|Psx(jωn)|
|ImQ(jωn)| = Fs

√
Re2Psx(jωn) + Im2Psx(jωn)

|ImQ(jωn)| . (2.73)

For a given ω, the equality

RePsx(jω) = 0 (2.74)

determines the coordinates of the vibration mode’s nodal points; for a given
coordinate, the equality may also be used to determine the frequency at which
this point becomes a node. When x = s, equation (2.74) gives frequencies of
“antiresonances”. This is because the vibration mode’s node coincides with
the point of excitation. Taking account of (2.74) and (2.71), the vibration
amplitude at the nodal points may be written,

a∗x = Fs
|ImPsx(jω)|

|Q(jω)| = Fs
|ImPsx(jω)|

√
Re2Q(jω) + Im2Q(jω)

. (2.75)

The vibration amplitudes at the nodal points of a system at resonance are,
according to (2.72) and (2.75),

a0∗
x = Fs

|ImPsx(jωn)|
|ImQ(jωn)| . (2.76)

From (2.73), for the points situated at antinodes (neglecting second order
terms),

a∗x = Fs
|RePsx(jωn)|
|ImQ(jωn)| . (2.77)
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Analogously, for the nodes at frequencies far from resonance,

a∗x = Fs
|ImPsx(jω)|
|ReQ(jω)| . (2.78)

As found in Chapter 1, the resonant amplitudes (2.77) at antinodes are
the most important. They exceed the amplitudes (2.75) of the normal modes
nodal points by a factor of ψ−1, and the antiresonant amplitudes (2.78) by a
factor of ψ−2. Therefore, neglecting the small second-order terms in order to
describe a process close to resonance, the following expression for the dynamic
stiffness may be used. This follows from (2.71):

Wsx(jω) = L−1
sx (jω) = Usx(ω) + jVsx(ω), (2.79)

where,

Usx(ω) = ReWsx(jω) =
ReQ(jω)
RePsx(jω)

,

Vsx(ω) = ImWsx(jω) =

=
ImQ(jω)RePsx(jω) − ImPsx(jω)ReQ(jω)

Re2Psx(jω)
.

For the resonant frequencies and amplitudes, instead of using (2.72) and
(2.77); the following expressions may be obtained by using (2.78),

Usx(ωn) = 0; a0
x = Fx/Vsx(ωn). (2.80)

5. When designing ultrasonic machines, it can often be assumed that the
system is operating under conditions of kinematic excitation, i.e., the motion
of one of its components is prescribed. Such an approach is only acceptable
whilst considering heterogeneous waveguides which are attached to an actu-
ator, when the added system’s influence on the actuator is small. Designing
systems of this nature may be achieved by using the same values for dynamic
compliance and stiffness as those used for force excitation.

For the sake of definiteness, the vibration exciter is assumed to actuate
vibration u0(t) = ã0e

jωt with an amplitude of ã0 to the bar vibration system
at cross section x = 0 (Fig.2.14).

A periodic reaction of amplitude F̃0, appears at the intersection between
the vibration system and exciter. The following equality holds true for the
amplitude of the system’s cross sectional displacement,

ãx = F̃0L0x(jω). (2.81)

From (2.81) the reaction force’s amplitude, at x = 0, may be found,

F̃0 = ã0/L00(jω), (2.82)

along with the vibration amplitude
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Fig. 2.14.

ãx = ã0
L0x(jω)
L00(jω)

. (2.83)

Equation (2.83) determines the amplitude-frequency characteristic for the
vibration system under kinematic excitation.

For a homogeneous bar, after substituting values from (2.48), formula
(2.83) takes the form,

ax = a0
coshλ(l − x)

coshλl
,

or, assuming only small dissipation levels,

ax = a0

cos ξ(1 − x
l ) + j ψ4π ξ(1 − x

l ) sin ξ(1 − x
l )

cos ξ + j ψ4π ξ sin ξ
.

The bar’s amplitude-frequency characteristic at cross section x = l, under
kinematic excitation, is shown in Fig.2.12, c. It is described by the equation,

al = a0/

√

cos2 ξ + (
ψ

4π
ξ sin ξ)2.

The frequencies

ξ = (2n− 1)π/2, (n = 1, 2, ...)

correspond to maximum vibration amplitudes, where,

al =
8a0

ψ(2n− 1)
.

Frequencies ξ = πn correspond to minimum vibration amplitudes, for
which al = a0.

It must be noted, that force (2.82) determines the load which the vibration
system exerts on the exciter. Taking (2.79) and (2.82) into account, it is
concluded that this load is minimal under the condition,

U00(jωn) = ReQ(jωn) = 0, (2.84)
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This coincides with (2.72).
If this condition is satisfied, the ratio of vibration amplitudes between

the output x = l, and input x = 0 sides of the system may be written in
accordance with (2.83), (2.79), and (2.84),

K =
al
a0

=
∣
∣
∣
∣
V00(ωn)
V0l(ωn)

∣
∣
∣
∣ =
∣
∣
∣
∣
ReP0l(jωn)
ReP00(jωn)

∣
∣
∣
∣ =
∣
∣
∣
∣
U00(ωn)
U0l(ωn)

∣
∣
∣
∣ . (2.85)

If the vibration system is adjusted in this manner, maximal amplitude
will be seen at the output end of the waveguide, and minimal loading will be
experienced by the vibration exciter. This can be achieved using concentrators
- bars with a variable cross section. Parameter K characterizes the degree to
which the vibration intensity is transformed as it is transmitted from the
exciter to the tool. It is called the concentrator’s amplification coefficient
(Merkulov (1957), Teumin (1959)).

It must be noted that, the amplification coefficient is not dependant on
energy losses within the concentrator’s material. This can be proven using
formula (2.77), and gives a more general expression for the amplification co-
efficient,

K =
al
a0

=
∣
∣
∣
∣
RePsl(jω)
RePs0(jω)

∣
∣
∣
∣ =
∣
∣
∣
∣
Us0(ω)
Usl(ω)

∣
∣
∣
∣ , (s = 0, l), (2.86)

which, for s = 0 leads to (2.85).
The energy dissipation does, however, determine the load (2.82) which acts

on the vibration exciter from the concentrator,

F̃0 = jV00(ω)a0 = jImQ(jω)a0/ReP00(jω), (2.87)

and has a purely dissipative character.
If there is no dissipation in the concentrator, i.e. F̃0 = 0, and the system

is in a steady state with no working load, the vibration exciter experiences no
loading from the vibration system.

6. Some ultrasonic machine concentrators may now be considered. These
may be of a form as shown in Fig.2.15.

In the widely used exponential concentrator (Fig.2.15, a), the cross sec-
tional area varies according to the law,

Sx = S0 exp(−2γx/l). (2.88)

The catenoidal concentrator (Fig.2.15, b) is described by the formula,

Sx = S1 cosh2[γ(x− l)/l]. (2.89)

The cosine concentrator (Fig.2.15, c), can be constructed using the cross
sectional area given by,

Sx = S0 cos2 αx/l (|α| < π/2). (2.90)
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Fig. 2.15.

The cross sectional area of the conic concentrator (Fig.2.15, d) varies ac-
cording to the law

Sx = S0(1 − γx/l)2 (γ < 1). (2.91)

For γ = 0 formulae (2.88) – (2.91) describe a homogeneous waveguide
Sx = S0 = const.

Fig.2.15, e shows a stepped waveguide. It consists of two bars with different
cross sectional areas.

It must be noted that the theory governing ultrasonic concentrators (2.88),
(2.89), and (2.91) was developed in Merkulov (1957) on the basis of free vi-
bration analysis in the absence of dissipation. This theory is widely used for
designing various ultrasonic systems (Gershgal & Freedman (1976), Markov
(1962, 1966, 1980), Rosenberg et al. (1964), Teumin (1959)). In this section,
the results of Merkulov (1957) will be obtained as particular cases of a more
general approach. The dynamic compliances of heterogeneous waveguides will
be constructed, taking their dissipative properties into account. These dy-
namic compliances will then be used for designing concentrators which work
under nonlinear elastic-dissipative loads which are generated by the intended
process.
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To describe the vibration in a heterogeneous waveguide (2.88) – (2.91) and
equation (2.43) may be rewritten using the substitutions,

Sx = r2x, ãx = ỹx/rx. (2.92)

(2.43) now takes the form,

ỹ′′x + ỹx

(
ρω2

Ẽ
− r′′x
rx

)

= 0. (2.93)

Its solution should satisfy boundary conditions (2.44), and the following
relationship should be used,

ã′x = (ỹx/rx)′ = (ỹ′xrx − ỹxr
′
x)/r

2
x. (2.94)

For the exponential waveguide (2.88), equation (2.93) and boundary con-
ditions (2.44) take the form

ỹ′′x + ỹx

[
ρω2

Ẽ
−
(γ

l

)2
]

= 0, (2.95)
(
y′x +

γ

l
yx

)
/rx|x=l−s = 0,

ẼSx

(
y′x +

γ

l
yx

)
/rx|x=s = (−1)1−s/lFs. (2.96)

Looking for a solution to equation (2.95), which satisfies boundary condi-
tions (2.96), and takes expressions (2.92) and (2.14) into account, gives the
exponential waveguide’s dynamic compliance,

Lsx(jω) = (−1)s/leγ
x+s
l ×

×γ(eλx − e−λxe2λ(l−s)) + λl(eλx + e−λxe2λ(l−s))
ω2ρS0l(eλs − e−λse2λ(l−s))

, (2.97)

where λ = j
√

ρω2

Ẽ
− (γl

)2
.

When s = l and s = 0, from (2.97) the following dynamic compliances are
obtained,

Llx(jω) =
γ sinhλx− λl coshλx

ω2ρS0l sinhλ
eγ(1+x

l ), (2.98)

L0x(jω) =
γ sinhλ(x− l) − λl coshλ(x − l)

ω2ρS0l sinhλl
eγ

x
l . (2.99)

Assuming that the absorption coefficient ψ is small in (2.40) and (2.97),
expressions (2.98) and (2.99) may be converted into the form of (2.71) by
expanding the small parameter terms and taking only the first order values:

Lsx(jω) = Psx(jω)/Q(jω), (s = l, 0) (2.100)
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where

Q(jω) =
ES0

l
(ξ2 + γ2)e−γ ×

×
[

sin ξ − j
ψ(ξ2 + γ2)

4πξ
cos ξ

]

, (2.101)

Plx(jω) = eγx/l

⎧
⎪⎨

⎪⎩

γ sin ξ xl − ξ cos ξ xl +

+j ψ4π
ξ2+γ2

ξ [
(
1 − γ xl

)×
× cos ξ xl − ξ xl sin ξ xl ]

⎫
⎪⎬

⎪⎭
, (2.102)

P0x(jω) = Pl(x−l)(jω). (2.103)

ξ = ωl
cφ

, and,

cφ =
c

√

1 − (γclω
)2

= c

√
ξ2 + γ2

ξ
(2.104)

is the phase acoustic speed within the exponential waveguide.
It is noted that equality (2.103) simply follows from the comparison of

(2.98) with (2.99). It is clear that (2.99) can be obtained from (2.98) by the
substitution of x− l for x, i.e., L0x(jω) = Ll(x−l)(jω).

The amplitude-frequency characteristics of the exponential waveguides
cross section, x = l, are shown in Fig.2.16, a. They are generated using ex-
pressions (2.100) – (2.102) in which the waveguide is excited by a harmonic
force fl = Fle

jωt. Using (2.72) and (2.101), the resonant frequencies of the
bar can be found,

ξn = πn (n = 1, 2, ...). (2.105)

These frequencies give maximum vibration amplitudes, and can be found
from (2.73) using (2.101), (2.102), (2.105) and (2.88),

a0
l =

4lFl
ψπESln2[1 + (γ/πn)2]2

. (2.106)

Antiresonant frequencies can be found for x = s = l for condition (2.74),
which, after the substitution of (2.102), leads to the equation,

tan ξ∗n = ξ∗n/γ. (2.107)

An example of the graphical solution for equation (2.107) is shown in
Fig.2.16, b. Antiresonant amplitudes are calculated using the following ex-
pression, which is obtained from (2.77), (2.101), (2.102) and (2.107),

a∗l =
ψ

4π
Fll

ES1

(

1 − γ(1 − γ)
ξ∗2n

)

. (2.108)

It must be noted that frequency ω is related to the dimensionless variable ξ,
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Fig. 2.16.

ω =
c

l

√
ξ2 + γ2. (2.109)

The relations obtained above hold true for ξ > 0 and for frequencies,

ω ≥ ωk = |γ|c/l, (2.110)

for which the phase speed (2.104) takes real values. In the frequency range
below the threshold value, ωk, the exponential bar’s steady state motion does
not exhibit wave behaviour. Even so, its motion can still be described by
equations (2.100) – (2.104) and (2.109), in which case the following value
should be used,

ξ = jς, (2.111)

where, ς ≤ |γ| is a real number.
Assuming ψ = 0, from (2.100) – (2.102), when ω < ωk,

Llx(jω) = − leγ(1+x
l )

ES0(γ2 − ς2)
ς cosh ς xl − γ sinh ς xl

sinh ς
. (2.112)

The amplitude-frequency characteristics of the exponential bar are shown
in Fig.2.16, a, in which 0 < ω < ωk. This corresponds to |γ| ≥ ς ≥ 0. Using
(2.100) – (2.102) for ξ → 0, and (2.112) for ς → 0, the vibration’s amplitude
al at the critical frequency, ω = ωk, may be obtained,

al =
Fll(1 + γ)
ESlγ2

. (2.113)

Interestingly, amplitude (2.113) is not dependant on the dissipation of
energy within the bar’s material.

The exponential bar may be attached to the vibration exciter and used
as a concentrator. If it is excited at a frequency ω, its parameters, according
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to (2.84), should satisfy the equality (2.105). Using notations (2.104), the
concentrator’s length, adjusted to its working frequency is given by,

l =
ξncφ
ω

=
c

ω

√
(πn)2 + γ2. (2.114)

Substituting the appropriate quantities from (2.101) and (2.103), the co-
efficient of amplification (see (2.85)), (5.78) for the exponential concentrator
may be found,

K = eγ =
√
S0/Sl. (2.115)

Equalities (5.77) and (5.78) coincide with those obtained in Merkulov
(1957), Teumin (1959), but are found using a slightly different approach. They
allow the geometrical sizes of the concentrator to be chosen in order to provide
the necessary vibration amplification.

The study of vibration within other heterogeneous waveguide types is car-
ried out in a similar manner. The main results of this analysis are now re-
viewed.

7. For the catenoidal bar (2.89), equation (2.93) can be converted in to
the form (2.95). Its solution, which satisfies the boundary conditions obtained
from (2.44) by using (2.94), allows the dynamic compliance to be found,

Llx(jω) =
λl coshλx− γ tanh γ sinhλx

λẼSl cosh γ(1 − x
l )(λl sinhλl − γ tanh γ coshλl)

, (2.116)

L0x(jω) =

=
l coshλ(l − x)

ẼSl cosh γ(1 − x
l )(λl sinhλl − γ tanh γ coshλl) cosh γ

, (2.117)

where λ is obtained from (2.97).
Converting expressions (5.79) and (5.80) in to the form of (2.71), it is

found that,

Q(jω) = −ξESl
l

×

×
⎧
⎨

⎩

ξ sin ξ + γ tanh γ cos ξ−
−j ψ

4πξ2 ×
[
ξ(ξ2 + γ2)((1 − γ tanh γ) sin ξ + ξ cos ξ)−
−(ξ2 − γ2)(ξ sin ξ + γ tanh γ cos ξ)

]

⎫
⎬

⎭
,(2.118)

Plx(jω) =

{

ξ cos ξ xl − γ tanhγ sin ξ xl − j ψ(ξ2+γ2)
4πξ ×

× [(1 − γ tanh γ) cos ξ xl − ξ xl sin ξ xl
]

}

cosh γ(1 − x
l )

, (2.119)

P0x(jω) =
ξ cos ξ l−xl − j ψ(ξ2+γ2)

4πξ

(
cos ξ l−xl −
−ξ l−xl sin ξ l−xl

)

cosh γ cosh γ(1 − x
l )

, (2.120)

where ξ is obtained from (2.104).



84 2 Dynamic characteristics of ultrasonic machines

The amplitude-frequency characteristic is shown in Fig.2.17, a. The reso-
nant and antiresonant frequencies of the catenoidal bar, subjected to a har-
monic excitation at cross section x = l, can be found by solving equations,

cot ξn = − ξn
γ tanhγ

, (2.121)

tan ξ∗n =
ξ∗n

γ tanh γ
, (2.122)

which are obtained from conditions (2.72) and (2.73), after the substitution
of the corresponding values from (5.81) and (5.82).

Fig. 2.17.

The graphical solution of equations (5.84) and (5.85) is shown in Fig.2.17, b.
The corresponding vibration amplitudes are given by (2.76) and (2.77). Tak-
ing (5.81), (5.82), (5.84), and (5.85) into account, these equalities can be
converted into the form,

a0
l =

4πFll(ξ2n + γ2 tanh2 γ)
ψESl(ξ2n + γ2)(ξ2n + γ2 tanh2 γ − γ tanh γ)

,

a∗l =
ψFll(ξ2n + γ2)(ξ∗2n + γ2 tanh2 γ − γ tanh γ)

4πESlξ∗2n (ξ∗2n + γ2 tanh2)
. (2.123)

The maximum vibration amplitudes (i.e. at resonance) within the bar
follow the enveloping curve, which is generated using equation (5.86). This is
shown in Fig.2.17, a.
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When the catenoidal bar is used as a concentrator at a frequency ω, its
length is chosen, using a similar methodology to (5.77), according to the for-
mula,

l =
c

ω

√
ξ2n + γ2, (2.124)

The coefficient of amplification, (2.85) or (2.86), is given by

K =
cosh γ
| cos ξn| =

√
S0

Sl

1
| cos ξn| , (2.125)

where ξn is the solution of (5.84). Relations (5.84), (5.87) and (5.88) coincide
with those obtained in Merkulov (1957).

8. For the cosine waveguide (2.90), equation (2.93) can also be converted
into the form of (2.95), by using the substitution,

γ = jα. (2.126)

In this instance, the dynamic compliance can be found from (5.79) or
(5.80), where the indexes l and 0 should be swapped over, and l − x should
be substituted for x. This now gives,

Llx(jω) =
l coshλx

ẼS0(λl sinhλl + α tanα coshλl) cosα cosαxl
, (2.127)

L0x(jω) =
λl coshλ(l − x) + α tanα sinhλ(l − x)
λẼS0(λl sinhλl + α tanα coshλl) cosαxl

. (2.128)

In a similar manner, (5.81)–(5.83) may be used to obtain expressions for
the dynamic compliance in the form of (2.71). Taking account of notation
(5.89) for the cosine waveguide, it may be shown that relations (5.84) – (5.87)
hold. These expressions are not reproduced here.

The coefficient of amplification and the length of the cosine concentrator
(2.90) are calculated according to the formula,

K =
1

cosα| cos ξn| =
√
S0

Sl

1
| cos ξn| , l =

c

ω

√
ξ2n − α2, (2.129)

where ξn satisfies the equation,

cot ξn =
ξn

α tanα
. (2.130)

9. For the conical bar (2.91), equation (2.93) takes the form,

ỹ′′x +
ρω2

Ẽ
ỹx = 0.

Its solution, which satisfies the boundary conditions obtained from (2.44),
using (2.94), allows the dynamic compliance to be found,
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Llx(jω) =

=
λ2l(γ sinhλx− λl coshλx)

ω2ρS0(1 − γ xl )(γ
2λl coshλl + ((λl)2(1 − γ) − γ2) sinhλl)

,

L0x(jω) =

=
−λ2l[γ sinhλ(l − x) + λl(1 − γ) coshλ(l − x)]

ω2ρS0(1 − γ xl )(γ
2λl coshλl + ((λl)2(1 − γ) − γ2) sinhλl)

, (2.131)

where λ = jω/
√

ρ/Ẽ = jω

c
√

1+ jψ
2π

.

Converting expression (5.94) into the form of (2.71),

Q(jω) =
ES0

l
×

×
{

[ξ2(1 − γ) + γ2] sin ξ − γ2ξ cos ξ−
j ψ4π [ξ(ξ2(1 − γ) + 2γ2) cos ξ + γ2(ξ2 − 2) sin ξ]

}

, (2.132)

Plx(jω) =
{
γ sin ξ xl − ξ cos ξ xl + j ψξ4π×× [(1 − γ xl ) cos ξ xl − ξ xl sin ξ xl

]

}

/(1 − γ
x

l
), (2.133)

P0x(jω) = −

{
γ sin ξ l−xl + ξ(1 − γ) cos ξ l−xl −
−j ψξ4π [(1 − γ xl ) cos ξ l−xl − (1 − γ)ξ l−xl sin ξ l−xl ]

}

(1 − γ xl )
, (2.134)

where ξ = ωl/c.
The resonant ξn and antiresonant ξ∗n frequencies can be found by solving

equations,

tan ξn =
γ2ξn

ξ2n(1 − γ) + γ2
, (2.135)

tan ξ∗n =
ξ∗n
γ
. (2.136)

The corresponding amplitudes are given by,

a0
l =

4πFll(ξ2n + γ2)
ψES0ξ2n[ξ2n(1 − γ)2 + 3γ2(1 − γ) + γ4]

, (2.137)

a∗l =
ψFll[ξ∗2n − γ(1 − γ)]

4πES0(1 − γ)2(ξ∗2n + γ2)
. (2.138)

When a conical bar is used as a concentrator, at a frequency of ωn, its
length may be calculated according to the formula,

l = cξn/ωn, (2.139)

Its coefficient of amplification (2.85) or (2.86) is determined by virtue of (5.96)
– (5.98) as follows,
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K =
√
S0

S1

∣
∣
∣
∣

ξn(1 − γ)
γ sin ξn + ξn(1 − γ) cos ξn

∣
∣
∣
∣ , (2.140)

or, after a transformation with the help of (5.98),

K =
√
S0

Sl

∣
∣
∣
∣
ξn cos ξn − γ sin ξn

ξn

∣
∣
∣
∣ . (2.141)

Relations (5.98), (5.102) and (2.140) coincide with the relations obtained
in Merkulov (1957) although they are derived in a different way. In Teumin
(1959), the expression for the coefficient of amplification is given in the form
(2.141). Taking (5.98) into account, it is easy to prove that equalities (2.140)
and (2.141) coincide.

10. Waveguides composed of parts with different properties are often used
in ultrasonic machine vibration systems. These parts may be made of differ-
ent materials. The cross sectional areas of these different sections may vary
according to different laws. Some compound parts can be represented in the
form of lumped elements. Different compound concentrators (Merkulov &
Kharitonov (1959)), for example vibration bar systems with a tool attached,
belong to such systems. To describe the compound vibration system, it is
practical to express its dynamic compliance via the dynamic compliances of
its parts.

Consider, as an example, a waveguide, which consists of two steps of length
l1 and l2 (Fig.2.18, a), where l1+l2 = l. Dividing the waveguide at the step, the
interaction of its parts may be represented by a reaction force with amplitude
F̃12.

Fig. 2.18.

New coordinates x1 = x(x1 ∈ [0, l1]), x2 = x− l1(x2 ∈ [0, l2]) may now be
introduced, and displacement amplitude expressions may be written for the
system. The system is under the action of force F̃l, which is applied at end
x = l,
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ã(1)
x1

= F̃12L
(1)
l1x1

(jω),

ã(2)
x2

= F̃lL
(2)
l2x2

(jω) − F̃12L
(2)
0x2

(jω), (2.142)

where the upper index (in brackets) denotes the number of the subsystem to
which the expression corresponds.

Equality a
(1)
l1

= a
(2)
0 reflects the continuity of the system at cross section

x = l1, and allows the reaction amplitude to be found,

F̃12 = F̃lL
(2)
l20

(jω)/[L(1)
l1l1

(jω) + L
(2)
00 (jω)]. (2.143)

Substituting (2.143) into (2.142) and using (2.14), the dynamic compliance
of the compound system may be found,

Llx(jω) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

L
(1)
l1x1

(jω)L
(2)
l2 0(jω)

L
(1)
l1l1

(jω)+L
(2)
00 (jω)

, 0 ≤ x1 = x ≤ l1,

L
(2)
l2x2

(jω) − L
(2)
0x2

(jω)L
(2)
l20(jω)

L
(1)
l1l1

(jω)+L
(2)
00 (jω)

,

0 ≤ x2 = x− l1 ≤ l2.

(2.144)

For x2 = l2, expression (2.144) is identical to expression (2.29), the only
differences are that of notation.

The dynamic compliance of a compound system, excited in cross section
x = 0, can be found in a similar manner,

L0x(jω) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

L
(1)
0x1

(jω) − L
(1)
l1x1

(jω)L
(1)
0l1

(jω)

L
(1)
l1l1

(jω)+L
(2)
00 (jω)

,

0 ≤ x1 = x ≤ l1,
L

(2)
0x2

(jω)L
(1)
0l1

(jω)

L
(1)
l1l1

(jω)+L
(2)
00 (jω)

, 0 ≤ x2 = x− l1 ≤ l2.

(2.145)

Some applications of the relations obtained above are now considered.
The dynamical compliance of a homogeneous bar (Fig.2.18, b) may now be

found. It is subjected at its end x = 0, to a concentrated load, characterized
by the dynamic compliance L(jω). Substituting the values from (2.47) and
(2.48) into (2.144), it is found that,

Llx(jω) = − λ(ρSω2 coshλx− λL−1(jω) sinhλx)
ρSω2(ρSω2 sinhλl − λL−1(jω) coshλl)

. (2.146)

Substituting the limiting factor |L−1(jω)| → ∞ into (2.146), the dynamic
compliance of a bar with a fixed end (Fig.2.18, c) is found,

Llx(jω) = − λ sinh λx
ρSω2 coshλl

. (2.147)

Using (2.46), expression (2.147) is converted into the form (2.71),
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Llx(jω) =
l

ESξ

sin ξ xl − j ψ4π (sin ξ xl + ξ xl cos ξ xl )

cos ξ + j ψ4π ξ sin ξ
, (2.148)

where ξ = ωl
c .

Using (2.72) and (2.76), from (2.148), the resonant frequencies of the bar
are found to be,

ξn = (2n− 1)π/2, (2.149)

where n = 1, 2, ... is the mode number. The amplitude of any cross section
may also be written, for example, x = l,

a0
l =

16Fll
πψES(2n− 1)2

. (2.150)

If the length of the fixed bar is so small that ξ � 1, i.e., condition (2.50)
is satisfied, then for x = l (2.148) can be approximately written in the form,

Lll(jω) = L(jω) =
l

ẼS
=

l

ES(1 + jψ/2π)
=

1
k0 + jωb0

, (2.151)

where k0 = ES/l is the static stiffness of the bar, and b0 = ψk0/2πω is the
equivalent coefficient of resistance.

Equality (2.151) represents the dynamic compliance of the localized elastic-
viscous element (Frolov (1995)).

Expressions (2.144) and (2.145) allow all types of boundary conditions at
the ends of the system to be dealt with. If the load is of an inertial type
(Fig.2.18, d), then expression (2.146), by virtue of (2.51), can be written in
the form,

Llx(jω) = − λ

ρSω2

coshλx + μλl sinhλx
sinhλl + μλl coshλl

, (2.152)

where μ = M
ρSl , M is the mass of the added body.

The influence of a linear viscous resistance, with a compliance of L(jω) =
(jωb0)−1 on the characteristics of bar (Fig.2.18, e) may now be estimated.
The energy losses in the material of the bar (ψ = 0) are neglected. In this
case, from (2.146) and (2.46),

Llx(jω) = − l

ESξ

cos ξ xl + j
b0
w sin ξ xl

sinξ − j
b0
w cos ξ

, (2.153)

where w = ρcS, which is the wave resistance of the bar.
The case when the load resistance b0 is equal to the wave resistance w is

important from the point of view of practical applications. Taking account of
the accepted notation, from (2.153) it is found that,

Llx(jω) =
1

jωw

cos ωc x+ j sin ω
c x

cos ωc l + j sin ω
c l

=
1

jωw
ej

ω
c (x−l). (2.154)
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By comparison with (2.52), it is concluded, that expression (2.154) de-
scribes a travelling harmonic wave, which propagates along the bar from the
excitation source. This means that, under such a load, there is no wave re-
flection from boundary x = 0, and that a finite bar works in a travelling wave
regime (Teumin (1959)).

11. Finally, a system may be considered which consists of two homogeneous
bars. The cross sectional areas are S1 and S2, and their lengths are l1 and
l2 respectively (Fig.2.15, e). Substituting the appropriate values from (2.47)
and (2.48) into (2.144), and assuming that the bars are made from the same
material, it is found that,

Llx(jω) =

⎧
⎪⎪⎨

⎪⎪⎩

− λ
ρω2

coshλx
S1 sinhλl1 coshλl2+S2 sinhλl2 coshλl1

,

0 ≤ x ≤ l1,

− λ
S2ρω2

S1 sinhλ(x−l1) sinhλl1+S2 coshλ(x−l1) coshλl1
S1 sinhλl1 coshλl2+S2 sinhλl2 coshλl1

,

l1 ≤ x ≤ l,

(2.155)

where l = l1 + l2.
It is now possible to consider some particular cases, which follow from

formula (2.155).
In the case when S1 → ∞, the dynamic compliance is obtained for a bar

with a fixed end (2.147).
It is now considered that one of the bars has a very short length, such that

|λli| � 1 (i = 1, 2). If i = 1, and assuming that ρS1l1 = M, l2 = l, formula
(2.152) is obtained. This determines the dynamic compliance of a bar with
a concentrated mass at its end x = 0, (Fig.2.18, d). Similarly, for i = 2, the
dynamic compliance of a bar may be found in which the mass is at the point
of excitation (Fig.2.18, f),

Llx(jω) = − λ

ρω2S

coshλx
sinhλl + μλl coshλl

, (2.156)

where μ = M/ρSl.
From (2.155), calculations may be made for a stepped concentrator (Merkulov

& Kharitonov (1959), Teumin (1959)), as is widely used in ultrasonic equip-
ment. The losses in the concentrator’s material are neglected, i.e., it is assumed
that ψ = 0. Taking account of (2.46), (2.48) may be rewritten as,

Llx(jω) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

− l
Eξ

cos ξx/l
S1 sin ξ1 cos ξ2+S2 sin ξ2 cos ξ1

,

0 ≤ x ≤ l1,
l

ES2ξ
S1 sin(ξx/l−ξ1) sin ξ1−S2 cos(ξx/l−ξ1) cos ξ1

S1 sin ξ1 cos ξ2+S2 sin ξ2 cos ξ1
,

l1 ≤ x ≤ l,

(2.157)

where ξ = ωl/c, ξi = ωli/c = ξli/l, (i = 1, 2).
Using (2.71), (2.72) and (2.157) an equation determining the natural fre-

quencies of a stepped concentrator may be obtained,
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(S1/S2) tan ξ1 = − tan ξ2, (2.158)

this coincides with the generally accepted equation (Merkulov & Kharitonov
(1959), Teumin (1959)).

The amplification coefficient (2.86) is given by

K = | cos ξ1 cos ξ2 − (S1/S2) sin ξ1 sin ξ2|. (2.159)

Taking (2.158) into account, expression (2.158) can be converted to the
known form (Merkulov & Kharitonov (1959), Teumin (1959)),

K =
∣
∣
∣
∣
cos ξ1
cos ξ2

∣
∣
∣
∣ =

S1

S2

∣
∣
∣
∣
sin ξ1
sin ξ2

∣
∣
∣
∣ =

S1

S2

√

1 + tan2 ξ2
(S1/S2)2 + tan2 ξ2

. (2.160)

As follows from (2.160), the maximum amplification coefficient,

K = S1/S2 (2.161)

is achieved for a stepped concentrator when ξ2 = (2k + 1)π/2, ξ1 = (2n + 1)
π/2, (k, n = 0, 1, 2, ...), i.e., the concentrator has lengths equal to,

l1 = (2n+ 1)πc/2ω, l2 = (2k + 1)πc/2ω. (2.162)

These lengths are an odd number of quarter-wavelength multiples, where
the wavelength, Λ = 2πc/ω. As shown in Bogomolov & Simson (1981), such
concentrators demonstrate the maximum amplitude amplification among all
known types of concentrators having the same difference in cross sectional
area.

Fig.2.19 shows the dependence of the amplification coefficient K and
length l, on the ratio of cross section areas S0/S1 for different types of con-
centrators. It relates to the concentrator types shown in Fig.2.15. Curve 1
corresponds to the exponential, 2 the catenoidal, 3 the cosine, 4 the Conic
and 5 the stepped (for l1 = l2).

12. When designing ultrasonic vibration systems, cases often arise when
forces acting on the system are applied in intermediate cross sections x = s
(Fig.2.20, a). In order to describe such a system, it may be separated into
two parts at the position where the force acts. The assumption is made that
the force acts at a single position and against only one of the parts. The
interaction between the two parts can now be replaced with a reaction force
having amplitude F̃12.

Introducing the coordinates x1 = x(x1 ∈ [0, s]), x2 = x− s(x2 ∈ [0, l− s]),
gives a relation similar to (2.142),

ã(1)
x1

= (F̃s + F̃12)L(1)
sx1

(jω),

ã(2)
x2

= −F̃12L
(2)
0x2

(jω).
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Fig. 2.19.

Fig. 2.20.

With the equality ã(1)
s = ã

(2)
0 , the unknown reaction F̃12 can be excluded.

Introducing the notation Lsx(jω) = ãx/F̃s gives,

Lsx(jω) =

⎧
⎪⎨

⎪⎩

L(1)
sx1

(jω)L
(2)
00 (jω)

L
(1)
ss (jω)+L

(2)
00 (jω)

, 0 ≤ x1 = x ≤ s,

L
(2)
0x2

(jω)L(1)
ss (jω)

L
(1)
ss (jω)+L

(2)
00 (jω)

, 0 ≤ x2 = x− s ≤ l − s.
(2.163)

Some examples may now be considered.
The dynamic compliance of a homogeneous bar with free ends (Fig.2.20, b)

may be found. It is excited at cross section x = s. Substituting the appropriate
quantities from (2.47) and (2.48) into (2.163) gives,
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Lsx(jω) =

{
− λ
ρSω2

coshλx coshλ(l−s)
sinhλl , 0 ≤ x ≤ s,

− λ
ρSω2

coshλ(l−x) coshλs
sinhλl , s ≤ x ≤ l.

(2.164)

Comparing (2.164) for x = l, and (2.47) for x = s the following equality
is obtained,

Lsl(jω) = Lls(jω), (2.165)

which is a manifestation of the reciprocity principle.
Taking account of (2.57), (2.63) and (2.165) the following expression can

be written, giving the resonant vibration amplitude of cross section x = l.
The bar is excited by a harmonic force fs = Fse

jωt at cross section x = s.

ãl =
4Fsl

ψπESn2

[

cosπn
s

l
− j

ψ

4π

(
cosπn

s

l
− πn

s

l
sinπn

s

l

)]

. (2.166)

If force fs acts at one of the antinodes of the bar’s natural vibration mode
(2.64), i.e. it is applied at the point s = lk/n, where k ≤ n is an integer, then
expression (2.163) leads to formula (2.67). When the force acts at one of the
nodal points s = l(2k + 1)/2n (2.64), then (2.166) yields,

al =
Fsl(2k + 1)
2πESn2

. (2.167)

The amplitude (2.167) is an order of magnitude smaller than the ampli-
tude given by (2.67). Therefore, if the exciting force acts at the node of the
bar’s natural vibration mode, the corresponding resonance is not revealed and
observed experimentally.

In a similar manner to that of (2.163), the dynamic compliance of a bar
with a fixed end (Fig.2.20, c) may now be found. It is subjected to excitation
at cross section x = s. Taking (2.147) and (2.148) into account,

Lsx(jω) =

{
− λ
ρSω2

sinhλx coshλ(l−s)
coshλl , 0 ≤ x ≤ s,

− λ
ρSω2

coshλ(l−x) sinhλs
coshλl , s ≤ x ≤ l.

(2.168)

It must be noted that expressions (2.164) and (2.168) can be found in
Butkovsky (1977, 1979) in which they were obtained using a different method.

Using the results obtained above, the bar system’s vibration may now be
considered. This results from a distributed force that acts along the system
according to the law q(x), (Fig.2.20, d). Force q(s)ds acts on element ds at
cross section s and causes the vibration of cross section x with an amplitude
dãx = Lsx(jω)q(s)ds. The amplitude of cross section x under the action of
the distributed load is,

ãx =
∫ l

0

Lsx(jω)q(s)ds. (2.169)

As an example, consideration shall be given to a homogeneous bar’s vi-
bration when subjected to an excitation force q(x) = q = const, which is
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uniformly distributed along its length, (Fig.2.20, e). Substituting (2.168) into
(2.169) and integrating gives,

ãx =
q

ρSω2

coshλ(l − x) − coshλl
coshλl

. (2.170)

For a small value of ψ, expression (2.170) can be converted, by virtue of
(2.49), to the form,

ãx =
ql2

ESξ2
cos ξ(1 − x

l ) − cos ξ + j ψξ4π [(1 − x
l ) sin ξ(1 − x

l ) − sin ξ]

cos ξ + j ψ4π ξ sin ξ
, (2.171)

where ξ = ωl/c.
Equality (2.171) allows the amplitudes and phases of all cross sections

within the bar to be determined. For example, the vibration amplitude at
cross section x = l, at its resonant frequency (2.149), is given by,

a0
l =

32ql2

π2ψES(2n− 1)3
. (2.172)

As follows from the comparison between (2.172) and (2.150), the excita-
tion of a system using a concentrated force is more efficient than by using a
distributed force. This is provided that the total force Fl = ql is the same.
This is especially noticeable during the excitation of higher vibration modes.

The approach developed in this section allows the vibration of complicated
systems to be described by using known dynamic characteristics of their parts.
Of course, a similar approach can be applied to describe the torsional vibra-
tion of bars or transverse vibration of strings using the same equations. The
general relations obtained in this section can also be used to describe bend-
ing vibration within bar systems in cases when the interaction between the
subsystems leads only to the appearance of transverse forces and does not
cause bending moments at the joints of the parts. In general, the description
of bending vibration gives rise to a number of specific peculiarities that will
be discussed in the next section.

2.3 Bending vibration within an ultrasonic bar system

1. Consider the bending vibration of a bar system that is excited by a harmonic
transverse force fs(t) = F̃se

jωt, and a bending moment rs(t) = R̃se
jωt. These

act at cross section x = s (Fig.2.21, a).
The motion of the system’s arbitrary cross section x is characterized by the

displacement ux of its centre of inertia, and its rotation θx = ∂ux/∂x. Consider
the steady state motion of the form (2.38). The displacement amplitude and
rotation angle are related as follows,

θ̃x = dãx/dx. (2.173)
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Fig. 2.21.

A notion similar to that of dynamic compliance Lsx(jω) (see (2.14)) may
be introduced for an action of bending moment. The dynamic compliance for
a bending moment system can be written,

Γsx(jω) = ãx/R̃s, (2.174)

This relates the complex amplitude of the bending moment at cross section
s to the displacement of cross section x. Firstly, the dynamic compliances
Lsx(jω) and Γsx(jω) of a homogeneous bar with free ends may be found. The
bar is excited in cross section s = l (Fig.2.21, b), or s = 0. To facilitate this,
the equation for bending vibration in a homogeneous bar (Biderman (1978),
Timoshenko (1955)) may be written,

ρ
∂2u(x, t)
∂t2

+ Ẽ0I
∂4u(x, t)
∂x2

= 0, (2.175)

where ρ is the mass of the bar per unit length; Ẽ0 = E0(1 + jψ/2π); E0 is
the modulus of elasticity; ψ is the absorption coefficient; I is the moment of
inertia at the bar’s cross section.

If the bar is excited at cross section x = l, the solution of equation (2.175)
should satisfy the following boundary conditions:

∂2u(x, t)
∂x2

|x=0 = 0,
∂3u(x, t)
∂x3

|x=0 = 0, (2.176)

∂2u(x, t)
∂x2

|x=l = 0, Ẽ0I
∂3u(x, t)
∂x3

|x=l = −fl(t) (2.177)

for a force excitation, and

Ẽ0I
∂2u(x, t)
∂x2

|x=l = rl(t),
∂3u(x, t)
∂x3

|x=l = 0 (2.178)

for a moment excitation.
Substituting (2.38) into (2.175) – (2.178) the following equation is obtained

to determine the complex amplitude ãx,

ãx − Ẽ0I

ρω2
· d

4ãx
dx4

= 0 (2.179)

with boundary conditions,



96 2 Dynamic characteristics of ultrasonic machines

d2ãx
dx2

|x=0 =
d3ãx
dx3

|x=0 = 0,

d2ãx
dx2

|x=l = 0, Ẽ0I
d3ãx
dx3

|x=l = −F̃l,

Ẽ0I
d2ãx
dx2

|x=l = R̃l,
d3ãx
dx3

|x=l = 0. (2.180)

In the following derivation, use is made of the Krylov functions that are
dependant on frequency. These are tabulated in Ananiev (1946) and use the
same notation:

S(z) =
1
2
(cosh z + cos z), T (z) =

1
2
(sinh z + sin z),

U(z) =
1
2
(cosh z − cos z), V (z) =

1
2
(sinh z − sin z),

A(z) = cosh z sin z + sinh z cos z,
B(z) = cosh z sin z − sinh z cos z,
C(z) = 2 cosh z cos z, S1(z) = 2 sinh z sin z,
D(z) = cosh z cos z − 1, E(z) = cosh z cos z + 1. (2.181)

By looking for solutions of equation (2.179) which satisfy boundary con-
ditions (2.180), values are found for dynamic compliances (2.14) and (2.174),

Llx(jω) =
2l3

E0Iξ̃3D(ξ̃)

[
U(ξ̃)T (ξ̃

x

l
) − V (ξ̃)S(ξ̃

x

l
)
]
, (2.182)

Γlx(jω) =
2l2

E0Iξ̃2D(ξ̃)

[
T (ξ̃)T (ξ̃

x

l
) − U(ξ̃)S(ξ̃

x

l
)
]
, (2.183)

where ξ̃ = l
(
ρω2

Ẽ0I

)1/4

= ξ(1 + j ψ2π )−1/4, ξ = l
(
ρω2/E0I

)1/4.
Taking account of the geometrical symmetry of a homogeneous bar (Fig.2.21,

b), expressions can be written for its dynamic compliance when it is excited
at cross section x = 0,

L0x(jω) = Ll(l−x)(jω), Γ0x(jω) = Γl(l−x)(jω), (2.184)

i.e. these expressions can be obtained from (2.182) and (2.183) by changing x
to l − x.

According to (2.173), (2.14) and (2.174), the amplitude of cross section x
rotation angle, when excited in cross section s by a force or moment, is given
by,

θ̃x = F̃sL
′
sx(jω), θ̃x = R̃sΓ

′
sx(jω), (2.185)

where the dash denotes differentiation with respect to x.
The values of L′

sx(jω) and Γ ′
sx(jω), in addition to (2.182) and (2.183),

can be considered to be dynamic compliances relating the force and moment
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acting in the s cross section with the angular displacement of cross section
x. Substituting functions (2.181) into expressions (2.182) – (2.185) allows the
validity of the following equalities to be checked,

L′
ll(jω) = Γll(jω), L′

00(jω) = Γ00(jω), L′
l0(jω) = −Γl0(jω). (2.186)

These equalities mean that the angular displacement of a peripheral cross
section, as caused by a unitary force, is equal to the linear displacement of
the same cross section under the action of a unitary moment.

As follows from (2.182) – (2.185), any dynamic compliance can be rewritten
in the form (2.71). It can then be used to analyse the system’s vibration in a
similar way as shown in subsection 2.2.4. As an example, dynamic compliances
(2.182) and (2.183) are converted in to the form of (2.71) for x = l,

Lll(jω) =
l3

E0Iξ3
B(ξ) − j ψ8π [3B(ξ) − ξS1(ξ)]

D(ξ) − j ψξ8πB(ξ)
, (2.187)

Γll(jω) =
l2

2E0Iξ2
S1(ξ) − j ψ8π [2S1(ξ) − ξA(ξ)]

D(ξ) − j ψξ8πB(ξ)
. (2.188)

In accordance with (2.187) and (2.188), the resonant frequencies of the bar
are determined by the solutions of equation D(ξ) = 0, or, taking into account
notations (2.181),

cosh ξ cos ξ − 1 = 0. (2.189)

With sufficient accuracy, nonzero solutions of this equation are given by,

ξn =
π

2
(2n+ 1) (n = 1, 2, ...). (2.190)

(This can easily be shown using the function (2.181) given in tables (Ananiev
(1946))).

For the resonant vibration amplitudes,

al =
8πFll3

ψξ4nE0I
=

128
ψπ3(2n+ 1)4

Fll
3

E0I
(2.191)

when using force excitation, and

al =
4πRll2S1(ξn)
ψξ3nE0IB(ξn)

=
64

ψπ2(2n+ 1)3
Rll

2

E0I
(2.192)

when using moment excitation. In (2.192) it is assumed that S1(ξn)/B(ξn) = 2
for frequencies (2.190).

Antiresonant frequencies can be obtained for force or moment excitation
by solving equations,

B(ξ) = 0, S1(ξ) = 0

respectively.
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The first equation gives values,

ξ∗n =
π

4
(4n+ 1) (n = 1, 2, ...), (2.193)

while the second leads to,

ξ∗n = πn (n = 1, 2, ...). (2.194)

At frequencies (2.193) under force excitation conditions, and (2.194) under
moment excitation conditions, cross section x = l centre of inertia remains
practically static. As such, this cross section only performs angular vibration
with an amplitude determinable from equalities (2.185). There are also specific
frequencies at which the cross section performs purely translational vibration.
When a force is used to excite vibration, purely translational vibration exists
in cross sections x = 0 and x = l. This occurs at frequencies (2.194) and can
be shown from equalities (2.186). In particular, it follows that the dynamic
compliance (2.186) describes the angular vibration of cross section x = l whilst
subjected to a force f(t), for which the frequencies (2.194) are antiresonant.
It should be noted that, in principle, different types of motion may take place
within the vibration system’s cross sections. This should be taken into account
when considering the motion of an ultrasonic system’s working parts. This has
been mentioned previously in section 2.1 (see, for example, Fig.2.8, a). It will
be demonstrated later, that sections containing several modes of vibration can
be efficiently realized by careful dynamic adjustment of the vibration system’s
components.

It can be shown, that at low frequencies of excitation, quantities (2.182)
and (2.183) describe the bar’s vibration as that of a rigid body. Assuming
that ξ � 1, both the numerators and denominators of expressions (2.182)
and (2.183) can be expanded into a power series of the small parameter ξ.
Taking only the first term of the expansion into account gives,

Llx(jω) =
2(1 − 3x

l )
ρlω2

= − 1
Mω2

− lx1

2Jω2
, (2.195)

Γlx(jω) =
6(1 − 2x

l )
ρl2ω2

= − x1

Jω2
, (2.196)

where, M = ρl is the mass of the bar; J = ρl3/12 is its moment of inertia with
respect to the centre of mass; x1 = x− l

2 is the coordinate under consideration
and is measured from the components mass centre.

Equality (2.196) describes the displacements of the bar’s cross sections,
during angular vibration, as caused by a unitary moment. The dynamic com-
pliance, in the instance of angular vibration, may be written,

Γ ′
lx(jω) = Γ ′(jω) = − 1

Jω2
. (2.197)

The first term in the right side of(2.195) describes the displacement due to
translational vibration within the bar when subjected to a unitary force, the
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second determines the displacement due to angular vibration with respect to
the centre of mass and is subject to the moment created by a unitary force
with a moment arm l/2.

Analogously to (2.182) and (2.183), the dynamic compliances of system
components can be found. These correspond to the boundary conditions im-
posed at the edges of the components. A selection are given in Table 2.1.

2. Using dynamic compliance expressions for various components, as given
in Table 2.1, dynamic compliances Lsx(jω) and Γsx(jω) for a system being
excited at an intermediate cross section x = s may be calculated. The system
under consideration is disjointed at the point at which the excitation force
acts. It is assumed that this force acts on one of the components and the
interaction between the components can be replaced by an equivalent force
and moment having amplitudes F̃12 and R̃12 respectively. Introducing the
coordinate systems x1 = x(x1 ∈ [0, s]) and x2 = x− s(x2 ∈ [0, l− s]) gives,

ã(1)
x1

= Ãx1 + F̃12L
(1)
sx1

(jω) + R̃12Γ
(1)
sx1

(jω),

ã(2)
x2

= −F̃12L
(2)
0x2

(jω) − R̃12Γ
(2)
0x2

(jω), (2.198)

where Ãx1 = F̃sL
(1)
sx1(jω) for force excitation and Ãx1 = R̃sΓ

(1)
sx1(jω) for mo-

ment excitation.
Using the obvious equalities ã(1)

s = ã
(2)
0 and ã

′(1)
s = ã

′(2)
0 , the following

system of equations for the unknown reactions F̃12 and R̃12 can be obtained:

α11F̃12 + α12R̃12 = −Ãs,
α21F̃12 + α22R̃12 = −A′

s, (2.199)

where, α11 = L
(1)
ss + L

(2)
00 , α12 = Γ

(1)
ss + Γ

(2)
00 , α21 = α12, α22 = Γ

′(1)
ss + Γ

′(2)
00 .

Solving (2.199) gives,

F̃12 =
α12A

′
s − α22As

α11α22 − α2
12

, R̃12 =
α12As − α11A

′
s

α11α22 − α2
21

. (2.200)

Substituting (2.200) into (2.198), and using (2.14) and (2.174), expressions
can finally be found for the dynamic compliances.

As an example, consider the vibration within a homogeneous bar with
hinged supports which is subjected to excitation in cross section x = s by a
force (Fig.2.22, a), and a moment (Fig.2.22, b).

Using dynamic compliance expressions from Table 2.1 (lines 3 and 4), the
coefficients of equations (2.199) are found,

α11 = − l3

Ẽ0Iξ̃3

[
S1(ξ̃l)
B(ξ̃l)

+
S1(ξ̃2)
B(ξ̃2)

]

,

α12 = − l2

Ẽ0Iξ̃2

[
A(ξ̃l)
B(ξ̃l)

− A(ξ̃2)
B(ξ̃2)

]

,

α22 = − l

Ẽ0Iξ̃

[
C(ξ̃l)
B(ξ̃l)

+
C(ξ̃2)
B(ξ̃2)

]

,
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Table 2.1.
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Fig. 2.22.

where, ξ̃ = l
(
ρω2

ẼI

)1/4

, ξ̃1 = ξ̃ sl , ξ̃2 = ξ̃ l−sl .
Using formulae (2.200), the reactions between the components may be

found,

F̃12 = − Fs

S1(ξ̃)
(sin ξ̃1 cos ξ̃2 sinh ξ̃ + sinh ξ̃1 cosh ξ̃2 sin ξ̃),

R̃12 = − Fsl

ξ̃S1(ξ̃)
(sin ξ̃1 sin ξ̃2 sinh ξ̃ +

+ sinh ξ̃1 sinh ξ̃2 sin ξ̃) (2.201)

for force excitation, and

F̃12 = − ξRs

lS1(ξ̃)
(cos ξ̃1 cos ξ̃2 sinh ξ̃ + cosh ξ̃1 cosh ξ̃2 sin ξ̃),

R̃12 = − Rs

S1(ξ̃)
(cos ξ̃1 sin ξ̃2 sinh ξ̃ +

+ cosh ξ̃1 sinh ξ̃2 sin ξ̃) (2.202)

for moment excitation.
By substituting (2.201), (2.202) and the appropriate expressions from

Table 2.1 into equalities (2.198), the required dynamic compliances are
obtained,

Lsx(jω) =
l3

Ẽ0Iξ̃3
×

×
⎧
⎨

⎩

sinh ξ̃ sin ξ̃ l−sl sin ξ̃ xl −sin ξ̃ sinh ξ̃ l−sl sinh ξ̃ xl
S1(ξ̃)

, 0 ≤ x ≤ s,

sinh ξ̃ sin ξ̃ sl sin ξ̃ l−xl −sin ξ̃ sinh ξ̃ sl sinh ξ̃ l−xl
S1(ξ̃)

, s ≤ x ≤ l;
(2.203)

Γsx(jω) =
l2

Ẽ0Iξ̃2
×

×
⎧
⎨

⎩

− sinh ξ̃ cos ξ̃ l−sl sin ξ̃ xl +sin ξ̃ cosh ξ̃ l−sl sinh ξ̃ xl
S1(ξ̃)

, 0 ≤ x ≤ s,

sinh ξ̃ cos ξ̃ sl sin ξ̃ l−xl −sin ξ̃ cosh ξ̃ sl sinh ξ̃ l−xl
S1(ξ̃)

, s ≤ x ≤ l.
(2.204)

An expression similar to (2.203) is given in Butkovsky (1979). From
(2.204), when s = l the dynamic compliance of the component shown in
line 11 of Table 2.1 is obtained.
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Dynamic compliances of systems with different boundary conditions can
be found in a similar manner. As an example, for a homogeneous cantilever
bar, the coefficients of equation (2.199) take the form,

α11 =
l3

Ẽ0Iξ̃3

[
B(ξ̃l)
E(ξ̃l)

+
B(ξ̃2)
D(ξ̃2)

]

,

α12 =
l2

2Ẽ0Iξ̃2

[
S1(ξ̃l)
E(ξ̃l)

− S1(ξ̃2)
D(ξ̃2)

]

,

α22 =
l

Ẽ0Iξ̃

[
A(ξ̃l)
E(ξ̃l)

+
A(ξ̃2)
D(ξ̃2)

]

. (2.205)

By substituting coefficients (2.205) and the appropriate quantities from
lines 1, 2, 9 and 10 of Table 2.1 into expressions (2.200) and (2.198), the
dynamic compliances of a cantilever bar, subjected to the excitation of a
force and a moment in cross section x = s, are obtained,

Lsx(jω) =
l3

2Ẽ0Iξ̃3E(ξ̃)
×

×
{
χ1(ξ̃1, ξ̃2)U(ξ̃ xl ) − χ2(ξ̃1, ξ̃2)V (ξ̃ xl ), 0 ≤ x ≤ s,

χ3(ξ̃1, ξ̃2)T (ξ̃ l−xl ) − χ4(ξ̃1, ξ̃2)S(ξ̃ l−xl ), s ≤ x ≤ l,
(2.206)

where,

χ1(ξ̃1, ξ̃2) = 2T (ξ̃1)E(ξ̃2) − 2U(ξ̃1)B(ξ̃2) − V (ξ̃1)S1(ξ̃2),
χ2(ξ̃1, ξ̃2) = 2S(ξ̃1)E(ξ̃2) − 2T (ξ̃1)B(ξ̃2) − U(ξ̃1)S1(ξ̃2),
χ3(ξ̃1, ξ̃2) = 2D(ξ̃1)U(ξ̃2) − 2B(ξ̃1)V (ξ̃2) − S1(ξ̃1)S(ξ̃2),
χ4(ξ̃1, ξ̃2) = 2D(ξ̃1)V (ξ̃2) − 2B(ξ̃1)S(ξ̃2) − S1(ξ̃1)T (ξ̃2);

Γsx(jω) =
l2

2Ẽ0Iξ̃2E(ξ̃)
×

×
{
χ5(ξ̃1, ξ̃2)U(ξ̃ xl ) − χ6(ξ̃1, ξ̃2)V (ξ̃ xl ), 0 ≤ x ≤ s,

−χ7(ξ̃1, ξ̃2)T (ξ̃ l−xl ) + χ8(ξ̃1, ξ̃2)S(ξ̃ l−xl ), s ≤ x ≤ l,
(2.207)

where,

χ5(ξ̃1, ξ̃2) = 2V (ξ̃1)A(ξ̃2) + 2S(ξ̃1)E(ξ̃2) + U(ξ̃1)S1(ξ̃2),
χ6(ξ̃1, ξ̃2) = 2U(ξ̃1)A(ξ̃2) + 2V (ξ̃1)E(ξ̃2) + T (ξ̃1)S1(ξ̃2),
χ7(ξ̃1, ξ̃2) = 2D(ξ̃1)T (ξ̃2) + 2A(ξ̃1)S(ξ̃2) + S1(ξ̃1)V (ξ̃2),
χ8(ξ̃1, ξ̃2) = 2D(ξ̃1)U(ξ̃2) + 2A(ξ̃1)T (ξ̃2) + S1(ξ̃1)S(ξ̃2);

Notations ξ̃,ξ̃1 and ξ̃2 used in (2.206) and (2.207) are the same as that
used in (2.201). It is easy to prove that when s = l, expressions (2.206) and
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(2.207) can be written in the form shown in lines 1 and 2 of Table 2.1. Using
dynamic compliances in the form of (2.203), (2.204), (2.206) and (2.207),
bending vibration of bars, caused by forces that are distributed along their
lengths, may be considered. This can be done in a similar manner to the
considerations shown in the section 2.1; vibration caused by a distributed force
is described by formula (2.169). As an example, for a hinged homogeneous bar,
excited by a distributed load and with a density of q0; substituting (2.203)
into (2.169) and with subsequent integration, it is found that,

ãx =
q0l

4

Ẽ0Iξ̃4

cosh ξ̃
2 cos( ξ̃2 − ξ̃ xl ) + cos ξ̃2 cosh( ξ̃2 − ξ̃ xl ) − 2C( ξ̃2 )

C( ξ̃2 )
. (2.208)

In the instance of moment excitation, the quantity Lsx(jω) in (2.169)
should be replaced by Γsx(jω); q(s) is the moment distribution density.

3. The most important task in designing ultrasonic machine vibration sys-
tems is obtaining the tool motion parameters. In most cases, the tool can be
considered as a rigid body which is attached to the bar system. As mentioned
previously, during the bar’s bending vibration, the body to which it is at-
tached performs complicated motion in a plane. The problem of finding this
motion may now be considered. Its solution will be used later, for analysing
the nonlinear processes that take place in ultrasonic vibration systems.

Bending vibration within the bar is now considered. A body is attached
to its end and is subjected to an external harmonic excitation fc(t) = Fce

jωt,
applied at its mass centre C (Fig.2.23).

Fig. 2.23.

In order to describe the displacement of bar cross sections from their undis-
torted state, the function ux(t) = ãxe

jωt shall be used. The motion of the ad-
ditional body is described by the coordinate of its mass centre uc(t) = ãce

jωt

and its rotation angle θc(t) = θ̃ce
jωt. For small levels of vibration, these quan-

tities are related as,

ãc = ãl + rθ̃c, θ̃c = θ̃l =
dãx
dx

|x=l, (2.209)
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where r is the distance between the mass centre of the body and its fixing
point.

Using notation F̃l and R̃l for the cutting force amplitude and bending
moment in the bar’s cross section x = l, and dynamic compliances (2.51) and
(2.197) describing translational and angular vibration of the solid body, the
following amplitude relations hold true,

−Mω2ãc = Fc − F̃l, −Jω2θ̃c = rF̃l − R̃l, (2.210)

where M and J are the body’s mass and moment of inertia with respect to
the axis passing through its mass centre.

The motion of the bar is described using dynamic compliances Llx(jω)
and Γlx(jω),

ãx = Llx(jω)F̃l + Γlx(jω)R̃l. (2.211)

Substituting the quantities F̃l and R̃l from (2.210) into equation (2.211),

ãx = Lcx(jω)(F̃l +Mω2ãc) + Γlx(jω)Jω2θ̃c, (2.212)

where Lcx(jω) = Llx(jω) + rΓlx(jω).
When x = l, and by virtue of the last equality in (2.209), differentiating

(2.212) leads to,

θ̃c =
(F̃l +Mω2ãc)L′

cl(jω)
1 − Jω2Γ ′

ll(jω)
, (2.213)

where the dash denotes the operation d/dx.
The quantity rθ̃c can be added to both parts of equality (2.212), where

x = l, and (2.213) can be substituting into the right-hand side. Taking account
of the first relation in (2.209), the vibration amplitude of the added body’s
mass centre can be found from the equation obtained above,

ãc = Fc/Wc(jω), (2.214)

where,

Wc(jω) =
[

Lcl(jω) + L′
cl(jω)

r + ω2JΓll(jω)
1 − ω2JΓ ′

ll(jω)

]−1

−Mω2 (2.215)

is the dynamic stiffness of the vibration system at point c.
The displacement amplitudes of the bar’s cross sections and the angular

vibration of the body can now be found from relations (2.212) and (2.213).
The angular vibration amplitude is given by,

θ̃c = ãc/Kθ(jω), (2.216)

where,

Kθ(jω) =
Lcl(jω) + rL′

cl(jω) + Jω2Γ 2
ll(jω)

[
Lcl(jω)
Γll(jω)

]′

L′
cl(jω)

. (2.217)
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As an example, the vibration of a cantilever bar with a body fixed on it
(Fig.2.23), is considered. From the expressions shown in lines 1 and 2 of Table
2.1, and using formulae (2.181) for x = l,

Lll(jω) = l3

Ẽ0Iξ̃3
B(ξ̃)

E(ξ̃)
, Γll(jω) = l2

2ẼIξ̃2
S1(ξ̃)

E(ξ̃)
,

L′
ll(jω) = Γll(jω), Γ ′

ll(jω) = l
ẼIξ̃

A(ξ̃)

E(ξ̃)
,

(2.218)

where, as before (see (2.182) and (2.183)),

ξ̃ = l

(
ρω2

Ẽ0I

)1/4

= ξ(1 + j
ψ

2π
)−1/4, ξ = l(

ρω2

E0I
)1/4. (2.219)

Substituting (2.218) into relations (2.215) and (2.217),

Wc(jω) =

=
Ẽ0I

l3
×
{

ξ̃3[E(ξ̃) − ςξ̃3A(ξ̃)]
B(ξ̃) + ηξ̃S1(ξ̃) + ςξ̃3D(ξ̃) + η2ξ̃2A(ξ̃)

− μξ4

}

,

Kθ(jω) =

=
2l
ξ̃
× B(ξ̃) + ηξ̃S1(ξ̃) + ςξ̃3D(ξ̃) + η2ξ̃2A(ξ̃)

S1(ξ̃) + 2ηξ̃A(ξ̃)
, (2.220)

where μ = M/ρl, ς = J/ρl3 and η = r/l.
Using the results obtained above, the amplitude-frequency characteristics

for the translational and angular vibration within the body may be found.
Assuming that the absorption coefficient ψ is small, and retaining only the
linear terms in the expansions of quantities containing ψ, expressions (2.220)
can be converted into a form similar to (2.79),

Wc(jω) = Uc(ω) + jVc(ω),
Kθ(jω) = Kl(ω) + jK2(ω), (2.221)

where Uc(ω) = ReWc(jω), Vc(ω) = ImWc(jω), K1(ω) = ReKθ(jω),
K2(ω) = ImKθ(jω).

The real parts of quantities (2.221) are determined by expressions (2.220),
where, assuming that ψ = 0, from (2.219), ξ̃ = ξ and Ẽ0 = E0. The imaginary
parts are given by,

Vc(ω) =
ψξ3E0I

8πl3

⎡

⎣
4ξT 2 +BE + 2ηξ(4ξST + ES1)+
+8ςξ3T (V − ξU) + η2ξ2(4ξS2 + 3AE)+
+ς2ξ6(4ξU −AD) + ςηξ4(AS1 − 8ξSU)

⎤

⎦×

×(B + ηξS1 + ςξ3D + η2ξ2A)−2,

K2(ω) =
ψl

16πξ

⎡

⎣
BS1 − 8ξTV + 4ηξ(AB − ξV (2ξ))+
+2ςξ3(4ξUV −DS) + η2ξ2(AS1 − 8ξSU)+
+2ςηξ4(4ξU2 −AD)

⎤

⎦×

×(S1 + 2ηξA)−2. (2.222)
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(In formulae (2.222), the dependence of functions (2.181) on ξ is not explicitly
shown).

Fig.2.24 shows the amplitude-frequency characteristics of the body’s vi-
bration at its mass centre (Fig.2.24, a) and also those of its angular vibration
(Fig.2.24, b). The equations determining the resonant curves can be found
from (2.214) and (2.216). Taking account of (2.221), these equations can be
written in the form,

ac =
Fc

|Wc(jω)| =
Fc

√
U2
c (ω) + V 2

c (ω)
,

θc =
ac

|Kθ(jω)| =
ac

√
K2

1(ω) +K2
2 (ω)

. (2.223)

According to (2.223), the resonant frequencies ωi can be found from the
relation Uc(ωi) = 0, which after the substitution of (2.220) yields the following
equation for the natural frequencies,

E − ςξ3iA− μξi(B + ηξiS1 + ςξ3iD + η2ξ2iA) = 0. (2.224)

Fig. 2.24.

The amplitude of resonant vibration is then found from equality,
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ac = Fc/Vc(ωi),

where Vc(ωi) is given by (2.222), and is calculated after the substitution of
the solution ξi from equation (2.224).

To analyse the dependence of the resonant frequencies ξ2i on the parame-
ters ς, η and μ, it is convenient to rewrite equation (2.224) as follows,

μ =
E − ςξ3iA

ξi[B + ηξi(S1 + ηξiA) + ςξ3iD]
, (2.225)

ς =
E − μηξ2i (S1 + ηξiA) − μξiB

ξ3i (μξiD + A)
, (2.226)

η =
−S1 ± [S2

1 − 4A(B + ςξ3iD) + 4A(E − ςξ3i )μξi]
1/2

2ξiA
. (2.227)

Analogously, equality U−1(ω) = 0 leads, by virtue of (2.220), to the fol-
lowing equation for the antiresonant frequencies ξ∗i of the body’s mass centre
vibration,

η2ξ∗2i A+ ηξ∗i S1 + ςξ∗3i D +B = 0, (2.228)

which can be rewritten as,

ς = −B + ηξ∗i (S1 + ηξ∗iA)
ξ∗3i D

, (2.229)

η =
−S1 ± [S2

1 − 4A(B + ςξ∗3i D)]1/2

2ξ∗iA
. (2.230)

Finally, from (2.223) an expression can be found for the antiresonant fre-
quencies ξ∗i of the body’s angular vibration, K−1

1 (ω) = 0, or, by virtue of
(2.220),

η = −S1/2ξ∗iA. (2.231)

The arguments ξi, ξ∗i and ξ∗i of functions (2.181) are omitted in formulae
(2.224) – (2.231).

The dependence on (2.226) (curves 1) and (2.229) (curves 2) for the first
three natural modes are shown in Fig.2.25, a for μ = 0.5 and η = 0.05. The
circles on the x-axis correspond to the natural frequencies of a bar with an
added point mass. These are found from equation (2.223) when ς = η = 0. (In
these circumstances, all the results obtained here reduce to the formulae given
in Babitsky (1998), Babitsky & Tresviatsky (1976) in which the effects of the
added body’s geometrical and inertial parameters on the angular vibration is
neglected). Fig.2.25, a demonstrates the increase in influence of the body’s
moment of inertia on the intrinsic properties of the vibration system when it
oscillates in its higher modes.

Curves 1 and 2, when ς → ∞, tend to the asymptotes given by the squares
of the roots of equations,
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Fig. 2.25.

μξD +A = 0, D = 0. (2.232)

It must be noted that, when ς → ∞, from (2.220) |Kθ(jω)| → ∞, and,
therefore, θc → 0. Thus, the dynamic stiffness,

Wl(jω) = − Ẽ0I

l3

[
A(ξ̃)
D(ξ̃)

ξ̃3 + μξ̃4

]

(2.233)

describes a system in which the added body performs translational vibration
at all frequencies. The resonant and antiresonant frequencies of such a system
are given by equations (2.232).

Comparing expressions (2.226) and (2.229), it can be seen that they coin-
cide if,

A2ξ2i η
2 +AS1ξiη +AB + ED = 0. (2.234)

According to formulae (2.181), S2
1 ≡ 4(AB + ED). Taking this into ac-

count, solutions can be found for (2.234),

η =
−S1 ±

√
S2

1 − 4(AB + ED)
2ξiA

= − S1

2ξiA
. (2.235)
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Thus, as follows from (2.231) and (2.235), curves 1 and 2 are tangential
to one another at frequencies coinciding with angular vibration antiresonant
frequencies, ξ∗i. These are only dependant on the parameter η, and are shown
in Fig.2.25, a by the dot-and-dash vertical lines.

Functions (2.227) and (2.230) can be determined by using the relationship
between η, and ξ2 under the following conditions,

S2
1 − 4A(B + ςξ3iD) + 4A(E − ςξ3iA)/μξi ≥ 0,

S2
1 − 4A(B + ςξ∗3i D) ≥ 0, (2.236)

respectively.
Fig.2.25, b demonstrates the dependence on (2.227) (curve 1), (2.230)

(curve 2) and (2.231) (curve 3) for the first three natural modes for μ = 0.5
and ς = 0.01. It can be seen that all the graphs have the same asymptotes as
η → ±∞. These are given by the squares of the roots of equation A(ξ) = 0,
and are shown in Fig.2.25, b by dashed lines.

The equalities in conditions (2.236) convert the dependences (2.227) and
(2.230) into a form which coincides with equation (2.231) for angular vibration
antiresonant frequencies. This shows that the unique points of curves 1 and
2 for any values of parameters μ and ς are located on the lines 3. As follows
from (2.226) and (2.230), curves 1 and 2 have two points of tangency located
symmetrically with respect to the value (2.231). This is shown in Fig.2.25, b,
provided that the condition E − ςξ3iA = 0 holds.

The analysis carried out above shows the strong dependence of the vi-
bration system’s resonant and antiresonant frequencies on the inertial and
geometrical parameters of the added body. It must be noted, that for all
modes of bending vibration, there are certain parameter values which allow
the resonant and antiresonant frequencies of the body’s angular vibration to
coincidence. These frequencies correspond to an intensive translational vibra-
tion of the tool with minimal angular vibration. Such a possibility has already
been mentioned in section 2.1.3. The calculations shown above allow devices
to be designed which realize a given tool motion within an ultrasonic system.

This problem has been considered in detail, since the questions that have
arisen are not covered well enough by the existing literature. In the known
papers, the vibration of concentrated masses, attached to systems, are usually
considered (Babitsky (1998), Babitsky & Tresviatsky (1976)). The estimation
of the added body’s effect on the natural frequencies and vibration modes of
the bar is based on the modelling of an added body using a concentrated mass
with an equivalent moment of inertia.

4. To conclude this section, consider briefly the bending vibration of a bar
system under kinematic excitation. Known values for dynamic compliance
may be used. The vibration system is kinematically actuated in a specific
cross section, x = s. Using notation F̃s and R̃s for the amplitudes of force and
moment at the point of excitation, the following expression for the vibration
amplitudes at the arbitrary cross section x can be obtained,
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ãx = Lsx(jω)F̃s + Γsx(jω)R̃s. (2.237)

Thus, for cross section x = s, using (2.173),

ãs = Lss(jω)F̃s + Γss(jω)R̃s,
θ̃s = L′

ss(jω)F̃s + Γ ′
ss(jω)R̃s. (2.238)

As can be seen from (2.238), the kinematic excitation of bending vibration
can be realized by initiating translational vibration with an amplitude ãs in
cross section s, or by using angular vibration with an amplitude θ̃s. If one of
these quantities is given, the other three unknowns may be found by using
system of equations (2.238) supplemented by an appropriate constraint which
is usually known from the physical context of the problem.

A few examples may be considered. Consider the vibration of a homoge-
neous bar (−l ≤ x ≤ l), whose average cross section x = s = 0 is forced to per-
form alternating motion u0(t) = a0e

jωt. Due to symmetry, the systems shown
in Fig.2.8, a, b lead to such an arrangement. In this case, θ̃0 = 0, Γ00(jω) = 0,
and from (2.238) and (2.237), when s = 0,

F̃0 = a0/L00(jω), (2.239)
ãx = a0L0x(jω)/L00(jω). (2.240)

Substituting the appropriate values of dynamic compliance from table 2.1
(line 8) into (2.240) and taking (2.181) into account,

ãx = 2a0

S(ξ̃)S(ξ̃ x−ll ) − V (ξ̃)T (ξ̃ x−ll )

E(ξ̃)
. (2.241)

Further analysis can be carried out in a similar manner to that in section
2.2.5. The maximal amplitudes are achieved at frequencies given by the equa-
tion E(ξ) = 0. These coincide with the natural frequencies of the cantilever
bar (see lines 1 and 2 of Table 2.1 and formulae (2.206) and (2.207)). For the
first two natural modes, the handbook’s tables Ananiev (1946) give,

ξ1 = 1.87; ξ2 = 4.69. (2.242)

In practice, in order to find the resonant frequencies, the following relation
can be used with sufficient accuracy,

ξn = (2n− 1)π/2, n = 2, 3, ... (2.243)

Assuming, as before, that the absorption coefficient ψ is small, from (2.241)
the amplitude of resonant vibration at cross section x = l is found,

al =
16πa0

ψξn

∣
∣
∣
∣
S(ξn)
B(ξn)

∣
∣
∣
∣ . (2.244)
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For the first two natural modes of vibration, using tables Butkovsky (1979),
al = 10.02a0/ψ and al = 5.45a0/ψ are obtained. For higher modes (n > 1),
taking (2.181) and (2.243)into account, expression (2.244) can be approxi-
mated to,

al = 8πa0/ψξn = 16a0/ψ(2n− 1), n = 2, 3, ... (2.245)

It is noted that relations (2.239) and (2.240) coincide with expressions
(2.82) and (2.83) describing a bar’s longitudinal vibration under kinematic
excitation. Therefore, in this situation, the results of section 2.2.5, in particular
those devoted to designing ultrasonic concentrators, hold. When using a bar
for concentrating bending vibration, its parameters should satisfy equality
(2.84), which, after the substitution of the appropriate quantities, can be
converted into the form A(ξ) = 0. This yields, with sufficient accuracy for
practical needs,

ξn =
(4n− 1)π

4
, n = 1, 2, ... (2.246)

Taking account of the notation used in (2.182) and (2.183), the length of
a concentrator tuned to a working frequency of ω can be found,

l = ξn

(
E0I

ρω2

)1/4

=
(4n− 1)π

4

(
E0I

ρω2

)1/4

. (2.247)

The amplification coefficient of a bending vibration concentrator can be
found by using (2.86) after the substitution of the appropriate quantities from
line 6 of Table 2.1,

K =
al
a0

=
cosh ξn cos ξn

S(ξn)
≈

√
2 ≈ 1.41. (2.248)

To conclude this section, consider bending vibration of the same system
when its x = s = 0 cross section is subjected to an angular vibration Θ0(t) =
θ0e

jωt. In this case, L00(jω) = L′
00(jω) = 0, and from (2.237) and (2.238),

when s = 0,

R̃0 = θ0/Γ
′
00(jω),

ãx = θ0Γ0x(jω)/Γ ′
00(jω). (2.249)

Substituting the appropriate quantities from table 2.1 (line 5) into (2.249),

ax = 2θ0
l

ξ̃

T (ξ̃)S(ξ̃ l−xl ) − S(ξ̃)T (ξ̃ l−xl )

E(ξ̃)
. (2.250)

As follows from (2.250), the resonant frequencies of the system are given
by the values (2.242) and (2.243) obtained above. The resonant amplitudes
al at x = l are found analogously to those in (2.244) and give the following
expression,
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al =
16πlθ0
ψξn

∣
∣
∣
∣
T (ξn)
B(ξn)

∣
∣
∣
∣ . (2.251)

For the first two natural modes (2.242), using tables Ananiev (1946), al =
13.51lθ0/ψ and al = 5.49lθ0/ψ. For higher modes (n > 2), expression (2.251)
can be approximated to the form (2.245), where it should be assumed that
a0 = lθ0.

These results will be used in the study of resonant vibration in ultrasonic
bar systems which are subjected to a nonlinear load (section 3.2).

2.4 Dynamic behaviour of electroacoustic transducers

1. Within the generalized arrangement of ultrasonic machines (Fig.2.9), the
dynamic behaviours of typical ultrasonic system components have been con-
sidered. The quantities characterizing the dynamic behaviour of vibration ac-
tuators will now be determined. Considerations will focus on magnetostrictive
and piezoelectric transducers, which are the most frequently used in ultrasonic
applications.

Consider a magnetostrictive transducer (Rimsky-Korsakov (1973)), with a
core taking the form of a closed loop, and with a winding ofN turns (Fig.2.26).
The transducer is being fed from an external source, which generates a voltage,

ν = νm + ν̃0e
jωt. (2.252)

Fig. 2.26.

Consequently, a current,

i = im + ĩ0e
jωt (2.253)

is induced in the winding.
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In (2.252) and (2.253), the quantities represented by νm and im represent
constant components, while ν̃0 and ĩ0 denote the complex amplitudes of the
alternating components of voltage and current.

The current passing through the winding induces a magnetic field in the
core with an intensity (Kharkevich (1973)),

Hi =
N

l
i, (2.254)

where l is the length of the core (Fig.2.26).
The direct magnetostrictive effect results in the appearance of mechanical

stresses in the material of the core as caused by the magnetic field,

σh = −γB = −γμ̃H. (2.255)

B is the magnetic flux density, γ is the magnetostriction constant, μ̃ is the
complex magnetic permeability of the medium.

Equality (2.255) means that a magnetic field causes a compressional stress
in the mounted workpiece.

The reverse magnetostrictive effect takes place when the stress-strain state
of the core is physically changed. This results in a change of the magnetic field
surrounding the core.

The change in the magnetic field caused by a change in strain ε is given
by the equality,

Hε = γε. (2.256)

If the material of the core is simultaneously subjected to both mechanical
and magnetostrictive deformations, the stress induced in the material is given
by,

σ = Ẽ0ε− γμ̃H, (2.257)

and the total field in the core, as caused by both the current and the defor-
mation, is, according to (2.254) and (2.256),

H =
N

l
i+ γε. (2.258)

Substituting (2.258) into (2.257), the relation between the mechanical
stresses and strains of the magnetostrictive transducer’s core and its mag-
netic and electric parameters is obtained:

σ = Ẽ1ε− Ã

S
i, (2.259)

where Ã = γμ̃SN/l is the coefficient of electromechanical coupling;

Ẽ1 = Ẽ0 − γ2μ̃ = E1(1 + j
ψ1

2π
). (2.260)
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E1 = E0 − γ2μ is the elastic modulus of the magnetostrictive material for
a constant magnetic bias field Hm = N

l im; ψ1 is the adjusted absorption
coefficient, which takes into account the mechanical and magnetic hysteresis.

Taking into account the specifics of the process under consideration, anal-
ogous relations for the constant components and complex amplitudes of the
periodic components of the quantities used in (2.259) can be obtained. It must
be noted that quantities γ and μ should be considered as specific linearized
values in the vicinity of a constant magnetic field - as caused by the bias
current im.

Relation (2.259) describes the stress present in element dx of the core. The
change in its magnetic state induces an opposing electromotive force,

de = −N

l
S
∂B

∂t
dx = −N

l
Sμ̃

∂H

∂t
dx (2.261)

in the corresponding element of the winding, or, taking (2.258) into account,

de = − ∂

∂t

(
L̃

l
i+ Ãε

)

dx, (2.262)

where L̃ = μ̃SN
2

l is the inductivity of the transducer.
The total opposing electromotive force can be found by integrating (2.262)

along the full length of the transducer,

e = − d

dt
[L̃i+ Ã(u1 − u0)], (2.263)

where u1 and u0 are the displacements of the end cross sections of the core.
Using (2.263) and the relation i = dq/dt (where q is the electric charge),

an equation for the transducer’s electric circuit can be written,

L̃
d2q

dt2
+ r0

dq

dt
+

1
C
q + Ã

d

dt
(u1 − u0) = ν(t), (2.264)

where r0 and C are the resistance and capacitance of the circuit.
Equations (2.259) and (2.264) allow the vibration of a magnetostrictive

transducer to be described in full.
2. Some typical cases shall be considered. Suppose that the length of the

core is small in comparison to the length of the elastic wave within the ma-
terial, i.e., it satisfies condition (2.50). Let the core be fixed at cross section
x = 0 and loaded by a force f12 at cross section x = l (Fig.2.27). In this case
σ = f12/S, ε = u1/l and u0 = 0.

Taking into account the specifics of the process under consideration, from
(2.259) and (2.264) the following equations are obtained:

F̃12 = k̃1ã1 − jωÃq̃0,

ν̃0 = jωÃã1 + jωZ(jω)q̃0, (2.265)
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Fig. 2.27.

where k̃1 = Ẽ1S/l is the dynamic stiffness of the transducer’s core when
ĩ0 = 0; Z(jω) = r + j[ωL− (ωC)−1] is the complex impedance of the electric
circuit when ã1 = 0; r = r0 + r1; r1 = SN2ω2

l Imμ̃ is the equivalent series
resistance which takes into account the magnetic hysteresis.

Equations (2.265) are of the same type as the four-pole circuit equations
(2.19). The coefficients are given by,

a11 = k̃1, −a12 = a21 = jωÃ, a22 = jωZ(jω). (2.266)

Substituting these quantities into relations (2.21), the unloaded trans-
ducer’s vibration amplitude (F̃12 = 0) can be found. The transducer is sup-
plied by a current source,

ã∗1 = Ãi0/k̃1. (2.267)

Suppose that the transducer excites vibration in a mechanical system with
a dynamic stiffness W (jω). To find the vibration amplitude of such a trans-
ducer, expression (2.26) can be used, where F̃l = 0, L00(jω) = W−1(jω) and
Ln(jω) = k̃−1

1 . Using (2.23) and (2.266), it is found that,

ãl =
ĩ0Ã

k̃1 +W (jω)
. (2.268)

As follows from (2.268), a system excited by a magnetostrictive transducer
with a current source power supply, demonstrates the same behaviour as a
mechanical component with a dynamic stiffness of W0(jω) = k̃1 + W (jω)
when subjected to a periodic force of amplitude F̃ = Ãĩ0. Further analysis of
complete vibrating systems follow the method described in subsection 2.2.4.

For the sake of definiteness, the transducer is supposed to excite the sim-
plest vibration system (Fig.2.28), with a dynamic stiffness,

W (jω) = (k2 −Mω2) + jωb2, (2.269)
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Fig. 2.28.

where M,k2 and b2 are the mass, stiffness and coefficient of resistance of the
system.

Representing coefficient Ã in the form

Ã = A(1 − j
χ

4π
), (2.270)

it is supposed, as before, that the quantities ψ1, b2, r and χ, describing the
dissipative properties of the mechanical, electrical and magnetic circuits of
the system, are small. From (2.268), using (2.260), (2.269) and the notations
introduced in (2.265),

a1 =
ĩ0A

k

1 − j χ4π
(1 − ξ2) + jξη

, (2.271)

where ξ = ω/ς, ς =
√
k/M, η = b/

√
kM, k = k1+k2, b = b1+b2 and b1 = k1ψ1

2πω .
This allows, analogously to (2.72) and (2.77), the resonant frequency and

amplitude to be found,
ξ = 1, a1 = i0A/kη. (2.272)

Substituting (2.271) into the second equality (2.265), and retaining quan-
tities of the first order, the transducer’s supply voltage is found,

ν̃0 =
ĩ0Lς

jξ[(1 − ξ2) + jξη]
{(1 − ξ2)(ξ21 − ξ2) − ξ2Mξ

2 +

+jξ[η1(1 − ξ2) + η(ξ21 − ξ2) + ξ2Mξ
χ

4π
]}, (2.273)

where ξ1 = 1/ς
√
LC, ξM = A/

√
kL and η1 = r/Lς.
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Fig.2.29 shows the amplitude-frequency characteristics of the mass’s (M)
vibration and the transducer’s supply voltage when excited by a current
source. The graphs are plotted using relations (2.271) and (2.273) for η =
η1 = 0.2, χ = 0 and ξM = 0.71.

Fig. 2.29.

In general, when χ1 	= 0 (curve 1 in Fig.2.29, b), the supply voltage ν0 → ∞
when ξ → 0 and ξ → ∞ due to the presence of capacitance and inductance
in the circuit. The curve has a local maximum at the system’s mechanical
resonant frequency (ξ = 1), and two minimums at frequencies determined by
equation,

(1 − ξ2)(ξ21 − ξ2) − ξ2Mξ
2 = 0. (2.274)

Solutions of this equation have the form,

ξ∗21,2 =
1 + ξ21 + ξ2M

2
±
√
(

1 + ξ21 + ξ2M
2

)2

− ξ21 . (2.275)

Curve 1 is plotted for ξ1 = 2.
Curve 2 in Fig.2.29, b corresponds to ξ1 = 0.
Curve 3 is when ξ1 = 1. In this case, the natural frequencies of the par-

tial mechanical and electrical systems coincide, i.e.
√
k/M = 1/

√
LC. It can
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be shown that such a tuning of the partial systems reduces the supply volt-
age required in the vicinity of resonance ξ = 1 and frequencies (2.274) to
a minimum. It must be noted that in the complete absence of dissipation
(η1 = η2 = χ = 0), a1(1) = ∞, ν0(1) = ∞, ν0(ξ∗1,2) = 0.

Parameters describing the vibration of a system which is excited by a
voltage supply (ν0 = const) can be found using relations (2.271) and (2.273).
The current amplitude may be evaluated from (2.273),

ĩ0 = jξν̃0[(1 − ξ2) + jξη]/
(ςL{(1 − ξ2)(ξ21 − ξ2) − ξ2Mξ

2 +

+jξ[η1(1 − ξ2) + η(ξ21 − ξ2) + ξ2Mξ
χ

4π
]}) (2.276)

Substituting this expression into (2.271), the mass (M) vibration amplitude
(Fig.2.28), is obtained,

ã1 = jξξ2Mν0(1 − j
χ

4π
)/

{Aς[(1 − ξ2)(ξ21 − ξ2) − ξ2Mξ
2 +

+jξ(η1(1 − ξ2) + η(ξ21 − ξ2) + ξ2Mξ
χ

4π
)]}. (2.277)

Fig.2.30 shows the amplitude-frequency characteristics of the mass (M)
vibration. The current in the winding is under the influence of a voltage
supply and the same parameter values are used as in Fig.2.29.

As follows from (2.276) and (2.277), the resonant frequencies, which pro-
vide maximum displacement amplitudes and current intensity, are given by
expression (2.275). It is easy to show that a minimum amplitude (2.277) occurs
in the vicinity of the frequency determined by equality,

ξ =
√

(1 + ξ21 + ξ2M )/2.

This frequency is located between the resonant frequencies (2.275).
These simple examples show the dependence of the vibration system’s be-

haviour on both the parameter relation between the mechanical and electrical
partial systems, and the type of power supply used. This situation is similar
to that arising in mechanics, when a system is excited by both a force, and
kinematically. This was considered in previous sections.

The relations obtained above can also be applied to the situation when the
power source can not be considered to be an ideal current or voltage supply.
For example, if the voltage or current is limited, as shown by the dashed lines
in Fig.2.29, b and Fig.2.30, b, then the corresponding parts of the amplitude-
frequency characteristics should be replaced by the branches shown by the
dashed lines in Fig.2.29, a and Fig.2.30, a.

3. Consider a magnetostrictive transducer, whose core length is comparable
to, or exceeds the vibration wavelength in the transducer’s material. For the
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Fig. 2.30.

sake of definiteness, it is still assumed that the x = 0 end of the core is fixed,
while the x = l end is subjected to an external force, f12. In this situation, the
core strain is not homogeneous and is related to the displacement ux of cross
section x by the formula εx = ∂ux/∂x. Writing the equation of motion for
the core’s dx element as ρSdx∂

2ux
∂t2 = S ∂σx∂x dx and using (2.259), the following

equation for longitudinal vibration within the core is obtained,

ρ
∂2ux
∂t2

− Ẽ1
∂2ux
∂x2

= 0. (2.278)

Solutions are sought for (2.278), satisfying the following boundary conditions,

ux|x=0 = 0, Ẽ1S
∂ux
∂x

|x=l = f12 + Ãi = f12 + fl. (2.279)

Equation (2.278) with conditions (2.279) coincides with equation (2.41)
describing bar vibration with one fixed end and subjected to periodic forces
applied at the free end. Its solution can be given in terms of the dynamic
compliance operators obtained in section 2.2. The vibration amplitudes of the
core cross sections are,

ãx = Llx(jω)(F̃12 + F̃l) = Llx(jω)(F̃12 + Ãĩ0). (2.280)
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From (2.280), when x = l, equation (2.264) for the electric circuit, and
also considering (2.279), the four-pole circuit equations are obtained. These
are analogous to (2.265).

F̃12 = W
(1)
ll (jω)ã1 − jωÃq̃0,

ν̃0 = jωÃãl + jωZ(jω)q̃0. (2.281)

For this four-pole circuit a11 = Wll(jω), while the other coefficients are
the same as those in (2.266).

The vibration amplitude of the unloaded transducer (F12 = 0) is,

ã∗l = Ãi0/Wll(jω) (2.282)

when using a current supply, and,

ã∗l =
jωÃν̃0

jωZ(jω)Wll(jω) − ω2A2
(2.283)

when using a voltage supply. The dynamic stiffness Wll(jω) = L−1
ll (jω) is

determined by expression (2.148).
Using equations (2.281), the vibration of the system (Fig.2.31) can be

described, in which the bar waveguide 2 is attached to the magnetostrictive
transducer 1. Quantities referring to the transducer and waveguide will be
denoted by the indexes 1 and 2, as was done before when considering the
composite bar systems in section 2.2.10. The vibration amplitude at the con-
necting end of the transducer is given by,

ã
(1)
l = ã

(2)
0 =

Ãĩ0

W
(1)
ll (jω) +W

(2)
00 (jω)

. (2.284)

Taking (2.103) into account, the vibration amplitude at the free end of the
waveguide can be found,

ã
(2)
l =

L
(2)
0l (jω)

L
(2)
00 (jω)

Ãĩ0

W
(1)
ll (jω) +W

(2)
00 (jω)

. (2.285)

Direct calculations using (2.28) yield the same result.
Substituting this expression into the second equation in (2.281), the volt-

age of the magnetostrictor’s supply is found,

ν̃0 = ĩ0

[

Z(jω) + jωA2 L
(2)
0l (jω)

L
(2)
00 (jω)[W (1)

ll (jω) +W
(2)
00 (jω)]

]

. (2.286)

Parameters for a transducer being fed from a voltage supply can be found
using expressions (2.285) and (2.286) as was done in the subsection 2.
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Fig. 2.31.

As an example, consider a vibration system consisting of a magnetostric-
tive transducer with a stepped waveguide attached to it. The waveguide is
assumed to consist of cylindrical bars of equal length. The energy dissipation
in the material of the waveguide is negligible in comparison with the dissipa-
tion rates found in the transducer. For further convenience the appropriate
quantities from (2.284) and (2.285), using (2.148) and (2.157) can be written,

W
(1)
ll (jω) =

E1S1ξ1
l1

cos ξ1 + j ψ1
4π ξ1 sin ξ1

sin ξ1 − j ψ1
4π (sin ξ1 + ξ1 cos ξ1)

,

W
(2)
00 (jω) =

E2S2ξ2
2l2

(1 +K) sin ξ2
sin2 ξ2

2 −K cos2 ξ2
2

,

L
(2)
00 (jω) = 1/W (2)

00 (jω),

L
(2)
0l (jω) = − 2l2

E2S2ξ2

K

(1 +K) sin ξ2
, (2.287)

where ξi = ωli/ci, i = 1, 2;K = S2/S3; and S2, S3 are the cross sectional areas
of the waveguide’s cylindrical bars.

Substituting (2.287) and (2.270) into (2.284) and (2.285),

ã
(2)
l /ã

(2)
0 = K/(K cos2

ξ2
2

− sin2 ξ2
2

),

a
(2)
l =

Kδ

ξ1

P (jω)
Q(jω)

, (2.288)

where δ = Ai0l1/E1S1 is the static deformation of the transducer’s core as
caused by the force F = Ai0;
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P (jω) = sin ξ1 − j
1
4π

[ψ1ξ1 cos ξ1 + (ψ1 + χ) sin ξ1],

Q(jω) = cos ξ1(K cos2
ξ2
2

− sin2 ξ2
2

) −

− w2

2w1
(1 +K) sin ξ1 sin ξ2 +

+j
ψ1

4π
[ξ1 sin ξ1(K cos2

ξ2
2

− sin2 ξ2
2

) +

+
w2

2w1
(1 +K) sin ξ2(sin ξ1 + ξ1 cos ξ1)],

wi = Si
√
Eiρi denotes the wave resistance within the transducer’s core (i = 1)

and the waveguide’s connection (i = 2).
It is easy to check, that when w1 = w2 and K = 1, expression (2.288)

describes the vibration of a homogeneous bar, with an effective length of
l = l1 + l2c1/c2, which is excited in the x = l1 cross section by a force of
amplitude F = Ai0 (see subsection 2.2.12). The resonant frequencies of such
system are given by the formula (2.149),

ξ = ξ1 + ξ2 = (2n− 1)π/2, n = 1, 2, (2.289)

and the resonant amplitudes of the free end and the end connecting it to the
transducer are given by

a
(2)
0 = a

(2)
l | cos ξ2|,

a
(2)
l =

∣
∣
∣
∣

4πδ sin ξ1
ψ1ξ1[sin ξ1 sin ξ2 − (−1)nξ1]

∣
∣
∣
∣ . (2.290)

If the transducer satisfies the resonant condition,

ξ1 = (2n1 − 1)π/2, n1 = 1, 2, ... (2.291)

then the resonance of the whole system is achieved at,

ξ2 = ξ − ξ1 = (n− n1)π (2.292)

and equalities (2.290) yield,

a
(2)
0 = a

(2)
l =

16δ
πψ1(2n1 − 1)2

. (2.293)

Thus, if the attached bar is tuned in accordance with (2.292), it does not
distort the resonant vibration of the transducer. This also holds true in the
general case (2.288). Indeed, resonant frequencies of this system can be found
from equation,

w1

w2(1 +K)
cot ξ1 =

tan(ξ2/2)
K − tan(ξ2/2)

, (2.294)

and obtained in accordance with the condition (2.72).
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In this case, the waveguide works as a stepped concentrator, providing
an increase in the amplitude of vibration which has been transferred from
the transducer (see (2.161)). In this analysis, the concentrator has been con-
sidered to be without dissipative loses. It must be noted, that any vibration
system without dissipation that is attached to the transducer, does not distort
its working regime at frequencies equal to the natural frequencies of the at-
tached system. At these frequencies, W (2)

00 (jω) = 0, and (2.284) coincides with
(2.282). The influence of dissipation within the concentrator will be estimated
below in Chapter 4.

It should be emphasized that the values given by (2.291) and (2.292) don’t
determine all of the system’s resonance frequencies, only those at which the
waveguide acts as a vibration concentrator. The complete spectrum of reso-
nant frequencies is given by equation (2.294). An example of its graphical so-
lution is shown in Fig.2.32 for l2c1/l1c2 = 2, i.e. ξ2 = 2ξ1. The function on the
right-hand side of (2.294) is plotted for different values of K, and the function
on the left-hand side, for different values of the parameter α = w1/w2(1+K).

Fig. 2.32.

Fig.2.33 shows the amplitude-frequency characteristics of the waveguide’s
free end for K = 4, α = 0.2 and ψ1 = 0.1. The maximum amplitudes, reached
at the resonant frequencies, are obtained according to (2.288) and (2.294)
from the expression,

a
(2)
l =

∣
∣
∣
∣

4πKδ sin2 ξ1

ψ1ξ1(ξ1 + 0.5 sin 2ξ1)(K cos2 ξ2/2 − sin2 ξ2/2)

∣
∣
∣
∣ . (2.295)
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At resonant frequencies (2.291) and (2.292), this formula yields values
(2.293) for the vibration amplitudes at the end cross sections of the concen-
trator.

Fig. 2.33.

The minimum values of the system’s resonant curves are experienced, ac-
cording to (2.288), at frequencies

ξ1 = πn, n = 1, 2, ..., (2.296)

when the connecting end of the transducer is located at a vibration node, and
frequencies

ξ2 = (2n− 1)
π

2
± arctan

√
K, n = 1, 2, ..., (2.297)

when the connection between the transducer and waveguide has the ampli-
tude a(1)

l = a
(2)
0 = 0. It must be noted, that frequencies (2.297) determine the

asymptotes of the function on the right-hand side of equation (2.294). They
also coincide with the natural frequencies of the partial system, formed by
fixing the stepped waveguide’s x = 0 end. Therefore, at these frequencies, the
waveguide works as a dynamic absorber (Timoshenko (1955), Frolov (1995)),
and tries to cancel out the vibration generated by the transducer. The vi-
bration amplitudes at the waveguide’s free end, at frequencies (2.296) and
(2.297), are small compared to the resonant ones: at frequencies (2.296) the
amplitudes,

a
(2)
l =

∣
∣
∣
∣

ψ1Kδ

4π(K cos2 ξ2/2 − sin2 ξ2/2)

∣
∣
∣
∣

are of the same small order as ψ1, while at frequencies (2.297) the amplitudes,

a
(2)
l =

√
KAi0l2
E2S2ξ2

=

√
Kw1

w2

δ

ξ1

are of an order similar to the static strain δ.
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Finally, when ω = 0, i.e. ξ1 = ξ2 = 0, from (2.287), a(2)
1 = a

(2)
0 = δ is

found.
Fig.2.33 shows the advantage of using a heterogeneous waveguide as a con-

centrator at frequencies (2.291). The results of this example are in accordance
with the general theory of concentrators as discussed in subsection 2.2.5. The
interaction of the concentrator with the vibration actuator, and a nonlinear
elastic-dissipative loading in the presence of internal concentrator losses, will
be discussed in detail in Chapter 4.

4. The dynamic characteristics are now found for piezoelectric transducers.
A typical piezoelectric transducer is shown in Fig.2.34. Element 1 is man-

ufactured from a piezoelectric material. The metalized plates 2 of the piezo-
electric element are subjected to an alternating voltage ν from a power supply.

Fig. 2.34.

Longitudinal vibration of the element is considered in the direction per-
pendicular to these plates. The action of the transducer is based on the piezo-
electric effect (Kharkevich (1973), Rimsky-Korsakov (1973), Kikuchi (1969)).
The direct piezoelectric effect results from the electric polarization of crystals
within the material when subjected to a mechanical stress σ. The polarization
gives rise to an electric field with a dielectric displacement D, which is related
to the mechanical stress, σ as

D

σ

∣
∣
∣
Σ=0

= −d, (2.298)

where d is a piezoelectric material constant. The ratio in (2.298) is calculated
for Σ = 0, i.e. in the absence of an electric field.

The inverse piezoelectric effect results in the appearance of strain within
the material when subjected to an electric field in the absence of mechanical
stress (σ = 0). It is given by the relation,

ε/Σ|σ=0 = −d, (2.299)

where, ε is the relative strain in crystal and Σ is the electric field intensity.
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Using (2.298) and (2.299), equations can be written for a piezoelectric
transducer when subjected to both a mechanical stress and an electric field,

D = ξΣ − dσ,

ε = −dΣ + σ/Σ̃′ (2.300)

ξ is the permittivity coefficient of the crystal in the absence of mechanical
stress, and Σ̃ is the elastic modulus in the absence of an electric field.

It is convenient to rewrite linear relations (2.300) in a different form, where
σ and Σ are given as functions of D and ε,

σ = Σ1ε+ ΦD,

E = Φε+ ξ−1
1 D′ (2.301)

Σ1 = Σ/(1 − λ2) is the elastic modulus of the piezoelectric element in the
absence of dielectric displacement (D = 0), i.e. for short-circuited plates, λ2 =
d2Σ/ξ < 1 (Kharkevich (1973)); Φ = λ2/d(1 − λ2) is Mason’s piezoelectric
modulus (Mason (1939)); ξ1 = ξ(1 − λ2) is the materials permittivity in the
absence of deformation (ε = 0).

Taking account of the fact that free charge q can only appear on the crys-
tal’s plates, the dielectric displacement must be constant along the ceramics
length,

D = q/S, (2.302)

from the first equation in (2.301) a relation is obtained which describes the
stress state within the crystal,

σ = Σ1ε+
Φ

S
q. (2.303)

To describe the electrical state of the piezoelectric element, the equality
Σ = ∂ϕx

∂x is used (ϕx is the potential in the x cross-section), ν1 = ϕ1−ϕ0, and
ε = ∂ux/∂x. Integrating the second equation in (2.301) along the element’s
length l,

ν1 =
q

C1
+ (u1 − u0)Φ, (2.304)

where C1 = ξ1S/l is the capacitance of the piezoelectric element in the absence
of deformation.

The electric circuit, with a resistance r and an inductivity L (Fig.7.9) is
described by the equation,

L
d2q

dt2
+ r

dq

dt
+

q

C1
+ (ul − u0)Φ = ν. (2.305)

Equations (2.303) and (2.305) fully describe the vibration of a piezoelectric
transducer. The structure of these equations is similar to that of equations
(2.259) and (2.264), describing a magnetostrictive transducer. Therefore, the
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four-pole circuit equations for a piezoelectric transducer can be obtained from
(2.265) and (2.281) by the substitution of jωA→ Φ and by changing the sign
in front of the last term in the first equation.

5. As an example, consider the vibration of a piezoelectric element
(Fig.2.35, a), when one end (x = 0) is fixed, and the other (x = l), is loaded
by a force f12.

Fig. 2.35.

It is assumed that the resistance and inductance in the electric circuit
is negligible, and the piezoelectric element is fed from a current or voltage
source. The four-pole circuit equations take the form,

F̃12 = Wll(jω)ãl + Φq̃0,

ν̃0 = Φãl +
1
C1

q̃0. (2.306)

When F̃12 = 0 (no load at end x = l), the vibration amplitude at idle is
found to be,

ã∗l = −Φq̃0/Wll(jω) (2.307)

when a current supply is used, and,

ã∗l = −ΦC1ν0/[Wll(jω) − Φ2C1] (2.308)

when a voltage supply is used.
As follows from (2.307) and (2.308), the transducer can be described using

the following models. The first (Fig.2.35, b) consists of a homogeneous bar,
and is excited at end x = l by a force with amplitude Fl = −Φq0. The second
(Fig.2.35, c) consists of a homogeneous bar with a dummy negative stiffness
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Kg = −C1Φ
2 at the end which is subjected to a force Fl = −ΦC1ν0. The

dynamic stiffness Wll(jω) in (2.306)–(2.308) is given by the relation (2.148),
and the resonant frequencies in these two instances transpire to be different.

The physical meaning of this difference can be understood by considering
low frequencies of excitation. In this case, the dynamic stiffness is given by
Wll(jω) = Σ1S/l. Equality (2.307) now takes the form,

al = −Φq0l/Σ1S, (2.309)

and equality (2.308), using the notation from (2.301), takes the form,

al = −ΦC1ν0l/ΣS. (2.310)

As such, piezoelectric crystals, when subjected to equivalent forces but fed
from different power supplies, demonstrate behaviour similar to that of ele-
ments manufactured from materials with different elastic moduli. This appar-
ent contradiction is easily resolved by rewriting equalities (2.309) and (2.310),
and using the initial coefficients of the piezoelectric material. Using the nota-
tion from (2.301),

al = δ = −dq0/C = −dν0, (2.311)

where C = ξS/l is the capacitance of the piezoelectric element with free ends.
These equalities can be obtained directly from equations (2.300) by using

(2.302), making σ = 0, and assuming that Σ = ν/l and ε = ul/l. This is the
case due to deformation homogeneity. It is worth noting that the element’s de-
formation, as caused by the piezoelectric effect, does not depend on the elastic
properties of the material; it resembles the kinematic tension-compression of
the crystal. This reflects the process of rebuilding the atomic structure of the
piezoelectric element’s crystal lattice when subjected to an electric field.

6. To conclude this section, the vibration system (Fig.2.36) is considered.
Homogeneous bars 2 symmetrically surround the piezoelectric element 1.

Due to symmetry, vibration can be considered for only half of the system.
A nodal point exists in the middle cross section of the transducer. In order
to describe the vibration, the relations obtained above can be used. As in
section 2.4.3, similar variables for the transducer and bar are denoted by
the indexes 1 and 2. From the first system equation (2.306), the vibration
amplitude present at the joining cross section, when using a current source
power supply, is found,

ã
(1)
l = ã

(2)
0 = −Φq̃0/[W (1)

ll (jω) +W (2)
∞ (jω)]. (2.312)

The variable q̃0 may be eliminated from the second equation in (2.306),
and equalities (2.312). The following can now be written for a voltage supply,

ã
(1)
l = ã

(2)
0 = − C1Φν̃0

W
(1)
ll (jω) +W

(2)
00 (jω) − C1Φ2

. (2.313)



2.4 Dynamic behaviour of electroacoustic transducers 129

The vibration amplitude at the bar’s free end can be found using (2.103),

ã
(2)
l = ã

(2)
0 L

(2)
0l (jω)/L(2)

00 (jω). (2.314)

The values of dynamic stiffness and compliance in (2.312)– (2.314) are
determined by the expressions obtained in section 2.2.

Fig. 2.36.

Consider some typical cases. Suppose that the lengths of the piezoelec-
tric element l1, and bar l2, are small enough to satisfy the condition (2.50).
Taking (2.151) and (2.51) into account, it is found that ã(1)

l = ã
(2)
l = ã, and

expressions (2.312) and (2.313) take the form,

ã = − Φq0
(K1 −Mω2) + jωb1

,

ã = − C1Φν0

(K −Mω2) + jωb
, (2.315)

where K1 = Σ1S/l1, b1 are the static stiffness and the resistance coefficient
of a short-circuited transducer; K = K1 − Φ2C1 = ΣS/l1, b are the same
parameters, but for an open-circuited transducer; M is the mass of the bar.

As follows from (2.315), the vibration system’s resonance is achieved at
frequency ωq =

√
K1/M when a current supply is used, and at ων =

√
K/M

when a voltage supply is used.
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Using the notation from (2.301) and (2.311), equalities (2.315) can be
rewritten in a different form,

ãl =
δ

(1 − ω2/ω2
0) + jη0ω/ω0

, (2.316)

where ω0 = ωq and η0 = b1/
√
K1M when a current supply is used, and

ω0 = ων and η0 = b/
√
KM when a voltage supply is used.

Consider now the case when the lengths of the piezoelectric element and
the bar are commensurable with, or even much bigger, than the length of the
acoustic wave in their materials. As a rule, the internal losses in piezoelec-
tric materials are very small, and can be neglected when compared to the
losses present in the bar’s material. By changing the form of the formulae
for dynamic stiffness and compliance (2.148), (2.57) and (2.58) into that of
(2.79), and by substituting these values into (2.312) and (2.313), the following
is obtained,

ã
(1)
l = ã

(2)
0 =

F

W0(jω) −Kg
, (2.317)

where F = Φq0 and Kg = 0 when a current supply is used; F = C1Φν0 and
Kg = C1Φ

2 = λ2Σ1S/l when a voltage supply is used;

W0(jω) = W
(1)
ll (jω) +W

(2)
00 (jω) =

=
Σ1S1ξ1
l1

[cot ξ1 − w2

w1
(tan ξ2 − j

ψ2

4π
· ξ2 cos 2ξ2 + 0, 5 sin2ξ2

cos2 ξ2
)], (2.318)

ξ = ωli/ci; ci =
√
Σi/ρi; wi =

√
ΣiρiSi is the wave resistance of elements;

i = 1, 2.
The vibration amplitude (2.314) at the bar’s free end is given by the

relation,
ã
(2)
l = ã

(2)
0 / cos ξ2,

which coincides with (2.288) for K = 1.
Substituting w1 = w2 = w into (2.318), and neglecting energy losses

(ψ2 = 0),

W0(jω) = wω
cos ξ

sin ξ1 cos ξ2
, (2.319)

where ξ = ξ1 + ξ2.
Expression (2.168), giving the homogeneous bar’s dynamic compliance

when subjected to a force concentrated in the middle cross section, has a
similar form if l = l1 + l2 and s = l1.

Thus, in this case, the vibration system can be described by a bar dy-
namic model, subjected to an equivalent excitation force. Further analysis is
analogous to that in subsection 2.4.3.
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Processes in ultrasonic systems

There are no things, only processes.

David Bohm (1917-1992)

3.1 Nonlinear load

1. The interaction between an ultrasonic machine’s tool and the workpiece
or medium being treated during an ultrasonic process gives rise to a load
on the vibration system. As shown in Chapter 1, the interaction force can
be described by the working process’ dynamic characteristic fl(ul, u̇l). This
relates the force fl acting on the workpiece to the tool’s displacement ul, and
speed u̇l.

In the simplest of cases, this characteristic is comprised of a linear force
dependence on the tool displacement,

fl(ul) = k0ul (3.1)

or speed,
fl(u̇l) = b0u̇l. (3.2)

Dependence (3.1) describes a linear elastic load. This appears, for exam-
ple, during the continuous deformation of an elastic specimen with stiffness
k0. In this instance, the deformation takes place in the elastic zone of the
material’s stress-strain characteristic (see Fig.1.10, b). Dependence (3.2) de-
scribes a linear dissipative load, and has a coefficient of resistance b0. This
arises when vibration occurs in a viscous fluid (in the absence of cavitation)
(Kikuchi (1969)), or when a wave is radiated into an unbounded waveguide
system (see subsection 2.2.2).

The complete characteristic

fl(ul, u̇l) = k0ul + b0u̇l (3.3)

describes a linear elastic-dissipative load, which may be encountered, for ex-
ample, during the deformation of elastic-viscous materials.

Taking into account the nature of the motions (2.4) and forces (2.7) un-
der consideration, equalities (3.1)–(3.3) can be rewritten in terms of complex
displacements and forces. In particular, (3.3) yields the relation,
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F̃l(ãl) = WH(jω)ãl.

The complex vibration amplitude and force are related by a dynamic charac-
teristic describing the elastic-dissipative load,

WH(jω) = k0 + jωb0. (3.4)

When designing an ultrasonic machine, the inertial load generated by a de-
tachable tool’s mass M , or, the mass added to the system during the process-
ing of a workpiece, often needs to be considered. An inertial load characteristic
takes the form,

fl(ül) = Mül,

and its dynamic stiffness is given by,

WH(jω) = −Mω2. (3.5)

As shown in subsection 2.1.7, in which a typical ultrasonic machine’s ar-
rangement is considered, a machine tool’s vibration amplitude, whilst sub-
jected to a linear load, is given by formula (2.37). The dynamic characteris-
tics of vibration systems and electroacoustic transducers, as found in sections
2.2-2.4, should be used.

2. The real working process, as realized by an ultrasonic machine, cannot
usually be represented as a linear load. Therefore, consideration should be paid
to nonlinear models of these processes. Some of these have been presented in
Chapter 1. In the instance under consideration, the interaction force between
the working tool and the workpiece, or medium, is described by a nonlinear
dynamic characteristic fl = fl(ul, u̇l). In order to find an ultrasonic system’s
periodic motion, in which a nonlinear load is present, the approximate method
of harmonic linearization will be employed. This is widely used for the analysis
of nonlinear automatic control systems (Popov & Paltov (1960)), nonlinear
vibration protection systems (Kolovsky (1999)), vibro-impact systems (Babit-
sky (1998)), etc.

The harmonic linearization method is based on the use of the harmonic
balance principle.

Suppose, as before, that the motion of the machine’s tool is periodic and
has a frequency, ω. It may be represented as a Fourier series,

ul(t) = ml +
∞∑

n=1

(Acn cosnωt+Asn sinnωt). (3.6)

This can be written in an equivalent form,

ul(t) = ml +
1
2

±∞∑

n=±1

ãlne
njωt, (3.7)
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where, ml is a constant component and ãln are the complex amplitudes of the
motion’s harmonic components. The latter are related to the coefficients of
series (3.6) by the equalities,

ãln = Acn − jAsnsgnn (3.8)

As follows from these equalities, amplitudes ãln for n = k and n = −k are
complex conjugates.

By substituting periodic function (3.7) into the nonlinear dynamic charac-
teristic, a periodic function with the same frequency ω is obtained. Expanding
it in the Fourier series gives,

fl[ul(t), u̇l(t)] = Pl +
1
2

±∞∑

n=±1

F̃lne
njωt, (3.9)

where the constant component Pl, and complex amplitudes F̃ln, of the force’s
fl harmonic components are given by the formulae,

Pl =
1
T

T∫

0

fl[ul(t), u̇l(t)]dt = Pl(ml, Acl, . . . , Asl, . . .) (3.10)

F̃ln =
2
T

T∫

0

fl[ul(t), u̇l(t)]e−njωtdt = F̃ln(ml, Acl, . . . , Asl, . . .). (3.11)

T = 2π/ω is the time period of the process under consideration.
It is still assumed that the vibration system and the ultrasonic machine’s

transducer constitute a linear system and its properties are completely defined
by the values of dynamic compliance found in the previous chapter. The sys-
tem’s vibration during its interaction with the nonlinear load can be described
by the following operator equation,

ul(t) = u∗l (t) − LM (jω)fl[ul(t), u̇l(t)]. (3.12)

u∗l (t) is the steady-state vibration, at frequency ω, during idle motion, i.e.
in the absence of load (fl = 0), LM (jω) is the dynamic compliance of the
vibration system and transducer as determined by formula (2.29).

During idling conditions, the motion of the system, u∗l (t), can be found
using the methods described in the previous chapter. For the sake of generality,
u∗l (t) is taken to be a periodic function which can be expanded in the Fourier
series, analogously to (3.7),

u∗l (t) =
1
2

±∞∑

n=±1

ã∗lne
njωt. (3.13)

Formulae (2.21) and (2.28) can be used to determine the complex ampli-
tudes ã∗ln. This may be done by using the dynamic characteristics for each of
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the vibration system’s components and holds true when either a voltage or
current source is used to supply the transducer. Therefore, within equation
(3.12), function (3.13) acts as an external periodic excitation.

Substituting series (3.7), (3.9), and (3.13) into equation (3.12) yields,

ml +
1
2

±∞∑

n=±1

ãlne
njωt =

1
2

±∞∑

n=±1

ã∗lne
njωt − LM (0)Pl −

1
2

±∞∑

n=±1

LM (njω)F̃lnenjωt. (3.14)

By equating the constant components and coefficients in front of the same
power exponents on the left and right-hand sides of this equality, the following
equations are found,

ml = −LM (0)Pl(ml, Acl, . . . , Asl, . . .), (3.15)
ãln = ã∗ln − LM (njω)F̃ln(ml, Acl, . . . , Asl, . . .),
(n = 1, 2, . . .). (3.16)

These equations, along with equalities (3.8), complete the information re-
quired to determine the unknown parameters of motion ml, Acl, . . . , Asl, . . .
and complex amplitudes ãln.

It is noted that when negative values of n (n = −1,−2, . . .) are considered
in the system of equations following from (3.14), they are equivalent to system
(3.16). This is because the complex numbers in this equation are complex
conjugates of those with positive values of n.

In general, it is impossible to find a solution for the infinite system of
transcendental equations (3.15) and (3.16). This is due to the fact that Pl
and F̃ln are dependant on all of the coefficients of the expanded function
ul(t), when substituted into series (3.16). When a linear load is considered, as
for example given by expression (3.16), an exception is found. In this instance,
by substituting (3.7) into (3.11) and integrating, it is found that,

F̃ln = ãln(k0 + njωb0)

and system of equations (3.16), along with (3.4), take the form:

ãln = ã∗ln − ãlnLM (njω)WH(njω)

Thus, the complex amplitude ãln is given by the expression,

ãln = a∗ln

[

1 +
WH(njω)
WM (njω)

]

which coincides with (2.37).
When a nonlinear load is considered, series (3.7) and (3.9) must be trun-

cated, retaining only a finite number of terms from each sequence. This reduces
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the problem of solving the transcendental equations and an approximate solu-
tion is found. As a rule, in order to construct such a solution, only the constant
components, and the first harmonics of the periodic solution, are accounted
for, i.e. an approximate solution of the form,

ul(t) ≈ ml + ãle
jωt, (3.17)

is sought. The constant component ml and complex amplitude ãl of this so-
lution can be found, according to (3.15) and (3.16), from the equations,

ml = −LM (0)Pl(ml, al), (3.18)
ãl = ã∗l − LM (jω)F̃l(ml, al). (3.19)

The method of finding periodic solutions in this form is called the harmonic
balance method. It must be noted, that equation (3.19) has the same form
as (2.27). The difference, when a nonlinear load is considered, arises from
the nonlinear dependence of the complex interaction force on the tool motion
amplitude al, and constant component ml.

3. Using (3.11) for the first harmonic gives,

F̃l =
2
T

T∫

0

fl[ul(t), u̇l(t)]e−jωtdt =

2
T

T∫

0

fl[ul(t), u̇l(t)](cosωt− j sinωt)dt.

(3.20)

The complex amplitude F̃l can be rewritten in a different form,

F̃l = al(k + jωb), (3.21)

where,

k =
2
Tal

T∫

0

fl[ul(t), u̇l(t)] cosωt dt,

b = − 2
Tωal

T∫

0

fl[ul(t), u̇l(t)] sinωt dt (3.22)

At this point it must be restated, that to find an approximate solution of
the form (3.17), it is assumed that,

fl[ul(t), u̇l(t)] ≈ Pl + F̃le
jωt

or, taking (3.21) and (3.17) into account,
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fl[ul(t), u̇l(t)] ≈ Pl + ku0
l (t) + bu̇l(t), (3.23)

where u0
l = ãle

jωt.
Thus, the initial nonlinear function fl(ul(t), u̇l(t)) is substituted with a

linearized expression. Such a substitution differs from the usual linearization
by the dependence of coefficients Pl, k and b on the unknown solution pa-
rameters. This is called a harmonic linearization (Kolovsky (1999), Popov &
Paltov (1960)).

To calculate the coefficients of the harmonic linearization, it is convenient
to rewrite (3.10) and (3.22) in a different form. It is assumed that,

ul(t) = ml + al cosωt, u̇l(t) = −alω sinωt

and variable τ = ωt is substituted. As a result,

Pl =
1
2π

2π∫

0

fl(ml + al cos τ,−alω sin τ)dτ = Pl(ml, al), (3.24)

k =
1
πal

2π∫

0

fl(ml + al cos τ,−alω sin τ) cos τdτ = k(ml, al), (3.25)

b = − 1
πalω

2π∫

0

fl(ml + al cos τ,−alω sin τ) sin τdτ = b(ml, al). (3.26)

Variable Pl(ml, al) determines the constant component of nonlinear load.
By comparing (3.21) and (3.4), it is convenient to write the nonlinear load’s
alternating component by using its linearized dynamic stiffness,

WH(jω,ml, al) = k(ml, al) + jωb(ml, al). (3.27)

Coefficients k(ml, al) and b(ml, al) depend on the unknown motion pa-
rameters, and characterize the equivalent elastic and dissipative components
of the nonlinear load.

By substituting the working process’ nonlinear dynamic characteristic with
the harmonic linearization (3.23), the equation describing the complex ampli-
tude al is converted to the form,

ãl = ã∗l − LM (jω)WH(jω,ml, al)ãl.

This yields the relation,

ãl = ã∗l

[

1 +
WH(jω,ml, al)

WM (jω)

]

, (3.28)

and has the same form as expression (2.37) which was obtained earlier for a
linear load. Unlike (2.37), relation (3.28), in conjunction with equation (3.18)
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(which relates the constant component to the vibration amplitude), provides
a closed system of equations and may be used to determine the unknown
parameters ml, al of solution ul(t).

In the forthcoming analysis of vibration systems under the influence of a
nonlinear load, the method of harmonic linearization will be used as in the
form presented above.

4. Expressions may now be found in order to obtain harmonic linearization
coefficients. These reflect the dynamic characteristics of ultrasonic processes
and will be used in the following analysis.

As shown in section 1.2, when deforming an elastic specimen using a vi-
brating tool, the loading may take the form of a periodic impulse (Fig.1.10, a).
Such a process is described using a single-sided elastic limiter characteristic
(Fig.3.1, a),

fl(ul) = k0(ul −Δ)η(ul −Δ). (3.29)

k0 is the limiter’s static stiffness and η(u) is the unit step function.

Fig. 3.1.

By substituting (3.29) into (3.24) and (3.25), it is found that,

Pl =
1
π

τl∫

0

(ml −Δ+ a cos τ)dτ, k =
2k0

πal

τl∫

0

(ml −Δ+ a cos τ) cos τ dτ,

where, τl = arccos(Δ−ml)/al.
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Integrating gives,

Pl =
k0al
π

(

√

1 −
(
Δ−ml

al

)2

− Δ−ml

al
arccos

Δ−ml

al
), (3.30)

k =
k0

π
(arccos

Δ−ml

al
− Δ−ml

al

√

1 −
(
Δ−ml

al

)2

). (3.31)

For the load’s dissipative component, expression (3.26) reveals that b = 0.
Introducing the notation,

(Δ−ml)/al = α,−1 ≤ α ≤ 1, (3.32)

from (3.30) and (3.31), an approximate formula for the linearization coefficient
k(al) is deduced.

Graphs of k(a), as deduced from (3.31), and al(α), as deduced from the
equation (following from (3.30)),

al = π
Pl
k0

(√
1 − α2 − α arccosα

)−1

(3.33)

are plotted in Fig.3.2, a, b.

Fig. 3.2.

These curves are used to plot dependence of the coefficient k on amplitude
al. Amplitude al is shown in Fig.3.2, c. The dependence can be approximated
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by the formula,

k =
2Pl

al + Pl/k0
. (3.34)

The graph of (3.34) practically coincides with the curve shown in Fig.3.2, c.
It must be noted, that for amplitudes al ≤ Plk0, the vibration does not

exceed the limits of the limiter’s elastic deformation. Therefore, the load is
linear and is described by k = k0.

Coefficients (3.30), (3.31) and (3.34) will be used for the analysis of vibro-
impact processes, which are of great importance when considering ultrasonic
systems. These coefficients, however, describe only the elastic component of
the load. To find the dissipative component, different models of impact inter-
action should be used.

The simplest model is based on stereomechanical impact theory (Babit-
sky (1998)). This theory completely excludes any consideration of the impact
process due to its short duration. It uses general mechanical theorems to find
estimates of the resulting colliding bodies’ kinematic characteristics. When
considering stereomechanical impact theory, the effect of the impact is esti-
mated by the velocity restorability factor R(0 ≤ R ≤ 1), known as restitution
coefficient. This is equal to the ratio of the colliding bodies’ relative speeds,
after, and prior to the impact. Thus, a body of mass M , moving with speed
u̇−, acquires the following speed after an impact with an immovable wall,

u̇+ = −Ru̇−. (3.35)

In (3.35), R = 1 corresponds to a perfectly elastic collision, while R = 0
corresponds to a purely plastic collision.

An impact is characterized by an impulse J =
τ∫

0

f(t)dt, of force f(t), which

appears in the contact zone during the impact time τ . The impulse’s action
is assumed to be instantaneous. Using the momentum theorem, and taking
(3.35) into account,

J = M(u̇+ − u̇−) = −Mu̇−(1 +R). (3.36)

The impact is accompanied by a partial loss of energy. The dissipated
energy is given by,

A =
M

2
(u̇2

− − u̇2
+) = 1/2Mu̇2

−(1 −R2) (3.37)

Stereomechanical impact theory describes a body’s collision with a rigid
limiter. Its characteristics are shown in Fig.3.1, b. Applying the limit k0 →
∞ to (3.34), the linearization coefficient of a rigid limiter (dashed line in
Fig.3.1, c) is obtained,

k = 2Pl/al. (3.38)

It is noted, that this expression can be obtained from formulae (3.30) and
(3.31). In order to do this, it is noticed that as k0 → ∞, α = (Δ−ml)/al → 1.
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k0 may be excluded from (3.30) and (3.31) by taking the ratio of these ex-
pressions,

Pl
k

= al

√
1 − α2 − α · arccosα

arccosα− α
√

1 − α2
(3.39)

Applying the limit α → 1 to this ratio, and resolving the indeterminacy,
it is found that Pl/k = al/2. This yields relation (3.38).

In order to quantify energy losses, the linearization coefficient of the im-
pact characteristic’s dissipative component is constructed using energy con-
siderations. If Pl is the average value of the impact interaction force over the
time period, the total impact impulse acting on the body during the periodic
collisions is,

J = −2π
ω
Pl. (3.40)

By equating the values of impulse given by (3.36) and (3.40), the speed of
the body is found as it approaches the limiter,

u̇− =
2πPl

Mω(1 +R)
.

Using (3.37) the energy losses during the impact are calculated:

A =
1 −R

1 +R
· 2π2P 2

l

Mω2
. (3.41)

The energy dissipated over the time period T , as given by the equivalent
linear resistance, is,

A =
1
2
b(alω)2T = πbωa2

l . (3.42)

Equating values (3.41) and (3.42), the dissipative component of the impact
force’s linearization coefficient is obtained,

b = 2π
1 −R

1 +R
· P 2

l

Mω3a2
l

. (3.43)

Using (3.38), this expression can be rewritten in the form:

b =
πk2(a)
2Mω3

· 1 −R

1 +R
. (3.44)

5. In cases when the impact interaction duration is not negligible, the
stereomechanical model of impact is not applicable, and different models
must be used. One of the alternative models is constructed in subsection
1.3.4 (Fig.1.33). Its dynamic characteristic (Fig.3.1, c) is determined by the
equation,

fl(ul, u̇l) = k0(ul −Δ)η(ul −Δ)(1 + ϑsgnu̇l) (3.45)

The general characteristic of this type of model can be represented in the
form,
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fl(ul, u̇l) = f
(1)
l (ul) + f

(2)
l (ul, u̇l), (3.46)

where the first term f
(1)
l (ul) determines the elastic forces, and the second,

which satisfies the condition f
(2)
l (ul, u̇l) = −f (2)

l (ul,−u̇l), describes the dissi-
pative forces. It is easy to show that for characteristics of the type (3.46), the
linearization coefficients, as given by formulae (3.24)–(3.26), can be simplified,
taking the form (Kolovsky (1999))

Pl =
1
2π

2π∫

0

f
(1)
l (ml + al cos τ)dτ = Pl(ml, al), (3.47)

k =
1
πal

2π∫

0

f
(1)
l (ml + al cos τ) cos τdτ = k(ml, al), (3.48)

b = − 1
πωal

2π∫

0

f
(2)
l (ml + al cos τ,−alω sin τ) sin τdτ = b(ml, al). (3.49)

The last formula can be transformed,

b =
1

πωa2
l

2π∫

0

f
(2)
l (ml + al cos τ,−alω sin τ)d(al cos τ) =

=
1

πωa2
l

∮

fl(ul, u̇l)du =
A

πωa2
l

in order to allow the linearization coefficient b to be expressed as a function
of the energy A dissipated over the time period. It is equal to the area inside
the hysteresis loop of characteristic fl(ul, u̇l). Therefore, in order to study
vibration that is close to harmonic vibration, the shape of the hysteresis loop
is not essential.

Comparing characteristic (3.45) with (3.29) shows that the linearization
coefficients Pl and k may be determined using expressions (3.30) and (3.31).
Their approximation, (3.34), may also be used. For the dissipative component
(3.48),

b =
k0ϑ

πω

(

1 − Δ−ml

al

)2

=
k0ϑ

πω
(1 − α)2. (3.50)

When studying vibro-impact processes, bilateral impact interactions (Babit-
sky (1998)) with dynamic characteristics as shown in Fig.3.1, d, e, often have
to be considered. The characteristic shown in Fig. 3.1, e is described by the
equation,

fl(ul) = k0(|ul| −Δ)η(|ul| −Δ)signul(1 + ϑsignu̇l), (3.51)

and that in Fig.3.1, d, by the same equation, in which ϑ = 0.
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In symmetrical processes, i.e. when ul(t + T/2) = −ul(t), the constant
components of the process are ml = 0 and Pl = 0. In this case, by comparing
(3.51) with (3.44), it is demonstrated that the harmonic linearization coeffi-
cients of dynamic characteristic (3.51) are obtained by doubling values (3.31)
and (3.50) in which ml = 0. They have the form:

k =
2k0

π

⎛

⎝arccos
Δ

al
− Δ

al

√

1 −
(
Δ

al

)2
⎞

⎠ , (3.52)

b =
2k0ϑ

πω

(

1 − Δ

al

)2

. (3.53)

The dependence of coefficients (3.52) and (3.53) on amplitude al is shown
in Fig.3.3,a,b. When vibration occurs inside the gap (al < Δ) the vibration
system is unloaded. When the amplitude al → ∞, the elastic load k → k0,
while the dissipative load b → b∞ = 2k0ϑ/πω.

Fig. 3.3.

6. Chapter 1 included consideration of processes in which the tool was al-
lowed to progress slowly in a specified direction under the action of a constant
force. The average velocity of the tool’s motion determines the process speed.
These models describe the processes taking place in systems with dry friction,
plastic deformation, material fracture using a vibrating instrument, etc. The
dynamic characteristics of some of these processes are shown in Fig.3.4.

Considering such processes, an approximate solution is sought in the form,

ul(t) ≈ vt+ u0
l (t) = vt+ al cosωt,

u̇l(t) ≈ v + u̇0
l (t) = v − alω sinωt, (3.54)

where v is the speed at which the tool progresses, u0
l is a periodic component

of the solution with amplitude al and frequency ω. The nonlinear dynamic
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Fig. 3.4.

characteristic fl(ul, u̇l) is substituted by the linear function,

fl(ul, u̇l) ≈ Pl + ku0
l + bu̇0

l (3.55)

analogously to (3.23).
The linearization coefficients in (3.55) can be calculated using formulae

similar to (3.33)–(3.26):

Pl =
1
2π

2π∫

0

fl

( v

ω
τ + al cos τ, v − alω sin τ

)
dτ = Pl(v, al), (3.56)

k =
1
πal

2π∫

0

fl

( v

ω
τ + al cos τ, v − alω sin τ

)
cos τ dτ = k(v, al), (3.57)

b = − 1
πalω

2π∫

0

fl

( v

ω
τ + al cos τ, v − alω sin τ

)
sin τ dτ = b(v, al). (3.58)

As shown in Chapter 1, the tool’s vibration has a considerable influence on
the static forces necessary to overcome the threshold force of material defor-
mation. Equality (3.56) reflects this influence. Relations (3.57) and (3.58) also
demonstrate the inverse influence of the tool’s progression speed on the coeffi-
cients of harmonic linearization k and b. It consequently affects the vibration
parameters of the system.

Fig.3.4, a shows the characteristic of a “dry friction” type nonlinear ele-
ment. It may be described by the equation,

fl(u̇l) = Qsgnu̇. (3.59)

Substituting (3.59) and (3.54) into (3.56)–(3.58) and integrating gives,

P =
2Q
π

arcsin
v

alω
, (3.60)

k = 0, b =
4Q
πωal

√

1 −
(

v

ωal

)2

(3.61)
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Equality (3.60) coincides with (1.39) and reflects the effect by which vi-
bration smoothes out nonlinearities (Fig. 1.21). The continuous line in Fig.3.5
represents the dependence of the equivalent resistance coefficient (3.61) on
the vibrational speed ωal. It is at a maximum bm = 2Q/πv when ωal =

√
2v.

Formulae (3.60) and (3.61) are valid for speeds v < alω. Otherwise, P = Q
and b = 0, i.e., vibration does not decrease the dry friction forces, and fric-
tion, in turn, does not influence the vibration. If the tools’ progression speed
is very small, v � ωal, and terms higher than the first order are neglected,
from (3.61),

b = 4Q/πωal. (3.62)

Fig. 3.5.

Dependence (3.62) is plotted in Fig.3.5 as a dashed line. As shown in
Chapter 1 and following from (3.60), the advantages of using ultrasound for
decreasing static force at low speeds v � ωal are clear. Therefore, an accept-
able and practical form of the linearization coefficient is given by (3.62).

Fig.3.4, b, c shows the dynamic characteristic of a plastic deformation
process during continuous (Fig.1.13, a) and impulsive (Fig.1.13, b) regimes.
The arrows show the directions of loading and load relief. Expressions for
determining the harmonic linearization coefficients may be written for these
characteristics, assuming that the average deformation speed is small (v �
ωal). These formulae are obtained using the same assumptions made during
the derivation of equalities (1.20) and (1.21) which determined the constant
load components Pl.

For the characteristic shown in Fig.3.4, b,

k =
k0

2π

⎡

⎣2π − arccos
(

1 − 2πv
alω

)

+
(

1 − 2πv
alω

)
√

1 −
(

1 − 2πv
alω

)2
⎤

⎦ , (3.63)

b =
2k0

πω

[

1 −
(

1 − 2πv
alω

)2
]

. (3.64)

It must be noted that during continuous plastic deformation in the pro-
cess under consideration, coefficients (3.63) and (3.64) are independent of the
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material’s yield limit D. This is because the coefficients are determined from
the difference between the material’s yield limit and the static force Pl, i.e.
D − Pl which, according to (1.21), depends only on the average speed of vi-
bration ωal, the tool’s progression speed v, the vibration amplitude al and
the workpiece’s static stiffness k0.

When v = 0, formulae (3.63) and (3.64) yield k = k0 and b = 0, i.e.
any deformation taking place, does so, inside the elastic zone of the materials
dynamic characteristic. The material’s yield limit is only attained at the point
at which the tool reaches its maximum displacement.

The characteristic shown in Fig.3.4, c can be described, where,

k =
k0

2π
[arccos

(

1 − D

k0al
− 2πv
alω

)

+ arccos
(

1 − D

k0al

)

−

− arccos
(

1 − 2πv
alω

)

−
(

1 − D

k0al
− 2πv
alω

)

×

×
√

1 −
(

1 − D

k0al
− 2πv
alω

)

−
(

1 − D

k0al

)
√

1 −
(

1 − D

k0al

)2

+

+
(

1 − 2πv
alω

)
√

1 −
(

1 − 2πv
alω

)2

], (3.65)

b =
2vD

(alω)2
. (3.66)

The last formula can easily be derived using energy considerations. Indeed,
the work due to deformation, over the loading cycle, is equal to the area inside
the hysteresis loop A = Dh0, where the residual strain h0 is related to the
average deformation speed by (1.13) and is equal to h0 = vT = 2πv/ω.
The substitution of these values into (3.49) leads to formula (3.66). It must
be noted that when v = 0, expression (3.65) takes the form (3.31), where
(Δ − ml) = al − D/k0, i.e. the limiter deforms to the full extent of the
workpiece material’s elastic zone. If, in addition, al → D/2k0, then k → k0

and the process moves from an impulsive elastic deformation regime to a
harmonic regime of continuous deformation.

Fig.3.4, d demonstrates the deformation characteristic of a rigid-plastic
material. For small speeds of deformation (v � ωal), the linearization coeffi-
cients of this nonlinear characteristic take the form,

P =
D

π
arcsin

√
πv

alω
, (3.67)

k =
D

πal

√

1 −
(

1 − 2πv
alω

)2

, (3.68)

b =
2Dv

(alω)2
. (3.69)
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Expressions (3.67), which coincide with (1.26) and (3.68) can be obtained
by applying the limit k0 → ∞ to (1.20) and (3.65). Equality (3.69) coincides
with (3.56). For practical convenience, these formulae can be rewritten in a
different form. Firstly, from (3.67), the speed v may be expressed by alterna-
tive parameters,

v =
alω

π
sin2 πP

D
. (3.70)

Substituting this value into (3.68) and (3.69) gives,

k =
D

πal
sin

2πP
D

,

b =
2D
πalω

sin2 πP

D
. (3.71)

A number of ultrasonic processes take place under the influence of small
static forces P � D. In these cases, expressions (3.70) and (3.71) can be
simplified, and take the form,

v = πalω (P/D)2 , (3.72)

k = 2P/al, b =
2π
alω

· P
2

D
. (3.73)

It is worth noting that expression (3.73), determining the linearization
coefficient k, is not dependant on the yield limitD of the rigid-plastic material.
It coincides with formula (3.38), which was obtained for the characteristic of
a rigid, single-sided limiter.

Thus, for a number of ultrasonic processes, the coefficients characterizing
the nonlinear load have been found. A typical feature of these coefficients is
their dependence on the tool’s vibration characteristics. Such a dependency
has been repeatedly observed, in different processes, when experimental mea-
surements of load resistance are taken. The dependence of load resistance on
vibration amplitude when radiating vibration into a fluid, after passing its cav-
itation threshold, was revealed in Kikuchi (1969). In Holopov (1972), a similar
dependence was revealed whilst studying an ultrasonic welding process. It was
also found in Ganeva et al. (1981), in which the ultrasonic machining of brittle
materials was investigated.

3.2 Resonant vibration of ultrasonic bar systems
with a nonlinear loading

1. A load’s nonlinearity causes specific effects to occur in an ultrasonic bar sys-
tem’s vibration characteristic. The load significantly changes the bar system’s
resonant properties, causing nonlinear distortion of the amplitude-frequency
characteristic. It is dependant on the bar’s parameters, the way in which it



3.2 Resonant vibration of ultrasonic bar systems with a nonlinear loading 147

is attached, and on the load’s elastic and dissipative properties. These effects
are now considered in a bar system that performs longitudinal and bending
vibration.

Consider a bar system, with length l, in which vibration is excited by
a force fs(t) = Fse

jωt acting at cross section x = s. The displacement of
the arbitrary cross section x shall be described by the function ux(t). When
vibrating, cross section x = l interacts with the nonlinear load. The load’s
dynamical characteristic is dependant on the displacement function ul of the
system’s end x = l,

fl = fl(ul, pul) (p = ∂/∂t). (3.74)

The bar system’s vibration shall be described using a dynamic compliance
operator Lsx(p), which relates the force acting at cross section s with the
resulting displacement x. The displacement of the system’s cross sections are
determined by the expression,

ux(t) = Lsx(p)Fsejωt − Llx(p)fl[ul(t), pul(t)]. (3.75)

The approximate periodic solution of equation (3.75) is sought in the form,

ux(t) ≈ mx + u0
x(t), u0

x(t) = ãxe
jωt = axe

j(ωt−ϕx). (3.76)

Taking account of the nature of the solutions sought, the harmonic lin-
earization of function (3.74) may be undertaken,

fl(ul, pul) ≈ Pl(ml, al) + [k(ml, al) + pb(ml, al)]u0
l . (3.77)

Here, Pl(ml, al) is a constant component; k(ml, al) and b(ml, al) are the load’s
equivalent elastic and dissipative components. They are dependant on the
solution’s parameters and should be calculated using the method described in
section 3.1.

The following is obtained by substituting (3.77) into (3.75), separating the
constant and periodic components, and taking account of (3.76),

mx = −Llx(0)Pl(ml, al), (3.78)
u0
x = Lsx(p)Fsejωt −
Llx(p)[k(ml, al) + pb(ml, al)]u0

l . (3.79)

From (3.78) and (3.79), for cross section x = l,

ml = −Lll(0)Pl(ml, al), (3.80)
u0
l = Lsl(p)Fsejωt − Lll(p)[k(ml, al) + pb(ml, al)]u0

l . (3.81)

From (3.76), when x = l, the following equality can be written,

ejωt =
u0
l

al
ejϕl =

u0
l

al
(cosϕl + j sinϕl). (3.82)
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By substituting (3.82) into equation (3.81), and transforming the result
into an equivalent homogeneous equation (Babitsky (1998), Popov & Paltov
(1960)),

{1 + [k(ml, al) + pb(ml, al)]Lll(p) −
−Fs
al

(cosϕl + j sinϕl)Lsl(p)}u0
l = 0. (3.83)

The periodic solutions (3.76) of equation (3.83) exist when its characteris-
tic equation possesses a pair of purely imaginary roots, p = ±jω. Substituting
p = jω into the characteristic equation,

Fs
ãl

=
Fs
al

(cosϕl + j sinϕl) = W (jω,ml, al), (3.84)

where, W (jω,ml, al) = {1 + [k(ml, al) + jωb(ml, al)]Lll(jω)}/Lsl(jω) is the
complete dynamic stiffness of both the vibration system and load at cross
section l.

Analogously to (2.79), the dynamic stiffness expression can be rewritten
in the form,

W (jω,ml, al) = U(ω,ml, al) + jV (ω,ml, al), (3.85)

where, U(ω,ml, al) = ReW (jω,ml, al) and V (ω,ml, al) = ImW (jω,ml, al).
By substituting (3.85) into (3.84) and separating the real and imaginary

parts,

cosϕl = alU(ω,ml, al)/Fs, (3.86)
sinϕl = alV (ω,ml, al)/Fs. (3.87)

Excluding the trigonometric functions from these equalities gives,

al = Fs/
√
U2(ω,ml, al) + V 2(ω,ml, al) = Fs/|W (jω,ml, al)| (3.88)

Relations (3.80) and (3.88) constitute a system of equations for the un-
known motion parameters, ml and al, of cross section x = l. Values of ml and
al allow, using equations (3.86) and (3.87), the phase ϕl to be found, while
equations (3.78)–(3.79) determine the periodic motion parameters of the bar
system’s other cross sections.

In order to study the stability of the solutions obtained with respect to
small perturbations, the techniques suggested in Babitsky (1971, 1998) shall
be used. These are based on the ideas of the slowly varying amplitude method.
Due to the continuous dependence of the characteristic equation’s (3.83) roots
on the system’s parameters, small perturbations in the system’s motion give
rise to a small deviation of the roots from the imaginary axes. Taking account
of this, it is assumed that the disturbed motion in the vicinity of the steady-
state periodic solution has the form,
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ŭx(t) = m̆x(t) + ăx(t) exp j[ωt− ϕ̆x(t)], (3.89)

where m̆x(t), ăx(t), ϕ̆x(t) are the slowly varying functions of time.
The system’s dissipative properties are taken into account by means of

the function V (ω,ml, al) in dynamic stiffness expression (3.84). Therefore,
equality (3.87) constitutes the effective dissipative and driving force energy
balance of the steady-state motion under consideration. Using (3.84), the mo-
tion’s stability condition may be formulated with respect to a small amplitude
deviation,

∂

∂ăl

[

V (ω, m̆l, ăl) − Fs
ăl

sin ϕ̆l

]

ăl=al

> 0 (3.90)

Inequality (3.90) means that an amplitude deviation of ăl(t) from its sta-
tionary value al = const causes a violation of the energy balance in such a
way that it will compensate for the deviation.

Three unknown functions instead of one were introduced into (3.89), and
may be related by two arbitrary conditions. It is assumed that in the perturbed
motion, functions m̆l(t) and ăl(t) are related by equality (3.80), and ϕ̆l(t) and
ăl(t) by equality (3.86). Differentiating (3.90), and taking account of these
relations gives,

[
∂V

∂ăl
+
Fs
ă2
l

(

sin ϕ̆l − ăl
∂ϕ̆l
∂ăl

cos ϕ̆l

)]

ăl=al

> 0. (3.91)

The derivative ∂ϕ̆l/∂ăl can be found by differentiating equality (3.86) as
an implicit function of ϕl(al),

∂ϕ̆l
∂ăl

= − 1
Fs sin ϕ̆l

(

U + ăl
∂U

∂ăl

)

. (3.92)

By substituting (3.92) into inequality (3.91), and taking expressions (3.86)
and (3.87) into account, the stability condition is finally obtained,

[

U

(

U + ăl
∂U

∂ăl

)

+ V

(

V + ăl
∂V

∂ăl

)]

ăl=al

> 0. (3.93)

In the absence of the system’s dissipative losses, V = 0, condition (3.93)
gives the following stability region boundaries,

U(ω,ml, al) = 0, U(ω,ml, al) + al
∂U(ω,ml, al)

∂al
= 0, (3.94)

where ml and al are related by (3.80).
2. As an example, consider longitudinal vibration within a homogeneous

bar (Fig.3.6, a). Its upper end, x = 0, is fixed, and its lower end, x = l,
interacts with an elastic limiter. When in static equilibrium, the limiter is
positioned at a distance Δ from the end of the bar. A negative value of Δ
indicates that the limiter is subjected to a pre-compression.
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Fig. 3.6.

Harmonic linearization coefficients for the elastic limiter’s characteristic
are given by (3.30) and (3.31). The dynamic stiffness expression in (3.84)
shall be written in the form,

W (jω,ml, al) = [Wll(jω) + k(ml, al)]K(jω), (3.95)

where, K(jω) = Wsl(jω)/Wll(jω).
By using the fixed bar’s dynamic compliance (2.168), accounting for (2.49),

and by limiting the hyperbolic function expansions containing the small pa-
rameter ψ to linear terms, the following can be written,

Wll(jω) =
ES

l

[

ξ cot ξ + j
ψξ

4π
(ξ + 0.5 sin 2ξ)

sin2 ξ

]

, (3.96)

K(jω) =
sin ξ
sinχξ

+

+j
ψξ

4π
(cos ξ sinχ · ξ − χ sin ξ cosχξ)

sin2 χξ
, (3.97)

where, χ = s/l (0 ≤ χ ≤ 1).
Note that if the excitation acts at the bar’s end s = l (χ = 1), then

coefficient K(jω) = 1. Value (3.97) reflects the influence of the driving force’s
application point on the amplitude and phase of vibration at cross section
x = l.

After substituting (3.95) and (3.96) into equation (3.88), (3.88) takes the
form,

al =
δ

K(ξ)

{

(ξ cot ξ + q)2 +
[
ψξ

4π
· (ξ + 0, 5 sin 2ξ)

sin2 ξ

]2
}−1/2

, (3.98)

where δ = Fsl
ES , q = k(ml,al)l

ES and K(ξ) = |K(jξ)|.
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In order to determine the motion parameters of the bar’s lower end, equa-
tion (3.98) should be supplemented by equality (3.80), which, by virtue of
(3.30) and (3.96) can be converted into the form,

al = Δ
[
α+

(
α arccosα−

√
1 − α2

)
q0/π

]−1

. (3.99)

The expression for coefficient (3.31) can be rewritten as,

q =
(
arccosα− α

√
1 − α2

)
q0/π, (3.100)

where, q0 = k0l/ES and α = (Δ−ml)/al (−1 ≤ α ≤ 1).
Using these expressions, the amplitude - frequency characteristic for the

bar’s lower end can be constructed. According to (3.98), the equality

ξ0 cot ξ0 + q = 0, (3.101)

where ξ0 = ω0l/c, determines the configuration of the backbone curves which
reflect the dependence of the system’s free vibration frequency ω0 on the
amplitude.

In order to construct the backbone curves, a graphical method as shown in
Fig.3.7, a, b, c shall be used. Dependencies al(α), q(α) and q(ξ0) are plotted
in accordance with formulae (3.99)–(3.101) respectively. By choosing a value
of amplitude al in Fig.3.7, a, and by tracing the curve in the direction shown
by the arrows, with use of Fig.3.7, c, to determine the natural frequency ξ0,
the corresponding point in the backbone curve, Fig.3.7, d, is obtained.

It may be noted that there is a finite set of natural frequencies ξ0 (each
relating to a different vibration mode) corresponding to each given value of al.
The backbone curves for the two lowest oscillation modes are shown in Fig.3.7,
d. Due to the load’s nonlinearity, the vibration frequency for each oscillation
mode is dependant on amplitude. When a clearance is present in a system
(Δ > 0) the natural frequency increases with an increase in amplitude, and
the system has a stiff type backbone curve. When a system’s limiter is ini-
tially under compression (Δ < 0), the natural frequency decreases with an in-
crease in amplitude, and the system has a soft type backbone curve (Kolovsky
(1999)).

It is possible, however, that linear vibration can occur in both cases. When
Δ > 0 linear vibration exists within the clearance space Δ. The amplitude
is al < Δ and the natural frequency of the bar’s vibration are as that of a
bar with a free end. When Δ < 0 it is possible that the vibration is limited
in amplitude to the initial interference between the bar and limiter i.e. the
bar’s end does not separate from the limiter. In this case the amplitude is
al ≤ −Δ/(1 + q0) and the bar’s free vibration frequency is equal to that of a
bar with an elastically fixed end. The vertical parts of the backbone curves in
Fig.3.7, d correspond to linear vibration.
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Fig. 3.7.

When Δ = 0, the system has a constant spectrum of natural frequen-
cies that differ from those of linear vibration. These natural frequencies are
independent of the systems amplitude.

Due to these trends, backbone curves are determined in the following in-
tervals,

ξn ≤ ξ0 < ξ0n, for Δ > 0,
ξ0 = ξ0n, for Δ = 0,
ξ0n ≤ ξ0 < ξHn, for Δ < 0, (3.102)

where ξn and ξHn are the bar’s natural frequencies with either a free end,
or when subjected to a linear elastic load k0. The bar’s natural frequencies
can be found from equation (3.101) when q = 0 and q = q0 respectively. ξ0n
are the natural frequencies of the nonlinear system when Δ = 0; the index
n = 1, 2, ... denotes the natural mode number. Frequencies ξ0n can also be
obtained from equation (3.101), after the substitution of q as calculated from
(3.100) when α = α0. The latter is given, according to (3.99), by solving the
transcendental equation,

α0 +
(

α0 arccosα0 −
√

1 − α2
0

)

q0/π = 0 (3.103)
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3. The forced vibration amplitude of cross section x = l can be found
by simultaneously solving the system of equations (3.98)–(3.100). This can
be done graphically. Expression (3.100), giving the linearization coefficient
q, should be substituted into the amplitude-frequency characteristic equation
(3.98). The obtained dependence al(α), for different frequencies ξ = const,
should be marked on curve (3.99). This has already been used for plotting the
backbone curves. The intersection points of these curves determine the values
of α and vibration amplitude al, corresponding to the given frequency ξ.

The tracing operation is again performed in Fig.3.8, a, c and is used to
reveal the possible configuration of the system’s resonant curves. An initial
clearance is assumed (Δ > 0), and Fig.3.8, b, d shows the results. The number
1 is used to denote the backbone curves (Fig.3.8, b, d) and their mapping
(3.99) onto plane (al, α) (Fig.3.8, a, c). Parameter ξi (i = 1, 2) in Fig.3.8, a, c
denotes the curves plotted according to equations (3.98) and (3.100) for a
given value of frequency ξ = ξi. The solutions obtained are marked by points.
Fig. 3.8, a, c demonstrates that the system under consideration has either
one, or three solutions. In the latter case (Fig.3.8, a), one of the solutions is
determined by the intersection of curve ξi with the vertical line α = 1. This
corresponds to linear vibration within the clearance Δ, and has an amplitude
al ≤ Δ. Accompanying the realizable branches, the nonrealizable (al > Δ)
parts of the linear system’s resonant curves are shown in Fig.3.8, b, d using
dashed lines. These are determined from equation (3.98) when q = 0. The
other solutions determine branches of the resonant curve that are divided by
the backbone curve and correspond to nonlinear vibration with an amplitude
al > Δ. From equations (3.98)–(3.100) in which α = 1, and the tracing
shown in Fig.3.8, it can be seen that the resonant curve’s linear and nonlinear
branches meet at the intersection points between the linear branches and the
limiter value al = Δ.

By setting the amplitude-frequency characteristic ξ = ξ0 in equation
(3.98), and taking account of equality (3.101), the following is obtained. The
small denominator terms are only considered to their first order,

al =
4πδ
ψξ0

·
∣
∣
∣
∣

sin ξ0 sinχξ0
ξ0 + 0, 5 sin 2ξ0

∣
∣
∣
∣ . (3.104)

Equation (3.104) determines the limiting amplitude curve (2) (Fig.3.8,
b, d), which intersects backbone curve 1 at the same point as the system’s
resonant curve. A limiting amplitude line is formed from the geometrical lo-
cations of the intersecting points between the resonant and backbone curves.
As follows from the comparison between (3.98) and (3.104), all points on the
resonant curve are situated below line (3.104). With the help from the graph-
ical tracing of frequency ξ2, as shown by the arrows in Fig.3.8, b, the mapping
of limiting amplitude line 2 onto plane (al, α) is obtained (Fig.3.8, a, c). This
line shows the maximum values of curves ξi, attained at values of α which
correspond to the backbone curves.
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Fig. 3.8.

The possible resonant curve configurations for a system with an initial
interference (Δ < 0), are obtained by the analogous tracings shown in Fig.3.9.

Within the limiter’s elastic deformation limits, the linear system’s reso-
nant curve branches, when working on the linear elastic load k0 and vibrating
with an amplitude al ≤ −Δ/(1 + q0), are determined (again, the unrealizable
part of the resonant curve is shown by a dashed line). These branches are
described by equation (3.98) when q = q0. The ambiguity between the res-
onant curve and the nonlinear branches enveloping the backbone curve 1, is
shown in Fig.3.9, a, b. The resonant curve plotted in Fig.3.9, c, d is single-
valued for the whole frequency interval under consideration. The considera-
tions described demonstrate that ambiguity is present if the curve preceding
the linear system’s resonance branch passes below the intersection point C
between the backbone curve’s asymptote and the limiter’s elastic deformation
level al ≤ −Δ/(1 + q0). The resonant curve’s peak values are determined,
as before, from the intersection between the backbone curve 1 and limiting
amplitude line 2 (Fig.3.9, b, d) which is described by equation (3.104).

Fig.3.10 shows the amplitude-frequency characteristic of a system with no
clearance (Δ = 0). In this case, the vibro-impact regime exists throughout
the whole frequency interval. Maximum vibration amplitude is obtained at
the system’s free vibration frequencies ξ0n (see (3.102)) in which an elastic
limiter with no clearance Δ = 0 is present. The amplitude curve is determined
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Fig. 3.9.

from the intersecting points between backbone curve 1 and limiting amplitude
curve 2. From the curves in Fig.3.10, a, it can be seen that for any excitation
frequency ξ, there is always a unique vibration regime.

It is noted that, in the absence of energy dissipation (ψ = 0), all resonant
curves are continued, without restriction, along the backbone curve. This is
shown by dashed lines in Fig.3.8, b, d and Fig.3.9, b. These figures also show
examples of a linear system’s resonant curve in the vicinity of its first vibra-
tion mode. The amplitude-frequency characteristics in the vicinity of higher
vibration modes are constructed analogously.

4. The manifestation of nonlinear system properties rises with an increase
in limiter stiffness. In the limiting case of having a rigid limiter (k0 → ∞),
the elastic characteristic’s linearization coefficient k(a) relates to a constant
component Pl of the limiter’s reaction by the dependence (3.38). From equa-
tion (3.80), which gives the relation between the constant force compo-
nent and displacement, using equality (3.32), and taking into account that
α = (Δ−ml)/al → 1 as k0 → ∞, it is found that,

Pl = (al −Δ)L−1
ll (0). (3.105)

By substituting this equality into formula (3.38), the linearization coeffi-
cient’s dependence on the single unknown parameter al is obtained,
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Fig. 3.10.

Fig. 3.11.

k(al) =
2

Lll(0)

(

1 − Δ

al

)

. (3.106)

According to (3.96), for the system under consideration, the static stiffness
can be written as Wll(0) = L−1

ll (0) = ES/l. Taking account of the notation
used in (3.98), expression (3.106) takes the form,

q(al) = 2(1 −Δ/al). (3.107)

By substituting linearization coefficient (3.107) into equality (3.98), and
solving with respect to the unknown amplitude al, the following expression is
found for the system’s amplitude-frequency characteristic:

al =
2ΔC(ξ) ±√[δ(ξ)C(ξ)]2 + Ψ2(ξ)[δ2(ξ) − 4Δ2]

C2(ξ) + Ψ2(ξ)
, (3.108)

where δ(ξ) = δ/K(ξ); C(ξ) = ξ cot ξ + 2; Ψ(ξ) = ψξ
4π · ξ+0,5 sin 2ξ

sin2 ξ .
The resonant curves for the system’s first two vibration modes with no

clearance (Δ = 0), an initial clearance (Δ > 0), and an initial interference
(Δ < 0) are shown in Fig.3.11–3.13. An index 1 denotes a backbone curve,
and is described by the equation,
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Fig. 3.12.

al =
2Δ
C(ξ)

=
2Δ

ξ cot ξ + 2
, (3.109)

which follows from (3.108) when δ = 0 and ψ = 0.
The backbone curve’s definition domains are described by (3.102), in which

the value ξn = π(2n−1)/2 should be assigned. ξHn = πn and ξ0n are solutions
of equation ξ cot ξ = −2, the first four roots being ξ01 = 2, 289, ξ02 = 5, 087,
ξ03 = 8, 096 and ξ04 = 11, 173.

From relations (3.108) and (3.109), equation (3.104), giving the limiting
amplitude line 2, is obtained. Its intersections with the backbone curves give
the peak points in the amplitude-frequency characteristics.

At Δ = 0 equation (3.108) takes the form,

al = δ(ξ)/
√
C2(ξ) + Ψ2(ξ),

and the resonant curves are single-valued throughout the whole frequency
range (Fig.3.11).

By applying a vibro-impact regime condition al > 0 to (3.108), it is found
that for systems with a clearance (Fig.3.12, a), or an interference (Fig.3.13, a),
the resonant curves in the backbone curve definition domains have zones of
ambiguity. This happens when δ(ξ) < 2|Δ|. The upper (continuous line) and
lower (dashed line) branches of the resonant curve meet at the point at which
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Fig. 3.13.

the radicand in (3.108) turns to zero, i.e. if the equality,

C(ξ) = Ψ(ξ)

√
(

2Δ
δ(ξ)

)2

− 1 (3.110)

holds true.
In order to find the boundary of the resonant curve’s ambiguous region,

from (3.108) and (3.110), the following system of equations are obtained,

al =
2ΔC(ξ)

C2(ξ) + Ψ2(ξ)
, (3.111)

al =
δ(ξ)
Ψ(ξ)

√

1 −
(
δ(ξ)
2Δ

)2

. (3.112)

In Fig.3.12, a and Fig.3.13, a dashed-dotted curves 3 and 4, are plotted
in accordance with equations (3.111) and (3.112). From the comparison be-
tween expressions (3.111) and (3.112), it is seen that the separating curve 3
passes below the backbone curve and is situated between the branches of the
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amplitude-frequency characteristic within the ambiguous zone. According to
(3.112) and (3.104), curve 4 passes below the limiting amplitude line 2. The
point of its intersection with the separating line 3, coincides with the meeting
point of the upper and lower branches of the resonant curve.

When δ(ξ) ≥ 2|Δ|, the resonant curves for systems with both a clearance
(Fig.3.12, b), and an interference (Fig.3.13, b) are single-valued. They are
described by equation (3.108), in which a plus sign is present in front of the
radical. The resonant curves shown in Fig.3.12, a, b, are completed by the
linear system’s realizable branches al ≤ Δ.

It is noted that, in the absence of damping (Ψ = 0), equation (3.108), by
virtue of (3.97) can be converted into the following simple expression:

al =
2Δ sin ξ ± δ sinχ · ξ
ξ cos ξ + 2 sin ξ

. (3.113)

The separating curve (3.111) coincides with backbone curve (3.109).
5. Using condition (3.93), the stability of the obtained solutions shall be

studied. Firstly, a rigid limiter (k0 → ∞) shall be considered.
Taking expressions (3.95), (3.96) and (3.106) into account for the deriva-

tives in (3.93) the following expressions exist: ∂V/∂al = 0 and ∂U/∂al =
∂k(al)/∂al = 2Δ/a2

lLll(0). After substituting these quantities, and the cor-
responding expressions from (3.95), (3.96) and (3.106), condition (3.93), by
virtue of the notation used in (3.108), takes the form,

[

C(ξ) − 2Δ
al

]

C(ξ) + Ψ2(ξ) > 0.

By solving this inequality with respect to amplitude al, the following is
finally obtained,

al >
2ΔC(ξ)

C2(ξ) + Ψ2(ξ)
. (3.114)

The right-hand side of stability condition (3.114) coincides with separat-
ing curve equation (3.111). Therefore, the resonant curves’ lower branches,
as shown in Fig.3.12, a and Fig.3.13, a by dashed lines, transpire to be un-
stable. As follows from (3.114), and the resonant curve ambiguity conditions,
the regimes corresponding to single-valued amplitude-frequency characteris-
tics (Fig.3.11, Fig.3.12, b and Fig.3.13, b) are stable in the whole defined
domain.

It is now shown that, in general, for an elastic limiter of finite stiffness, only
regimes corresponding to the lower branches of a resonant curve’s ambiguous
regions are unstable. The stability condition (3.93) by virtue of expressions
(3.85), (3.95) and (3.96) takes the form,

C2
1 (ξ, α) + Ψ2(ξ) + al

∂q[α(al)]
∂al

> 0, (3.115)

where C1(ξ, α) = ξ cot ξ + q(α).
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The derivative can be calculated,

∂q

∂al
=

∂q

∂α
· ∂α
∂al

(3.116)

using relations (3.100) and (3.99),

∂q

∂α
= −2q0

π

√
1 − α2,

∂α

∂al
= −Δ

a2

(
1 +

q0
π

arccosα
)−1

. (3.117)

After the substitution of (3.116) and (3.117), stability condition (3.115)
takes the form,

a > − 2ΔC1(ξ, α)
√

1 − α2

[C2
1 (ξ, α) + Ψ2(ξ)](π/q0 + arccosα)

. (3.118)

Inequality (3.118) is definitely fulfilled for all regimes when Δ = 0 and for
those regimes that correspond to resonant curve branches situated above the
backbone curve when Δ 	= 0 for which,

ΔC1(ξ, α) = Δ[ξ cot ξ + q(α)] > 0.

Fig. 3.14.

The graphical solution of equations (3.98) (curve 1) and (3.99) (curve 2)
for systems with both a clearance (Δ > 0), and an interference (Δ < 0)
are shown in Fig.3.14, a, b. For a given frequency ξ, there are two solutions.
The equation on the right-hand side of inequality (3.118) allows the stability
region’s boundary to be found. The instability region is shown by hatching.
It contains the solution that occurs due to smaller vibration amplitude.
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The graphical constructions described show that, at the meeting points
between the upper and lower resonant curve branches, not only should the
quantities in (3.98) and (3.99) be equal, but their derivatives also. Differenti-
ating (3.98) and taking account of (3.99) and (3.117) gives,

∂al
∂α

=
∂al
∂q

· ∂q
∂α

=
2alC1(ξ, α)q0

√
1 − α2

π[C2
1 (ξ, α) + Ψ2(ξ)]

. (3.119)

From (3.99) the following derivative is found,

∂al
∂α

= −a2
l

Δ

(
1 +

q0
π

arccosα
)
. (3.120)

By equating (3.119) and (3.120), the following equality is obtained, and
should be satisfied at the meeting point of the upper and lower branches:

al = − 2ΔC1(ξ, α)
√

1 − α2

[C2
1 (ξ, α) + Ψ2(ξ)](π/q0 + arccosα)

. (3.121)

This equality coincides with the right-hand side of stability criterion (3.118).
Thus, the meeting point between the resonant curve’s upper and lower
branches belong to the stability region’s boundary. All the regimes that cor-
respond to the ambiguous zones’ lower branches transpire to be unstable.

Fig. 3.15.

Resonant curves for systems with an initial clearance (Δ > 0) and inter-
ference (Δ < 0) are shown in Fig.3.15, a, b. The continuous lines correspond
to stable branches and dashed lines to unstable branches. If the excitation fre-
quency slowly varies in such a way that every possible value within the regime
of forced vibration occurs, it is seen that the branch of the resonant curve fol-
lowed depends on the direction of the change in frequency. This is shown by
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the arrows. As the frequency is altered, the vibration amplitude is seen to hop:
the first occurrences of this take place at the meeting points Bi (i = 1, 2, . . .)
between the nonlinear branches, the second, at the meeting points between
the unstable and linear regime branches Ni within the clearance (Fig.3.15, a)
and interference (Fig.3.15, b). Unstable branches are physically unrealizable.

6. Ultrasonic bar systems that perform bending vibration and interact
with nonlinear loads demonstrate the same behavioural peculiarities as found
in longitudinal vibration systems. In order to demonstrate this, consider a
cantilever bar with a body fixed at its end, under the influence of bending
vibration, and interacting with a single-sided limiter (Fig.3.16). The system
vibrates due to a harmonic driving force fc(t) = Fce

jωt which is applied in
the added body’s mass centre C. The way in which the bar’s cross sections
displace relative to their undistorted state is described by the function ux(t).
The way in which the added body displaces is determined by its mass centre
coordinate uc, and rotation angle θ.

Fig. 3.16.

Linear system dynamic characteristics were constructed in subsection
2.3.3. In this section, the dynamic stiffness and compliance for an added body,
subjected to both progressive and angular vibration, was found.

The displacement amplitude of the body’s mass centre can be found from
equation (3.88), in which indexes l and s should be replaced by the index c,
and the reduced dynamic stiffness is given by,

W (jω,mc, ac) = Wc(jω) + k(mc, ac) + jωb(mc, ac), (3.122)

where, Wc is the linear system’s dynamic stiffness at point C, as determined
from relation (2.220).

The angular vibration amplitude θc is described by equality (2.223).
Consideration is now restricted to a system in which a rigid limiter is posi-

tioned with a clearance Δ from the body. By using an expression of the form
(3.105) in order to determine the harmonic linearization coefficient, equation
(3.88), describing the system’s resonant curves in the absence of dissipation
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(V (al, ω) = 0), is converted to the form,

ac =
2Δ± δ

2 + Lc(0)Uc(ω)
, (3.123)

where Uc(ω) = (Re)|Wc(jω)|, Lc(0) = U−1
c (0) and δ = FcLc(0).

The domain in which solutions exist can be found from the conditions
a ≥ Δ for Δ > 0 and a > 0 for Δ ≤ 0. By letting δ = 0 (Fc = 0) in (3.123),
backbone curve equations are determined in the ranges,

ωn ≤ ω < ω0n for Δ > 0,
ω = ω0n for Δ = 0,
ω0n < ω ≤ ω∗

n for Δ < 0. (3.124)

ωn and ω∗
n are the resonant and antiresonant frequencies of the linear system.

They are determined by relations (2.225) – (2.228) and from the graphs in
Fig.2.25; ω0n are the natural frequencies of the vibro-impact system when Δ =
0. They are obtained from the solutions of the equation 2Uc(0) + Uc(ω) = 0
and depend only on the linear system’s properties.

As follows from (3.123), when |Δ| ≤ δ/2 the resonant curves are single-
valued and exist in the whole frequency domain. When |Δ| > δ/2,the resonant
curves are determined in the domain ω0n < ω ≤ ω∗

n when Δ < 0, and in the
adjacent domains when Δ > 0. In this circumstance, vibro-impact regimes
can exist in pairs.

The amplitude-frequency characteristics of a body’s transverse vibration
for the first three vibration modes are plotted in Fig.3.17, a for a system
with an initial clearance (Δ > 0), and Fig.3.18, a for a system with an initial
interference (Δ < 0). The resonant curve branches envelope the backbone
curves 1, and in the absence of dissipation, they continue along them infinitely
without intersection. The amplitude is limited due to the energy losses of
overcoming internal friction in the bar’s material, and dissipation caused by
impacts with the limiter.

According to (3.88), the maximum amplitudes realizable are determined
by the intersection points between the backbone curves and the limiting am-
plitude line. The latter is described by the equation,

ac = Fc/V (aω, ω) = Fc/[Vc(ω) + ωb(ac, ω)], (3.125)

where, Vc(ω) = ImWc(jω), and is given by formula (2.222).
Assuming that the added body’s impact with the limiter is instantaneous,

and by estimating its effect using the restorability factor R, the harmonic lin-
earization coefficient b(a, ω) for the dissipative part of the impact’s character-
istic is described by expression (3.44). Taking into account that the backbone
curve is determined by the expression,

U(ω) = Uc(ac, ω) + k(a) = 0, (3.126)
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Fig. 3.17.

equation (3.125), giving the limiting amplitude line, can be converted to the
form,

ac = Fc

[

Vc(ω) +
π

2
· 1 −R

1 +R
· U

2
c (ω)
Mω3

]−1

. (3.127)

In Fig.3.17, a and Fig.3.18, a, the limiting amplitude lines, plotted in
accordance with equation (3.127), are marked by the index 2. For comparison,
the limiting amplitude lines 3 for a perfectly elastic collision (R = 1), are
plotted as well. It can be seen that the influence of the impact’s dissipation
becomes more pronounced with an increase in vibration mode number. The
dashed lines correspond to the resonant curves’ unstable, nonlinear branches.
Resonant curves for systems with a clearance are shown in Fig.3.17, a. They
are complemented by the realizable branches of a linear system in which the
amplitude a ≤ Δ.

Fig.3.17, b and Fig.3.18, b show resonant curves for a body’s angular vi-
bration. These are plotted in accordance with equations (2.216) and (2.220).
The nonlinear branches of the angular vibration characteristic have the same
frequency domains as the transverse vibration resonant curves. At angular
vibration antiresonant frequencies ξ∗n, the body performs progressive vibra-
tion. At linear vibration antiresonant frequencies ξ∗n, the body performs purely
angular vibration. It must be noted that the vibro-impact system’s angular
vibration amplitude can be significantly larger than the angular vibration am-
plitudes of the linear system. This is very pronounced in branches situated
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Fig. 3.18.

after antiresonant frequencies ξ∗n in systems with an initial interference
(Fig.3.18, b).

7. Using the results from the previous subsection, a very simple vibro-
impact system is considered. The bar’s mass is assumed to be negligible and
the added body is modelled as a point mass M .

The existence and stability of an oscillator’s periodic motion, in which a
fixed limiter is present, was studied in a number of papers using exact methods
of stitching and point mapping. The amplitude-frequency characteristic of an
oscillator colliding with a limiter is plotted in Astashev (1971) using exact
solutions. The approximate solutions for the same system are obtained in
Babitsky (1998).

By setting values J = 0 and r = 0 in (2.220), and subjecting the obtained
expression to the limiting case ρ → 0, the dynamic stiffness of the lumped
parameter system is found,

Wc(jω) = c+ jωb−Mω2, (3.128)

where, c = 3EI/l is the cantilever bar’s static stiffness and b = cψ/2πω is the
linearized internal friction force coefficient.

By substituting (3.128) into (3.123) an equation describing the system’s
amplitude-frequency characteristics, in which no dissipation is present, is
obtained,
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ac =
2Δ± δ

3 − ξ2
. (3.129)

δ = Fc/c is the elastic bar’s static deformation when subjected to a force Fc;
ξ = ω/ω0 and ω0 =

√
c/M is the natural frequency of the linear system.

Fig.3.19 shows a vibro-impact system’s amplitude-frequency characteris-
tics for three limiter positions: an initial clearance Δ > 0 (Fig.3.19, a), no
clearance Δ = 0 (Fig.3.19, b), and an initial interference Δ < 0 (Fig.3.19, c).
In the absence of dissipation, the resonant curves’ branches continue infinitely
along the backbone curves (the thin lines 1). This is described by the equation
which follows from (3.129), in which δ = 0,

ac =
2Δ

3 − ξ2
. (3.130)

Domains in which vibro-impact regimes exist can be found using the condi-
tion ac ≥ Δ when Δ > 0, and al > 0 when Δ ≤ 0. Therefore, when Δ 	= 0 and
small excitation forces are considered, such that δ < 2|Δ|, equation (3.129)
determines two resonant curve branches which are separated by the backbone
curve (Fig.3.19, a, c).

Fig. 3.19.

The lower branches, shown by dashed lines, transpire to be unstable. A
system with no clearance (Δ = 0) has an isochronous resonant curve for the
whole domain in which a vibro-impact regime exists. The system’s resonant
curve, in which Δ 	= 0 and large excitation forces (δ > 2Δ) are experienced,
has a similar form.

Linear harmonic vibration with an amplitude ac ≤ Δ can also be real-
ized in a system with an initial clearance (Δ > 0). It is easy to show that
resonant curves (3.129) originate from the points at which the linear oscil-
lator’s amplitude-frequency characteristic impinges on the limiter ac = Δ
(Fig.3.19,a).

The resonant curves have a finite nature due to energy dissipation. The
maximum value occurs at the intersecting point between the backbone curve
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1 and limiting amplitude line 2, as described by equation (3.127). After sub-
stituting quantities Vc = ωb and Uc = c(1 − ξ2) from (3.128) into equation
(3.127), it takes the form,

ac =
δ

ξn+B (1−ξ2)2
ξ2

, (3.131)

where, n = b/
√
cM and B = π

2 · 1−R
1+R .

According to (3.129) and (3.130), the resonant curve’s maximum point,
for a system with no clearance (Δ = 0), is attained at a frequency ξ =

√
3.

The amplitude at resonance (3.131), is equal to,

ac =
δ√

3n+ 4B/3
. (3.132)

In the absence of viscous friction b0 = 0 (n = 0), and taking account of
the notation used above,

ac =
3
2π

· Fc
c

· 1 +R

1 −R
. (3.133)

It is noted that, in Astashev (1971), the following resonant amplitude
formula was found, using exact methods, when considering the same problem:

ac =
1
3
· Fc
c

· 1 +R

1 −R
. (3.134)

From the comparison between (3.133) and (3.134), they are seen not only
have a similar structure, but give quantitatively close values. The resonant
curves shown in Fig.3.19 possess all of the amplitude-frequency characteristic
peculiarities of those constructed in Astashev (1971) resulting from exact
solutions.

It should be noted that in the studies of vibro-impact systems considered
at the beginning of this section, only the energy dissipation due to impact
interaction was accounted for. The approximate solutions obtained allow the
influence of any kind of energy dissipation to be estimated. For example, the
analysis shows that the influence of viscous and impact damping on resonant
regimes when working at maximal amplitude varies for systems with differing
structures. By considering the instances when n = 0, and B = 0 in (3.131),
equating the results to expression (3.130), and solving the equations obtained,
the frequencies for the regimes giving the maximum amplitude are found: for
a system with impact dissipation (n = 0),

ξ =

√

3δ + 4ΔB +
√

(9δ + 16ΔB)δ
2(δ + 2ΔB)

; (3.135)

and for a system with viscous dissipation (B = 0),
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ξ =
−Δn+

√
(Δn)2 + 3δ2

δ
. (3.136)

The dependence of the resonant vibration’s frequency ξ and amplitude ac
on the amount of clearance (interference) Δ, for systems with impact (curves
1) and viscous (curves 2) dissipation, is shown in Fig.3.20, a, b. It can be seen
that viscous damping limits an increase in the clearance’s value Δ = δ/n in
order for the linear system’s natural vibration frequency ξ = 1 to be achieved,
it does not however restrict the magnitude of interference Δ→ −∞ as ξ → ∞.
On the contrary, impact damping does not restrict the clearance value Δ→ ∞
as ξ → 1, but restricts the magnitude of interference to,

Δ = − δ

2B
= − δ

π
· 1 −R

1 +R
, (3.137)

when the frequency ξ → ∞.

Fig. 3.20.

The limiting value of interference (3.137), as found from (3.135), coincides
with value from book Babitsky (1998) in which it was obtained using exact
solutions.
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Finally, it is noted that the approximate solutions obtained above allow the
impulse’s magnitude between the colliding bodies of the vibro-impact system
to be estimated. This is an important factor when considering systems with
a vibro-impact nature. In order to do this, relation (3.40) should be used, in
which (3.105) and (3.129) are substituted, leading to the oscillator’s impulse-
frequency characteristic equation. The limiter’s influence is incorporated into
the derived equation, and no energy dissipation is present (b0 = 0 and R = 1):

J =
2π
ξ

√
cM

Δ(1 + ξ2) ± δ

3 − ξ2
. (3.138)

Fig. 3.21.

The impulse-frequency characteristics for systems with an initial clearance
Δ > 0 (Fig.3.21, a), no clearanceΔ = 0 (Fig.3.21,b) and an initial interference
Δ < 0 (Fig.3.21, c) are plotted in Fig.3.21. In the absence of dissipation, the
characteristics continue to follow the backbone curves 1 with no restriction
(dashed-dotted lines). Backbone curve 1’s equation follows from (3.138) when
δ = 0. The energy dissipation restricts the characteristic at the intersection
point between the backbone curve and the limiting momentum line 2. The
limiting momentum line’s equation can be obtained from (3.40), (3.105) and
(3.131):

J =
2π
ξ

√
cM

[
δ

ξn+B (1−ξ2)2
ξ2

−Δ

]

. (3.139)

As an example, in a system in which no initial clearance is present (Δ = 0),
the maximum value of momentum is achieved when ξ =

√
3. The value at this

point, when n = 0, is equal to,

J = δ
√

3cM
1 +R

1 −R
. (3.140)

The following expression, as obtained in Astashev (1971), Babitsky (1998),
gives the maximum momentum value for the same system, but is calculated



170 3 Processes in ultrasonic systems

from exact solutions:
J =

4
3
δ
√
cM

1 +R

1 −R
.

This expression has the same structure as (3.140) and gives close quantitative
values.

As such, the approximate solutions obtained using the harmonic lineariza-
tion method are seen to provide clear qualitative and sufficiently correct
quantitative information about resonant phenomena, even when considering
strongly nonlinear systems such as those of vibro-impact (Babitsky & Kru-
penin (2001)).

8. To conclude this section, consider the vibration of a system in which an
initial interference is created by a force (Fig.3.6, b). The system is formed of
a bar with an infinitely big mass, rigidly bonded at its upper end x = 0. The
mass vibration can be neglected. The whole system is pressed against a limiter
by a static force P . The peculiarity of this model stems from the possible
displacement of the upper mass. During the bar’s vibration, the upper mass
reaches a specific position in which dynamic equilibrium exists. In a steady-
state regime, the equality Pl(al,ml) = P should be satisfied. Its substitution
into (3.30) leads to the equation,

al = πδp/q0(
√

1 − α2 − α arccosα), (3.141)

where, δp = Pl/ES. The notation is the same as that used in (3.99) and
(3.100).

The problem is now reduced to a system of equations (3.98), (3.100)
and (3.141) and can be solved using the methods described in subsection 2.
Fig.3.22, a demonstrates the graphical solution of these equations, while
Fig.3.22, b shows the resonant curve’s configuration. It can be seen that, in
this instance, three solutions are possible. The first, when α = −1, corresponds
to linear vibration inside the initial deformation of the limiter (al ≤ δp/q0),
the second and third correspond to nonlinear vibration accompanied by a
separation from the limiter. Fig.3.22, b also shows backbone curve 1 and lim-
iting amplitude line 2, as described by equation (3.104). Their intersection
corresponds to the resonant curve’s maximum point.

This problem can be solved using an alternative method by which expres-
sion (3.34) is used to determine the linearization coefficient. Taking account
of the notation used above, this expression can be written in the form,

q(al) =
2δp

al + δp/q0
. (3.142)

By substituting (3.142) into equality (3.101), the following backbone curve
equation is obtained:

al = −δp
(

2
ξ0 cot ξ0

+
1
q0

)

. (3.143)
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Fig. 3.22.

The intersection of backbone curve 1 (Fig.3.23, a) with limiting amplitude
line 2 gives the resonant curve’s maximum point. The rest of the curve can be
found by solving the equation system (3.98) and (3.142) graphically, as shown
in Fig.3.23, b. By choosing q as an independent parameter in these equa-
tions, the dependency graphs al(q) can be plotted. Their intersection points
determine the required solutions. The resonant curves are complemented by
branches that correspond to vibration occurring within the limiter’s initial
deformation (al ≤ δp/q0).

Fig. 3.23.

The system’s interaction with a rigid limiter (q0 → ∞) may now be con-
sidered in detail. In this situation, the linearization coefficient is described by
expression (3.38) or,

q(al) = 2δp/al. (3.144)

By substituting coefficient (3.144) into equality (3.98), the amplitude-
frequency characteristic equation is obtained. It is similar to (3.108):

al =
−2δpCl(ξ) ±

√
[δ(ξ)Cl(ξ)]2 + Ψ2(ξ)[δ2(ξ) − 4δ2p]

C2
l (ξ) + Ψ2(ξ)

, (3.145)
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Fig. 3.24.

where, Cl(ξ) = ξ cot ξ.
Fig.3.24 shows the resonant curves for the system’s first two vibration

modes under differing magnitudes of force P . Index 1 denotes a backbone
curve and is described by the equation,

al = −2δp/Cl(ξ) = −2δp/ξ cot ξ (3.146)

which is obtained from (3.145) when δ = 0 and ψ = 0.
Limiting amplitude line 2 is described by equation (3.104), which follows

from (3.145) and (3.146). An intersection between the backbone curve and
limiting amplitude line, gives the resonant curve’s maximum point. In the
absence of a pressing force (δp = 0), the system is linear, and its resonant
curves (Fig.3.24, a) are described by equation (3.98) in which q = 0. The
system’s resonant frequencies are given by ξn = π

2 (2n− 1), n = 1, 2, . . .
The condition by which vibro-impact regimes exist, al > 0, yields that

when δp ≤ δ(ξ)/2, the resonant curves (Fig.3.24, b) are single-valued through-
out the whole frequency domain. With an increase in pressing force, the
resonant frequencies also increase, and they drift from those of the linear
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system’s natural frequencies. When δp > δ(ξ)/2 the resonant curves (Fig.3.24,
c) have ambiguous zones. The upper (continuous lines), and lower (dashed
lines) branches meet at the point at which the radicand in (3.145) becomes
zero, i.e.

Cl(ξ) = Ψ(ξ)
√

2δp/δ(ξ) − 1.

Taking account of this, from (3.145), an equation which determines the
boundaries of the resonant curve’s ambiguous zones is found:

al = − 2δpCl(ξ)
C2
l (ξ) + Ψ2(ξ)

, (3.147)

al =
δ(ξ)
Ψ(ξ)

√

1 −
(
δ(ξ)
2δp

)2

. (3.148)

Curve (3.147) separates the resonant curve’s branches, and is situated
below the backbone curve (3.146). In the absence of damping (ψ = 0), resonant
curve equation (3.145) takes the form,

al =
−2δp sin ξ ± δ sinχξ

ξ cos ξ
, (3.149)

and separating curve (3.147) coincides with backbone curve (3.146).
The stability of the solutions found above can be investigated using con-

dition (3.93). By substituting the derivatives ∂V/∂al = 0 and ∂U/∂al =
∂q/∂al = −2δp/a2

l , the stability condition can be converted into the form,

al >
−2δpCl(ξ)

C2
l (ξ) + Ψ2(ξ)

. (3.150)

As follows from (3.147) and (3.150), the boundary of the stability domain
coincides with the separating curve. Therefore, the lower branches of the res-
onant curve (Fig.3.24, c), shown by dashed lines, are unstable. Regimes cor-
responding to single-valued amplitude-frequency characteristics (Fig.3.24, b)
are stable throughout the whole domain of their existence.

The situation considered above, in which a bar system is subjected to a
compressive force, is very important for understanding the dynamic properties
of a number of ultrasonic machines in which the tool is subjected to a similar
force during its working process (Fig.2.1–2.4).

3.3 Vibro-impact interactions in ultrasonic bar systems

1. Subsection 2.1.2 is devoted to ultrasonic machine arrangements in which a
tool interacts with a passive waveguide. In the systems shown in Fig.2.3 and
Fig.1.2, a passive waveguide-reflector serves as an acoustic decoupler between
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the base and the load’s dynamic component. In a number of cases (Fig.1.4
and Fig.2.5), the workpiece acts as a passive waveguide. This is the case if
its length is comparable to, or exceeds, the acoustic wavelength within the
waveguide’s material.

In this section, effects due to the vibro-impact interaction of bar systems
are considered. Similar effects take place, not only in ultrasonic systems, but
in various vibro-conductive constructions that incorporate gaps in their con-
nections or joints. These gaps open under peak loading conditions and give rise
to vibro-impact effects (Babitsky (1998)). Some aspects of vibration theory,
such as that of construction, were studied in Katkovnik (1968).

Fig. 3.25.

Consider two bar systems (Fig.3.25) performing one-dimensional vibration.
The adjacent system elements, in which their closest faces are assigned to be
at point zero, are positioned slightly apart, with a clearance of Δ (a negative
value ofΔ corresponds to an initial compression). They can contact each other
with no interpenetration. The displacement of the i-th system’s (i = 1, 2)
arbitrary element x, from its non-deformed state, is described by the function
uix(t) = ui(x, t). System 1’s vibration is set in motion by a periodic force
f1s(t) = F1se

jωt which acts at a specific element s. The secondary system’s
vibration occurs as a result of its interaction with the primary system, during
the contact of elements at x = 0.

The relative displacement of the system’s contacting elements are denoted
by,

v(t) = u10(t) − u20(t). (3.151)

Their interaction forces are represented by a nonlinear static characteristic of
the form (3.29):

f(v) = k0(v −Δ)η(v −Δ) (3.152)

The limit k0 → ∞ is considered, in which there is an absence of interpene-
tration between the contacting elements. This approach reproduces the main
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interaction effects. It also allows specific problem ambiguities to be removed,
and some simple design relations to be obtained.

As before, the i-th system’s dynamic compliance operator is denoted
L

(i)
sx (p). This operator relates element x’s displacement to an arbitrary force

applied at element s. Equations describing the system’s vibration can be writ-
ten in the form,

u1x = L(i)
sx (p)f1s(t) − L

(i)
0x(p)f(v),

u2x = L
(2)
0x (p)f(v). (3.153)

By substituting equation (3.153), in which x = 0, into (3.151), an equation
describing the contacting elements’ relative motion is obtained,

v(t) = L(i)
sx (p)f1s(t) − L(p)f [v(t)], (3.154)

where, L(p) = L
(1)
00 (p) + L

(2)
00 (p).

In order to look for an approximate periodic solution of equation (3.154)
in the form,

v(t) = m+ v0(t), v0(t) = aej(ωt−φ), (3.155)

harmonic linearization of function (3.152)is performed,

f(v) = P0(m, a) + k(m, a)v0. (3.156)

By substituting (3.155) and (3.156) into (3.154) and separating the con-
stant and periodic components, when p = jω, it is found that,

m = −L(0)P0, (3.157)

[1 + kL(jω)]v0(t) = L
(1)
s0 (jω)F1se

jωt. (3.158)

Taking account of (3.155), and from (3.158), expressions for the amplitude
and phase of the relative motion’s periodic components are obtained,

a = F1s|W (jω, k)|−1 = F1s(U2 + V 2)1/2, (3.159)
cosϕ = aU/F1s, sinϕ = aV/F1s, (3.160)

where,

W (jω, k) = [1 + kL(jω)]/L(1)
s0 (jω), U = ReW, V = ImW. (3.161)

Expressions (3.157), (3.159) and (3.162) along with the harmonic lineariza-
tion coefficient k = k(m, a) expressions, form an equation system. These allow
the amplitude a, the relative motion’s constant component m, and the inter-
action force’s constant component P0 to be found. Using (3.160), the phase ϕ
can be found, and from (3.153) the periodic motion parameters of bar systems
1 and 2 can be determined.
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As shown in section 3.1, by subjecting the limit k → ∞ to the expressions
for nonlinear function’s (3.152) harmonic linearization coefficients, (3.30) and
(3.31), the following relations are found (see subsection 3.1.4):

a = Δ−m, (3.162)
k(a) = 2P0/a (3.163)

From (3.157), (3.162) and (3.163) the linearization coefficients for bar sys-
tems with an initial clearance (and interference) Δ are found,

k(a) =
2

L(0)

(

1 − Δ

a

)

(3.164)

An approximate periodic solution of equation (3.153) which describes the
absolute motion of an arbitrary cross section within the i-th bar, is sought. It
is required in the form,

uix(t) = mix + u0
ix(t), u

0
ix(t) = aix exp[j(ωt− ϕix)], (i = 1, 2) (3.165)

By substituting (3.165) and (3.156) into (3.153), and separating the con-
stant and periodic components, by virtue of (3.158), the following is obtained,

mix = (−1)iL(i)
0x(0)P0, (3.166)

u0
ix(t) =

F1s

W
(i)
x [jω, k(a)]

ejωt, (3.167)

where,

W (1)
x (jω, k) =

1 + kL(jω)

[1 + kL(jω)]L(1)
sx + kL

(2)
0x (jω)L(1)

s0 (jω)
, (3.168)

W (2)
x (jω, k) =

1 + kL(jω)

kL
(2)
0x (jω)L(1)

s0 (jω)
. (3.169)

Using (3.167), the amplitudes and phases of the motion’s periodic compo-
nents for an arbitrary element x within the i-th bar system are found,

aix = F1x|Wix(jω, k)|−1 = F1s(U2
ix + V 2

ix)
1/2, (3.170)

cosϕ = aUix/F1s, sinϕ = aVix/F1s, (3.171)

where, Uix = ReWix and Vix = ImWix.
The relations obtained allow all the parameters which characterize vibra-

tion between two impacting systems of arbitrary structure to be found. This
method is now applied to some typical examples.

2. Consider the vibration of two identical impacting bars with lengths
li = l (i = 1, 2). In order to simplify the final relations, it is assumed that a
driving force f10 = f is applied to cross section s = 0 of the first bar. In this
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situation, L(1)
sx (jω) = L

(2)
sx (jω) = L(jω), and expressions (3.161), (3.168) and

(3.169) take the form,

W (jω, k) = W00(jω) + 2k(a), (3.172)

W (1)
x (jω, k) = W0x(jω)

W00(jω) + 2k(a)
W00(jω) + k(a)

, (3.173)

W (2)
x (jω, k) = W0x(jω)

W00(jω) + 2k(a)
k(a)

. (3.174)

The dynamic stiffness of a homogeneous bar with one end fixed, and its
free end subjected to a driving force, was found in the previous section. This
is given by expression (3.96), and has the form,

W00(jω) =
ES

l

[

ξ · cot ξ + j
ψξ

4π
· (ξ + 0,5 sin 2ξ)

sin2 ξ

]

, (3.175)

where, ξ = ωl/c, c =
√
E/ρ is the speed of sound within the bar’s material,

E and ρ are the elastic modulus and density of the bar’s material, S and l
are the bar’s cross sectional area and length, and ψ is the energy absorption
coefficient in the bar’s material.

By substituting (3.172) and (3.175) into (3.159), the following expression
for the relative motion’s amplitude a is obtained,

a = δ

∣
∣
∣
∣
∣

[

ξ cot ξ + 2q + j
ψξ

4π
· (ξ + 0,5 sin 2ξ)

sin2 ξ

]−1
∣
∣
∣
∣
∣
, (3.176)

where, δ = Fl/ES and q = q(a) = k(a)l/ES.
Similarly, from (3.167), taking account of (3.173) – (3.175) in which x = 0,

the absolute motion amplitudes ai0 of the bars’ contacting cross sections are
found,

a10 = δ

∣
∣
∣
∣

ξ cot ξ + q + jΨ

ξ cot ξ(ξ cot ξ + 2q) + 2jΨ(ξ cot ξ + q)

∣
∣
∣
∣ , (3.177)

a20 = δq|[ξ cot ξ(ξ cot ξ + 2q) + 2jΨ(ξ cot ξ + q)]−1|, (3.178)

where, Ψ = Ψ(ξ) = ψξ
4π · (ξ+0.5 sin ξ)

sin2 ξ
.

Equations (3.176) – (3.178) along with the harmonic linearization coeffi-
cient expressions, (3.163) and (3.164), allow the amplitude-frequency charac-
teristics of the relative and absolute vibration of the bars’ linked cross sections
to be constructed.

3. Suppose that the bars are set apart with an initial clearance (or inter-
ference) Δ (Fig.3.26). Using the notation introduced previously, the harmonic
linearization coefficient expression (3.164) can be written in the form,

q = q(a) = 1 − Δ

a
(3.179)
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Fig. 3.26.

The resonant curve equation for the impacting cross sections’ relative vi-
bration can be found from (3.176),

a = δ

{

(ξ cot ξ + 2q)2 +
[
ψξ(ξ + 0,5 sin 2ξ)

4π sin2 ξ

]2
}−2

. (3.180)

It must be noted that in the situation under consideration, the relative
motion of the bars’ adjacent faces is described by equations equivalent to the
equations describing the motion of a bar end when impacting against a rigid
limiter (see subsection 3.1.4). Therefore, all of the expressions obtained in
subsection 3.2.4 are valid for analysing the relative motion between elastic
bars. Only the key points of such an analysis are discussed here.

According to (3.180), the backbone curves that relate to the amplitude-
frequency characteristics of the bars’ impacting cross sections relative motions
are described by the relation,

ξ cot ξ + 2q = 0. (3.181)

After the substitution of (3.179), this yields,

a = −2Δ/(ξ cot ξ + 2). (3.182)

From (3.180), and using (3.182), an equation describing the limiting am-
plitude line is found,

a =
4πδ sin2 ξ

ψξ(ξ + 0.5 sin 2ξ)
. (3.183)

The intersection between the backbone curves and limiting amplitude line
on plane (ξ, a) determines, according to (3.180) and (3.181), the resonant
curve’s maximum value. All of the other points can be found by using the
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expressions discussed in the previous section. In the absence of internal fric-
tion energy losses in the bar’s material (ψ = 0), (3.180) and (3.179) yield
the following equation determining the relative motion’s amplitude-frequency
characteristic,

a =
2Δ± δ

ξ cot ξ + 2
. (3.184)

Fig.3.27 a, d shows the relative motion’s amplitude-frequency character-
istic for two identical impacting bars for situations in which the contacting
cross sections are set to an initial clearance (Δ > 0), and an initial interference
(Δ < 0).

Fig. 3.27.

Fig.3.27 a, d shows that the type of nonlinearity present is dependant on
the sign of Δ: if the bars are set with an initial clearance then the nonlinearity
experienced is of the hard type, whilst when an initial interference is present,
the nonlinearity is of the soft type. In these figures and those subsequent, thin
lines correspond to backbone curves, while dashed lines show resonant curve
branches that corresponding to unstable solutions. The dotted lines shown in
Fig.3.27, a show resonant curve branches a > Δ which are realizable only in
the absence of a limiter. The curve sections that are always realizable a < Δ
are shown by thick lines.
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If the relative motion amplitude a is known, then, using expressions
(3.177) – (3.179), the absolute motion amplitude of the bar’s contacting cross
sections can be obtained. In the absence of dissipation (ψ = 0), equations
for the contacting cross sections’ amplitude-frequency characteristics can be
written in the form,

a10 =
∣
∣
∣
∣
2Δξ cot ξ ± δ(ξ cot ξ + 1)

ξ cot ξ(ξ cot ξ + 2)

∣
∣
∣
∣ ;

a20 =
∣
∣
∣
∣

−Δξ cot ξ ± δ

ξ cot ξ(ξ cot ξ + 2)

∣
∣
∣
∣ . (3.185)

The absolute motion’s amplitude-frequency characteristic of the bars’ con-
tacting cross sections when an initial clearance is present (Δ > 0) is shown in
Fig.3.27, b, c. The same, but for bars with an initial interference (Δ < 0), is
shown in Fig.3.27, e, f. Also shown in these figures are resonant curve branches
which correspond to vibration that takes place both within an initial clearance
(Fig.3.27, b) i.e. with an amplitude a < Δ, and within an initial interference
(Fig.3, e, f), in which mutual vibration occurs between the contacting cross
sections with an amplitude a < |Δ|/2.

The characteristics discussed reveal behavioural analogies between com-
plex structured vibro-impact systems that contain one impacting pair with
both traditional lumped parameter vibro-impact systems, and usual nonlin-
ear vibration systems. Primarily, the existence of ambiguous frequency regions
within a system’s resonant curves, should be noted, in which both stable and
unstable branches surround the systems backbone curves. Resonance curves
in the vicinity of the linear subsystem’s higher natural frequencies have a form
similar to the amplitude-frequency characteristics discussed.

In both instances of the bars’ relative initial position (i.e. initial clearance
or interference), transition to maximal amplitude resonant regimes can be real-
ized by changing the system’s vibration frequency. It should be increased from
a low frequency in systems with an initial clearance, and decreased from a high
frequency in systems with an initial interference and force acting downwards
on the system. This is shown by the arrows in Fig.3.27. Changing the fre-
quency further, once maximal vibration amplitudes have been realized, leads
to disruption of the system’s vibration, and a termination of the vibro-impact
process. If this happens, the active bar 1, in a system with an initial clearance,
will perform linear vibration within the clearance present (Fig.3.27, a, b). In
a system in which an initial interference is present, the bars perform mutual
vibration and act as a single bar of combined length (Fig.3.27, d, e).

Note the appearance of additional resonances in the bars’ absolute motion.
These occur at the subsystems’ natural frequencies. In systems in which an
initial clearance is present, these resonances (Fig.3.27, b, c) occur during the
cophasal motion of the subsystems, in which light impacts occur, leading to
motion within the passive bar. In systems with an initial interference, this
resonance (Fig.3.27, e, f) occurs in the bars due to their effective combined
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length. In both instances, the resonances take place at the natural frequencies
ξ = π2(r − 1)/2 (r = 1, 2, . . .). The appearance of nonlinear antiresonance
should be noted in systems that have an initial clearance (Fig.3.27, b, c). This
is present in the frequency range between the two resonances. In this situation,
the passive bar acts as a vibro-impact dynamic absorber to the active bar.
The active bar’s vibration amplitude transpires to be small, and tends to zero
when the energy dissipation in the bar’s material is reduced.

If vibration is generated at a fixed frequency belonging to the resonance
curve’s ambiguous regions, a vibro-impact regime can be instigated by hard
excitation. This happens when the system is forced to receive enough addi-
tional energy for the upper stable branch of the characteristic to be realized.
Under such a condition, the system allows an increase in vibration amplitude
simply due to the level of vibration present. This is realized by an increase
in clearance, interference or compressive force, until the amplitude reaches
the limiting value as determined by the energy boundary of the vibro-impact
domain.

4. The amplitude-frequency characteristic of two identical bars’ impacting
cross sections, which are pressed together under the action of a longitudinal
force P , (Fig.3.28) may be plotted. It is assumed that the passive bar 2 is fixed,
while the active bar 1 is coupled to a sufficiently large mass whose vibration
can be neglected.

Fig. 3.28.

In this situation, harmonic linearization coefficient expression (3.163) takes
the form,

q = q(a) = 2δp/a, (3.186)

where, δp = Pl/ES, and the equation determining the resonant curve for the
bars’ relative vibration can be found from (3.180),
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a = δ

{(

ξ cot ξ + 4
δp
a

)2

+
[
ψξ(ξ + 0,5 sin 2ξ)

4π sin2 ξ

]2
}−2

. (3.187)

From (3.187) the explicit equation for the amplitude-frequency character-
istic can easily be obtained,

a =
−4δpξ cot ξ ±

√
δ2ξ2 cot2 ξ − Ψ2(ξ)(16δ2p − δ2)

ξ2 cot2 ξ + Ψ2(ξ)
, (3.188)

where, Ψ(ξ) = ψξ
4π · ξ+0.5 sin 2ξ

sin2 ξ
.

According to (3.187) (or (3.188) in which δ = 0 and ψ = 0), the amplitude-
frequency characteristic’s backbone curve for the relative motion of the bar’s
impacting cross sections, can be described by the relation,

a = −4δp/ξ cot ξ. (3.189)

The equation for the limiting amplitude line is still determined by equality
(3.183).

Fig.3.29, a, d shows the relative motion’s amplitude-frequency characteris-
tic for the contacting cross sections of two identical impacting bars which are
subjected to a constant force compressing them together. The characteristic
is shown in the vicinity of the first vibration mode and for different ratios of
excitation and compressive forces.

As can be seen, when subjected to small compressive forces (Fig.3.29, a)
the system acts in a similar manner to that of a linear system. However, an
increase in compressive force increases the system’s resonant frequency. When
under static compressive forces P > F/4 (Fig.3.29, d), the resonant curve’s
character changes drastically. Vibration regimes that are accompanied with
impacts can only exist in pairs in the frequency region between the bar’s
natural and antiresonant frequencies.

Comparison between Fig.3.29, d and Fig.3.27, a, d demonstrates that the
type of nonlinearity present, depends not only on Δ’s sign, but also on the
model’s structure. In systems that are subjected to a compressive force, the
nonlinearity present is only of the soft type. The thin lines in Fig.3.29, a, d
show backbone curves while the dashed lines show resonant curve branches
that correspond to unstable solutions.

If the relative motion’s amplitude a is known, then from expressions
(3.178), (3.179) and (3.186), the amplitude of the bars’ contacting cross sec-
tions’ absolute motion can be found. In the absence of dissipation (ψ = 0),
equations for the contacting cross sections’ amplitude-frequency characteris-
tics can be written in the form,

a10 =
∣
∣
∣
∣
2δp ± δ

ξ cot ξ

∣
∣
∣
∣ ; a20 =

∣
∣
∣
∣

2δp
ξ cot ξ

∣
∣
∣
∣ . (3.190)
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Fig. 3.29.

Fig.3.29 b, c, e, f show the absolute motion’s amplitude-frequency charac-
teristic for the bars’ contacting cross sections when under the influence of a
static compressive force. It should be noted, that when a compressive force is
present, passive bar 2’s vibration amplitude when in regimes of vibro-impact,
is not dependant on the excitation force. It is therefore not dependant on the
backbone curve either, and the stable and unstable branches merge (Fig.3.29,
e). Moreover, notice the appearance of additional resonances in the bar’s ab-
solute motion. These occur at the natural frequencies of the subsystems. In
systems with an initial but minimal compression (Fig.3.27, d, e), the resonance
encountered is that of the bars’ combined length.

5. Consider the vibration of the system shown in Fig.3.30. Bar 1, with
length l, collides with a semi-infinite bar 2. The system’s compression is main-
tained by a static force P . The dynamic compliance of a semi-infinite bar which
is subjected to an excitation in cross section x = 0 was found in subsection
2.2.2. It has the form,

L
(2)
0x (x, jω) = −j c2

ωE2S2
exp
[

−
(

j +
ψ2

4π

)
ωx

c2

]

. (3.191)

When x = 0, the following formula for bar 2’s contacting cross section is
obtained,
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Fig. 3.30.

L
(2)
00 (0, jω) = −j c2

ωE2S2
. (3.192)

The harmonic linearization coefficient, q(a), for the system under consid-
eration, is determined from formula (3.186).

The system’s frequency characteristic, neglecting energy losses in the bar’s
material, i.e. it is assumed that ψ1 = ψ2 = 0, can be constructed. From
(3.159), (3.161), (3.175), (3.186) and (3.192), and after some transformations,
the following expression for the contacting cross sections’ relative motion’s
amplitude, is obtained,

a = −
2δp ±

√

δ2 − 4δ2p
cot2 ξ
w2

ξ cot ξ
, (3.193)

where, δ = Fl1/E1S1, δp = Pl1/E1S1 and w = w2/w1 is the ratio of wave
resistance wi = Si

√
Eiρi (i = 1, 2) within bars 1 and 2.

Fig.3.31, a shows the relative vibration’s amplitude-frequency characteris-
tic of the bars’ contacting cross sections in the vicinity of active bar 1’s first
natural frequency.

Analogously, from (3.168) – (3.170), and after the necessary substitutions
and transformations, the vibration amplitudes of the bars’ contacting faces
are found,

a10 =
∣
∣
∣
∣

δ

ξ cot ξ

∣
∣
∣
∣

√
√
√
√1 +

(
2δp
δ

)2

± 4δp
δ

√

1 −
(

2δp cot ξ
δw

)2

;

a20 =
2δp
ξw

(3.194)

Fig.3.31, b, c show the contacting cross sections’ amplitude-frequency char-
acteristics for bars 1 and 2. Curves 1 correspond to vibration without sepa-
ration. This happens at an amplitude which can be determined by applying
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the limit k → ∞ to expressions (3.168) and (3.169), and when x = s = 0 and
ψ = 0,

a10 = a20 = δ/
√

(ξ cot ξ)2 + (ξw)2. (3.195)

As follows from Fig.3.31, two vibration regimes are possible within a spe-
cific frequency range. The bars may vibrate as one, with no separation, or the
active bar 1 may exhibit resonant vibration, characterized by large amplitude
and impacts in the joint between the bars.

Fig. 3.31.

According to (3.193), vibro-impact regimes exist when the condition
δ/δp > 2| cot ξ|/w is satisfied. Ambiguity within the amplitude-frequency char-
acteristic occurs in the frequency range (2k − 1)π/2 < ξ < kπ (k = 1, 2, · · ·
is the active bar’s natural vibration mode number) when δ < 2δp. Note that
the domains in which vibro-impact regimes exist broaden with an increase
in the limiter’s relative wave resistance w. If the limit w → ∞ is applied,
the situation considered in the previous section is obtained, i.e. collisions oc-
cur between a finite bar and a rigid limiter under the action of a constant
compressive force.
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As in the situation when a bar of finite length experiences a vibro-impact
regime under the action of a compressive force, the passive bar’s vibration
amplitude, and therefore the amount of energy transferred through the joint,
is not dependant on the excitation amplitude. This is related to the fact, that
the interaction force between the bars during the impacts,

f [v(t)] ≈ P + 2P exp j(ωt− ϕ)

is independent of their relative motion. Therefore, the amplitude-frequency
characteristic of the passive bar 2 (Fig.3.31, c) is single-valued, and has
a single-valued branch corresponding to vibro-impact regimes. The energy
transfer due to the travelling wave propagating along waveguide 2 does not
limit the active bar’s vibration amplitude at frequencies ξ → (2k − 1)π/2.

In the example shown in Fig.3.31, vibro-impact regimes can only appear
as a result of hard excitation. Conditions are sought, for which a soft opening
of the joint occurs. It is obvious that the joint does not open until the stress
present in bar 2, at the joint, and during the bars’ mutual motion, does not
exceed the value P/S2, i.e.,

E2
∂u0

2x

∂x

∣
∣
∣
∣x=0 >

P

S2
(3.196)

A function u0
2x describing the bars’ motion, for which no separation occurs,

can be found from (3.167) when k → ∞. Letting s = 0,

u0
2x(t) = F10

L
(2)
0x (jω)

1 + L
(2)
00 (jω)/L(1)

00 (jω)
exp(jωt). (3.197)

By substituting dynamic compliance operator values (3.175) and (3.192)
into (3.197), the following is obtained, in which ψ1 = ψ2 = 0,

u0
2x(t) = −F10

c2
E2S2ω

(

1 − j
cot ξ
w

)

exp(jωt− ωx

c2
). (3.198)

Taking account of (3.198), condition (3.196) takes the form,

F10 > P

√

1 +
(

cot ξ
w

)2

.

It is worth noting that the results obtained can be applied, not only to
ultrasonic systems, but to numerous structures which have joints and are sub-
jected to vibration. In such structures, the initial compression present in its
joints is usually specified in order to ensure that the joint does not open under
the influence of the vibration present. However, it is shown in the above cal-
culations that a vibro-impact process can occur even when large compressive
forces are present. This may happen as a result of hard excitation stemming
from a single sporadic overload. This process can have serious negative, or
even catastrophic consequences, and may cause the destruction of a struc-
ture’s parts or the loss of a seal etc.
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3.4 Vibratory displacement of a viscoelastic bar
in a media with dry friction

Ultrasonic machine arrangements that are suitable for deep drilling and bor-
ing were described in subsection 2.1.2. Significant frictional forces act on the
sides of their vibrating tools, which progress forward as the machining pro-
cesses take place. In order to study these systems, a vibrating object’s oscil-
latory displacement, within a media exhibiting dry frictional characteristics
must be considered. An effective reduction in a medium’s resistive force due
to the tool’s vibration, i.e. a vibratory smoothing of nonlinearities (Blekhman
(1999), Krasovsky (1948)), arises in such processes. This effect is employed in
the building industry for vibratory pile driving, in ultrasonic cutting in which
vibration is superimposed on to a cutting tool’s motion, in vibro-conveyance,
etc. Analysis of the vibration smoothing effect has been carried out, but
only for systems with lumped parameters: Andronov (1967b, 1970, 1975),
Blekhman (1999).

This section is devoted to the study of a viscoelastic bar’s motion within a
medium which exhibits dry friction. It is under the action of both a constant
and a harmonic force which vibrates at the bar’s natural frequency. The anal-
ysis is conducted using the harmonic linearization method and by separating
its fast, vibrational motion, and its slow motion for which it acts as a rigid
body. Their influence on each other is studied for steady-state and transient
regimes.

Fig. 3.32.

A viscoelastic bar with length l (Fig.3.32) is subjected to a harmonic
force fs(t) = Fse

jωt, with a frequency ω, acting at cross section x = s. It
is also under the influence of a static force P which acts at cross section
x = 0. The dry frictional force ϑl, with a density of ϑ, is uniformly distributed
along the whole of the bar’s length, and P < ϑl. The total motion at cross
section x can be determined by summing the translational motion y and the
relative displacement ux(t). The determined motion of the bar is relative to
the location of the cross section under consideration, in its undistorted state.
The equation of motion for a viscoelastic bar has the form,
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ρS
∂2ux
∂t2

− ES

(
ψ

2πω
∂3ux
∂x2∂t

+
∂2ux
∂x2

)

− ρS
d2y

dt2
−

−ϑsgn
(
dy

dt
+
∂ux
∂t

)

+ Fse
jωtδ(x− s) + Pδ(x), (3.199)

where, E and ρ are the bar material’s elastic modulus and density, S is the
bar’s cross sectional area, ψ is the bar material’s energy absorption coefficient
and δ(x) is the Dirac function.

If the relative motion’s speed does not change significantly over a vibra-
tional period, it can be assumed that the derivative of the relative motion
becomes dy/dt = ẏ = const.

An approximate solution is sought for cross section x’s relative motion. It
is required in the form,

ux ≈ ax exp j(ωt− ϕx), (3.200)

where, ax and ϕx are the slowly varying amplitude and phase of vibration.
Harmonic linearization is performed in order to determine the dry frictional
force,

ϑsgn
(

ẏ +
∂ux
∂t

)

≈ ϑ

(

mx + bx
∂ux
∂t

)

. (3.201)

In the above equation, the slow component mx, and the coefficient in front of
the fast speed bx, are given by the following relations,

mx =
2
π

arcsin
ẏ

ω|ax| ,

bx =
4

πω|ax|

√

1 −
(

ẏ

ωax

)2

(ẏ ≤ ωax), (3.202)

mx = 1, bx = 0 (ẏ ≥ ωax). (3.203)

By substituting (3.201) into (3.199) and separating the relative motion’s
slow and fast components, the following is obtained,

ρS
∂2ux
∂t2

− ES

(
ψ

2πω
∂3ux
∂2x∂t

+
∂2ux
∂t2

)

=

= fs(t)δ(x − S)ejωt − ϑbx
∂ux
∂t

. (3.204)

By integrating (3.199) over the bar’s length and using (3.201) and (3.204),
an equation is obtained that describes the bar’s slow component of motion as
if it were a rigid body,

Mÿ = P − ϑ

∫ l

0

mxdx, (3.205)

where M = ρlS is the bar’s mass.
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When ẏ ≥ ωax, equation (3.205) by virtue of (3.203) takes the form Mÿ =
P − ϑl. As such, the fast (3.204) and slow components of motion transpire to
be independent. The frictional force ϑl only influences the bar’s translational
(or slow) motion.

By substituting an expression for mx from (3.202) into equation (3.205),
the following is obtained, in which ẏ ≤ ωax,

Mÿ = P − 2ϑ
π

∫ l

0

arcsin
ẏ

ω|ax|dx. (3.206)

In this circumstance, the fast and slow motions’ influence on each other
can be qualitatively estimated. It is assumed that ẏ � ωax, and by writing
(3.206) to an approximation of its first order terms,

Mÿ + βẏ = P, ϑ =
2β
πω

∫ l

0

dx

|ax| .

Thus, at small speeds of translational motion, and when under the in-
fluence of vibration, the dry friction present is transformed. On average, it
has the same effect as viscous friction with a coefficient β. This is depen-
dant on the amplitude distribution along the bar. Conversely, the last term in
(3.204) demonstrates that the slow motion has an opposite effect on the bar’s
vibration.

The periodic solution of equation (3.204) is required in the form,

ux =
∫ l

0

[

fs(t)δ(z − s) − ϑbz
∂uz
∂t

]

Lzx(jω)dz, (3.207)

where, Lzx(jω) is the dynamic compliance operator which relates the displace-
ment of cross section x with the harmonic force applied at cross section z.

Taking expressions (3.200) and (3.202) into account, from (3.207) an equa-
tion governed by the vibration’s amplitude and phase is obtained,

axe
−jϕx = FsLsx(jω) −

j
4ϑ
π

∫ l

0

e−jϕz

√

1 −
(

ẏ

ωaz

)2

Lzx(jω)dz. (3.208)

The dynamic compliance operator Lsx(jω) was found previously in section
2.2.12 (formula (2.164)) and has the form,

Lsx(jω) =

{
− λ
ρSω2 · coshλx coshλ(l−s)

sinhλl 0 ≤ x ≤ s

− λ
ρSω2 · coshλ(1−x) coshλs

sinhλl s ≤ x ≤ l

}

, (3.209)

where, λ =
(
j + ψ

4π

)
ω
c (see (2.49)) and c is the speed of sound within the

bar’s material.
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From now on, the bar’s resonant vibration is considered. This occurs at
frequencies ωn = nπc/l, in which n = 1, 2, . . . is the vibration’s natural mode
number.

By expanding the hyperbolic functions in (3.209) into a series of the small
parameter ψ, and retaining only the linear terms, the following expression is
obtained for the dynamic compliance operator under resonant conditions:

Lsx(jωn) = −j 4l
ψπn2ES

cos
πns

l
cos

πnx

l
. (3.210)

Before solving equation (3.208), it must be noted that the influence of the
dissipative forces on the distribution of the system’s natural frequencies is
weak. Therefore, by considering only resonant motion, it is assumed that in
the presence of dry friction, the vibration modes and phases are close to the
resonant modes and phases for a viscous-elastic bar’s forced vibration without
Coulomb friction. This is given by relation (3.210), i.e.,

ax ≈ a0 cos
ωx

c
= a0 cos

πnx

l
, (3.211)

ϕx ≈ arcsin
[
sgn
(
cos

πnx

l
,
)]

(3.212)

where, a0 is the unknown variable.
Substituting (3.210) – (3.212) into equation (3.208) the following expres-

sion for amplitude a0 is obtained,

a0 =
4l

ψπn2ES
[Fs cos

πns

l
− 4ϑ

π

l∫

0

sign
(
cos

πnz

l

)
×

×
√

1 −
(

ẏ

ωnaz

)2

cos
πnz

l
dz]. (3.213)

In order to calculate the definite integral in equation (3.213), a power
expansion is used for the radicand (Bronshtein & Semendyayev (1998)),

√
1 − ν2

z = 1 − 1/2ν2
z − 1/8ν4

z − . . . , (3.214)

where, νz = ẏ/ωnaz.
The inequality,

ẏ ≤ ωnaz, (3.215)

should be taken into account when calculating the integral in (3.213). This
inequality follows from the conditions applied to the harmonic linearization
coefficients (3.202) and (3.203). It means that the absolute speeds of the cross
sections do not change their sign in the vicinity of the modes’ nodes, and the
dry friction present in these parts of the bar has no effect on the vibration
parameters. By using (3.211), the length of the segment (Fig.3.33) in which
condition (3.214) is satisfied, can be found,
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l1 =
l

πn
arccos

ẏ

ωna0
. (3.216)

Fig. 3.33.

Due to the symmetry of vibration modes at resonance, the following ex-
pression exists for the integral in equation (3.213),

l∫

0

sgn
(
cos

πnz

l

)
√

1 −
(

ẏ

ωnaz

)2

cos
πnz

l
dz =

= 2n

l1∫

0

√

1 −
(

ẏ

ωnaz

)2

cos
πnz

l
dz. (3.217)

By substituting (3.214) – (3.217) into the right-hand side of equation
(3.213), truncating expansion (3.214) after the first two terms, and with inte-
gration and transformations, the following is obtained,

a0 =
4l

ψπn2ES
(Fs cos

πns

l
− 8ϑl

π2
[
√

1 − (
ẏ

ωna0
)2 −

−1
2
(

ẏ

ωna0
)2 ln

ωna0

ẏ
(1 +

√

1 − (
ẏ

ωna0
)2)]). (3.218)

As follows from (3.218), in the absence of slow motion (ẏ = 0), vibration
can occur subject to the condition,

Fs cos
πns

l
>

8
π2
ϑl = 0.81ϑl. (3.219)

An increase in the slow motion’s speed improves vibration conditions and
reduces the damping due to dry friction. If the absolute speed’s sign does not
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change for all the bar’s cross sections, i.e. speed ẏ > ωna0, condition (3.215)
is not satisfied along the whole length of the bar and the dry friction present
has no effect on vibration. The vibration amplitude,

a∗x =
4Fsl

ψπn2ES
cos

πns

l
cos

πnx

l

coincides with that determined using operator (3.210) (see subsection 2.2.12).
The way in which cross section x = 0 vibration amplitude a0 depends on the
ratio ν0 = ẏ/ωna0 of the translational ẏ and vibrational ωma0 speeds is shown
in Fig.3.34, a.

Fig. 3.34.

The slow speed ẏ in equation (3.218) can be determined from the general
solution of equation (3.206). Let it be denoted that,

G =
2ϑ
π

l∫

0

arcsin
ẏ

ω|ax|dx. (3.220)

Using the expansion (Bronshtein & Semendyayev (1998)),

arcsinν = ν + 1/6ν3 + . . . (3.221)

for the integrand in (3.220), taking account of (3.203), (3.211) and (3.216),
and after integration, the following is obtained,

G =
2
π
ϑl

⎡

⎣
2
π

ẏ

ωna0
ln
ωna0

ẏ

⎛

⎝1 +

√

1 −
(

ẏ

ωna0

)2
⎞

⎠+ arcsin
ẏ

ωna0

⎤

⎦ (3.222)
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When integrating (3.222), only the first term of series (3.221) was taken
into consideration since the second term improves the result by less than an
order. Note that the second term in (3.222) corresponds to parts of the bar
with length l2 = l/n−2l1. These are situated near the vibration nodes, where
due to a small vibrational speed, condition (3.215) is not satisfied and the dry
frictional force remains at a constant density ϑ.

When G = P in (3.222) and in accordance with (3.206), a relation con-
necting the parameters of fast and slow motion within a steady-state regime
ẏ = const is found. This dependence is shown in Fig.3.34, b. It allows the
ratio ν0 = ẏ/ωna0 between translational ẏ and vibrational ωma0 speeds, in a
steady-state regime, for a given value of P/ϑl, to be determined. Using (3.218),
the vibration amplitude a0 at the bar’s end may then be found. Consequently,
the amplitude distribution (3.211) along the bar’s length may also be found.

Thus, the vibration of a distributed parameter system within a medium
in which dry friction is present, is accompanied by a smoothing of the non-
linear frictional characteristic. Using this fact, transient processes may be
constructed, in which relation (3.222) is used to account for the slow motion’s
simplified frictional characteristic. Since the curve shown in Fig.3.34, b is close
to being linear, equation (3.205) can be written in the form,

Mÿ +
fl

ωna0
ẏ = P. (3.223)

In this equation, according to relation (3.218) (Fig.3.33), variable a0 is a
function of the form a0 = a0(ẏ). By solving the equation system (3.218) and
(3.223), the required slow transient processes ẏ(t) and a0(t) can be obtained.
Fig.3.35 shows the transient process ẏ(t) and the vibration envelope a0(t) for
the following system parameters: f = 2π/ω = 20.4kHz, l = 0.507m, n = 4,
S = 3.14×10−4m2, ψ = 0.05, F0 = 39kg, P = 20kg, ϑl = 24kg and a∗0 = 5μm.

The transient process limiting values can be obtained by substituting con-
stant value for amplitude a0 (corresponding to the initial ẏ = 0 and steady-
state values of translational speed ẏ) into (3.223). The solution of (3.223)
takes the form,

ẏ =
P

ϑl
ωnaa(1 − exp bt), (3.224)

where, b = ϑl
Mωna0

is the medium’s resistance coefficient to the bar’s motion
(the bar is considered as a rigid body). The resistance coefficient is trans-
formed due to the vibration present.

Expression (3.224), determining the amplitude a0 values given above, de-
scribes the boundary curves surrounding the real transient process.
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Fig. 3.35.



4

The resonant tuning of ultrasonic machines

Take but degree away, untune that string,
And hark what discord follows ! Each thing meets
In mere oppugnancy.

William Shakespeare (1564-1616): Troilus and
Cressida

4.1 Methods of increasing the efficiency of ultrasonic
machines when under load

1. Various arrangements of ultrasonic machining processes were discussed in
detail in section 1.1. The same section contains descriptions of the process’
main features as have been found experimentally. Experiments have estab-
lished (Averianova et al. (1962), Averianova & Milovidov (1964), Rosenberg
& Kazantsev (1959a,b), Rosenberg et al. (1964)) that ultrasonic machining
takes place as the result of a tool’s impact against abrasive particles con-
tained within a slurry. These abrasive particles are forced onto the workpiece’s
surface and effectively erode it. Extensive experimental evidence is reviewed
in Kazantsev et al. (1966), Markov (1980), Neppiras (1956), Rosenberg &
Kazantsev (1959a). This allows the influence of both the drive’s static force
and the main vibration parameters on the cutting speed to be estimated. It
was found that in order to achieve a high output capacity, a large vibration
amplitude is required at the tool, and a considerable driving force must be
provided.

In order to excite vibration at maximal amplitude, the vibrating system
should be tuned to resonance. This is usually undertaken when the system
is under idling conditions, and the assumption is usually made that the tool-
workpiece interaction does not significantly influence the system’s operation.
Conversely, investigations of an ultrasonic machine’s characteristics when un-
der load (Astashev (1972), Astashev & Babitsky (1972, 1981, 1982b)) show
that by increasing the driving force at the idling motion’s resonant frequency,
during the tool’s working process, leads to a decrease in the tool’s vibration
amplitude. This is due to nonlinear distortions and is caused by the tool-
workpiece interaction during the cutting process. The corresponding nonlinear
effects are discussed in section 3.2.

In this section, the machine’s output capacity is related to its design, and
dynamic characteristics. A rheological model is used to describe the ultrasonic
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cutting process. Optimum methods of tuning the vibrating system are con-
sidered and experimental results are discussed. The results obtained are com-
pared with experimental data.

Fig. 4.1.

The cutting process main features can be obtained by considering the
vibration system shown in Fig. 4.1. The system is forced against the workpiece
by a static force P . Consider the tool’s motion in the form,

u(t) = vt+ u0(t) = vt+ a exp j(ωt− ϕ)

where, v is a small constant speed that describes the system’s motion as a
result of penetration, a, ω and ϕ are the amplitude, frequency and phase of
the tool motion’s periodic component u0(t).

The interaction force between the tool and workpiece is described by a
rigid-plastic material characteristic (Fig.4.2),

f(u) = 1/2Dη(u−Δ)(1 + sgn u̇), (4.1)

which, after harmonic linearization, is approximately equal to,

f(u) ≈ f0(a) + [k(a) + jωb(a)]u0. (4.2)

The value of D in expressions (4.1) and (4.2) is dependant on the work-
piece’s material, the tool’s cross sectional area, the type of abrasive slurry
used, and the conditions of the abrasive slurry in the cutting zone; Δ is the
value of coordinate u(t) at the beginning of interaction, η(u) is the unit step-
function, f0(a), k(a) and b(a) are harmonic linearization coefficients. These
coefficients were calculated in section 3.1. In order to simplify the analysis,
the following arguments are used: since, in the process under consideration,
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Fig. 4.2.

the tool motion’s constant speed v is much smaller than its vibration speed
aω, i.e. v � aω, the system’s slow motion during one cycle of vibration can
be neglected, and the harmonic linearization coefficients can be found from
(3.24)–(3.26) in which v = 0. As a result,

f0(a) =
D

2π
arccos

Δ

a
(4.3)

k(a) =
D

πa

√

1 −
(
Δ

a

)2

, b(a) =
D

πaω

(

1 − Δ

a

)

(4.4)

Taking account of the relation f0(a) = P , from (4.3), it is found that,

Δ/a = cos(2πP/D) (4.5)

and after substituting (4.5) into (4.4),

k(a) =
D

πa
sin

2πP
D

, b(a) =
2D
πaω

sin2 πP

D
(4.6)

Coefficients (4.6) determine the elastic and dissipative components of the
load applied to the vibrating system during the cutting process. Their de-
pendence on amplitude a and static force P is in good agreement with that
obtained experimentally in Ganeva et al. (1981).

The difference a − Δ represents the penetration over a cycle (Fig.4.2).
Therefore, the cutting speed is given by, v = (a−Δ)ω/2π. By using (4.5), it
is found that,
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v =
aω

π
sin2 πP

D
(4.7)

It is noted that relations (4.6) and (4.7) coincide with formulae (3.70) and
(3.71) which were obtained in subsection 3.1.6 from the complete dynamic
characteristic’s harmonic linearization coefficients. They were obtained under
the assumption that the tool’s progression speed was small, v � aω.

The tool’s vibration amplitude a when performing work is significantly
dependant on the load acting on it. Suppose that when idling (P = 0), the tool
performs vibration u0(t) = a0 exp jωt. Assuming that the machine’s vibrating
system is linear, the tool’s vibration when under load can be described by the
following equation:

u(t) = u0(t) −W−1(jω)[k(a) + jωb(a)]u(t) (4.8)

where, W (jω) is the vibrating system’s dynamic stiffness which relates the
displacement of the tool to the forces acting on it. Let the following be denoted,

W (jω) = U(ω) + jV (ω) (4.9)

During idling motion, the tool’s vibration amplitude a achieves its maxi-
mum value a0 = a∗0 at resonant frequency ω = ω0, U(ω0) = 0. The quantity
a∗0V0, in which V0 = V (ω0), characterizes the system’s excitation level. The
idling motion’s amplitude at frequencies in the vicinity of resonance is given
by,

a0 = a∗0V0/|W (jω)| (4.10)

Equation (4.8), together with (4.9) and (4.10), yields the following vibra-
tion amplitude expression for the system when under load,

a =
a∗0V0

√
[U(ω) + k(a)]2 + [V (ω) + ωb(a)]2

(4.11)

Some ultrasonic machine tuning methods are now considered in which the
system is under load.

2. The majority of modern ultrasonic machines are tuned at their idling
frequencies ω = ω0. This type of tuning restricts their use to small compressive
forces P � D. According to (4.6), an initial approximation can be made in
which k(a) = 2P/a. It is assumed that the load’s dissipative component can
be neglected due to its small value in comparison to the losses experienced in
the vibration system (ω0b � V0). Under these assumptions, and from (4.11),
the tool’s vibration amplitude, when under load, is found,

a = a∗0

√

1 −
(

2P
a∗0V0

)2

. (4.12)

Expression (4.7) is expanded in a small parameter (P/D) power series
and truncated to its first significant terms. By using (4.12), an expression
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is obtained which determines the tool’s cutting speed under load at the idle
motion’s resonant frequency, ω = ω0,

v = πa∗0ω0

(
P

D

)2
√

1 −
(

2P
a∗0V0

)2

. (4.13)

Formula (4.13) proves the existence (as is known from experimentation) of
an optimal driving force P = P0. This driving force corresponds to maximum
cutting speed (Markov (1962), Neppiras (1956), Rosenberg et al. (1964)), and
is found by applying the condition dv/dP = 0. The following is obtained,

P0 = 0.4a∗0V0. (4.14)

The maximum cutting speed which corresponds to force (4.14) is,

v0 = 0.3a∗30 ω0(V0/D)2. (4.15)

It is noted that the proportionality between the optimal driving force
P0, and idle motion resonant amplitude a∗0, is in good agreement with the
experimental data reported in Markov (1962), Rosenberg et al. (1964). Paper
Kazantsev et al. (1966) validates experimentally that force P0 is independent
of D. D is proportional to the tool’s area. An empirical formula obtained in
Kazantsev et al. (1966), Markov (1980), Goliamina (1979) yields, by virtue of
(4.14), that the cutting speed is dependant on the amplitude a∗0 and frequency
ω0. This is similar to (4.15).

The cutting speed’s dependence on compressive force is shown in Fig.4.3,
a for different values of amplitude a∗0 (1-8, 2-11, 3-16, 4-20.5 μm). This is
calculated from formula (4.3). The experimental results (shown by dots), and
initial data for use in calculations, are taken from paper Neppiras (1956). Val-
ues V0 = 1800N/mm and D = 3700N are calculated using (4.14), (4.15) and
an experimental point which corresponds to the optimal compressive force.
The graph in Fig.4.3, b is plotted in accordance with (4.12). It shows the
decrease in vibration amplitude as the compressive force increases. It is noted
that at the optimal value of compressive force P0, the vibration amplitude is
given by,

a0 = 0.6a∗0. (4.16)

Consider formula (4.15) which determines a machine’s maximum output
capacity. When designing a vibrating system, an excitation frequency is chosen
that lies in the low ultrasonic range (f = ω/2π = 18 − 22kHz). The limit-
ing amplitude value a∗0 is determined by the waveguide’s strength. Therefore,
ω0 and a∗0 are considered as initial values. Parameter V0 is determined by
the vibrating system’s dissipative properties. During idling motion, the dissi-
pated power is equal to Nx = 1

2a
∗2
0 ω0V0. Thus, for the tuning method under

consideration, an increase in cutting speed can be achieved by increasing the
vibrating system’s dissipative loses as characterized by value V0. This leads to
an increase in power, and is confirmed by industrial ultrasonic machine data.
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Fig. 4.3.

Some technical specifications of two industrial ultrasonic machines, models
4770 and 4772, are given in Table 4.1.

Table 4.1.

Machine model 4770 4772 A R

Power of the generator 0.25 1.5 0.15

Maximal driving force P, N 45 150 600

Treated area, Driving force, Output capacity,
S, mm2 P, N mm3/min

80 30 280 430 480

80 100 - 2800 3900

80 200 - - 9000

800 30 28 48 48

800 100 - 280 470

800 150 - 720 1200

800 300 - - 3800

800 600 - - 9000

The machines’ output capacities are given for various values of area treated
S and driving force P .
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An ultrasonic machine’s Q-factor is now estimated for the vibrating sys-
tem tuning method under consideration. The Q-factor is determined by the
formula η = Np/(Np +Nk), where, Np = Dv is the useful power supplied to
the cutting process, and Nk = 1/2a2ω0V0 is the power dissipated in the vi-
brating system. At the optimal driving force P0, and with the tuning method
chosen, by using (4.15) and (4.16), it is found that η = 1

1+(0.6D/a∗0V0) . By us-
ing data corresponding to the experiment described above (see Fig.4.3, a), an
example of a machines Q-factor may be given. At an amplitude a∗0 = 20.5μm,
it is found that η ≈ Np/Nx = 0.017 = 1.7%. Thus, for usual tuning meth-
ods, power is mostly dissipated within the vibrating system as a result of its
material’s internal friction.

In order to estimate the dependence of V0 on a vibrating system’s con-
struction, size and material, the model shown in Fig.4.1 is considered. The
vibrating system consists of a homogeneous elastic bar 1, excited in one of its
natural modes, and fixed in a housing 2 at one of its nodal points. (Fig.4.1
shows a displacement diagram of the bar’s cross-sections). The length of a bar
that has a resonant frequency ω0 is determined by the relation l = πnc/2ω0.
c =

√
E/ρ is the longitudinal wave propagation speed, E and ρ are the

elastic modulus and density of the bar’s material, and n is the number of
quarter-waves in the length of the bar in which odd values of n correspond to
constructions where the bar is joined to its housing by its upper end.

The dynamic stiffness (4.9) of such a system can be found by the method
discussed in section 2.2, and can be written in the form,

W (jω) = wω[tan πn
2

(
1 − ω

ω0

)

+j ψ4π
πnω/ω0−(−1)n sin(πnω/ω0)

1+(−1)n cos(πnω/ω0)
] (4.17)

where, w = S
√
Eρ is the wave resistance, S is the bar’s cross sectional area,

and ψ is the absorption coefficient.
From (4.17), when ω = ω0, it is found that,

V0 = |W (jω0)| = 1/8ψwω0n (4.18)

By substituting (4.18) into formula (4.15), the maximum achievable cut-
ting speed is obtained for a bar tuned under idling motion conditions,

v0 = 3.75 · 10−2(a∗0ω0)3(ψnw/D)2

The last relation shows that an increase in the processes output capacity
can be achieved in several ways. The absorption coefficient ψ can be increased
i.e. the vibrating system’s Q-factor may be reduced. The number of quarter-
waves n in the bar may be increased i.e. the vibrating system’s length may be
increased thereby using higher natural modes of oscillation. Finally, the wave
resistance w may be increased by enlarging the bar system’s cross sectional
area, increasing its elastic modulus, or increasing the material’s density. All
of the above is validated by ultrasonic machine design experience.
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3. It is noted, in connection with expressions (4.7) and (4.12), that a de-
crease in cutting speed, when driving forces exceed value (4.14), is caused by
an abrupt decrease in the tool’s vibration amplitude (Fig.4.3, b). This can be
avoided by tuning the vibrating system to resonance when under load. Ac-
cording to (4.11), the maximum tool vibration amplitude, when under load,
is achieved by satisfying the following relations:

U(ω) + k(a) = 0, a = a∗0V0/[V (ω) + ωβ(a)]

By the substitution of coefficients (4.6), the following equation system is
obtained,

a = − D
πU(ω) sin 2πP

D

a = a∗0
V0
V (ω)

(
1 − 2D

πa∗0V0
sin2 πP

D

)
(4.19)

The solutions of these equations determine the resonant frequency ω∗ and
corresponding amplitude a∗ when the system is under the action of the static
compressive force P . The first equation determines the amplitude-frequency
characteristic’s backbone curve, the second determines the limiting amplitude
line.

The advantages of this tuning method can be estimated by considering
the system shown in Fig.4.1. Using (4.9) and (4.17), equations (4.19) take the
form,

a = − D
πwω sin 2πP

D cot πn2
(
1 − ω

ω0

)
,

a = a∗0
2
πnω0
ω

(
1 − 2D

πa∗0V0
sin2 πP

D

)
×

1+(−1)n cos(πnω/ω0)
(πnω/ω0)−(−1)n sin(πnω/ω0)

(4.20)

Fig. 4.4.

The graphical solution of equation system (4.20), for different values of P ,
is shown in Fig.4.4. The curves corresponding to equations (4.20) are shown
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by thin lines. The resonant curve sections also included in this figure are
analogous to those described in section 3.2. When under the action of relatively
small compressive forces, P ≤ a∗0V0/2, the shapes of the resonant curves when
under load (curve 2) or during idling motion (curve 1) are the same. It is noted
however that their maximum values are shifted to higher frequencies as P is
increased. A further increase in compressive force (P > a∗0V0/2) drastically
changes the resonant curve’s character (curve 3) and leads to the appearance
of an unstable branch. This is shown by a dashed line.

Curve 4 is the limiting amplitude line for a system with a rigid limiter
(see section 3.2); its characteristics can be obtained from the second equation
in (4.20) by applying the limit D → ∞. Line 5, which is formed from the
solutions of equation system (4.20), is the resonant curve’s envelope curve. It
determines all of the resonant regimes possible when the system is subjected
to differing driving force values P .

Fig. 4.5.

Fig.4.5 shows how the resonant frequency ω∗, amplitude a∗, and cutting
speed v depend on the driving force P and amplitude a∗0. The results refer
to a system in which resonant tuning is performed when the system is under
load and the notation is the same as that used in Fig.4.3, a. The dependencies
shown in Fig.4.5, a, b are plotted from the results obtained by solving equation



204 4 The resonant tuning of ultrasonic machines

system (4.20). The same values of V0 = 1800N/mm and D = 3700N were
used, as were used in Fig.4.3, a, and the absorption coefficient is assigned the
value ψ = 0.05. Fig.4.5, b shows graphs that are plotted using formula (4.7).
Fig.4.5 shows that the maximum cutting speed occurs at a specific driving
force value. In this regime the vibration amplitude is equal to a = a∗0/2.
A further increase in driving force leads to an abrupt decrease in vibration
amplitude and a reduced cutting speed.

Comparisons between Fig.4.3, a and Fig.4.5, b illustrate how an increase in
efficiency is attainable when the machine’s resonant tuning is performed when
under load. Calculations show that the machine’s efficiency, when these tuning
methods are employed can reach values of up to 30%. This is very beneficial,
although serious difficulties are encountered in the practical realization of this
forced vibration regime due to the resonant curve’s distortion (Fig.4.3) as
caused by the load’s nonlinearity

It must be noted, albeit a little in advance, that the automatic tuning sys-
tem, considered in detail in section 4.3, allows these difficulties to be avoided.
When this tuning system is employed, the system’s only stable state transpires
to be that of resonant vibration.

The last column in Table 4.1 contains the technical characteristics of an
experimental prototype ultrasonic machine. It was designed in the labora-
tory of vibration systems of the Institute of Machine Studies (Moscow, Rus-
sia). The machine implements vibration system resonant tuning when under
load. Comparison between this machine’s technical characteristics and those
of commercially available machines reveals some pronounced advantages. For
example, the Institute machine’s output capacity is 30 times larger than that
of model 4770, while the power consumed is slightly lower. The power it con-
sumes is 10 times less than that of model 4772, while its capabilities are far
in advance, allowing more than a tenfold increase in output capacity.

4. Finally, one more tuning method is considered when the system is un-
der load. It was proposed in Astashev & Babitsky (1982a) and is based on
attaching an additional mass M to the tool. This leads to a compensation of
the detuning experienced due to the tool – workpiece interaction. In order to
achieve this compensation, resonant tuning whilst the system is under load,
is required to occur at a frequency ω = ω0. The additional mass required is
determined by the relation M = k(a)/ω2

0.
The vibration amplitude when the system is under load can be found from

the second equation in (4.19),

a∗ = a∗0

(

1 − 2D
πa∗0V0

sin2 πP

D

)

(4.21)

By substituting (4.21) into (4.7), the cutting speed is obtained,

v =
a∗0ω
π

sin2 πP

D

(

1 − 2D
πa∗0

sin2 πP

D

)

(4.22)
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From the condition ∂v/∂P = 0, the compressive force P ∗ which corre-
sponds to the maximum cutting speed can be found,

P ∗ =
D

π
arcsin

√
πa∗0V0

4D
(4.23)

Usually, in real conditions, a∗0V0 � D, and formula (4.22) takes the form,

P ∗ =
√

a∗0V0D/4π

According to (4.22) and (4.23), the maximum cutting speed is given by,

v∗ =
1
8
a∗20 ω0V0/D (4.24)

and the tool’s vibration amplitude (4.21) in this regime is equal to,

a∗ = a∗0/2 (4.25)

For the system considered above (Fig.4.3, a), (4.24), in which a∗0 = 20.5μm,
gives v∗ = 49mm/min. This cutting speed is attained for a compressive force
of P ∗ = 104N .

It is interesting to note that when the machine works at maximum output
capacity, the power Np supplied for material fracture is equal to the power
Nk dissipated in the vibration system, i.e.

Np = Nk = 1/8a∗20 ω0V0 (4.26)

This can easily be shown. Indeed, using (4.6) and (4.7) it is found that
Np = 1

2 (aω)2β(a) = Dv. Taking into account that Nk = 1
2a

∗2ω0V0, and using
(4.24) and (4.25), equality (4.26) can be found. Thus, the tuning method under
consideration provides the best matching between the vibration system and
both the elastic and dissipative components of load. It allows the ultrasonic
machine’s optimal capabilities to be realized. Its efficiency is equal to η = 50%.
Relations (4.24) and (4.26) are convenient for designing a tool’s vibration
system, for which an output capacity is prescribed.

An increase in driving force leads to an increase in Q-factor (4.23) but
a decrease in cutting speed. As such, the Q-factor can not be taken as an
indicator of how efficiently a machine is tuned. It is convenient to estimate
the tuning efficiency using the efficiency coefficient φ = v/v∗ (Astashev et al.
(2000)). This is given by the ratio between the attained cutting speed v and
its limiting value v∗ as given by equality (4.24). For example, according to for-
mulae (4.15) and (4.24), the tuning efficiency coefficient during idling motion
is given by,

φ = v0/v
∗ = 2.4a∗0V0/D

The quantity a∗0V0 characterizes the system’s excitation level. It has the
same order of magnitude as the small dissipative forces. In ultrasonic vibration
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systems within the power range 0.1 − 10kW , this quantity has a value of the
order a∗0V0 = 10−104N . The values of D are in the region of D = 103−106N .
Thus, idle motion tuning is very inefficient: in the case under consideration
φ = 0.024. This means that in this instance, only ≈ 2.5% of the machine’s
potential capability is being used. At the same time, tuning the machine to
resonance whilst under load allows an efficiency coefficient of φ ≈ 0.7 to be
attained. Moreover, the efficiency coefficient can be increased to a value closer
to φ = 1 by the introduction of the compensation detailed above.

By comparing dependencies (4.24) and (4.15) it can be seen that tuning
machines when under load can be especially efficient for the machining of
stiff workpieces whilst using low power machines with high Q-factor vibration
systems (the workpiece is referred to as stiff if it either has a large treatment
area, or is manufactured from a material which is hardly suitable for cutting).
A similar conclusion was made in paper Astashev & Sakaian (1967) based on
experimental evidence.

Note that the results obtained above can be used also to estimate the
efficiency and to tune various ultrasonic machines (Goliamina (1979)) for the
surface hardening of components, the welding of plastics and synthetic fabrics,
the excitation of a metal-cutting tool’s high-frequency vibration as used in
machines for vibration cutting (see Chapter 5), etc.

5. The results gained from an experimental study of an ultrasonic ma-
chine’s vibration system dynamics are now described. The system was anal-
ysed when under load. The experimental aim was to find the main dynamic
characteristics of an ultrasonic machine’s vibration system. It was also re-
quired in order to validate assumptions made in the previous theoretical anal-
ysis, and to estimate the influence of the tool – workpiece interaction’s non-
linearities on the vibration system.

The experiments were performed on the ultrasonic machine detailed in
Fig.4.6. The main component of the machine is its acoustic head. This con-
sists of a housing 1, a magnetostrictive transducer 2, a step-type concentrator
3 which is soldered to the face of the transducer, and a tool 4. The magne-
tostrictive transducer’s winding is being fed by a generator which supplies
a power of up to 1kW . The generator used during the experiments allows a
wide range of control over both the excitation frequency and the transducer
core’s vibration amplitude. Control of the systems amplitude was maintained
by adjusting the current in the transducer’s winding.

Vibration is transmitted between the transducer and the tool via a
waveguide-concentrator. This has the effect of increasing the vibration am-
plitude. The workpiece is a glass plate 5 and is situated under the tool. It has
a diameter of 12mm, a thickness of 5mm, and is attached to the stiff massive
base 6. The plate 5 and tool 4 are placed in a tray 7 with a suspension slurry.

The cutting process’ continuity is provided by pressing the tool against
the workpiece with a static driving force. This force is generated due to the
weight difference between the head and the bobs 8 connected to it. In order to
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Fig. 4.6.

ensure that the head has a smooth motion, it is mounted within ball bearing
slides.

The interaction force between the tool and workpiece was recorded during
the cutting process. The force sensor’s arrangement is shown in Fig.4.6, b. The
sensor’s piezoelectric element 9 is glued between the base 6 and glass plate 5.
The bottom surface of the piezoelectric element is insulated from the base by
a thin caprone net which also acts as a damper. The sensor’s top surface is
earthed, and the sensor’s signal is taken from the bottom surface. The signal
is inputted into an oscilloscope. Such a construction provides good damping
of the sensor’s natural vibration and reliable protection from electromagnetic
noise and capacitance induced by the vibrating tool.

The sensor’s natural properties were obtained by taking readings of balls
impacting on the sensor’s plate. They were dropped from various heights.
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One of the graphs obtained is shown in Fig.4.7. The graph’s upper curve
represents the signal that emerges during the ball’s impact and the sensor’s
subsequent natural vibration. The graph was taken with a delayed sweep and
was triggered by the sensor’s signal. As such, the curve doesn’t start from
zero, but from a nonzero value u which is the first level recorded after the
triggering delay. The lower curve shows the signal taken from a generator. It
has a frequency of 200kHz and provides a time scale.

Fig. 4.7.

The tests show that the sensor (Astashev & Sakaian (1967)) has a high nat-
ural frequency (exceeding 300kHz) and good damping properties. Its decre-
ment in natural vibration is equal to 2. The analysis of many oscilloscope
readings has proven that the sensor has a linear nature and a sufficient accu-
racy. For example, the impact duration is not dependant on the height h from
which the ball is dropped, and the amplitude of the signal recorded during
the impact is proportional to the ball’s speed at the beginning of the im-
pact. This means that the sensor behaves as a stiff spring with a linear elastic
characteristic. The sensor’s calibration is therefore easily facilitated.

In order to calibrate the sensor, the momentum theorem is used. For an
impacting body dropped from a height H without initial velocity,

m
√

2gH(1 +R) =

2τ∫

0

F (t)dt (4.27)

where, m is the ball’s mass, R =
√
h/H is the speed restitution factor during

the impact, h is the height which the ball bounces to after the impact, F (t)
is the impact force’s time-dependence, and 2τ is the duration of impact. It
must be noted that in the experiments conducted, the restitution coefficient
was equal to R ≈ 1.
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Assuming that the sensor has a linear characteristic, it is accepted that,

F (t) = kFA sin
π

2τ
t

where, A is the amplitude of the sensor’s signal during the impact, kF is the
force’s scale factor, and from (4.27) it is found that,

Aτ =
πm

√
2gH

4kF
(1 +R)

Fig. 4.8.

As a consequence, the productAτ is a linear function of the variablem
√
H .

The graph of this function is plotted in Fig.4.8. It results from the analysis
of many oscilloscope readings taken for balls of various masses impacting on
the sensor when dropped from various heights. It can be seen from the graph
that all the experimental points fall on a straight line with sufficient accuracy.
This proves that the sensor has indeed got a linear characteristic, and the
scale factor is a constant given by the formula,

kF =
πm

√
2gH

4Aτ
(1 +R)

6. The vibrating system’s dynamic characteristics were studied experimen-
tally both under load and during idling motion.

During idling motion, the vibrating system’s amplitude-frequency char-
acteristic was obtained using a piezoelectric element glued to the tool’s face
and used as an accelerometer. The signal was taken from the piezoelectric
element’s inner surface which was insulated from the tool by a caprone net.
The outer surface was earthed. This ensured that the sensor was shielded from
the magnetostrictive transducer’s external electromagnetic field. The sensor



210 4 The resonant tuning of ultrasonic machines

demonstrates a linear behaviour with a high accuracy. Its calibration was per-
formed by measuring the tool’s vibration amplitude a using a microscope as
it oscillates at a frequency ω in one of its vibration modes. This was then
compared with the sensor’s signal amplitude A. The sensor’s scale factor is
calculated using the formula ka = a/A.

The idling motion’s resonant amplitude a∗ is dependant on the current
present in the magnetostrictive transducer’s winding. In the following anal-
ysis, variable a∗ is used to characterize the system’s excitation level, i.e. it
is assumed that it is independent of the vibration mode under consideration
and that the excitation corresponds to the systems initial tuning as it os-
cillates under idling conditions. The vibrating system’s amplitude-frequency
characteristic when idling has a form that is typical for a linear system. The
system’s resonant frequency does not depend on the excitation level and is
equal to fp = 18kHz. When the excitation frequency is increased or decreased,
the experimental readings obtained fall on the same curve. In the following, it
is important that the vibrating system is linear when considered in itself. Its
dissipative properties can be calculated from the resonant curves obtained.
First of all, the Q-factor of the vibrating system Q = fp/(f2 − f1) should
be found. f2 and f1 are the frequencies of the intersecting points between
the resonant curve and a horizontal line plotted at a/2. The vibration’s log-
arithmic decrement d = π/Q and decrement D = ed can then be calculated.
For the system under consideration, it is found that Q = 97, d = 0.0324 and
D = 1.0329.

Fig. 4.9.
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7. Regimes accompanied by a tool-workpiece interaction will, as of now,
be referred to as working regimes. Such an interaction will be characterized
by the impact force’s amplitude Fm. This is understood to be the force’s
maximum deviation from zero. Fm was measured by obtaining a large number
of oscilloscope readings at different values of tuning amplitude a∗, excitation
frequency f , and static driving force P .

Two typical oscilloscope readings for a working regime are shown in
Fig.4.9. They are obtained for when f = 18kHz, a∗ = 15μm,P = 100N
(Fig.4.9, a) and P = 160N (Fig.4.9, b). The upper curves of these readings
show the interaction force between the tool and workpiece, the lower curves
show the signal from the magnetostrictive transducer’s generator. As follows
from these readings, the working regimes are seen to be periodic with a fre-
quency equal to the systems excitation frequency.

There are two vibrational regimes possible. The regime shown in Fig.4.9,
a has an interaction force with an impulsive character. The force acts during
the interval tn, with an amplitude Fm. For the remainder of the period T − tn
the tool performs vibration whilst being separated from the workpiece, i.e.
the interaction force is equal to 0. Such regimes will be designated as impact
regimes. The theoretical analysis of the vibrating system’s work when under
load, as carried out above, was devoted to finding this type of regime.

In the second type of regime (shown in Fig.4.9, b), the tool is continuously
forced against the workpiece. It performs vibration with a small amplitude
inside the limiter’s elastic zone. This type of regime shall be designated as be-
ing bumpless. By comparing oscilloscope readings obtained at constant values
of f and a∗, it has been shown that an increase in driving force leads to a
gradual transition from impact regimes to bumpless regimes.

Consider the main dynamic characteristics of the system, obtained as a
result of analysing working regime oscilloscope readings. Fig.4.10 shows the
dependence of the impact force’s amplitude (Fig.4.10, a) and impact duration
(Fig.4.10, b) on the static driving force. These dependencies are obtained
for a constant excitation frequency f = 18kHz (the linear system’s natural
frequency) and different values of amplitude a∗. As can be seen from these
plots, an optimal driving force exists. It corresponds to the impact force’s
maximum value. The optimal driving force’s magnitude is proportional to the
amplitude a∗. A further increase in driving force leads to a decrease in the
interaction force accompanied by an increase in impact duration. This then
gradually transforms the vibration present into a bumpless regime. It must
be noted that in regimes with maximum impact force, the impact duration is
equal to tn = 0.6T (the dashed line in Fig.4.10, b).

These dependencies are important characteristics of an ultrasonic machine
since the impact force’s amplitude is the main quantity which characterizes
the ultrasonic machining efficiency. This follows from comparisons between
the graphs shown above, and the ultrasonic machining speed’s dependency on
the driving force. The latter was obtained experimentally in Neppiras (1956) in
which the theoretical reasoning in subsection 2 (see Fig.4.3) was also found.
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Fig. 4.10.

The characteristics of these curves are the same. Therefore, the machine’s
maximum output capacity, when working at constant frequency and a given
amplitude, will occur at the optimal driving force in which the impact force
reaches its maximum value.

8. In order to increase the machining output capacity, ways should be found
of intensifying the machine’s working regime. At the present time, machining
is carried out at a constant frequency which is equal to the resonant frequency
of the system’s idling motion. As shown above, the only way to increase the
output capacity under these conditions is to increase the driving force which
requires an increase in power in the vibrating system. Therefore this method
of ultrasonic machine design, as is commonly employed, is very inefficient.

As shown theoretically in section 4.1, and confirmed by experiment, the
best way of increasing the efficiency of an ultrasonic machine is to tune it to
resonance when under load.

A typical frequency characteristic of an ultrasonic system is shown in
Fig.4.11, a. The dependence of the impact force’s amplitude Fm· on the ex-
citation frequency f is obtained at a constant amplitude a∗ = 15μm and
compressive force P = 200N . The dependence of the impact duration on
the excitation frequency is shown in Fig.4.11, b for the same experimental
conditions. The system’s frequency characteristic has a distinctive resonant
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character and the frequency fp that corresponds to the impact force’s maxi-
mum value is considered to be the system’s resonant frequency.

Fig. 4.11.

The existence of ambiguous domains within the frequency characteristic is
an interesting feature of the system. These domains are situated on both the
left and the right of the resonance peak. The branch taken by the system as it
oscillates is dependant on the direction of frequency change and is shown by
the arrows. In the left hand side ambiguous domain, the characteristic’s lower
branch corresponds to a bumpless working regime, while the upper branch to
that of an impact regime. The transition between the branches occurs as a
jump. Here, the distinctive effect of vibro-impact regime pulling is observed.
Such effects are predicted by theoretical consideration within the framework
of the accepted models.

In the right hand side ambiguous domain, both branches correspond to
impact working regimes. The transition to the lower branch can be realized
by increasing the frequency from that of resonance. This is accompanied by a
decrease in force amplitude and the regime gradually becomes bumpless. The
transition to the upper branch can be achieved by changing the excitation
frequency in the opposite direction.

9. It should be noted that the appearance of a second ambiguous zone
within the experiment’s amplitude-frequency characteristic was completely
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unexpected. This effect did not appear in the framework of accepted models.
The same effect, however, has also been observed in similar experiments con-
ducted later, by researches at the Vitebsk institute of solid-state physics. The
explanation of this effect is therefore of principal importance since otherwise
the adequacy of the models considered becomes questionable.

In order to explain this effect, the model shown in Fig.4.1 is again consid-
ered. The reader is reminded that the whole system, including the carriageM ,
is being forced against the limiter by a constant force. In this situation, the
system reaches an equilibrium and appears to hover over the limiter. The level
at which the system hovers changes in such a way that the impulse’s value,
which is known J = PT , remains constant. The carriage rises if the ampli-
tude is increased, and lowers if the tool’s vibration amplitude is decreased.
It is now noted that although the carriage is retained within the frame by
ball bearing slides, it is subjected to forces of dry friction Pτ sgn ȧ. As such,
the constant force component F0, which acts in the contact zone between the
tool and the workpiece, is dependant on the character by which changes in
the tool’s vibration amplitude occur. It can therefore take values within the
range,

P1 = (P − Pτ ) ≤ F0 ≤ P2 = (P + Pτ ) (4.28)

The limiting values are determined by the carriage’s motion upwards or down-
wards. If the carriage remains motionless, the constant component F0 can take
any value from the range given above. Until the force F0 reaches a limiting
value, the system behaves as a system with an initial interference as created
by the previous interactions within the process.

In Fig.4.12, lines 1 and 2 show the system’s amplitude-frequency charac-
teristics for the constant force components P1 and P2 respectively. The lines
are plotted using the method described in section 3.2. The thin lines 1′ and
2′ show the process’ backbone curves. The backbone curves’ vertical sections
correspond to the linear system’s natural frequencies during its vibration in-
side the limiter’s elastic zone when no separation occurs. Also shown are linear
vibration branches. These occur inside the workpiece’s elastic zone at ampli-
tudes a ≤ Pi/k0, where k0 is the workpiece’s static stiffness, and i = 1, 2. The
realizable sections of these characteristics are shown by thick lines, while thin
lines show the unrealizable sections. Dashed lines show unstable branches.
Arrows show the direction in which the excitation frequency changes.

The system’s behaviour is now followed during a change in excitation fre-
quency. It is supposed that, initially, the system is forced against the workpiece
and is excited at a frequency corresponding to point A. The constant force
component is equal to F0 = P1. As the frequency is increased to point B,
where the system starts to bounce, the amplitude follows the linear branch
of characteristic 1 and the vibration encountered is bumpless. After the jump
to point C, a further increase in frequency is accompanied by a decrease in
amplitude, i.e. the system follows characteristic 1. The vibration present in
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Fig. 4.12.

the system makes the transition to the bumpless regime present at point D
and continues to follow the linear branch of the characteristic.

When the vibration’s frequency changes in the opposite direction, the am-
plitude increases along the linear branch of characteristic 1 up until point
D. This point corresponds to the appearance of an impact regime. Due to
the increase in amplitude and a change in the direction of the frictional force
present in the machines guides, force F0 increases. This happens until equality
F0 = P2 holds true and the system follows section DE which belongs to the
resonant curve of a system in which an initial interference is present. After
point E the system follows characteristic 2. The rest is clear from the picture.

Thus, all of the effects found experimentally can be explained by the ap-
proach developed in this book.

10. Experiments have shown that the system’s working resonant frequency
is shifted when compared to the resonant frequency of the system’s idling
motion. The magnitude of the shift can be estimated from Fig.4.13.

The above figure shows how the vibrating system’s resonant frequency fp
is dependant on the static driving force. This dependence was obtained when
the system was tuned to an amplitude of a∗ = 15μm. As can be seen from
the figure, an increase in driving force results in the system having a higher
natural frequency. It is worth noting that all points on the graph correspond
to impacting working regimes. The impact force’s amplitude in these regimes
is 2.5 to 3 times larger than the driving force.

The effects caused by adjusting the excitation frequency can now be esti-
mated. For example, when the system is working at the idle motion’s resonant
frequency (Fig.4.10), the maximum impact force occurs when a∗ = 25μm and
P = 200N . As can be seen from Fig.4.11, a and Fig.4.13, much larger im-
pact forces and smaller levels of initial tuning amplitude can be attained by
increasing the driving force and frequency control in accordance with Fig.4.13.

It is recalled at this point, that a machine’s output capacity is deter-
mined by the impact forces present: the volume of the material fractured is
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Fig. 4.13.

proportional to the cube of the impacting force’s amplitude (Kazantsev et al.
(1966)). In addition, the reader is reminded that increasing the machine’s
output capacity by increasing its power is extremely inefficient. This all goes
to show the obvious necessity of tuning a machine to resonance whilst under
load. As noted above and validated by the experimental results discussed,
such a tuning method can only be realized in an automatic regime. This is
due to the amplitude-frequency characteristic’s strongly nonlinear distortion.
The most efficient method of excitation and stabilization of an ultrasonic ma-
chine’s resonant vibration when under load will be considered in section 4.3.

4.2 Nonlinear theory of ultrasonic concentrators

1. In the previous section a resonant tuning method was considered in which
the process’ detuning effect was compensated for by selecting an appropri-
ate mass for the tool attached to the system. In a similar way, the system’s
resonant tuning, when under load, can be achieved by selecting the correct
geometrical parameters for its concentrator. This is considered in this section
along with the theory behind an ultrasonic concentrator which is subject to
an elastic-dissipative nonlinear load. With respect to ultrasonic machining
processes, the way in which the cutting speed, and both the load’s elastic and
dissipative components are dependant on the tool’s vibrational parameters are
found. Calculations are made for both exponential and stepped concentrators.

Ultrasonic concentrator theory which determines its ideal tuning during
idling motion has been developed in papers Merkulov (1957), Merkulov &
Kharitonov (1959), Teumin (1959). A bar concentrator with internal losses is
now considered.

Concentrator 1’s (Fig. 4.14) x = 0 cross section is connected with vibration
actuator 2. Tool 3, which interacts with workpiece 3 or medium 4, is fixed in
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Fig. 4.14.

cross section x = l. The vibration present in cross section x of the concentrator
is described by the function,

ux(t) = ax exp j(ωt− ϕx) (4.29)

where, ax, ω and ϕx are the amplitude, angular frequency and initial vibration
phase.

As shown in section 2.2, the periodic load acting on the vibrating system
as a result of its interaction with the workpiece has a nonlinear character and
can be represented by the force reaction,

f(ul) = [k(al) + jωβ(al)]ul (4.30)

The load’s nonlinearity manifests itself in the way that the elastic k(al) and
dissipative b(al) load components are dependant on the tool’s vibration ampli-
tude. Such a dependence was repeatedly observed in experiments (Rosenberg
& Kazantsev (1959a)).

The interaction force between the concentrator and vibration actuator
shall be estimated from the force acting in their connecting cross section,

f0(t) = F0 exp jωt (4.31)

As before, the concentrator’s motion is described at cross sections s = 0, l,
using its dynamic compliance Ls(x, jω). It relates the displacement ux of cross
section x with reaction forces (4.30) and (4.31), and the attached tool’s inertial
force −Mω2ul which results from its mass M ,

ux(t) = Lox(jω)F0 exp jωt− L0x(jω)[k(al) + b(al) −Mω2]ul(t) (4.32)

Using (4.29), the following expressions are obtained:

exp jωt =
ul
al

exp jϕl, ux = ul
ax
al

exp j(ϕl − ϕx)
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By substituting them into equation (4.32), the following is obtained when
x = 0 and x = l,

a0

[

Wl0(jω) +
al
a0

[k(al) −Mω2 + jωβ(al)]ej(ϕ0−ϕl)
]

=

=
Wl0(jω)
W00(jω)

F0e
jϕ0 (4.33)

alW (al, jω) = F0e
jϕl (4.34)

where, W (al, jω) = [Wll(jω)+ k(al)−Mω2 + jωb(al)]
W0l(jω)
Wll(jω) and Wsx(jω) is

the concentrator’s dynamic stiffness (s, x = 0, l).
By separating the real and imaginary parts of formula (4.34), expressions

are obtained that determine the concentrator motion’s amplitude al and phase
ϕl at cross section x = l:

al =
F0

|W (al, jω)| =

=
F0

√
[Re W (al, jω)]2 + [Im W (al, jω)]2

(4.35)

cosϕl =
al
F0

Re W (al, jω), sinϕl =
al
F0

Im W (al, jω)

Using (2.79) for the dynamic stiffness gives,

Wsx(jω) = Usx(ω) + jVsx(ω) (4.36)

In the following it is assumed that Vsx(ω) and b(al), which characterize the
dissipative losses in the concentrator and load are small, and all calculations
are restricted to first order small terms. As shown in section 3.2, equation
(4.35) determines the concentrator’s amplitude-frequency characteristic when
it is subjected to a harmonic force (4.31) acting on its end (x = 0). The
maximum tool amplitude al is realized when the condition Re W (al, jω) = 0
holds true. By using (4.36), this condition can be converted into the form,

Ull(ω) + k(al) −Mω2 = 0 (4.37)

Clearly, a minimal force F0 may be used to realize any required amplitude
al. As such, relation (4.37) may be used to determine the optimal conditions by
which the vibration actuator excites vibration within the concentrator which
is subjected to the tool’s mass M and the nonlinear load.

Excluding F0 from equations (4.33) and (4.34), and taking account of
relations (4.36) and (4.37), the following is obtained,

K =
al
a0

=
∣
∣
∣
∣
U00(ω)
U0l(ω)

∣
∣
∣
∣ (4.38)
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Similar to in Merkulov (1957), Merkulov & Kharitonov (1959) and sub-
section 2.2.5, the variable K = al/a0 may be defined as the concentrator’s
amplification coefficient. It characterizes how well the vibration is guided and
amplified as it travels between the actuator and tool. It is noted that expres-
sion (4.38) has the same form as equality (2.85) which is used to determine
the amplification coefficient of an unloaded concentrator. For a given value of
actuator amplitude a0, relation (4.38) may be used to determine the ampli-
tude present at the concentrator’s working end. It satisfies condition (4.37),
in which optimal levels of vibration are assumed for a system under load.

2. By attaching the concentrator, a load is experienced by the actuator.
When the actuator is not loaded by the concentrator, it performs vibration
which may be described as u∗0(t) = a∗0 exp j(ωt − ϕ). At the point where the
concentrator and the actuator are connected, the actuator is subjected to the
force −f0(t). Its motion, when under load, can be described by the following
equation:

u0(t) = u∗0(t) −
f0(t)

Wn(jω)
(4.39)

where, Wn(jω) = Un(ω) + jVn(ω) is the actuator’s dynamic stiffness at the
point where it is connected to the concentrator.

By using relations (4.34),(4.37) and (4.38), reaction (4.31) can be repre-
sented in the form,

f0(t) = u̇0(t)K2[Vll(ω) + ωb(al)] (4.40)

As shown in section 2.4, the most common type of actuators that are
used in ultrasonic machines are resonant electroacoustic transducers. Their
resonant tuning condition is of the form Un(ω) = 0. From (4.39) and (4.40),
for a loaded transducer, it is found that:

u0(t) = u∗0(t)
[

1 +
Vll(ω) + ωb(al)

Vn(ω)
K2

]−1

(4.41)

Thus, by attaching a correctly matched concentrator, a transducer’s res-
onant tuning remains unchanged and the change in vibration level is deter-
mined by the ratio of dissipative parameters in the transducer, concentrator
and load. From (4.38) and using (4.41), the tool’s vibration amplitude when
operating in a working regime is found:

al = a∗0K
[

1 +
Vll(ω) + ωb(al)

Vn(ω)
K2

]−1

(4.42)

3. Consider the situation that emerges when ultrasonically processing brit-
tle materials. In the previous subsection it was shown that treatment occurs
as a result of high-frequency vibro-impact interactions between the tool and
workpiece when subjected to a static compressive force P . By using a rheo-
logical model of the cutting process, the following expressions for the load’s
(4.30) elastic and dissipative components were obtained:
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k(al) =
D

πal
sin

2πP
D

; b(al) =
2D
πωal

sin2 πP

D
(4.43)

where, D is a quantity which is proportional to the tool’s area. It is also
dependant on both the workpiece’s material and type of abrasive slurry used.

By substituting (4.43) into (4.37) and (4.42), and performing some specific
transformations (P � D), the following equation system is obtained:

al =
2P

Mω2 − Ull(ω)
(4.44)

al = a∗0K
1 −K πP 2

DVn(ω)

1 +K2 Vll(ω)
Vn(ω)

(4.45)

Its solution determines the matched concentrator’s vibration parameters and
amplitude when the system is under load.

Example calculations for the ultrasonic concentrator types most frequently
used are given below. Concentrator 1’s end (x = 0) (Fig. 4.14) is attached to
the driving surface of vibration actuator 2. The dynamic compliances for vari-
ous concentrator types were determined in section 2.2 by solving the equations
governing longitudinal vibration within a bar of variable cross section.

Consider an exponential concentrator (see subsection 2.2.5) whose cross
sectional area x is given by the equation,

Sx = S0 exp(2γx/l)

where, γ = 1/2 ln(Sl/S0).
Expressions for an exponential waveguide’s dynamic compliance were ob-

tained in subsection 2.2.6. The operator Llx(jω) has the following form:

Llx(jω) =
γ sinhλx− λl coshλx

ω2ρS0l sinhλ
eγ(1+

x
l ) (4.46)

where, λ = ω
c

(
j c

2

c2φ
+ ψ

2π

)1/2

, cφ = c√
1−(γc/lω)2

is the vibration’s phase veloc-

ity within the exponential waveguide, c =
√
E/ρ is the speed of sound in the

concentrator’s material, and E and ρ are the concentrator’s elastic modulus
and material density.

The absorption coefficient ψ is supposed to be small. By performing a
small parameter expansion of it in (4.46), and retaining only linear terms,
expressions are found that determine the exponential concentrator’s dynamic
stiffness components (4.36):

Ulx(ω) = −ES0

l

(ξ2 + γ2) exp[γ(1 + x/l)]
ξ cos ξx/l+ γ sin ξx/l

(4.47)

Vlx(ω) =
ψES0

4πlξ
(ξ2 + γ2)2 exp[γ(1 + x/l)]
ξ cos ξx/l + γ sin ξx/l

×

×
[

cos ξ − (1 + γx/l) cos ξx/l − (ξx/l) sin ξx/l
ξ cos ξx/l+ γ sin ξx/l

sin ξ
]

(4.48)

where, ξ = ωl/cφ.
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Taking (4.47) into account, expression (4.38) that determines the loaded
concentrator’s amplification coefficient takes the form,

K =
al
a0

=
∣
∣
∣
∣
γ cos ξ + ξ sin ξ

ξ

∣
∣
∣
∣

√
S0

Sl
(4.49)

For a free unloaded concentrator (M = 0, P = 0), formula (4.44) gives
Ull = 0. This is achieved when ξ = πn (n = 1, 2, . . .). Expression (4.49) gives
the amplification coefficient K =

√
S0/Sl which coincides with that found in

subsection 2.2.6. In the presence of a load, the concentrator is matched to the
actuator at a different value of ξ. In order to find this value, (4.47) (in which
x = l) is substituted into expression (4.44),

al =
2P
ωwl

(

μ+

√
1 + (γ/ξ)2

cos ξ + (γ/ξ) sin ξ

)−1

(4.50)

where, μ = Mω/wl and wl = Sl
√
Eρ is the wave resistance at the concentra-

tor’s end.
For a given amplitude at the waveguide’s driven end, the solution of equa-

tion system (4.49) and (4.50) determines the unknown exponential concentra-
tor values ξ and al. In this instance, the concentrator is matched to the actua-
tor when the system is under load. In order to find the solution of this equation
system, it is convenient to use the graphical method shown in Fig. 4.15.

Fig. 4.15.

Subsequently, the concentrator’s length can be calculated from the for-
mula,

l =
c

ω

√
ξ2 + γ2 (4.51)

which, in the absence of load (ξ = πn), coincides with that obtained in Teumin
(1959) and subsection 2.2.6.
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Fig. 4.16, a shows the corresponding dependence of the concentrator’s
length l, when matched under load, on the compressive force P for different
values of the attached tool’s mass M . In this instance, l0 is the free unloaded
concentrator’s length which is determined in accordance with formula (4.51)
when ξ = πn. The calculations were performed for the following system pa-
rameters: f = ω/2π = 20kHz,K0 = 4, wl = 3.14 · 103N · s/m,ψ = 0.01 and
D = 5 · 104N .

Fig. 4.16.

The curves shown in Fig.4.16, a are plotted for the following values of μ:
1 − μ = 0, 2 − μ = 0.2, 3− μ = 0.4, 4 − μ = 0.6, 5 − μ = 0.8 and 6 − μ = 1.

This would be the complete solution of the problem if the electroacoustic
transducer’s vibration amplitude was not influenced by the attachment of the
concentrator. However, as follows from (4.45), the vibration amplitude at the
concentrator’s end is dependant on the ratio of the dissipative losses in the
transducer and concentrator.

Supposing, for the sake of definiteness, that the transducer is a homoge-
neous bar with a length ln and cross sectional area Sn. Its dynamic stiffness,
when tuned to the resonant frequency of its first natural vibration mode, can
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be found from formula (4.48) when γ = 0, ξ = π and x = l:

Vn = ψnωwn/4 (4.52)

where, wn = Sg
√
Enρn is the transducer’s wave resistance at the connecting

point between it and the concentrator, and En, ρn and ψn are the elastic
modulus, density and absorption coefficient of the transducer’s material.

Even the attachment of an unloaded (P = 0,M = 0) concentrator to a
resonant actuator changes its amplitude. This can be found from formulae
(4.45), (4.48) and (4.52),

a∗l = a∗0K0

[

1 +
ψwlK

2
0 (1 + γ2/n2π2)
ψnwn

]−1

(4.53)

As follows from the last expression, the vibration amplitude of a concen-
trator with internal losses is decreased when compared to that of an ideal
concentrator. The bigger the losses, the more pronounced the difference. The
change in amplitude at the concentrator’s end is dependant on its amplifica-
tion coefficient K0.

The dependence of the exponential concentrator’s free end vibration am-
plitude (curve 1) on the amplification coefficientK0 is calculated from formula
(4.53) in which ψnw0/ψwl = 65. This is shown in Fig. 4.17. It can be seen that
a specific value of the amplification coefficient K0 corresponds to a maximum
vibration amplitude at the concentrator’s end.

Fig. 4.17.

The concentrator’s vibration amplitude when under load can be found by
using general formula (4.45) and the values of K0 and ξ that were found above
(see Fig. 4.15). Fig. 4.16, b shows how the exponential concentrator’s vibration
amplitude, which is matched to the transducer when under load, is dependant
on the compressive force. The dependency is shown for several values of the
attached tool’s mass. The figures are plotted using the same parameter values
as those used in Fig.4.16, a. In addition, wn = 4.084·104N ·s/m and ψn = 0.05.
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The concentrator’s vibration amplitude, when under load, can be found
by using a more straightforward method of solving the equation system (4.44)
and (4.45). This can be done in a similar way, and of course, gives the same
final results.

4. Calculations for different concentrator types can be performed in a simi-
lar way. Now, as an example, a concentrator consisting of two cylindrical bars
with lengths l1 and l2, and cross sectional areas S1 and S2, is considered.
Its dynamic compliance was found in subsection 2.2.11. The theory behind
stepped concentrators, with an absence of losses, was also given in the same
subsection. By using the methods developed there, the concentrator’s charac-
teristics are found. Internal friction is considered to be present in its material,
and the concentrator is considered to be subjected to inertial and nonlinear
elastic-dissipative loads.

Expression (2.155) is written for the concentrators dynamic compliance,

Llx(jω) =

=

{− λ
ρ·ω2 · coshλx

S1 sinhλl1 coshλl2+S2 sinhλl2 coshλl1
0 ≤ x ≤ l1

− λ
S2ρ·ω2 · S1 sinhλ(x−l1) sinhλl1+S2 coshλ(x−l1) coshλl1

S1 sinhλl1 coshλl2+S2 sinhλl2 coshλl1
l1 ≤ x ≤ l

(4.54)

where, l = l1 + l2 and the quantity λ has the same meaning as in formula
(4.46), in which cφ = c (γ = 0).

It is assumed, as before, that absorption coefficient ψ is small. The follow-
ing dynamic stiffness expressions are obtained from (4.54):

Wl0(jω) = −ES2

l2
ξ2 sin ξ1 sin ξ2

(

A1 + j
ψ

4π
Φ1

)

(4.55)

Wll(jω) = −ES2

l2
ξ2A

−2
2

(

A1A2 + j
ψ

4π
Φ2

)

(4.56)

where, ξi = ωli
c (i = 1, 2), A1 = cot ξ1 + S1

S2
cot ξ2, A2 = cot ξ1 cot ξ2 − S1

S2
, Φ1 =

ξ1 + cot ξ1(1 − ξ2 cot ξ2) + S1
S2

[ξ2 + cot ξ2(1 − ξ1 cot ξ1)] and Φ2 = A1A2 −
S1
S2

ξ1
sin2 ξ1 sin2 ξ2

− ξ2
sin2 ξ2

(
cot2 ξ1 + S2

1
S2

2

)
.

Using (4.55) and (4.56), amplification coefficient expression (4.38) can be
written in the form,

K =
al
a0

= | cos ξ1 cos ξ2 − (S1/S2) sin ξ1 sin ξ2| (4.57)

which coincides with formula (2.159) obtained previously.
In subsection 2.2.11 it was shown that a free unloaded concentrator

(M = 0, P = 0) attains its maximum amplification, K0 = S1/S2, when
ξ1 = ξ2 = π(2n − 1)/2 (n = 1, 2, . . .), i.e. when its steps have length
l1 = l2 = π(2n− 1)c/2ωn.

In the presence of a load, the conditions by which the concentrator is
matched to the actuator can be found by solving the equation system (4.57)
and (4.44). The result takes the following form by virtue of (4.56):
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al =
2P
ωw2

(

μ+
sin ξ2 cos ξ1 +K0 sin ξ1 cos ξ2
cos ξ1 cos ξ2 −K0 sin ξ1 sin ξ2

)−1

(4.58)

The solution of equations (4.57) and (4.58) determines the unknown values
ξi and al for a concentrator that is matched to a transducer when under load.
The solution is obtained for a given amplitude a0 at the concentrator’s driven
end x = 0. Subsequently, the concentrator’s step lengths can be found from
the formula,

li =
cξi
ω

(4.59)

Fig. 4.18, a shows the dependence of the concentrator’s length l on the
compressive force P . It is shown for various values of the attached tool’s mass
M . In this instance, the concentrator is matched to the transducer when under
load, and the calculations were performed for a concentrator with equal step
lengths (l1 = l2, ξ1 = ξ2); l0 is the length of the free unloaded concentrator and
is given by formula (4.59) when ξ = πn; μ = Mω/wL, in which wL = SL

√
Eρ

is the wave resistance at the concentrator’s working end. The calculations
were performed for the following parameters: the vibration frequency is equal
to f = ω/2π = 20kHz,K0 = 4, wL = 3.14 · 103N · s/m,ψ = 0.01 and D =
5 · 104N . The curves in Fig. 4.18, a are plotted for the following values of μ:
1 − μ = 0, 2 − μ = 0.2, 3− μ = 0.4, 4 − μ = 0.6, 5 − μ = 0.8 and 6 − μ = 1.

The vibration amplitude of an unloaded concentrator which is connected
to a resonant actuator can be determined from formulae (4.42), (4.52) and
(4.56),

a∗l = a∗0K0

[

1 +
ψw2K0(1 +K0)

ψnwn

]−1

(4.60)

As follows from (4.60), the vibration amplitude of a stepped concentrator
with internal losses is reduced from that of an ideal concentrator. The differ-
ence increases with an increase in losses, and the change in amplitude at the
concentrator’s free end is dependant on its amplification coefficient K0. These
results are similar to those obtained previously for an exponential concentra-
tor. By using (4.60) in which ψnwn/ψw2 = 65, the dependence of the stepped
concentrator’s free end’s vibration amplitude on the amplification coefficient
K0 is determined. This is shown by curve 2 in Fig. 4.17. It can be seen that a
specific value of the amplification coefficient K0 exists which corresponds to
a maximum vibration amplitude at the concentrator’s working end.

The stepped concentrator’s vibration amplitude, when under load, can be
found by using the general formula (4.45) and the values of K0 and ξ found
previously (Fig. 4.15). Fig. 4.18, b shows how the stepped concentrator’s vi-
bration amplitude, which is matched to the transducer when under load, is
dependant on the compressive force. The dependency is shown for several
values of the attached tool’s mass. The figures are plotted for the same pa-
rameters as used in Fig. 4.18, a. In addition, wn = 4.084 · 104N · s/m and
ψn = 0.05.
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Fig. 4.18.

5. To conclude, the efficiency of the concentrator’s matching with the ac-
tuator and load will be estimated. This will be done using formula (4.7) which
relates the ultrasonic cutting speed v with the main process parameters,

v = 2alf sin2 πP

D
(4.61)

where, f = ω/2π is the tool’s vibration frequency.
Fig. 4.19 shows the dependence of the ultrasonic treatment speed on the

compressive force. It is plotted using data from Fig. 4.16, b and 4.18, b. Curves
1 and 2 in Fig. 4.19 correspond to a stepped concentrator in which μ = 0 and
μ = 1 respectively. Curve 3 corresponds to an exponential concentrator when
μ = 0.2.

For comparison, the machining speeds are found for conventional ideal
concentrators that are matched to the transducer, with no losses, and are
operating in their idling regime. Previously, in section 4.1, it was shown that,
in this instance, the maximal machining speed achievable is,

v0 = 0.3a∗2l ω
(
V0

D

)2

(4.62)
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Fig. 4.19.

for a compressive force of,
P0 = 0.4a∗l V0 (4.63)

where, V0 = Vll + Vn/K
2
0 .

For a system with the same parameters as considered previously, it is found
that V0 = 46300N/cm for an exponential concentrator, and V0 = 52900N/cm
for a stepped concentrator. Calculations using formulae (4.62) and (4.63) re-
veal that P0 = 45.8N, v0 = 2.4mm/min and P0 = 46.6N, v0 = 2.8mm/min
respectively. These values, as well as the initial data, correspond to model
4770, the commercially available ultrasonic machine.

The analysis of this data shows that by ensuring that the concentrator is
correctly matched to the resonant vibration actuator when under the influence
of the systems nonlinear load, an increase in the ultrasonic machine’s output
capacity of up to 15 to 20 times can be revealed. These output capacity values
have the same order of magnitude as those obtained when the system is tuned
to resonance by adjusting the whole vibrating system’s vibration frequency
(see section 4.1). This is not surprising since the method under consideration
is an alternative way in which the whole vibrating system may be tuned
to resonance when under load. It is achieved by choosing the geometrical
parameters of its parts, and therefore, their natural frequencies.

4.3 Autoresonant excitation of ultrasonic machines

1. As shown previously in section 4.1 by studying ultrasonic machine vibration
systems, a pronounced increase in output capacity along with a considerable
decrease in energy consumption can be achieved by increasing the vibrating
system’s Q-factor and tuning it to resonance whilst under load. However, the
dynamic characteristic’s typical nonlinear distortion, as caused by the tool
– workpiece interaction, make the realization of this type of resonant tuning
difficult.

The machine’s dynamic properties can only be used to their full extent
when an automatic frequency tuning system is present. This would support the
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system’s resonant regime by changing the excitation frequency. Conventional
automatic control systems change the external driving actuator’s frequency
in such a way that a specific efficiency indicator, for example the vibration
amplitude, tends to a maximum. It is worth noting that this is inefficient and
difficult to realize in ultrasonic machines due to the nonlinearity of the load
and the nonlinear distortions of the amplitude-frequency characteristic caused
by it.

These difficulties can be avoided if the excitation and stabilization of the
system’s resonant regimes are supported by self-sustaining actuation (Teodor-
chik (1952)). This can be realized by the introduction of a regenerative loop
which regulates the driving actuation by a nonlinear signal transformation
which is proportional to the motion of the machine’s working tool. This is
applicable to all types of ultrasonic processes and machines as discussed in
sections 1.1 and 2.1 (Astashev et al. (1973), Babitsky, Astashev & Kalashnikov
(2004)).

The subjects considered in this section include the synthesis of regenerative
loops, the study of self-sustaining oscillation system dynamics for ultrasonic
machine excitation, and the analysis of vibration self-excitation conditions.
The existence and stability of periodic regimes, the behaviour of systems dur-
ing a change in vibration parameters, regenerative loops, and the wide range
of nonlinear load’s acting on the systems are also studied. In addition, exper-
imental data is discussed.

The arrangement of an ultrasonic machine’s self-sustaining excitation sys-
tem is shown in Fig. 4.20. The motion ux(t) of the vibration system arbitrary
element x may be written as,

ux(t) = mx + u0
x(t) = mx + ax exp j(ωt− ϕx) (4.64)

where, mx is a constant component, and ax, ω and ϕx are the amplitude,
angular frequency and phase of the harmonic motion component u0

x(t).
The machine’s working tool l interacts with the load, and is described by

the nonlinear dynamic characteristic,

fl(ul, jωul) ≈ f0(ml, al) + [k(ml, al) + jωb(ml, al)]u0
l (4.65)

where, f0(ml, al) is a constant component, and k(ml, al) and b(ml, al) are
the load’s elastic and dissipative components. Their values can be determined
using the methods described in section 3.1.

The signal from feedback sensor 2 is proportional to the tool’s displacement
ul. The signal is fed through phase-shifting element 3 and is subjected to a
phase shift ϕ. It is then fed to nonlinear transducer 4 (incorporating a power
amplifier) which creates the excitation force fs = fs(ul). This acts in the
vibrating system at point x = s. By taking (4.64) into account, the feedback
circuit’s full nonlinear characteristic can be written,

fs = fs(u0
l ) exp(jϕ) ≈ Z(al)u0

l exp(jϕ) (4.66)
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Fig. 4.20.

where, Z(al) is the nonlinear transducer’s harmonic amplification coefficient.
It is assumed that the feedback circuit only optimises the periodic compo-

nent of element l’s motion. The maximum actuation force which is generated
by the actuator is limited,

fs(u0
l ) ≤ G (4.67)

The periodic vibration actuation force Fs, which is limited in magnitude
to G, can not have an amplitude greater than 4G/π for its first harmonic. As
such, the following is obtained from (4.67),

alZ(al) ≤ 4G
π

(4.68)

The bar’s cross sectional displacements can be determined from the dy-
namic compliance operator Lsx(jω) which relates the motion ux of element x
to the forces acting on element s:

ux(t) = Lsx(jω)fs(u0
l ) − Llx(jω)fl(ul, jωl) (4.69)

By substituting (4.65) and (4.66) into (4.69) and separating the constant
and periodic components when x = l, it is found that,

ml = −Lll(0)f0(ml, al) (4.70)
1 + Lll(jω)[k(ml, al) + jωb(ml, al)] −
−Lsl(jω)Z(al) exp(jϕ) = Q(ml, al, jω) = 0 (4.71)

By equating the real and imaginary components of characteristic equation
(4.71) to zero, the conditions in which self-sustaining oscillations exist are
found:
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Z(al) cosϕ = U(ω,ml, al) (4.72)
Z(al) sinϕ = V (ω,ml, al) (4.73)

where,

U(ω,ml, al) = Re W (jω,ml, al),
V (ω,ml, al) = Im W (jω,ml, al),
W (jω,ml, al) = {1 + Lll(jω)[k(ml, al) + jωb(ml, al)]}/Lsl(jω)

By excluding trigonometric functions from (4.72) and (4.73), the following
is obtained,

Z(al) =
√
U2(ω,ml, al) + V 2(ω,ml, al) = |W (jω,ml, al)| (4.74)

This relation can be rewritten in the form,

al =
alZ(al)

(
√
U2(ω,ml, al) + V 2(ω,ml, al))

(4.75)

By comparing (4.75) with (4.68) it is seen that, at all frequencies, the
maximum vibration amplitude is attained if alZ(al) = 4G

π . This yields,

Z(al) =
4G
πal

(4.76)

Condition (4.76) can be realized by using an excitation transducer 4
(Fig.4.20) that exhibits a relay characteristic Fs = Fs(u0). In order that
the feedback circuit exhibits such a characteristic, the vibration amplitude
is determined by the expression,

al =
4G/π

√
U2(ω,ml, al) + V 2(ω,ml, al)

(4.77)

Previously, in section 3.2, expression (3.88) was obtained which describes
the amplitude-frequency characteristic of the same system during forced vi-
bration and when under the action of a periodic force Fs = F0 exp j(ωt− ϕ).
This expression has the form,

al =
Fs

√
U2(ω,ml, al) + V 2(ω,ml, al)

=
Fs

|W (jω,ml, al)| (4.78)

By comparing expressions (4.77) and (4.78) when G = πF0/4, it is seen
that the amplitudes and frequencies obtained for which self-sustaining vibra-
tion occurs, calculated for various values of phase, correspond to points on the
machine’s working tool resonant curves. Moreover, the oscillation frequency is
determined by the system’s phase-frequency characteristic which is described
by equations (4.72) and (4.73).
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Quantity V (ω,ml, al) characterizes the vibrating system’s reduced dissi-
pative properties. Supposing that the dissipation is fairly small, it is natural to
assume that the maximum vibration amplitude a∗l is attained at frequencies
ω∗ which satisfy the condition,

U(ω∗,m∗
l , a

∗
l ) = 0 (4.79)

In accordance with (4.72) and (4.73), the value of phase ϕ which excites
resonant vibration at its maximal amplitude is found to be,

ϕ = ϕ∗ =
π

2
(4.80)

Taking account of (4.79), and from (4.78), the maximum amplitude of
self-sustaining oscillation is found,

a∗l =
4G

πV (ω∗,m∗
l , a

∗
l )

(4.81)

The equation system (4.79) and (4.81), together with relation (4.70), de-
termines the regime’s frequency ω∗ and amplitude a∗l . It should be noted
that these equations coincide with the equations obtained in subsection 3.2,
which determine the resonant state of the system when subjected to forced vi-
bration. Equation (4.79) determines the backbone curve, and equation (4.81)
determines the limiting amplitude line.

Thus, if the phase is equal to the value given in (4.80), any variations in the
vibrating system’s parameters, or those of the load, are compensated for, and
the feedback circuit promotes an self-sustaining oscillation regime in which
the maximum achievable amplitude is realized. The maximum achievable am-
plitude is determined, as found previously, by the limiting amplitude line.
This means that the system’s most efficient resonant state is automatically
promoted. The type of excitation under consideration is designated as au-
toresonant (Andronov et al. (1966), Astashev et al. (1973), Babitsky (1995)).

In order to study the stability of the autoresonant regimes found above,
the method described in section 3.2 can be used. It is assumed that in the
vicinity of steady state periodic solution (4.64), the machine’s working tool’s
vibration is of the form,

ŭl(t) = m̆l(t) + ăl(t) exp j[ωt− ϕ̆l(t)] (4.82)

where, m̆l(t), ăl(t) and ϕ̆l(t) are slowly varying functions of time. Considering
equality (4.73) as the reduced energy balance condition for the dissipative and
exciting forces of the steady state motion under investigation, the motion’s
stability criterion, with respect to small perturbations in amplitude, can be
formulated. It takes the form,

(
dIm Q

dăl

)

ăl=al

> 0 (4.83)
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Inequality (4.83) means that if the amplitude ăl deviates from a stationary
value al = const, the energy is unbalanced in such a way that it compensates
for the deviation. Using the notation introduced earlier, this condition can be
written in the form:

d

dăl
[ωb(ăl) −K(ω)Z(ăl) sinϕ]ăl=al > 0 (4.84)

where, K(ω) = Usl(ω)/Ull(ω) is a coefficient that is dependant on the point
at which the excitation force is applied, and,

sgn K(ω) sinϕ ≥ 0 (4.85)

Condition (4.84) is used in order to study the system’s stability in some
specific cases. Firstly, it is noted that according to (4.76),

[
∂Z

∂ăl

]

ăl=al

< 0 (4.86)

If the vibrating system works in an idling motion regime (b = 0), or under
load with a linear (b = b0 = const) dissipative component, stability criterion
(4.84) is valid for all of the vibrational regimes possible and for the whole
domain for which an amplitude-frequency characteristic exists. Specifically,
this means that by changing the feedback’s phase in an autoresonant regime,
all of the resonant curve’s branches can be realized. This includes those that
are unstable in forced vibration situations (see sections 3.2 and 4.1).

Some instances are now considered in which nonlinear loading is present.
It is supposed that the working tool is subjected to a dry friction force

fl(u̇l) = Qsgn u̇l. The equivalent resistance coefficient (3.62) for such a load
was found in subsection 3.1.6,

b(al) = 4Q/πωal

and the stability condition (4.84), when s = l (K(ω) = 1), takes the form,

G sinϕ > Q

It is easy to show that this condition coincides with the condition by which
forced vibration exists in systems with dry friction (Timoshenko (1955)). In
particular, autoresonant vibration can exist when G > Q.

Suppose that the working tool is subjected to a load that is described by
a rigid-plastic material’s characteristic. For relatively small driving forces, the
load’s dissipative component is described by expression (3.73),

b(al) =
2πP 2

ωalD

and the stability condition takes the form,
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G sinϕ >
(πP )2

2D

When ϕ = π/2, this condition coincides with the energy condition by
which resonant vibro-impact regimes exist. This is the case for a given system
excitation level. If this condition is satisfied when the system is operating in
an autoresonant vibration regime, both of the amplitude-frequency character-
istic’s branches can be realized within the range of frequencies given by the
inequality. This is achieved by changing the phase of the system’s feedback.

The simplest way by which self-sustaining oscillation is realized is to sat-
isfy the condition by which vibration within the system is self-excited. Self-
excitation occurs if the system’s static equilibrium state loses its stability. The
stability criterion for static equilibrium is now found by using the method of
D-partitions (Neimark (1978)). In order to do this, functions (4.65) and (4.66)
are linearized in the vicinity of equilibrium,

f(ul, pul) ≈ f0 + (k0 + pβ0)u0
l , Fs(u

0
l ) ≈ Z0u

0
l (4.87)

where, Z0, k0 and β0 are constant coefficients that exist in front of the first
terms in the Taylor series expansions of functions (4.65) and (4.66).

Similarly to equation (4.71),

[1 + Lll(p)(k0 + pβ0) − Lsl(p)Z0 exp(pϕ/ω)]u0
l = Q(p)u0

l = 0 (4.88)

The appearance of a zero root, or a pair of purely imaginary roots, in
the characteristic equation Q(p) = 0, corresponds to the linear system’s loss
of stability (4.88). By substituting p = 0 and p = jω into the characteristic
equation, the following parametric equations that describe the D-partition
boundaries of the parameter plane Z0, ϕ are obtained:

Z0 = [1 + k0Lll(0)]/Lsl(0), Z0 = U0(ω)/ cosϕ,
Z0 = V0(ω)/ sinϕ (4.89)

where,

U0(ω) = Re W0(jω), V0(ω) = Im W0(jω),
W0(jω) = [1 + Lll(jω)(k0 + jωβ0)]/Lsl(jω).

The last two relations in (4.89) can be obtained directly from (4.72) and
(4.73), by substituting harmonic linearization coefficients values (4.87). For
a given value of frequency ω, equations (4.89) allow Z0 and ϕ, which be-
long to the boundary of self-excitation, to be found. By virtue of (4.80), the
right-hand sides of equations (4.89) are finite. Therefore, the synthesized relay
characteristic in which Z0 = ∞, causes a system to self-excite, and a periodic
regime to be achieved. Further types of feedback circuit characteristics are
considered below.
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2. Previously in chapter 2, when studying a number of ultrasonic machine
vibration systems that were subjected to a load, the analysis led to the con-
sideration of a viscoelastic bar’s longitudinal vibration which acted against a
limiter. By using this model, the main properties and capabilities of autores-
onant vibration excitation within such machines are considered here.

The dynamic model of the system under consideration is shown in
Fig.4.21, a.

Fig. 4.21.

A viscoelastic bar with length l performs longitudinal vibration and is
subjected to force Fs which is applied at a specific cross section x = s. The
bar’s upper end x = 0 is fixed and its lower end x = l interacts with an elastic
limiter which is positioned away from the bar with an initial clearance Δ. Δ is
measured when the bar is in its static equilibrium state and a negative value
of Δ corresponds to an initial interference between the bar and limiter. The
excitation force is generated by the feedback circuit which creates a closed loop
system. The circuit consists of sensor 1 which registers cross section x = l’s
displacement, an amplifier 2, a phase changer 3 and transducer 4 which creates
the actuation force.

The bar’s self-excitation conditions, and periodic motion parameters, are
sought for when the system interacts with an elastic limiter. The interaction
occurs via an initial clearance (interference) and the elastic limiter has a stiff-
ness k0 (Fig. 4.21, b). It is supposed that the excitation force is applied to the
bar’s lower cross section (s = l). The feedback circuit is assumed to exhibit
the characteristic of a linear amplifier with saturation (Fig. 4.21, c).

Using expressions (3.95) and (3.96) from section 3.2, the following is ob-
tained for the case under consideration,

W (jω) =
ES

l

[

ξ cot ξ + q + j
ψξ

4π
(ξ + 0.5 sin2ξ)

sin2 ξ

]

(4.90)
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where, ξ = ωl/c, c =
√
E/ρ is the speed of sound in the bar’s material, E

and ρ are the elastic modulus and density of the bar’s material, S is its cross
sectional area, ψ is the absorption coefficient, and q = kl/ES.

By substituting the expressions which follow from (4.90) into relations
(4.89), the following parametric equations which determine the D-partition’s
boundaries are obtained:

z0 = 1 +Q0 (4.91)

z0 cosϕ = ξ cot ξ +Q0, z0 sinϕ =
ψξ(ξ + 0.5 sin2ξ)

(4π sin2 ξ)
(4.92)

where, z0 = Z0l/ES,Q0 = 0 when Δ > 0 and Q0 = q0 when Δ < 0, and
q0 = k0l/ES.

Fig. 4.22, a shows the D-partitions in the z0, ϕ parameter plane for a
system with an initial clearance (Δ > 0) and when ξ changes from 0 to 2π.
Hatching indicates the equilibrium state’s stability region. In this situation,
the characteristic equation has no roots with positive real parts.

Fig. 4.22.
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When the D-partition boundary (4.91) is crossed, in the direction in which
z0 increases, the characteristic equation’s one positive root emerges. When
boundary (4.92) is crossed however, a pair of complex conjugate roots with
positive real parts appear. The parameter space domain in which the charac-
teristic equation has i roots with positive real parts is denoted by D(i). The
self-excitation of vibration which results in an increase in amplitude takes
place in the regions i > 1. In this process, the feedback circuit’s nonlinearity
ensures amplitude limitation and leads to steady-state periodic vibration.

Steady-state motion parameters are sought for which the amplitude does
not exceed the limit of the limiter’s static characteristic’s linear zone (Fig.
14.2, b), i.e. al < Δ when Δ > 0 and al < −Δ/(1 + q0) when Δ < 0.

Using relations (4.72) and (4.73) and taking account of (4.90), the following
is obtained,

z(al) cosϕ = ξ cot ξ +Q0,

z(al) sinϕ =
ψξ(ξ + 0.5 sin2ξ)

(4π sin2 ξ)
(4.93)

The feedback circuit’s harmonic amplification coefficient, which has a non-
linear characteristic (Fig. 4.21, c) when al ≥ G/Z0, has the form,

Z(al) =
2G
πal

⎛

⎝
aaZ0

G
arcsin

G

aaZ0
+

√

1 −
(

G

aaZ0

)2
⎞

⎠ (4.94)

This dependence is plotted in Fig. 4.22, b.
The following relation determining the periodic regime’s frequency is found

from (4.93):

tanϕ =
ψξ(ξ + 0.5 sin2ξ)

4π sin2 2ξ(ξ cot ξ +Q0)
(4.95)

Dependence ξ(τ) is plotted in Fig. 4.22 using (4.95). As follows from this
figure, the steady-state self-sustaining oscillation frequency ξ is uniquely de-
termined, in the vicinity of each natural mode, by the phase.

It must be noted that the possibility of a single-frequency periodic regime
exists only at stability region D(0)’s boundary in Fig. 4.22, a. The self-
sustaining oscillation’s frequency and amplitude are subsequently found by
using the plotting method shown in Fig. 4.22 by arrows. For a given value
of phase ϕ, frequency ξ can be found from Fig. 4.22. From Fig.4.22, a, the
amplification coefficient value Z which corresponds to the condition by which
the periodic regime exists can be found. Finally the corresponding ampli-
tude al (Fig. 4.22, b) can be found. By varying the phase ϕ, the complete
parameter set ξ, al that correspond to realizable periodic regimes can be ob-
tained. It is convenient to represent these results in the form of an amplitude-
frequency characteristic as shown in Fig. 4.22, d. As shown in the previous
subsection in which a feedback circuit’s relay characteristic was considered,
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the amplitude-frequency characteristic coincides with the system’s resonant
curve when working in a forced vibration regime and subject to the driving
force Fl = 4G/π. Since the harmonic amplification coefficients for both the
relay characteristics and the characteristics under consideration are similar in
the regions where the self-excitation conditions are satisfied, their correspond-
ing amplitude-frequency characteristics are also similar. Therefore, in order to
find and analyse the resulting periodic motion, it would make sense to consider
the simplest and clearest instance of an amplifier’s relay characteristic.

Fig. 4.22, d allows a clear understanding to be gained of how the system’s
vibration develops during a smooth change in phase. Each value of ϕ only cor-
responds to one point on the amplitude-frequency characteristic (Fig. 4.22, d).
By changing the delay the resonant curve’s branch, which corresponds to the
system’s first vibration mode, can be realized (the relevant branches for the
system’s two lowest modes are shown in Fig. 4.22, d). When the amplification
coefficient Z0 is reduced, the periodic motion’s frequency region reduces fur-
ther and further in the vicinity of the system’s resonant frequency. The use of
an amplifier which has a large amplification coefficient leads to a broadening
of the frequency range. This happens mainly at higher frequencies.

All of the above is equally true, for a system in which an initial interfer-
ence (Δ < 0) is present, when the vibration is limited to the limiter’s initial
deformation al < −Δ/(1 + q0).

It’s worth noting that an increase in the initial amplification coefficient Z0

yields the possibility of multi-frequency regimes appearing. In order to exclude
them during oscillation excitation in the vicinity of the system’s first natural
frequency ωl, coefficient Z0 can be reduced, which in turn leads to a decrease
in the excited vibration’s frequency range. Conversely, when designing ultra-
sonic systems, it is often necessary to excite higher vibration modes. In order
to realize these higher modes, an increase in the feedback circuit’s amplifi-
cation coefficient Z0 is required. Therefore, in order to extract the necessary
vibration mode into the feedback circuit, a band-pass filter must be used. A
band-pass filter can strongly distort the system’s phase-frequency character-
istic and degrade the properties by which the system stabilizes its resonant
regimes. Although this problem can be solved successfully by the use of mod-
ern electronics, such a method leads to specific complications in the system’s
electrical makeup, and complicates its tuning.

3. In some cases, the necessary vibration mode’s extraction can be achieved
by alternative means. A delay element may be employed in order to change
the feedback circuit’s phase. This element can be naturally formed by using
a microphone as the system’s feedback sensor. This can be used to register
the sound’s radiation at one of the vibrating system’s elements. The feedback
circuit’s delay t0 is determined by the acoustic wave’s propagation speed be-
tween the radiating element and the microphone which receives its acoustic
signal.

In this instance, the problem under consideration is reduced to the study
of a distributed nonlinear system’s oscillation which incorporates a delay in
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its feedback circuit. A linear oscillator’s self-oscillation when subjected to the
action of a delayed force has been considered in Andronov & Maier (1946),
Gonorovsky (1958), Perepeliatnik (1961), Rubanik (1969). All the relations
obtained above, as the result of the problems considered in this subsection,
transpire to be true when ϕ = −ωt0.

Fig. 4.23, a shows, for a system with an initial clearance (Δ > 0), the
D-partitions in the parameter plane Z0, τ (τ = t0c/l) as the frequency ξ is
changed from 0 to 2π. Hatching denotes the equilibrium state’s stable re-
gions for which the characteristic equation has no roots with positive real
parts. Crossing this boundary, in the direction of an increasing Z0 coefficient,
yields the appearance of two complex conjugate roots within the character-
istic equation. These roots have positive real parts. In regions D(i), where i
is the number of roots which have positive real parts within a given region,
vibration self-excitation occurs and gives rise to an increase in amplitude. The
amplitude increase is limited by the amplifier’s nonlinearity .

Fig. 4.23.

Fig. 4.23, b shows the dependence of the feedback circuit’s harmonic am-
plification coefficient on the working tool’s vibration amplitude al.
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The existence of a single-frequency periodic regime is only possible on
a stability region’s boundary. In Fig. 4.23, c, the parts of dependence ξ(τ)
which are plotted in accordance with relations (4.92) and satisfy the condition
of existence mentioned above can be seen. As such, frequency ξ is uniquely
determined by the delay τ for all values except those that are bifurcated for
which the frequency jumps. The vibration amplitude is determined by using
the plotting method which is shown in Fig. 4.23 by arrows: for a given value
of τ0 the values Z0 (Fig. 4.23, a) and ξ (Fig. 4.23, c) are found, then the
vibration amplitude a (Fig. 4.23, b) is obtained along with the corresponding
point on the amplitude-frequency characteristic (Fig. 4.23, d).

As follows from the plot shown, different resonant curve branches, which
correspond to different vibration modes, can be realized by changing the de-
lay (Fig. 4.23, d shows resonant curve branches for the system’s two lowest
modes). An increase in τ causes vibration to be excited in an increasingly nar-
row band in the vicinity of the system’s first natural frequency. A sufficiently
small amplification coefficient value Z0 can cause zones of periodic motion to
alternate with areas of static stability. Conversely, sufficiently large values of
Z0, at the moment when bifurcated values of τ are passed, cause vibration
jumps either from one mode to another, or inside the same mode as shown
in Fig. 4.23, c, d by the dashed arrows. The use of an amplifier with a large
amplification coefficient leads to a widening of the frequency range. This hap-
pens mainly at high frequencies. The largest frequency range realizable occurs
when an amplifier exhibiting a relay characteristic is employed.

All of the above remains true for systems which have an initial interference
(Δ < 0) so long as the vibration is limited to the limiter’s initial deforma-
tion (al ≤ −Δ/(1 + q0)). In this instance, Fig. 4.23 shows the self-excitation
boundary (the thin lines in Fig. 4.23, a), the periodic vibration frequency’s
dependence on the delay (Fig. 4.23, c), and the amplitude-frequency char-
acteristic (Fig. 4.23, d). The hatching in Fig. 4.23, c denotes the domains
in which periodic regimes exist as the limiter’s stiffness value varies from 0
to q. The dashed lines enclosing these areas are the boundaries due to the
bifurcation present.

4. Periodic regime parameters are now sought for which the bar’s lower
cross section performs vibration which is accompanied by a separation from
the limiter. Consideration is restricted to situations in which the feedback
circuit’s amplifier exhibits a relay characteristic. By using harmonic amplifi-
cation coefficient expression (4.76), and reduced dynamic stiffness expression
(4.90), equations (4.72) and (4.73) take the form,

al =
δ cos ξτ
ξ cot ξ + q

(4.96)

al = −4πδ
ψξ

sin2 ξ sin ξτ
ξ + 0.5 sin2ξ

(4.97)

where, δ = 4Gl/πES.
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From (4.96) and (4.97), the self-oscillation amplitude is found,

al = δ

{

(ξ cot ξ + q)2 +
[
ψξ

4π
· (ξ + 0.5 sin 2ξ)

sin2 ξ

]2
}−1/2

(4.98)

Expression (4.98) coincides with equation (3.98) which determines a bar’s
amplitude-frequency characteristic as it interacts with a limiter whilst sub-
ject to a harmonic force Fl = 4G/π which acts in the bar’s lower cross sec-
tion. Fig. 4.24, a, shows amplitude-frequency characteristics for various lim-
iter positions. It was created in accordance with the methodology described in
section 3.2.

Fig. 4.24.

The way in which the oscillation frequency ξ is dependant on the delay
τ can be found by solving the equation system (4.97) and (4.98). It must be
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noted, that according to (4.98), the equality ξ cot ξ + q = 0 determines the
backbone curve configuration which is shown in Fig. 4.24, a by dashed-dotted
lines. By using (4.96) and (4.97), it can be concluded that values π ≤ ξτ ≤
3π/2 correspond to resonant curve branches which are situated to the right
of the backbone curve, and values 3π/2 ≤ ξτ ≤ 2π correspond to branches
which are situated to the left of the backbone curve. Therefore, the points
at which the resonant curve intersects (Fig. 4.24, a) with curve 1, plotted in
accordance with dependence (4.97) in which ξτ = const, determine the self-
sustaining oscillation frequency ξ which corresponds to the given phase. The
resulting dependence of the oscillation frequency ξ on the feedback circuit’s
delay τ is shown in Fig. 4.24, b.

When ξτ = 3π/2, and from (4.99), the equation which determines the
limiting amplitude curve 2 is obtained,

al =
4πδ
ψξ

sin2 ξ

ξ + 0.5 sin2ξ
(4.99)

Its intersection with the backbone curve determines, according to (4.98), the
highest points on the amplitude-frequency characteristic. It is worth noting
that the harmonic linearization coefficient q has a value within the range
0 ≤ q ≤ q0. As such, the system can only realize motion which satisfies the
conditions by which the motion can exist. These conditions were found at the
end of the previous subsection. The domains of existence, which are denoted
in Fig. 4.23 by hatching, are also shown in Fig. 4.23, b.

In this instance, as follows from Fig. 4.23, it is again possible to realize
parts of the resonant curve which correspond to alternative vibration modes.
This includes the possible vibration jumps from one mode to another, and
jumps within a single mode. These jumps can occur on the bifurcated bound-
aries that were found above.

5. Autoresonantly excited systems that are designed in accordance with the
arrangement shown in Fig. 4.20 have been realized on experimental machines
which treat brittle materials ultrasonically and perform ultrasonic turning
(see section 5.1).

Fig. 4.25, a shows the arrangement of an ultrasonic machine’s vibration
system. The magnetostrictive transducer 1 transmits vibration through the
stepped concentrator 2 to tool 3. The concentrator is connected to carriage 4
at a vibration node, and is forced against the treated workpiece 5 by a constant
force P . The power supply is fed from the delayed feedback circuit. In this
case, the voltage in the magnetostrictive winding is generated by amplifier
6 which has a saturated characteristic and transforms the signal from the
feedback sensor 7. The sensor, which in this instance is a microphone, is
positioned a specific distance from magnetostrictive transducer’s free end. The
time taken for the acoustic wave to propagate from the transducer’s radiating
end to sensor 7 determines the delay in the feedback circuit. By changing
the amplifier’s saturation level and the time delay, the vibration’s amplitude
and frequency can be regulated. Adhering to the specific relations between
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amplitude and frequency, the system’s resonant regime can be stabilized in
the presence of a varying load which is determined by the tool’s mass and
driving force.

Fig. 4.25.

The system’s dynamics can be described using a dynamical model (Fig.
4.25, b). The model consists of a homogeneous bar and has a length l which is
equal to the length of the concentrator’s final step. A mass M is attached at
its end. The vibration in the bar is excited by a force Fl that is applied to its
lower cross section. The force is generated by the feedback circuit as a result
of the signal’s nonlinear transformation Fl = Fl(ur) which is proportional to
cross section x = r’s displacement. It is also subjected to the delay t0. All of
the general relations obtained in this section are valid for this model.

The system’s amplitude-frequency characteristics for its two lowest vibra-
tion modes and varying values of compressive force P are plotted in Fig. 4.26,
a using formulae (4.78) and (4.90). In this example it is assumed that the lim-
iter’s stiffness k0 → ∞, i.e. the situation in which it has the most pronounced
influence on the system’s vibrational character, is considered. The harmonic
linearization coefficient is k(a) = 2P/al. The dashed-dotted lines show the
backbone curves that relate the free vibration’s frequency and amplitude and
separate the resonant curve branches. Curve 1 shows the limiting amplitude
line which shows the resonant curve’s upper limits.

As follows from Fig. 4.26, a, when δp = Pl/ES = 0 the system is linear
and the limiter does not influence its vibration. The application of constant
force P shifts the resonant curve’s maximum into a higher frequency region
and when δp > δ = Fl/ES the curve’s character is drastically changed: it
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Fig. 4.26.

becomes double-valued, and an increase in δp causes its frequency range to be
reduced.

The relation between the system’s resonant frequency and constant force
is given by the expression:

δp
δ

=
2π
ψ

(sin 2ξ − μξ sin2 ξ)
(2ξ + sin 2ξ)

(4.100)

The maximum values of function (4.100) correspond to the limiting values
at which the system’s resonant curves degenerate into points. For example,
when μ = 0, the values for the first vibration mode are as follows:
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ξ1 = 0.71π, δp1 = 1.75δ/ψ;
ξ2 = 1.74π, δp1 = 0.76δ/ψ.

As shown above, the self-sustaining oscillation parameters correspond to
points at which the resonant curves intersect with line 2 which is determined
by expression (4.97). The way in which the oscillation frequency is dependant
on the delay is plotted in Fig. 4.26, b. It should be taken into consideration that
values π(n−1) ≤ ξτ < π(2n−1)/2 (n = 1, 2, . . .) correspond to resonant curve
branches located to the right of the backbone curve, while values π(2n−1)/2 <
ξτ ≤ πn correspond to branches which are located to the left of the backbone
curve. Even values of n correspond to the feedback circuit amplifier performing
direct switching (δ > 0) whilst odd values correspond to its inverted switching
(δ < 0).

Usually, in ultrasonic machines, it is resonant vibration with a maximum
amplitude that is required. A resonant self-sustaining oscillation regime, with
a frequency ω∗ (autoresonance), is realized when,

| sinω∗t0| = 1

or,
τ = (2n− 1)π/2ξ∗ (4.101)

If the system’s parameters change (the tool’s mass, the compressive force,
or the medium’s properties) at a constant delay value, it causes frequency
detuning and leads to a deviation of the amplitude from its resonant value a∗.
The minimum deviation occurs when the smallest value, among all possible
values gained from (4.101), is employed. By assigning n = 1, and assuming
that the resonant frequency exists at its limiting value ξ∗ = ξl = 0.71π,
adjustment parameter τ = 0.71 is found from (4.101). Fig. 4.26, a shows
curve 3 which is plotted in accordance with equation (4.97) and determines
the self-oscillation amplitude for the given state of tune. Under this state
of tune, the amplitude’s deviation from its resonant value a∗ is no greater
than 10% throughout its whole working range. As such, the system under
consideration can be effectively employed to stabilize the system’s resonant
regimes when subjected to a significantly changing external load.

6. In experiments investigating the system’s idling motion, a piezoelec-
tric sensor was glued to the concentrator’s end and was used to register
its amplitude. As a result of studying the vibration system in its forced vi-
bration regime, its amplitude-frequency characteristic was plotted, and was
used to find the resonant frequency l = 20.4kHz, and absorption coefficient
ψ = 2π/Q. Q = 126 is the system’s Q-factor.

When considering the dynamical model (Fig. 4.25, b), the resonant fre-
quency and idling motion amplitude are determined by the expressions
f = c/4l, al = 16Fl/πψESandF = 4G/π, in which the bar’s effective length
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is l = 63.5mm. All further experiments were conducted at a constant exci-
tation level for which the idling motion’s amplitude, when operating in its
resonant regime, was a = 10μm. The power consumed by the magnetostric-
tive transducer was 60W . The excitation force, whose effect was relocated
to the bar’s lower cross section, was considered to be F = 100N , and the
feedback circuit’s saturation level was G = 79N . (Calculations were made for
the following parameter values: c = 5.17 · 105cm/s,E = 2 · 107N/cm2 and
S = 3.14cm2).

The self-excitation conditions and steady-state vibration parameters were
studied in the self-sustaining oscillation regime, during idling motion, for a
wide range of delay values. The results of this study are shown in Fig. 4.27
in which the points represent experimental data that is superimposed on to
the calculated curves. Fig. 4.27, a shows the self-excitation boundary for a
saturated system’s characteristic. The system is similar to that plotted in
Fig. 4.25, c.

Fig. 4.27.

The boundary’s parametric equations have the form (4.92) when ϕ = −ξτ .
By excluding Z0 from these equations, an expression (4.95) is obtained which
determines the steady-state oscillation frequency. Fig. 4.27, b shows how the
oscillation frequency ξ is dependant on the delay value τ . The realizable am-
plitudes are shown in Fig. 4.27, c. They correspond strictly to the amplitude-
frequency characteristic that was obtained for a forced vibration regime.
The theoretical resonance curve is plotted using equations (4.78) and (4.90)
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when q = 0. Fig. 4.27, c shows the graph of harmonic amplification coefficient
(4.94) and the experimental values Z = kνM/νΩ. νM and νΩ are the voltage
across the magnetostrictive transducer’s winding, and the voltage registered
by the feedback sensor. k = 2 · 10−6 is a constant coefficient which is calcu-
lated from values which correspond to autoresonance. The curves shown in
Fig. 4.27 are related to each other by the plotting method shown by arrows.

The interaction force between the tool and the workpiece was recorded
during ultrasonic cutting when the vibration system was loaded by the con-
stant force P . A piezoelectric element was used as a sensor. It was glued in
between the massive base and the glass plate being treated, and placed within
the abrasive slurry (see section 4.1). The experimental results, which were ob-
tained for different values of force P , are shown in Fig. 4.28. They show the
change in character of the impact interaction force’s amplitude Fm (Fig. 4.28,
a), and the self-oscillation frequency f (Fig. 4.28, b), during a smooth change
in delay value.

Fig. 4.28.
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It is worth noting that experiments conducted during both idling motion,
and when the system is under load, have confirmed the theoretical conclu-
sions about how the self-sustaining oscillation’s amplitudes and frequencies
correspond to the resonant curves obtained when the system is operating in
a forced vibration regime. The nonlinear effects as described above were also
observed. The force value P = 50N , for the given excitation level F = 100N ,
is the limiting value for which the resonant curve (Fig. 4.26, a) remains single-
valued in the whole domain of existence. Forces in excess of this value yield the
appearance of a second branch, and vibration jumps at specific frequencies.

Resonant vibration which corresponds to the amplitude-frequency char-
acteristic’s maximum value was realized at the constant delay τ = 3. The
dependencies, as found from experimentation, of the oscillation frequency and
impact force amplitude on the constant force are shown in Fig. 4.29. The cal-
culated result, found by using formula (4.100) when μ = 0, is also shown (line
1) for comparison.

Fig. 4.29.

It is emphasized that the system self-excites and reaches its resonant
regime, with no additional tuning, for all of the constant force values that
are shown in the graph. The results achieved are shown in column AR of Ta-
ble 4.1 (see section 4.1). Tests have demonstrated that the system suggested
for exciting and automatically stabilizing the machine’s resonant regimes also
works effectively when other parameters are changed: the attached tool’s mass,
the workpiece’s stiffness and size, the temperature, etc.
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Ultrasonically assisted machining

It is like a barber’s chair, that fits all buttocks.

William Shakespeare (1564-1616): All’s Well That
Ends Well

5.1 Ultrasonically assisted cutting as a nonlinear process

1. Many modern materials, such as high-strength, heat resistant and stainless
steals and alloys, titanium, ceramics and other non-metallic materials, are
hardly suitable for traditional machining methods. Treating parts which are
made from these materials using traditional cutting machines lead to the
chipping or destruction of the part’s surface layer, and results in a poor surface
quality. Conversely, it is also known that when cutting soft materials such as
pure copper and aluminium, the cutting process is accompanied by a process
by which the workpiece material sticks to the cutting tool’s edge. This also
has the effect of deteriorating the workpiece surface quality.

The treatment quality can be improved by transforming the cutting pro-
cess. This is done by exciting high frequency (ultrasonic) vibration at the
tool’s cutting edge. This is precisely why such a process is designated as be-
ing ultrasonic (Markov (1962, 1966, 1980)) (or vibration (Kumabe (1979))
cutting. The arrangement of an ultrasonic cutting process and some of the
effects that were found experimentally during its realization were described
in section 1.4. One of these effects is the decrease in cutting force in the pres-
ence of vibration. This effect is most noticeable when vibration occurs in the
direction of cut. As previously, a constant cutting force component is meant
here. This can be estimated by measuring the torque M which is developed
by the machine’s drive.

In the present section these effects are explained using a proposed rheolog-
ical model of the ultrasonic cutting process. It is established again, as in the
processes considered previously, that the influence of high frequency vibration
leads to a phenomenological transformation of the material’s elastic-plastic
characteristic into that of a visco-plastic material. The dry friction present
also appears to transform into viscous friction. The dynamical characteris-
tics of the transformed cutting process are constructed. It is shown that the
vibro-impact process plays a special role and is the most efficient process when
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present in the cutting zone. Also, machine dynamics during ultrasonic cutting
is investigated, and amplitude-frequency characteristics are constructed.

Fig.5.1 shows the arrangement of a device that allows ultrasonic vibration
to be superimposed on to a cutting process. The workpiece 1 being treated
rotates with a constant angular speed Ω and is driven by a lathe which de-
velops a constant torque M . The treatment is undertaken by a cutter 2. The
cutter vibrates u(t) = a cosωt at an angular frequency ω and amplitude a,
which is generated by the ultrasonic vibration system. Mechanical vibration is
excited due to the piezoelectric transducer 3 being fed an alternating current
from generator 4. The vibration is transmitted to the cutter with an increase
in amplitude via concentrator 5. The vibration system is fixed in frame 6, and
attached to the lathe by means of holder 7.

Fig. 5.1.

In order to achieve the maximum effect from the vibration that is super-
imposed on to the cutting process, the vibration system needs to be tuned
to resonance. However, as was the case in processes considered previously,
the system resonant frequencies are largely dependant on the process param-
eters, and vary under different cutting regimes. Tuning to resonance is further
complicated by the fact that the load experienced by the vibration system
during cutting is strongly nonlinear. In the following, it is shown that the sys-
tem dynamical behaviour becomes increasingly saturated by nonlinear effects
under vibration cutting conditions. Consequently, the amplitude-frequency
characteristic nonlinear distortions, which are caused by the load, become
increasingly non traditional.

2. During turning, cutting forces are mainly generated due to the plastic
deformation of the layer being cut and overcoming the frictional forces which
act on the cutters working surfaces (Granovsky & Granovsky (1985), Shaw
(2005), Tlusty (2000)). As the cutter vibrates, an alternating cutting force
F (t) appears on its cutting edges, and has a direction which is opposite to the
speed u̇(t) of the cutters relative motion,
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u(t) = vt+ u0(t) = vt+ a cosωt (5.1)

where, v = Ωr is the cutting speed, and r is the radius of the workpiece
being turned. The alternating ultrasonic cutting force shall be described using
the contact interaction’s dynamic characteristic f = f(u, u̇) . This can be
represented as a sum of two components,

f(u, u̇) = f1(u, u̇) + f2(u, u̇) (5.2)

The first component f1(u, u̇) is dependant on the elastic-plastic properties
of the material being treated. During traditional turning, i.e. with no vibra-
tion, this cutting force component is determined by the plastic deformation
force. When considering a vibration cutting process, the load cyclic nature has
to be accounted for, and the material elastic deformation zone at the points
of contact must be introduced into its dynamic characteristic. In order to
construct a dynamic characteristic it is assumed, as previously, that for every
cutting speed value v , there is a steady-state periodic regime u0(t) for the
cutters vibration. Therefore, consideration can be restricted to the cutter’s
interaction with the workpiece during one vibration cycle.

In order to construct a dynamic characteristic, the following scenario is
thought through: by slowly increasing the workpiece torque M against a static
tool, the workpiece is seen to rotate. If the torque M is sufficiently small,
the workpiece will turn by a specific angle and reach a position of dynamic
equilibrium and the rotation speed will become equal to v = 0 . This means
that the deformation in the contact zone does not exceed the limits of the
material elastic characteristic. In this situation, the dynamic characteristics
component f1(u, u̇) can be represented in the form,

f1(u, u̇) = f1(u) = k0(u−Δ)η(u −Δ) (5.3)

where, k0 is the static stiffness in the contact zone between the cutter and
the workpiece, Δ is the cutting edges relative coordinate at the moment of
contact interaction, and η(u) is a unit function.

This component does not depend on the deformation speed, and when
within the elastic zone, it describes both the loading and unloading cycles.

If the torqueM is increased, a situation will occur in which the deformation
present in the contact zone will enter the materials plastic deformation zone.
By using an elastic-plastic model for the material under consideration, the
ultrasonic cutting force component f1(u, u̇) can be written in the following
way:

f1(u, u̇) = k0

⎧
⎨

⎩

η(u̇)[(u−Δ)η(u −Δ)−
−(u−Δ− d)η(u −Δ− d)]+
+η(−u̇)(u+ d− um)η(u+ d− um)

⎫
⎬

⎭
(5.4)

alternatively, this can be written as,
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f1(u, u̇) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0 u ≤ Δ u̇ ≥ 0
k0(u−Δ) Δ ≤ u ≤ Δ+ d u̇ ≥ 0
D0 Δ+ d ≤ u ≤ um u̇ ≥ 0
D0 + k0(u− um) um − d ≤ u ≤ um u̇ ≤ 0
0 u ≤ um − d u̇ ≤ 0

(5.5)

where, D0 is the force that is present in the contact zone that corresponds to
the materials yield limit, d = D0/k0 , and

u0 = a[
√

1 − (v/aω)2 + (v/aω) arcsin(v/aω)

is the maximum value of function (5.1) over the period considered.
The ultrasonic cutting process dynamical characteristic component (5.4)

is shown in Fig.5.2 by thin line 1. As can be seen, it is entirely analogous to
the elastic-plastic deformation process characteristic, which was considered in
detail in Chapter 3.

The second component f2(u, u̇) of dynamic characteristic (5.2) is deter-
mined by frictional forces which accompany the cutting process. It is assumed
that this component is proportional to f1(u, u̇) and has a direction opposite
to that of the cutters speed relative to the workpiece. As such, this component
is described using the following expression:

f2(u, u̇) = ϑf1(u, u̇)sgnu̇ (5.6)

where, ϑ is a coefficient of dry friction.
This component is shown in Fig.5.2 by thin line 2.
The total interaction characteristic (5.2) (the thick line in Fig.5.2) can be

represented as follows:

f(u, u̇) = f1(u, u̇)(1 + ϑ · sgnu̇) (5.7)

Fig. 5.2.
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Characteristics of this form have been discussed in section 3.1.
Cyclic interactions between the cutter and the workpiece occur according

to the following scenario. As the tool moves upwards (see Fig.5.1), no inter-
action force is present until the cutter reaches the workpiece being treated
at which point u = Δ . Subsequent to this, a linear loading occurs in the
area of interaction and Δ ≤ u ≤ Δ + d . In this instance, the material in
the contact zone obeys Hook law. After the materials yield limit is reached,
the material plastically deforms, i.e. the cutting process, along with the ap-
pearance of cutting waste, takes place (cutting in its conventional meaning).
This process continues until the cutting tip is about to change direction. At
this point in time, the sign of u̇(t) changes and the displacement u(t) reaches
its maximum value um (see (5.5)). During this process the interaction force
between the cutter and the workpiece remains constant and equal to the con-
ventional turning cutting force f = D0(1 + ϑ) , which occurs in the absence
of ultrasonic vibration. Subsequently, elastic unloading occurs until the cutter
separates from the workpiece (f = 0).

3. The influence of ultrasonic vibration on the cutting process can now be
estimated. It is taken into account that, as a consequence of the tools motion
being periodic, the interaction force F (t) = f [u(t), u̇(t)] is a periodic function
of time with a period T = 2π/ω . As was done previously in sections 1.2
and 1.3, the momentum theorem can be used to obtain formulae that relate
the constant force P with the cutters motion parameters and the process
elastic-plastic characteristics,

P =
1
T

T∫

0

F (t)dt =
1
T

T∫

0

f1[u(t), u̇(t)]dt (5.8)

From (5.4)-(5.7) it follows that, for conventional turning with no vibration
(a = 0), and also for vibration cutting in which the speed v exceeds the
vibration speed (v ≥ aω ), the interaction force is equal to F (t) = D0(1+ϑ) =
D . According to (5.8), a constant force P = D is needed to overcome this.
If the cutter vibration is such that aω > v , then in the interval 0 ≤ t ≤ T ,
the interaction force F (t) ≤ D , and the constant force required becomes
P < D, i.e. there is a decrease in cutting force. This was observed through
experimentation.

The static force P dependence on the tool vibration parameters and cut-
ting speed, during vibration cutting, is sought. By substituting (5.5) - (5.7)
into (5.8), and integrating, the following is obtained,

P =
1
2π

⎧
⎨

⎩

k0(1 + ϑ)[ v2ω (τ2
2 − τ2

1 ) −Δ(τ2 − τ1) + a(sin τ2 − τ1)]+
+k0(1 − ϑ)[ v2ω (τ2

4 − τ2
3 ) − (Δ+ δ)(τ4 − τ3) + a(sin τ4 − τ3)]+

+D(τ3 − τ2)

⎫
⎬

⎭

(5.9)
where, according to (5.2),
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δ = um −Δ− d (5.10)

is the arc length of the surface that was treated during one period of vibra-
tion, τi = ωti (i=1,. . . ,4), and ti are the switching moments between the
characteristics parts (5.5) which are determined by the following equations:

cos τ1 = 1
a

(
Δ− v

ω τ1
)
, cos τ2 = 1

a

(
Δ+ d− v

ω τ2
)
,

τ3 = arcsin v
aω , cos τ4 = 1

a

(
Δ+ δ − v

ω τ4
)
,

τ3 ∈ [0, π/2], τ1,2 ∈ [−(π + τ3), τ3] and τ4 ∈ [τ3, (π − τ3)].

(5.11)

The average cutting speed can now be calculated as follows:

v =
δ

T
=

ω

2π
(um −Δ− d) (5.12)

From (5.12), the coordinate at which the interaction begins is found,

Δ = um − d− 2π
v

ω
(5.13)

By substituting the solutions of equation (5.11) into equality (5.10), and
by virtue of (5.13), the static force P in regimes when the cutter contact with
the workpiece is periodically interrupted, is determined. In this instance, the
interaction force consists of a sequence of impulses, and it is designated as
being a vibro-impact process.

With an increase in cutting speed v, the contact time between the tool
and the workpiece is also increased. At some value of cutting speed, the vibro-
impact regimes is transformed into continuous vibration cutting regimes, in
which the tool and workpiece remain in contact throughout the whole process.
The cutting force in continuous cutting regimes is described by the same ex-
pression (5.9) in which the switching moments limiting values should be used.
This corresponds to the following expressions, which determine the switching
moments in equations (5.11):

τ1 = −
(
π + arcsin

v

aω

)
, τ4 = τ1 + 2π = π − arcsin

v

aω

Fig.5.3 shows how the static force P is dependant on the cutting speed v.
It is plotted for various values of a/d. The dashed line divides the regions of
continuous cutting (upper region), and vibro-impact cutting (lower region).
As can be seen from this figure, an increase in cutting speed is accompanied
by an increase in cutting force until the value P = D is reached, at which
point the speed v ≥ aω .

These results are in agreement with the experimental data (Ji et al. (1991),
Kumabe (1979), Kremer (1995), Markov (1962, 1966, 1980)) obtained whilst
studying the effect by which the cutting force is decreased when ultrasonic
vibration is superimposed on to the cutting tools motion. This can be seen by
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Fig. 5.3.

comparing Fig.5.3 with the experimental curve shown in Fig.1.5, which was
taken from paper (Isaev & Anokhin (1961)).

The maximum decrease in static cutting force is achieved when rigid-
plastic materials (k0 → ∞ ) are treated. This corresponds to the curve, which
is denoted by the index a/d → ∞ in Fig.5.3. In this case, the static force is
described by the expression,

P =
D

2π
(τ3 − τ1) (5.14)

where the switching moment τ3 = arcsin v
aω , and τ1 is given by the root of

the equation,

cos τ1 =
1
a

(
um − v

ω
(2π + τ1)

)

As follows from Fig.5.3, for a given speed v, force P decreases with an
increase in the vibration amplitude a. For small vibration amplitudes, a �
v/ω, the cutting force P = D, and the cutting process is not influenced by the
ultrasound present. This feature has been observed in all known experimental
studies ((Isaev & Anokhin (1961), Komaraiah et al. (1988), Markov (1962,
1966, 1980)))
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It should be noted that when v = 0 a situation exists in which the cut-
ters vibration takes place inside the dynamic characteristic (5.5) elastic zone
without entering the plastic deformation zone. This leads to a dynamic equi-
librium regime. Clearly, in the limiting case um = a, and when v = 0, (5.11)
and (5.13) allow the following expressions, which determine the vibro-impact
regimes, to be found,

τ1 = − arccos
a− d

a
, τ2 = τ3 = 0, τ4 = −τ1 = arccos

a− d

a
(5.15)

those for the continuous regimes may also be found,

τ1 = −π, τ2 = τ3 = 0, τ4 = −τ1 = π (5.16)

By substitution values from (5.15) and (5.16) into expression (5.9), the
following relation is obtained:

P =

⎧
⎨

⎩

D0(1 − a
d ) a ≤ d/2

D0a
πd

[√

1 − (1 − d
a )2 − (1 − d

a ) arccos(1 − d
a )
]

a ≥ d/2 (5.17)

Expression (5.17) determines the static force value, that after which, causes
the appearance of residual plastic deformation. This, consequently, signifies
the beginning of the cutting process. The way in which limiting force (5.17)
is dependant on the cutters vibration amplitude a is shown in Fig.5.4. It
should be noted that, as a → 0 , the static force P jumps from P = D0 to
P = D = (1+ϑ)D0 . This can be explained as follows. Any vibration, however
small, alleviates the “hanging” as caused by dry friction, transforming it into
viscous friction for small relative speeds of motion (see section 1.3).

4. As in all of the ultrasonic machines considered above, when performed
ultrasonically, the interaction force between the tool and workpiece causes a
load to act on the device vibration system. This is shown in Fig.5.1. Meth-
ods for finding the loads parameters were considered in detail in section 3.1.
Accounting for the motion under considerations periodic nature, its dynamic
characteristic can be written approximately in the form,

f(u, u̇) ∼= P (v, a) + k(v, a)u0 + b(v, a)u̇0 (5.18)

where, P (v, a), k(v, a) and b(v, a) characterize the constant, elastic, and dis-
sipative components of the load.

These quantities can be found in accordance with the method described
in subsection 3.1.6 by using the relations,
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Fig. 5.4.

P (v, a) =
1
T

T∫

0

f [u(t), u̇(t)]dt

k(v, a) =
2
Ta

T∫

0

f [u(t), u̇(t)] cosωt dt (5.19)

b(v, a) = − 2
Ta

T∫

0

f [u(t), u̇(t)] sinωt dt

where, T = 2π/ω is the tool vibration period.
Note that the first formula in (5.19) coincides with (5.8) and describes the

influence of vibration on the cutting force constant component. This was stud-
ied in detail in the previous section. The results obtained show that the vibra-
tion effect is most pronounced when treating rigid-plastic materials, k → ∞ .
Conversely, the tool’s interaction with the workpiece influences the vibration
system dynamics the greatest in the same instance.

In this situation, the contact interaction’s dynamic characteristic is given
by,

f(u, u̇) =
D

2
η(u −Δ)(1 + sgnu̇) (5.20)

The reader is reminded that characteristics of this type have been consid-
ered previously whilst studying ultrasonic machining systems for brittle mate-
rials (see sections 4.1 and 4.2). The ultrasonic cutting considered now has two
pronounced peculiarities. Firstly, the cutting speed cannot be assumed to be
small when compared to the tool’s vibration speed. Secondly, in this instance,
cutting is performed at a given cutting speed, not for a given driving force. In



258 5 Ultrasonically assisted machining

other words, the tool is now fed into the workpiece kinematically as opposed
to it being fed by a constant force, as was previously the case. In the following,
it is shown that these peculiarities considerably enhance the general picture,
which describes the systems dynamical behaviour.

After the substitution of expression (5.20) into formulae (5.19), the inte-
gration coefficients k and b are found to be,

k(v, a) =
D

πa
(sin τ3 − sin τ1) (5.21)

b(v, a) =
D

πaω
(cos τ3 − cos τ1) (5.22)

where, τ1 and τ3 are switching moments determined by equations (5.14).
Equations (5.21) and (5.22), and relations that determine the switching

moments, should be complemented by the condition that reflects the equality
of the layer being cut, and the workpiece displacement during one vibration
period, i.e.

um −Δ = 2πv/ω (5.23)

where, um = u(τ3) = (vτ3/ω) + acosτ3. From (5.23), and after some transfor-
mations, it is found that,

Δ

a
=

√

1 −
( v

aω

)2

− v

aω

(
π − arcsin

v

aω

)
(5.24)

The substitution of values τ1 and τ3 into (5.21) and (5.22), by virtue of
(5.24), give values for coefficients k and b and can be represented in the form,

k(v, a) =
Dω

πv
K
( v

aω

)
, b(v, a) =

D

πv
B
( v

aω

)
(5.25)

where,

K(v/aω) = (v/aω) (sin τ3 − sin τ1), B(v/aω) = (v/aω) (cos τ3 − cos τ1)

Fig.5.5 shows graphs of the functions K(v/aω) and B(v/aω) which deter-
mine the elastic and dissipative load components. As is seen, both load com-
ponents are non-monotone functions and are equal to zero when v/aω = 0,
v/aω ≥ 1 and as aω → ∞. These functions have maximum values when
v/aω = 0.5 and v/aω = 0.8 respectively. These load peculiarities determine
the specific behaviour of the ultrasonic cutting device.

5. As shown in section 2.1, and in the devices analysed above, ultrasonic
cutting device dynamics can be considered using generalized dynamic models.
In these models, all forces and dynamic stiffnesses are reduced to one element.
In this situation, the natural element choice is the cutter. Its vibration is
described by the equation,
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Fig. 5.5.

u(t) = W−1(jω)[N(jω)ejωt − f(u, u̇)] (5.26)

where, N(jω)ejωt is the exciting force’s complex amplitude whose effect has
been relocated to the tool, and W (jω) is the vibration system relocated dy-
namic stiffness.

After substituting the linearized characteristic (5.18) into (5.26), the com-
plex amplitude of the cutter motions periodic component is found,

ã =
N(jω)

W (jω) + k(v, a) + jωb(v, a)
(5.27)

Taking account of the fact that the load coefficients (5.25) are dependant
on the vibration speed, from (5.27) the following equation is obtained:

aω =
∣
∣
∣
∣

ωN(jω)
U(ω) + k(v, aω) + jω[V (ω) + b(v, aω)]

∣
∣
∣
∣ (5.28)

where, U(ω) = ReW (jω) and V (ω) = ω−1ImW (jω). Transcendental equa-
tion (5.28) can be solved using the following graphical method (Fig.5.6).

Assuming that k is the independent variable, and using equation (5.28),
graphs can be plotted at the fixed frequency values ω, that show aω depen-
dence on k. In Fig.5.6,a these curves, denoted by the numbers 1, 2 and 3,
are plotted for three frequency values where ω1 < ω2 < ω3. Curves of type 1
correspond to frequencies below the resonance of the systems linear part for
which U(ω) ≥ 0. Curves of type 2 and 3 are obtained for frequencies situated
in the region above resonance where U(ω) < 0. When plotting these curves,
the correspondence between each value of k and b, in accordance with the
dependencies shown in Fig.5.5, should be found.
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Fig. 5.6.

The points at which these curves intersect with graph 4, which shows the
inverse function ωa(k) and is plotted using Fig.5.5, give the required solutions.

The procedure described allows the tool vibration amplitude-frequency
characteristic in the presence of a load to be constructed; it is plotted in
Fig.5.6,b using a thick line. Fig.5.6,b shows that, depending on the given fre-
quency and specific parameter combinations, the system under consideration
can have one, three or five solutions, which belong to different resonant curve
branches. If the cutter vibration speed is sufficiently small, such that aω ≤ v,
the realizable parts of the linear system resonant curve correspond to the
points at which curves (5.28) intersect with the vertical line k = 0 in Fig.5.6.

Accounting for the fact that the ultrasonic vibration system has a high Q-
factor, meaning that the dissipative losses which are determined by quantities
V (ω) and b(v, aω) are small, it can be supposed that the maximum values of
curves 2 and 3 in Fig.5.6,a, and consequently, the resonant curve in Fig.5.6,b,
are achieved under the condition,

U(ω) + k(v, aω) = 0 (5.29)

and therefore, are determined by the expression (see equation (5.28)):

aω =
|N(jω)|

V (ω) + b(v, aω)
(5.30)

Equation (5.29) determines the amplitude-frequency characteristics back-
bone curve 1 (Fig.5.6, b). The backbone curves plotting is shown in Fig.5.6
by closed circles. As can be seen, the resonant curve for the situation when
aω > v envelopes the backbone curve. Equation (5.30) determines limiting
amplitude line 2, which intersects the backbone curve at the same points as
the amplitude-frequency characteristic.
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The backbone curve represents the variation of the ultrasonic system’s nat-
ural frequencies in the presence of a nonlinear load. Following from Fig.5.6,b,
the system natural frequency equals a linear system’s natural frequency
ω0 = const if the ultrasonic vibration intensity is small: aω ≤ v. As the
vibration intensity is increased, the system’s natural frequency rises initially
to the value ω∗ when v < aω ≤ a∗ω∗. Subsequently, it begins to fall, and
ω → ω0 as aω → ∞. As such, the system is isochronous when aω ≤ v, stiff
nonlinear when v < aω ≤ a∗ω∗, and soft nonlinear when aω > a∗ω∗.

The complexity of the vibration system’s natural properties when a non-
linear load is present determines the diversity of the resonant curve configu-
rations possible. Their specific form is dependant on the cutting speed, the
relation between the elastic and dissipative parameters of the vibrating sys-
tem and load, and the level of external excitation. Fig.5.7 shows the resonant
curves transformation when the cutting speed v is increased from v = 0 to
a value that exceeds the cutter vibration speed in idling resonant regime
(v > a0ω0).

Fig.5.7,a shows the system’s amplitude-frequency characteristic during
idling motion. The resonant curve has a form that is typical for a linear
system. Maximum amplitude is obtained at the idling motions resonant fre-
quency ω = ω0.

Fig. 5.7.

For small cutting speeds v � a0ω0, the resonant curves form (Fig.5.7,b)
changes subtly, but the system resonant frequency is shifted to a higher fre-
quency. As the cutting speed is increased, the branch present below resonance
becomes much steeper while the branch present above resonance becomes
increasingly flat, enveloping the backbone curve.
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A further increase in speed changes the resonant curves character
(Fig.5.7,c). This then takes the form of a typical nonlinear system with
soft nonlinearity. A range of frequencies appears, where three resonant curve
branches are present. The middle branch, shown by a dashed line, corresponds
to unstable solutions and is physically unrealizable. The most effective reso-
nant regime, at which maximum amplitude occurs, can be realized by reducing
the system’s frequency from a higher frequency. A jump from one curve branch
to another is accompanied by a jump in vibration amplitude. When the vibra-
tion speed aω ≤ v, the branch corresponding to the linear system’s resonant
curve can also be realized.

The next qualitative change in the amplitude-frequency characteristic oc-
curs at the point aω = v. At this point, the linear resonance branch described
above hits the frequency range at which the backbone curve exists (Fig.5.7,d).
In this instance, the amplitude-frequency characteristic has two domains of
existence with three branches. The branches shown by dashed lines are un-
stable. For a smooth change in excitation frequency, a jump from one branch
to another is accompanied by a jump in vibration amplitude. The resonant
regime can be reached by reducing the frequency from a higher value, or in-
creasing it from a lower value until a jump occurs and then reducing it back
again to the system’s resonance regime.

The situation shown in Fig.5.7,e differs from the previous situation. Five
branches now exist in the system amplitude-frequency characteristic, three of
which are realizable. In this instance the resonant regime, at which maximum
amplitude occurs, can only be reached by increasing the frequency from an
initially low value until it jumps to the upper branch. After the jump has
occurred, the frequency must be decreased in order to reach the regime with
maximum vibration intensity.

At a cutting speed close to the critical speed (v = a0ω0), the amplitude-
frequency characteristic takes the form shown in Fig.5.7,f. This is typical for a
nonlinear system with stiff nonlinearity. In this instance the resonant regime
can be achieved by increasing the vibration frequency from a lower frequency.
Here again, ambiguous regions exist, along with an unstable branch and an
amplitude jump that accompanies a change in excitation frequency.

As the cutting speed is further increased, it approaches its critical value.
The resonant curves ambiguous frequency range narrows further, until finally
at speeds v ≥ a0ω, the amplitude-frequency characteristic regains the form
shown in Fig.5.7,a which is typical for a linear system.

Therefore it is seen, that a vibration cutting device exhibits different be-
haviour when subjected to different cutting conditions: it can behave in a
similar manner to a vibro-impact system with an initial clearance, an initial
interference or to a system which is subjected to a compressive force, or a
combination of these.
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5.2 Autoresonant control of transduser
nonlinear vibration

1. As was shown in section 5.1, in order to make the ultrasonic cutting process
effective, cutter vibration is required to be at its maximum possible ampli-
tude. Realizing a regime of this type requires resonant vibration to be excited
and maintained when the system is subjected to a load. A picture of how the
amplitude-frequency characteristic changes, as described above, shows clearly
the difficulties that arise when exciting resonant vibration regimes by exter-
nal actuation. Briefly speaking, the difficulties are as follows: the complex and
ambiguous tuning required in order to achieve a resonant regime when the ex-
citation frequency is changed, the system’s high sensitivity to changes in load,
and the danger of vibration breakdown due to unpredictable load changes. It
appears that these very reasons restrain the industrial use of ultrasonic cutting
processes.

The passage devoted to autoresonant excitation, which is based on self-
sustaining oscillation excitation by means of positive feedback, allows the
problems related to the excitation and stabilization of resonant vibration dur-
ing ultrasonic cutting to be solved in the most efficient way. The main prin-
ciples and possibilities of exciting vibration within ultrasonic systems have
been considered in the previous chapter. Fig.5.8 shows the arrangement of
an ultrasonic cutting device that employs an autoresonant excitation system
(Astashev et al. (1977)).

Fig. 5.8.

This system includes several additional elements to that shown in Fig.5.1:
9 is a feedback sensor, 10 is a preliminary amplifier, 11 is a band-pass filter,
12 is a phase shifting element, and 13 is a nonlinear amplifier. The amplifier
has a saturated characteristic with a linear initial trait.

The autoresonant system solves the following problems:

• it provides self-excitation of vibration under any system loading condition,
• it automatically promotes resonant regimes for a widely varying load,
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• it allows the cutter vibration amplitude to be regulated to within a speci-
fied range.

The first problem is solved by selecting the feedback circuit initial amplifica-
tion coefficient. It was shown above that self-excitation conditions are always
satisfied if an amplifier with a relay characteristic, or a characteristic similar
to it, is used. It must be considered however, that when an self-sustaining
oscillation regime is used to excite vibration within a complicated vibration
system, which has a set of natural frequencies, it is possible that an unwanted
frequency may be excited. As a rule, the regime occurs which corresponds
to the maximum amplitude of a feedback sensor signal. This signal is largely
dependant on the sensor positioning (Babitsky, Kalashnikov & Molodtsov
(2004), Hertz (1979)). In order to extract the working frequency range of in-
terest within the autoresonant system’s feedback circuit, a band-pass filter 11
is employed. The feedback circuit amplification coefficient should be chosen
in accordance with the recommendations given in the previous section. The
second problem of resonant regime realization, when the system is influenced
by a varying load, can be solved by adjusting the phase characteristics of the
drive, vibration system and feedback circuit. This function is performed by
the phase shifting element 12. If the phase characteristics are chosen correctly,
the autoresonant system promotes regimes that correspond to the limiting
amplitude line (see section 4.4) which envelopes all possible resonant curves.
As such, the most effective resonant vibration is automatically realized for a
changing speed, feed, cut depth, vibration system temperature, cutter mass
(due to its wear), etc. Finally, vibration amplitude regulation is achieved by
changing the saturation level in amplifier 5 nonlinear characteristic. This leads
to a change in the feedback circuit signals harmonic amplification coefficient.

2. A transmissibility of loaded ultrasonic transducer as an object of control
can be obtained as follows. Let us consider the vibrating system detailed in
Fig.5.9.

Ultrasonic
vibration

Tool holder Concentrator

Ultrasonic
transducer

Workpiece

Cutting tool

Voltage

Rod I Rod II

Fig. 5.9.



5.2 Autoresonant control of transduser nonlinear vibration 265

It consists of two circular plates of piezoceramic material with thickness
l0/2 bolted between a cylindrical concentrator (rod I), with length l, and a
cylindrical rod II with length l2. The piezoceramic plates form a piezo element
of the transducer. They are connected electrically in parallel and supplied with
an alternating voltage ν(t) = ν0e

jωt . Taking (5.1) into consideration we can
rewrite the equation (5.26) for transducer vibration as follows:

u(t) = W−1(jω){N(jω)ν(t) − f [u(t), u̇(t)] +M/r} (5.31)

In the equation (5.31): F1(t) = N(jω)ν(t) is the force of the ultrasonic
excitation of the cutter, N(jω) is a linear operator, which reflects the transfer
of the ultrasonic excitation from the electronic excitation signal ν(t) to the
cutter and includes the transfer functions of the amplifier, the match box and
the concentrator; M is a torque of a lathe main drive; r is the radius of the
workpiece; W (jω) is the reduced dynamic stiffness of the tool fixed in tool
holder of the concentrator, ω is the frequency of the ultrasonic vibration.

The transformation of the variables in equation (5.31) is represented by the
block diagram in Fig.5.10. The use of the resonant band of the linear operator
W−1(jω) for intensification of ultrasonic vibration amplifies essentially the
main harmonic component in spectrum of u(t). This permits the searching for
an approximate solution in one-mode form: u(t) = vt+ u0(t) = vt+ a cosωt,
where a, ω are amplitude and frequency of the main harmonic component of
ultrasonic vibration.

N ( jω) W-1( jω)

( , )f u u

+

-

M/r
- +

 u(t)
( )ν t

Fig. 5.10.

Using the above-mentioned approximations, the dynamics of the system
can be investigated with the use of the describing function method (harmonic
linearisation) (Babitsky (1998)).

A transmissibility of ultrasonic cutting unit [u(t)]/[ν(t)] ( [ ] is an
operator of Fourier transform) under the load can be obtained from solution of
the equation (5.31) (Babitsky, Astashev & Kalashnikov (2004)). It is proposed
that piezo element has a thickness l0 � Λ0 (where Λ0 is the wavelength of
the vibration within the ceramic) and the deformation of the piezo element
can be treated as homogeneous with a relative strain, ε = Δl0/l0, where Δl0
is the longitudinal deformation of the element. We will consider the steady
state vibration of the system.



266 5 Ultrasonically assisted machining

Let us define the forces acting on the two rods (at cross-sectional planes
x1 = x2 = 0, which coincide with position of the piezo element, whose length
can be neglected in comparison with rod’s lengths) due to the actions of the
piezoceramic element as f I0 , f II0 . Because the deformation of the piezoceramic
element is homogeneous it can be written that, f I0 = −f II0 = f0. The reactions
of the rods will therefore be equal in value and opposite in direction, f I0 =
−f II0 = −f0.

Taking into consideration a dominating effect of the main harmonic com-
ponent of vibration process, the periodic displacement of the cross-sectional
area with coordinate x of rod i (i = I, II) can be written as uix(t) = ãixe

jωt,
where ãix is the complex amplitude of vibration. The left end of rod I having
co-ordinate x = l is loaded with a non-linear cutting process that has the
dynamic characteristic fl = f

(
uIl , u̇

I
l

)
.

Using harmonic linearisation (see Section 3.1), we have

fl = f(uIl , u̇
I
l ) ≈ [k(v, aIl ) + jωb(v, aIl )]u

I
l + P (v, aIl ) =

= k̃(v, aIl )u
I
l + P (v, aIl )

(5.32)

where, P s the non-variable component of the load generated due to the ul-
trasonic cutting process (vibro-induced force). The force P acts as an average
permanent load on the main drive, which has to be equalised by machine tool
motor torque M = Pr.

Let us now write the equations for the complex vibration amplitudes of
the transducer rods I and II clumping the piezoceramic rings. For the cross-
sectional areas of rod I with coordinates x = 0 and x = l we have

ãI0 = LI00F̃0 − LIl0k̃ã1l (5.33)

ãIl = LI0lF̃0 − LIllk̃ã1l (5.34)

Here F̃0 is used to denote the complex amplitude of the force f I0 = f0, and
LIsr = LIsr(jω) is the dynamic compliance (receptance) connecting the force
acting in the cross section with a coordinate s with the displacement of the
cross section with a coordinate r. The upper index denotes the number of the
rod being considered.

At the cross-sectional plane x = 0 of rod II we have

ãII0 = LII00F̃0 (5.35)

The state of the piezoceramic elements is described by the equations that
couple the forces applied with the deformation of the elements, voltage ν̃ and
charge q̃ on their plates (see Chapter 2),

−F̃0 = K1ã+ Φq̃ (5.36)
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ν̃ = Φã+
q̃

C
(5.37)

where K1 = E0S/l0 is the stiffness of a piezoceramic element without charge
(short-circuited contacts), E0 is the elastic modulus of the piezoceramic, S is
the area of a piezoceramic plate,

ã0 =
(
ãI0 + ãII0

)
/2 (5.38)

is the complex amplitude of deformation for a single piezoceramic plate, C is
the capacitance of the piezoceramic element without deformation (ã0 = 0),
Φ is the coefficient of electro-mechanic coupling, ν̃ and q̃ are the complex
amplitudes of voltage and charge.

Equations (5.33)-(5.38) permit finding a transmissibility expression. From
(5.34) we find,

ãIl = F̃0
LI0l

1 + k̃LIll
(5.39)

From (5.33) we have the expression for the amplitude ãI0, using (5.39),

ãI0 = F̃0

[

LI00 − k̃

(
LI0l
)2

1 + k̃LIll

]

(5.40)

It must be noted that the equality LI0l = LIl0 was taken into consideration.
Now, for the amplitude, ã0, of deformation in the piezoceramic plate, from
(5.38), with account of (5.35) and (5.40),

ã0 =
F̃0

2

[

L0 − k̃

(
LI0l
)2

1 + k̃LIll

]

(5.41)

where L0 = LI00 + LII00.
Excluding the variable q̃ from equations (5.36) and (5.37), we can write,

F̃0 = −ΦCν̃ −K0ã0 (5.42)

where K0 = K1 −Φ2C is the stiffness of a piezoceramic element with an open
circuit.

After substitution of (5.41) into (5.42) and transformations, we can write
the complex amplitude of the force, F̃0, of interaction between the piezoce-
ramic transducer and the wave guide,

F̃0 =
−2ΦCν̃

(
1 + k̃LIll

)

2 +K0L0 + k̃
[
2LIll +K0L0LIll −K0

(
LI0l
)2
] (5.43)

Substituting (5.43) into (5.39), we write an equation linking the amplitude
of vibration ãIl , for section x = l of rod 1, with the voltage ν̃ applied to the
piezoceramic plate,
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ãIl
Δ= ãl =

−2ΦCLI0lν̃

2 +K0L0 + k̃
[
2LIll +K0L0LIll −K0

(
LI0l
)2
] (5.44)

The transmissibility ãl
ν̃ of a loaded ultrasonic transducer, as every nonlin-

ear system, depends generally on level of vibration al due to coefficient k̃(v, al).
Amplitude-frequency characteristics of loaded transducer based on equation
(5.44) follow the configurations in Fig.5.7. For their analysis the equation
(5.44) has to be complemented with expressions for dynamic compliances as
will be obtained below in subsection 3.

Let us now consider some special cases. Idle regime: k̃ = 0.

ãl =
−2ΦCLI0lν̃

2 +
(
LI00 + LII00

)
K0

In the case when rod I and rod II are similar, i.e. a symmetrical system,
the dynamic compliances for both rods are equal. In this situation,

ãl =
−ΦCL0lν̃

1 +K0L00
, F̃0 =

−ΦCν̃
1 +K0L00

, ã0 =
−ΦCL00ν̃

1 +K0L00

Neglecting the energy losses in the system, it can be written that, L ≡
ReL = U−1, where U is the dynamic stiffness. It is possible to distinguish
here two possible tunings.

I. Tuning to a rod’s resonant frequency: U00 = −U0l = 0. As a result,
F0 = 0 and ã0 = −ãl = −ΦCν̃/K0. This means that there is no loading on
the transducer. Its deformation follows to the variation of the applied voltage
only. This shows that joining a resonant rod, which exhibits free vibration
with the same amplitude as the piezoceramic element, to a transducer will
not load the piezoceramic element. This type of tuning does not amplify the
amplitude of the transducer. In this case, rod I and rod II have to be with
lengths l = nΛ/2, where Λ is the wavelength of the vibrations in rod, n is an
arbitrary number.

II. Tuning to a rod’s antiresonant frequency: ReL00 = 0. Neglecting energy
losses, we have L00 = ReL00 = 0. Therefore, a = a0 = 0, F0 = −ΦCν and
al = −ΦCL0lν. For a rod with uniform area in cross section and length
l = Λ/4,

L0l = − 2l
πES

and L0l = − 2l
πES

In this case, the rod action is similar to a dynamic absorber ’neutralising’
vibration of the piezo element.

Let us compare the amplitudes achieved by the above tuning states. Util-
ising the formula K0 ≈ πE0S

2l0
we have

aIIl
aIl

=
2K0l

πES
≈ lE0

l0E
.
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The moduli of rod, E, and the piezoceramic element, E0, have values of a
similar order and l � l0. The second method of tuning produces amplitudes of
vibration that are essentially bigger than that of the first method. The second
method is therefore utilised within the design of piezoceramic transducers.

3. The dynamic stiffness W (jω) can be found from a solution of the bound-
ary problem for steady-state waves in one-dimensional wave-guides with vari-
able cross section as was described in section 2.2. The equation of longitudinal
vibration of the wave-guide is

ρ
∂2u (x, t)

∂t2
= Ẽ

[
∂2u (x, t)
∂x2

+
S′
x

Sx

∂u (x, t)
∂x

]

(5.45)

where u(x, t) is a motion of the cross section x, Ẽ = E
(
1 + j ψ2π

)
, E is the

elastic modulus, ψ is a coefficient of inner damping in material, ρ is the density
of the material, S(x) is an area of the cross section x, S′

x (x) = dS (x) /dx,
j =

√−1.
Let x = s (s = (0, l)) be a co-ordinate of the application of the exciting

force fs (t) = F̃se
jωt. For a wave guide of length l with free ends the boundary

conditions are

∂u (x, t)
∂x

∣
∣
∣
∣
x=l−s

= 0, ẼSx
∂u (x, t)
∂x

∣
∣
∣
∣
x=s

= (−1)(1−s/l) F̃sejωt (5.46)

Considering a harmonic vibration of the wave guide u (x, t) = ãxe
jωt =

axe
j(ωt−ϕx), where ax, ϕx are the amplitude and phase of the vibration of a

cross section x, we have instead of (5.45) and (5.46):

Ẽ [ã′′x + (S′
x/S) ã′x] + ρω2ãx = 0

ã′x|x=l−s = 0, ẼSxã
′
x

∣
∣
∣
x=s

= (−1)(1−s/l) F̃s
(5.47)

Further the solution depends on a form of the wave-guide defined by S(x).
As an example, for a uniform waveguide S(x) = S = const we obtain from
(5.47):

Lsx (jω) = W−1 (jω) =
ãx

F̃s
= (−1)s/l

λ

ω2ρS

eλx + e−λxe2λ(l−s)

eλs − e−λse2λ(l−s) (5.48)

where λ = jω
√

ρ

Ẽ
= jω

c
√

1+jψ/2π
, c =

√
E
ρ .

Usually waveguides are composed of parts with different properties. The
parts may be made of different materials. The cross sectional areas of these
different parts may vary according to different forms. Some parts can be rep-
resented as elements with lumped parameters. Different compound concen-
trators with a tool attached used for ultrasonically assisted cutting belong
to such systems. To describe the compound vibration system, it is practical
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to express its dynamic compliance of concentrator (rod I, Fig.5.9) via the
dynamic compliances of its parts as was shown in Chapter 2.

Consider, as an example, it waveguide I (see Fig.5.9), which consists of
two steps of length l1 and l2 , where l1 + l2 = l , as is widely used in ultra-
sonic equipment. Dividing the waveguide at the step, the interaction of its
parts may be represented by a reaction force with a complex amplitude F̃12.
New coordinates x1 = x (x1 ∈ [0, l1]), x2 = x − l1 (x2 ∈ [0, l2]) may now be
introduced. A complex displacement amplitude for the rod cross sections xq
(q = 1, 2) may be written for the system, which is under the action of force
F̃0 applied at the end x = x1 = 0,

ã
(1)
x1 = L

(1)
0x1

(jω) F̃0 − L
(1)
l1x1

(jω) F̃12

ã
(2)
x2 = L

(2)
0x2

(jω) F̃12

(5.49)

where the upper index (in brackets) denotes the number of the step to which
the expression corresponds. Equality ã(1)

l1
= ã

(2)
0 reflects the continuity of the

system at cross section x = l1 (x1 = l1; x2 = 0 ), and allows the reaction
amplitude to be found from (5.49)

F̃12 = L
(1)
0l1

(jω) F̃0

/[
L

(1)
l1l1

(jω) + L
(2)
00 (jω)

]
(5.50)

Substituting (5.50) into (5.49), the dynamic compliance of the compound
system may be found. Its expressions for the end cross sections and of the
compound system are:

LI00 (jω) = L
(1)
00 (jω) − L

(1)
0l1

(jω)L
(1)
l10(jω)

L
(1)
l1l1

(jω)+L
(2)
00 (jω)

LI0l (jω) =
L

(1)
0l1

(jω)L
(2)
0l2

(jω)

L
(1)
l1l1

(jω)+L
(2)
00 (jω)

(5.51)

Let, as usual, the steps be homogeneous rods with cross sections S1 and
S2. We are assuming also that the steps are made from the same material.
The dynamic compliances for the homogeneous rod under excitations acting
at the end cross sections si = li and si = 0 can be found from (5.48):

L
(i)
lixi

(jω) = − λ

ρSiω2

chλxi
shλli

(5.52)

L
(i)
0xi

(jω) = − λ

ρSiω2

chλ (li − xi)
shλli

(5.53)

Substituting into (5.51) the proper expressions from (5.52) and (5.53), we
have

LI00 (jω) = − λ

S1ρω2

S1chλl1chλl2 + S2shλl1shλl2
S1shλl1chλl2 + S2shλl2chλl1

(5.54)



5.2 Autoresonant control of transduser nonlinear vibration 271

LI0l (jω) = − λ

ρω2

1
S1shλl1chλl2 + S2shλl2chλl1

(5.55)

Neglecting the dissipation in the material (ψ = 0), we can simplify expres-
sions (5.54), (5.55) as follows

LI00 (jω) = − l

S1Eξ

S1 cos ξ1 cos ξ2 − S2 sin ξ1 sin ξ2
S1 sin ξ1 cos ξ2 + S2 sin ξ2 cos ξ1

(5.56)

LI0l (jω) = − l

Eξ

1
S1 sin ξ1 cos ξ2 + S2 sin ξ2 cos ξ1

(5.57)

where ξ = ωl/c and ξi = ωli/c.
With the use of the piezoceramic transducer it is necessary to obtain a

maximum dynamic loading of the ceramic rings. This corresponds to the fixed
ends of the piezo transducer. When combined with a concentrator, this can
be obtained by organisation of a node in a cross section x = 0. Condition of
such tuning is

LI00(jω) = 0 (5.58)

or according to (5.56)

S1 cos ξ1 cos ξ2 − S2 sin ξ1 sin ξ2 = 0 (5.59)

It is possible to show that this expression defines the natural frequencies
of a rod with a fixed end x = 0. In this case the concentrator works like a
dynamic absorber of the ceramic ring vibration and the amplitude of the cross
section x = l can be found with the help of (5.57)

ãIl
Δ= ãl = LI0l (jω) F̃0 (5.60)

whereas ξ1 and ξ2 follows from (5.59). Let us consider two special cases for
condition (5.59):

I.

cos ξ1 = 0, sin ξ2 = 0 (5.61)

or ξ1 = (2m− 1)π/2, ξ2 = nπ (m,n = 1, 2, . . .). In this case the first step has
a length equal to an odd number of quarter wave lengths: l1 = (2m+ 1)πc/2ω,
but the second step’s length is equal to an even number of quarter wave
lengths: l2 = nπc/ω. From (5.60) with account of (5.57) and (5.61), we have
an amplitude of a free end of the concentrator:

al =
F0l

ES1ξ
(5.62)
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II.
cos ξ2 = 0, sin ξ1 = 0 (5.63)

or ξ2 = mπ, ξ2 = (2n− 1)π/2. In this case the first step has a length equal
to an even number of quarter wave lengths: l1 = mπc/ω, but a length of
the second step is equal to an even number of quarter wave lengths: l2 =
(2n− 1)πc/2ω. From (5.60), with account of (5.57) and (5.63), we have an
amplitude of a free end of the concentrator for this case:

al =
F0l

ES2ξ
(5.64)

For equal lengths of the concentrators, the second case gives S1/S2 increase
of amplitude, which is used in practice.

4. An effective influence of ultrasonic vibrations on cutting demands, as
shown above, an excitation of ultrasonic vibrations with maximum amplitude.
The complexity of the amplitude response makes the excitation and stabili-
sation of the resonant oscillation in conditions of variable technological loads
difficult. The improvement of the excitation efficiency can be achieved with
the transition of the excitation into an autoresonant one (Fig.5.8).

Introducing the proper transfer functions for electro-acousto-mechanical
and control system, we can write the equation of cutter motion of autoresonant
system by analogy with (5.31) in the following operator form:

uIl (t) = W−1 (jω)
{
N (jω)Ψ

[
T (jω)uIl (t)

]−
−f [uIl (t) , u̇Il (t)

]
+M/r

}

(5.65)

In equation (5.65) F1 (t) = N (jω)Ψ
[
T (jω)uIl (t)

]
is the force of the ultra-

sonic excitation of the cutter, which is produced by an ultrasonic transducer
with the positive feedback. The feedback includes (see Fig.5.8) a sensor, a
band-pass filter and a phase shifter with a common linear operator T (jω) and
an electronic limiter with a nonlinear characteristic Ψ

[
T (jω)uIl (t)

]
; N (jω) is

a linear operator, which reflects the transfer of the ultrasonic excitation from
the limiter to the cutter and includes the transfer functions of the amplifier,
the piezo transducer and the concentrator; W (jω) is the reduced dynamic
stiffness of the tool, which includes the proper operators for the concentrator
and the tool; ω is the frequency of the ultrasonic vibration, M is a torque of a
lathe main drive; r is the radius of the workpiece. The transformation of the
variables in (5.65) is represented by the block diagram in Fig.5.11 (compare
with Fig.5.10).

Autoresonant excitation of stable ultrasonic vibration corresponds to the
existence and stability of the periodic solution of (5.65). Due to the strong
filtering effect of the mechanical structure and the filter, the harmonic ap-
proximation of the solution can be found by using technique of harmonic
linearisation. We suppose as in section 4.3 that the periodic displacement of
the cross-sectional area with coordinate x of rod i (i = I, II) (see Fig.5.9)
can be presented as uix (t) = ãixe

jωt, where ãix is the complex amplitude of
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Ψ [ ] T(jω)

N(jω) W -1(jω)

( , )I I
l lf u u

+
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M/r
- +

( )I
lu t( )ν t

Fig. 5.11.

vibration. The left end of the rod I having co-ordinate x = l is loaded with a
non-linear cutting force fl (t) = f

[
uIl (t) , u̇Il (t)

]
.

Filter action permits consideration of the main harmonic component only
of the process in the feedback circuit. As a result, the voltage ν(t) applied to
the piezo transducer can be described as

ν(t) = Ψ
[
T (jω)uIl (t)

]

After harmonic linearisation of this expression we have a complex ampli-
tude of vibration:

ν̃ = Z (al) ãlejϕ (5.66)

where Z (al) is a coefficient of harmonic linearisation for the electronic limiter,
ϕ is a phase shift due to the action of phase shifter. We suppose that a
maximum response of the limiter is G, i.e.

∣
∣Ψ
[
T (jω)uIl (t)

]∣
∣ ≤ G (5.67)

The periodic function ν(t) at this case cannot have an amplitude of fun-
damental exceeding 4G/π. As a result, it follows from (5.66)

Z (al) al ≤ 4G
π

(5.68)

After harmonic linearisation of (5.65) with account of (5.32) and (5.66)
we have the following equations for the constant and periodic component of
cutter vibration

P (v, al) = M/r (5.69)

1 +W−1 (jω)
[
k̃ (v, al) −N (jω)Z (al) ejϕ

]
= 0 (5.70)
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Equation (5.69) couples in the expression for vibration generated average
force P , the average cutting speed of the cutter v with an amplitude of the
cutter vibration al.

Equating the real and imaginary part of (5.70) to zero, we find the condi-
tions of a periodic self-sustained vibration

Z (al) cosϕ = U (ω, al) (5.71)

Z (al) sinϕ = V (ω, al) (5.72)

where
U (ω, al) = ReQ (jω, al) , V (ω, al) = ImQ (jω, al)
Q (jω, al) = [1 +W (jω)] k̃ (v, al) /N (jω)
Excluding the trigonometric functions from (5.71) and (5.72), we have

finally

al = alZ (al)
[
U2 (jω, al) + V 2 (jω, al)

]−1/2
(5.73)

Comparing (5.73) and (5.68) we can conclude that the maximum ampli-
tude of the vibration is achieved when alZ (al) = 4G/π. This means that

Z (al) = 4G/πal (5.74)

Relationship (5.74) can be fulfilled by the use of a relay characteristic
Ψ(ul) in feedback: Ψ(ul) = Gsgnul. Due to the variation of the phase ϕ with
the help of a phase shifter the amplitude of the cutter vibration al and its
frequency ω, as follows from (5.71)-(5.73), belong to the amplitude-frequency
characteristic al = ν0

[
U2 (jω, al) + V 2 (jω, al)

]−1/2 of forced vibration for
loaded transducer described by (5.31) when ν0 = 4G/π.

In order to study the stability of the autoresonant regimes the method
described in (Babitsky (1998)) can be used as in section 4.3. It is assumed
that in the vicinity of steady-state periodic solution the cutter vibration is of
the form

�
ul (t) = �

v (t) t− �
al (t) exp j

[
ωt+ �

ϕ (t)
]

(5.75)

where �
v (t), �al (t) and �

ϕ (t) are slowly varying functions of time.
Considering equality (5.72) as the reduced energy balance condition for the

dissipative and exciting forces of the steady state motion, the motion stability
criterion with respect to small perturbation in amplitude, can be formulated
as

(
dImQ
d
�
a l

)

�
a l=al

> 0 (5.76)

Inequality (5.76) means that if the amplitude �
al deviates from a stationary

value al = const due to perturbation, the energy is unbalanced in such a way
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that it compensates for the deviation. In (5.75) three unknown slow functions
introduced instead of one, and we can connect them in turn to two arbitrary
conditions. Let us assume that in the disturbed motion �

v (t) and �
a (t) as well

as �
ϕ (t) and �

a (t) are related in the same way as in steady-state case.
Using the notation introduced above, the condition (5.76) can be rewritten

in the form

d

d
�
a l

[
ωb
(
v,

�
al

)
−K (ω)Z

(
�
al

)
sinϕ

]

�
a l=al

> 0

where K (ω) = Usl (ω) /Ull (ω) is a coefficient that is dependant on the point
at which the excitation force is applied, and, sgnK (ω) sinϕ ≥ 0. According to
(5.74),

[
dZ/d

�
al

]

�
a l=al

< 0, for real processing regimes ωb
(
v,

�
al

)
> 0. From

this it follows that under autoresonant excitation all points of the amplitude-
frequency characteristic of the loaded transducer correspond to stable vibra-
tion as opposed to the forced excitation, when some branches of the charac-
teristic are unstable due to the jump phenomena (see Fig.5.7).

5. The experiments with various configurations of the autoresonant control
system showed that optimal performance, in terms of energy consumption
and reliability of self-excitation, was achieved for the system with a schematic
diagram presented in Fig.5.12 (Babitsky, Kalashnikov & Molodtsov (2004)).

Piezoelectric
rings

PC

MATCH BOX AMPLIFIER

AUTORESONANT

CONTROL

SYSTEM

PHASE
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BAND PASS
FILTER  2

LIMITER

BAND PASS
FILTER  1

SENSOR

Concentrator

Ultrasonic
vibration

Tool holder

Workpiece

Cutting tool
Rod I Rod II

Fig. 5.12.

The comparative analysis of the system performance using different vibra-
tion sensors concluded that the current sensor and accelerometer are the most
suitable sources of reference signal for the autoresonant excitation within in-
dustrial environments. The accelerometer should be installed at the end face
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of the concentrator along the direction of vibration and near one of an antin-
ode point of the transducer vibration mode. This allows a safety disposition
of the sensor outside the cutting area.

A first band-pass filter provides elimination of high-frequency components
of the closed loop signal, which could cause energy inefficient high-frequency
modes to be self-excited. These modes could suppress the principal resonant
mode, in spite of the latter being more energy efficient. A second band-pass
filter was used for purifying the electronic limiter output signal, which reduced
higher frequency losses in the matchbox. Both filters were identically designed
as multiple feedback band-pass filters (Floyd (1992)).

+

-∼

Fig. 5.13.

The phase shifter was designed to provide full circle (360 degrees) phase
shift within the frequency range 15 − 25kHz using both manual and remote
control. As the single operational amplifier circuit (Fig.5.13) provides phase
shift up to 100 degrees, eight such circuits were integrated together.

Phase shift versus control voltage (upper line -5V) Phase shift versus control voltage (upper line +1V)

Frequency, kHz Frequency, kHz

P
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s e
hi
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g

Fig. 5.14.
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The responses of the phase shifter are presented in Fig.5.14. Each line rep-
resents a different control voltage with 0.1V increments. The picture shows
that the control curves are nonlinear, but they cover whole the phase shift
range (0 - 360 deg). The use of the device allows adjustment of the self-
excitation frequency. Additionally the phase shifter gain (not shown) is fre-
quency dependent. That is why its output is connected to the input of the
limiter in order to keep the amplitude of the signal under control.

The limiter in Fig.5.15 was designed to provide a controlled maximum
level of output signal up to 5V by truncating the input signal manually and
remotely. The diodes for both the half waves of the input signal are connected
with the operational amplifier feedback, which improves the characteristics of
the diodes for low input voltages.

Fig. 5.15.

The response of the limiter is shown in Fig.5.16. Each line represents a
different control voltage with 0.1V increments. The device allows the control
of vibration levels during operation.

Additionally an amplifier (for amplification of the control signal) and a
matchbox (for interfacing between the amplifier and transducer) were used to
deliver the control signal to the transducer (see Fig.5.12). A digital-to-analog
board (for provision of the analog control and test signals from the computer),
analog-to-digital (ADC) board (for computer acquisition of the analog signals)
and PC were used for monitoring and supervisory control purposes.

The software for control and monitoring was created within the Hewlett-
Packard Visual Engineering Environment and allows monitoring, storage, dis-
play and processing data from different sensors, and provides manual and
automatic supervisory control. The front panel of the principal control pro-
gram is presented in Fig.5.17 and allows the operator to choose the supervisory
control algorithm, adjust the phase shift and threshold in manual mode and
monitor the state of the system. After finishing the test, the information is
saved and is available for further analysis.
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Fig. 5.16.

Fig. 5.17.
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The hardware was fabricated and matched to provide the possibility for
real time computer control. The phase shifter and limiter can be controlled
from a computer on the basis of the reference signal properties. The principal
aims of supervisory control are to provide the most efficient state of the electro-
acousto-mechanical system and identify the control signal interval, if there
have been any changes within the mechanical system (e.g. fitting a new cutting
tip or a different tool holder). The control system keeps a stable level of
vibration under variable cutting load. Changing the phase shift within the
autoresonant loop allows efficient control of the vibrating state. Changing the
limiter threshold could control the vibration level.

The underlying principle of supervisory computer control is to acquire
samples of the reference signal after band pass filtering, evaluate the effi-
ciency of oscillations (the RMS value of the reference signal was used as a
measure), elaborate new control values according to the specific algorithm,
and set them up.
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Fig. 5.18 demonstrates the operation of the autoresonant system in real
working conditions. Here the horizontal axis corresponds to the time (each unit
is about 50ms which is the control cycle time). The vertical axis reflects (from
top to bottom) the RMS value of the reference signal in V (the accelerometer
was used), the phase shifter control signal in the control units, and the limiter
control signal in V respectively. The autoresonant system keeps the stable
vibration of the cutter under variable processing load.

6. Now, we describe experiments on validation of the nonlinear theory of
ultrasonically assisted cutting described in this chapter. An ultrasonic cut-
ting device which was manufactured in accordance with the arrangements
shown in Fig.5.1 was attached to a lathe. The cutters vibration was either
excited in a forced vibration regime by an external generator, or in an self-
oscillation regime using the autoresonant control. During experimentation,
the cutting forces constant component (vibro-induced force) was registered
by strain gauges attached to tool holder 7 (Fig.5.1). The signal, which is
proportional to the cutters vibration speed, was taken from the microphone
situated under the cutter.

Fig.5.19 shows an oscilloscope reading of the cutting force present when
turning a steal rod. The rod has a diameter of 29mm and cutting was per-
formed at a depth of 0.5mm, a feed rate of 0.025mm/rev, and various ro-
tational speeds. During these experiments, the ultrasonic vibration that was
superimposed on to the cutter was excited and maintained by an autoresonant
excitation system. The vibration had a frequency in the region of 20kHz and
an amplitude of 10μm.

Fig. 5.19.

The first part of the oscilloscope reading was obtained during traditional
turning with no ultrasound. The numbers above the other sections show the
ratio between the cutting speed v and the cutters vibrational speed aω. As
can be seen, the superimposition of vibration on to the turning process de-
creases the cutting force. The degree by which the cutting force is decreased is
dependant on the relation between the cutting speed and the vibration speed
aω. When v > aω, the vibration present does not influence the cutting force.

The way in which the cutting force P depends on the cutting speed v is
plotted, using experimental results, in Fig.5.20. This dependence is similar to
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the theoretical curve plotted in Fig.5.3 denoted by the index (ak0/D0 = 5).
Therefore, the assumptions made when modelling the process during the the-
oretical analysis of the device dynamics when under load are justified.

Fig. 5.20.

Fig. 5.21.

The vibrating system amplitude-frequency characteristics when under load
were recorded when performing experiments in forced vibration regimes. They
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were recorded when turning steal specimens that had a diameter of 30mm. A
cutting depth of 0.25mm and a feed rate of 0.06mm/rev was used for various
spindle rotation speeds. Examples of the resonance curves obtained are shown
in Fig.5.21.

The system resonant frequency during idling motion (Fig.5.21,a) was
f0 = 19030Hz. As the cutting speed was increased, the resonant frequency at
first increases up to 19125Hz (Fig.5.21,b). The resonant curves form changes
in such a way that its upper resonant branch becomes steeper, while its lower
branch becomes flatter. A further increase in cutting speed decreases the res-
onant frequency (Fig.5.21,c), and when v ≥ aω, the resonant curve returns
to the form shown in Fig. 5.21,a. Experimental results are used in Fig.5.22
to plot the way in which the system’s resonant frequencies, when under load,
are dependant on the ratio of vibration speed aω to cutting speed v. This
dependence represents the backbone curve, which is similar to the theoretical
backbone curve plotted above (Fig.5.6).

Fig. 5.22.

As such, the effects observed experimentally are in good agreement with
the results obtained from the ultrasonic cutting process dynamical model anal-
ysis and the device’s dynamics as was carried out in section 5.1.

5.3 Ultrasonically assisted turning

1. There are many reported applications of ultrasonic turning that have
been developed for brittle and ductile materials (glass, ceramic, fibres, plas-
tic (Kim & Choi (1997, 1998), Kim & Lee (1996), Moriwaki et al. (1992),
Takeyama & Lijima (1998), Weber et al. (1984), Whitehouse (1997)), brass
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(Hansen (1997)), red copper (Ji et al. (1991)), and mild steel (Astashev (1992),
Kremer (1995), Skelton (1969))) which produce qualitative improvements
in the cutting process (e.g. reducing the probability of the workpiece dam-
age). Quantitative improvements of surface quality have also been observed
for some conventional materials (carbon steel (Wang & Zhao (1987), Weber
et al. (1984)), stainless steel (Astashev (1992), Kremer (1995), Moriwaki &
Shamoto (1991))). Most of the experiments employed tangential vibration.
When the cutting tip is vibrated ultrasonically in cutting velocity direction,
the following limitation for the cutting velocity v is imposed (see Fig.5.3):
v = πnd < vt = 2πaf . This permits separation of a tool from a workpiece
in every cycle of vibration and transform the cutting process into an effective
vibro-impact regime. The calculations show that for the contemporary com-
mercially available bolted Langevin type transducers (a ≈ 20μm, f ≈ 20kHz)
the vibration tip velocity must not exceed about 150m/min. Moreover, reduc-
tion of tip velocity also occurs during the cutting process due to the cutting
tip interaction with the workpiece so the upper limit on surface speed is fur-
ther reduced. Thus the efficient ultrasonic cutting with vibration applied in
the direction of cutting velocity (vt � v) can be achieved only for low di-
ameter workpiece or low rotational speeds. For example, n is limited not to
exceed approximately 160rev/min when d = 60mm and condition 0.2vt = v
is required.

Due to it the rotational speeds were necessarily low relative to the recom-
mended cutting speeds used routinely for manufacturing. Modern Ni-based
alloys, though, (e.g. Inconel) are usually machined at lower cutting speeds
than conventional materials, which makes it possible to realise the advantages
of applying the ultrasonic vibration both in the direction of the cutting ve-
locity (some results on ultrasonic turning of high alloy steel materials were
presented in (Wang & Zhao (1987))). Therefore, the ultrasonic cutting of these
materials may be viable for ultrasonic cutting in a modern manufacturing en-
vironment.

The results of ultrasonic machining are highly affected by the vibration
inherent in the machine tool and its accuracy during metal cutting operations.
Therefore, special ultra precision machines (Kim & Choi (1998), Moriwaki &
Shamoto (1991), Moriwaki et al. (1992)) or special arrangement (Han et al.
(1998)) were used for ultrasonic applications. However, even when ordinary
machine tools were used, in most cases an improvement of surface finish was
reported (Kim & Lee (1996), Kremer (1995), Skelton (1969), Wang & Zhao
(1987), Weber et al. (1984)). Achieving surface finish improvement is rele-
vant to industrial applications, as it might simplify or even eliminate some
additional manufacturing operations.

The other important issue concerned with the ultrasonic machining is the
choice of the transducer control system. In the most cases the generator drives
the transducer directly. However, this simple implementation is not adequate
for most industrial applications because of the following reasons. Fitting dif-
ferent tool holders or cutting tips would require re-adjustment of the oscillator
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frequency to match the changes in mechanical properties of the vibrating sys-
tem. Besides, the cutting tip dynamic load is changed through the cutting
process which affects the dynamics of the cutting process (e.g. it leads to the
decrease of the vibration level (Skelton (1969), Zharkov (1986))). There is
a possibility of generator frequency control by using the phase-lock system
(Astashev et al. (2000)), but this possibility does not provide stable results
when a controlled resonant system featured strong non-linearity (Babitsky
(1998)). Therefore, an autoresonant control system was developed for driving
the transducer to keep the cutting process under automatic control.

turning of some modern materials was conducted with a developed system
by using universal lathe (Babitsky et al. (2003), Mitrofanov et al. (2004)). The
transducer was fixed in the cross slide of the lathe (Fig.5.23) by a specially de-
signed tool post attachment, so that it was possible to apply ultrasonic vibra-
tion in the direction tangential to the surface of the workpiece. The vibration
amplitude of the piezo ceramic rings was intensified by the concentrator and
transmitted to the tool holder mounted at the thin edge of the concentrator.
The autoresonant excitation was employed. Resultant vibration of the cutting
tip fixed in the tool holder usually reached 10μm (i.e. 20μm peak-to-peak)
at the frequency of about 20kHz. Cutting conditions were close to used for
manufacture.

Tool holder with
a cutting tip

Workpiece

Concentrator

Piezoceramic
rings

Fig. 5.23.

The clamping method used for securing the insert to the transducer is very
important in order to obtain maximum amplitude of vibration at the tool tip.
However, as any additional mass added to the vibrating system will change
its properties, lightweight and high strength titanium is used to make the tool
holder. It acts as an intermediate device to fix the cutting tool insert to the
concentrator. The titanium tool holder is screwed into the tapped hole in the
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concentrator and seated on a brass washer. A cutting tip is also fixed to the
tool holder by using a standard high tensile screw.

A decrease in cutting force with a superposition of the tangential ultrasonic
vibration at cutting speeds v < aω has been observed during the turning of all
metals: aluminium, copper, bronze, brass, carbon steel, stainless steel, nickel-
based alloys, titanium etc. Ultrasonic vibration changes drastically the cutting
process character. As an example, when turning aluminium and copper using
conventional methods the workpiece material sticks to the cutters surface
(build-up edge) worsening the cutting conditions. When ultrasonic vibration
was superimposed on to the cutting process, this unpleasant phenomenon is
entirely alleviated.

During the ultrasonic turning, the tendency for self-excitation of a low-
frequency machine-tool-workpiece system vibration (chatter) is eliminated
(Astashev (1992)). This was clearly observed during the cutting of a cylin-
drical rod with a diameter of 30mm and a length of 660mm. When turning
conventionally the rod at a cut depth of 1mm, a feed rate of 0.1mm/rev and
at rotational ratio that exceeds 200rev/min the chatter was observed on ap-
proaching a middle of the rod. This reduced the quality of the surface. When
ultrasonic vibration was activated, which generated vibration in the autores-
onant mode, the chatter was entirely eliminated and a uniform surface along
the whole length of the rod was obtained. It is worth noting at this point
that due to the decrease in cutting force, ultrasonic cutting allows non-rigid
workpieces to be machined with no intermediate supports.

Fig. 5.24.

Ultrasonic cutting changes radically the quality of the surface treated. Un-
der the microscope, after traditional turning, the surface looks like a roughly
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ploughed field, which indicated instability of cutting process. After ultrasonic
turning, the surface is similar to a cultivated field which has a strictly regular
fine-meshed surface. This is reflected in the surface profiles that were obtained
when conventionally (Fig.5.24,a) and ultrasonically (Fig. 5.24,b) turning a
steal blank with a diameter of 56mm. In both experiments, cutting was per-
formed at a feed rate of 0.1mm/rev and a cut depth of 1mm. In subsection 2
we will analyse surface profiles with more details.

Ultrasonic vibration changes the character of the chip formation. Even
when machining materials that produce brittle chips under conventional turn-
ing conditions, ultrasonic cutting is found to modify the process and chips with
a plastic flow characteristic and no burrs or cautery are encountered. Resulting
from this effect, when ultrasound is superimposed on to the cutting process,
the minimum depth of cut may be reduced essentially. As an example, when
turning carbon and stainless steel on a universal lathe, it was possible to use
a feed rate of 0.05mm/rev and a cut depth of 0.015mm.

The chip formation was further investigated in (Babitsky, Mitrofanov &
Silberschmidt (2004), Mitrofanov, Babitsky & Silberschmidt (2005)) with the
high-speed photography equipment. Fig.5.25 shows an experimental set up
for ultrasonic turning filming. A high-speed digital camera was used in ex-
periments. The camera was fixed on the lathe by a specially designed holder,
enabling the distance to the film region to be adjusted. The cutting area
was illuminated by an impulse laser. The laser pulses were synchronised with
camera operation so that to provide maximum illumination during each sub-
sequent frame exposure time. The laser beam was directed into the cutting
area by means of the fibre-optic cable.

Figures 5.26 show frames from high-speed video recording during the cut-
ting of a mild steel. Continuous video recording allows also estimating the
visible size of the process zone, unclear in single frames. The distinction be-
tween chip formation in conventional cutting (Fig.5.26,a) and ultrasonically
assisted one (Fig.5.26,b) was most noticeable for low rotational speed and
becomes less evident for higher cutting speeds. This fact can be explained by
approaching the critical cutting speed level (see Fig.5.3).

For studied cutting conditions, the chip formed in conventional cutting of
the mild steel was segmented. The segments were turn from the workpiece
and slipped along the shier plane with visible levels of deformation between
segments being considerably higher than within each segment. Switching on
the ultrasonic vibration drastically changes the tool-chip interaction and the
process of chip formation. There were no more segments or steps in chip forma-
tion, instead continuous material separation in front of the cutter and slipping
of the material along the shear plane with each impact of the cutting tool are
observed. The process of ultrasonic turning looks completely different in com-
parison with conventional material deformation and separation. The material
separated from a workpiece was considerably more plasticized, i.e. experienc-
ing higher level of plastic deformation happening throughout the chip volumes.
The chip formed in ultrasonic turning rises nearly in the radial direction very
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Ultrasonic transducer
Workpiece

HS camera

Cutting tool

Fig. 5.25.

close to the cutting tool surface in the recorded frame (Fig.5.26,b), whereas
the chip in conventional turning shifts much further from the cutting tool,
leading to a more curled chip. This is in a good agreement with a subse-
quent macroscopic chip analysis, indicating the chip radius of curvature being
several times greater with superimposing of ultrasonics.

(a)
Tool

Chip

Workpiece

(b)

Workpiece

Chip
Tool

Fig. 5.26.

Differences between two cutting techniques were also observed in shapes as
well as in sizes and areas of the process zones. The area of the visible process
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zone for ultrasonic turning and its width in the radial direction are consider-
ably smaller than those for conventional turning. Deformation processes for
the ultrasonic process are localised in the direct vicinity of the cutting edge
along the surface of the workpiece and are not observed underneath the clear-
ance face of the tool at the newly formed layer in contrast to the conventional
process.

Nanoindentation tests were made to quantify differences between mi-
crostructures of surface layers of the workpieces machined conventionally and
ultrasonically (Mitrofanov et al. (2004)). Fig.5.27 presents a comparable hard-
ness of the surface layers for nickel based alloy Inconel 718 samples on the
depth from the machine surface. According to the results of this analysis the
average width of the modified layer is 70% higher for the conventionally ma-
chined specimen, than for the ultrasonically treated one. The average hardness
of the hardened surface layer was reduced by ultrasonic treatment up to 40%.
Ultrasonically assisted cutting better preserves the original microstructure of
the materials.

Fig. 5.27.

The results described are in a good correlation with the experimental data
described in many works that are devoted to the study of ultrasonic cutting
(Kremer (1995), Kumabe (1979), Markov (1962, 1966, 1980), etc.).

2. Application of ultrasonic vibration along the feed direction enables the
cutting parameters used in manufacturing industry for most materials to be
reached independently of the workpiece diameter. The vibro-impact process is
preserved in this case under the condition sn < vt, where s is a feed rate. For
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example, n is limited not to exceed about 20, 000rev/min when s = 1mm/rev
and condition 0.2vt = sn is required. Therefore tool vibration in the feed
direction seems to be more suitable for industrial ultrasonic turning requiring
high levels of productivity. In (Babitsky et al. (2003)) it was named as sweep
cutting.

Fig. 5.28 shows an experimental set up of the ultrasonic vibration turning
system used in these experiments. The workpiece is clamped by the three-jaw
chuck of a universal lathe. A commercial ultrasonic piezoelectric transducer
(unloaded resonant frequency f ≈ 20kHz) is used to provide the vibration.
Parallel placement of the transducer to the workpiece in the horizontal plane
allows the insert to make the ultrasonic vibration movement in the feed direc-
tion. The vibration is measured by a laser vibrometer, and the signal is pro-
cessed by a phase shifter, limiter and band-pass filter to form an autoresonant
control (Babitsky, Astashev & Kalashnikov (2004), Babitsky, Kalashnikov &
Molodtsov (2004)). The control signal is amplified using an amplifier and
fed into the transducer via a passive matching unit (matchbox). This causes
the transducer to vibrate at its resonant frequency. The autoresonant system
maintains the resonant mode of vibration during the dynamic changes of the
load. The maximal level of vibration of the cutting tip was about 20μm peak-
to-peak at 17kHz, and decreased during the cutting up to 30-40% depended
on the cutting conditions. This level of vibration was found satisfactory and
comparable with the levels used by other researchers (Astashev (1992), Han
et al. (1998), Ji et al. (1991), Kim & Lee (1996), Kim & Choi (1997), Kim &
Choi (1998)).

Piezo ceramic rings
Workpiece

Vertical slide

Lathe

Concentrator

Tool holder with
a cutting tip

Fig. 5.28.
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As the standard top slide of the universal lathe does not facilitate fixing the
transducer in the manner necessary to conduct the turning experiments, it was
required to design a special attachment to serve the purpose. The transducer,
along with the tool holder attached to it, was fixed in the cross slide of the lathe
by a specially designed tool post attachment. The transducer was clamped at
its nodal point. This arrangement allows rotation of the transducer along its
axis to keep the position of the insert in the horizontal plane passing through
the axis of the workpiece required to conduct the cutting experiments. The
position was checked by placing a level on the specially prepared flat surface
on the tool holder, which is parallel to the insert base. The special attachment
along with the transducer is placed on the cross slide of the lathe assuring
the correct centre height using an ‘L’ shape mild steel part. The depth of cut
was adjusted by rotating the hand wheel of the cross slide during the turning
trials.

All surfaces of the workpieces, cylindrical and faces, were machined prior
to the experiments. In order to facilitate smooth tip - workpiece contact at
the beginning of the each test, a chamfer (3mm × 27.5◦) was cut at the free
end of the workpiece. The length of a workpiece is limited to around 75mm
but this was adequate to have four cuts, each one of 15mm, in one workpiece.
After fixing a workpiece in the three-jaw chuck, a finish cut with a very small
depth of cut was performed using the same insert to be used in the test in
order to eliminate any remaining eccentricity. This also allows the insert to
reach the stable tool wear region before starting each test.

The first cut was made with the application of ultrasonic vibration, and as
soon as the tool had traversed 15mm the vibration was switched off thus allow-
ing the second cut to proceed under the same cutting conditions but without
ultrasonic vibration. After changing the cutting speed by way of changing the
spindle rotational speed the next two cuts were performed with and without
application of ultrasonic vibration. With the new workpiece the insert was
changed and the previous procedure was repeated.

Surface quality was assessed by measuring surface roughness along the
axial direction of the workpieces as well as their roundness value. Both sur-
faces produced by application of ultrasonic vibration, and under conventional
conditions, were evaluated using the ‘Taylor Hobson - Talysurf 4’ surface mea-
suring instrument. The instrument was set to ‘Gaussian filter’ mode while the
tracing length was set at 5.6mm and the filter cut-off value was 0.8mm. The
geometrical accuracy of components was tested by measuring the roundness
value using the ‘Taylor Hobson Talyrond - Model 51’ measuring instrument.

Centre line average (Ra) value was used to analyse the surface roughness
of machined workpieces. However, other major roughness parameters are also
available. The perimeter of the workpiece was divided into five equal parts
and five surface roughness measurements were performed on the cylindrical
surface. For analysing roundness values three measurements were performed
in each cut, and peak-to-valley values were used as an overall measure of
roundness.
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Two modern high grade nickel based alloys, C263 and Inconel 718, used
at present in the aviation industry were tested. Free cutting mild steel work-
pieces were used as a control material. Recommended by Sandvik Coromant
cutting inserts for machining nickel-based alloys were used in the cutting tests.
These rhombic 55 degrees tips successfully withstand ultrasonic vibration, and
therefore were used in machining free cutting mild steel workpieces too. Spec-
ifications of the inserts used in the tests and recommended cutting speeds for
medium application of the materials used are presented in the Table 5.1.

Table 5.1.

Insert grades and recommended cutting speeds for workpiece materials

Workpiece Recommended Insert Nose radius Clearance
material cutting speed, grade rε(mm) angle αn

m/min

C263 20 H13A 0.4 7◦

KRH13A 1.2 7◦

Inconel 20 KMH13A 1.2 7◦

718 H13AKRH13A 0.4 7◦

H13A 1.2 7◦

Mild steel 325 KRH13A 1.2 7◦

(230MO7)

Cutting conditions used in machining workpieces are given in the Table
5.2. Feed rate s and depth of cut ap, which affected the surface quality highly,
were keep the same during all the experiments reported to provide compat-
ibility of results. The presented values were chosen to investigate the effect
of superimposed ultrasonic vibration on the medium depth of cut combined
with low feed rate used for ensuring good surface quality. Synthetic cutting
fluid 4% mixed with water was used as cutting fluid in every test.

Table 5.2.

Cutting conditions used in the tests

Material n, rev/min d, mm v, m/min s, mm/rev ap, mm

C263 125 - 260 34 - 38 12 - 25 0.05 0.08
Inconel 718 85 - 180 43 - 45 14 - 29 0.05 0.08
Mild steel 85 - 800 34 - 38 10 - 90 0.05 0.08

Fig.5.29 shows representative profiles of the machined surfaces of C263,
Inconel-718 and mild steel workpieces measured in the axial direction at cut-
ting velocities 14, 17 and 20m/min respectively. The upper graph belongs
to the ultrasonic application and the lower graph represents the conventional
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cutting in each figure. Other cutting conditions such as feed rate (0.05mm/rev)
and depth of cut (0.8mm) were kept constant during the tests. Surface profiles
are plotted in the same scale for easy comparison.
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Fig. 5.29.

It is seen from the graphs that the magnitudes of roughness profiles are
reduced nearly by 50% in the case of Inconel-718 and C263, whereas the
reduction was even more in mild steel with the application of ultrasonic vi-
bration. This result confirmed those obtained by previous researches (Kim &
Choi (1997), Skelton (1969)). In all three cases, with application of ultrasonic
vibration the regularity of roughness profile is improved considerably and the
surface becomes smoother along the axial direction. Abolition of built up edge
with the application of ultrasonic vibration in low cutting speeds especially
in the case of cutting of the ductile materials leads to further stabilisation of
cutting process.

Although a single parameter such as Ra could be used to distinguish dif-
ferences of manufacturing processes, it may not be sufficient to pinpoint where
the changes in the processes have occurred. From the numerous methods
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available for further analysis of surface profiles, spectral analysis can be used
to test processes, which are fundamentally periodic or repetitive, as in turning
(Whitehouse (1997)). Using this method macro and micro morphological dif-
ference between ultrasonically machined surfaces and surfaces produced under
conventional cutting can be compared by observing the distribution of energy
spectrum density at different wavelengths. Several researches have previously
used the same method for analysis of ultrasonically machined surfaces (Kim
& Choi (1997), Wang & Zhao (1987)).

Figures 5.30 give the corresponding wavelength spectra of surface profiles
shown in Fig.5.29. The dotted lines represents the wavelength spectrum of
surfaces machined under conventional condition whereas the continuous line
represents ultrasonically machined surfaces. The analysis shows that during



294 5 Ultrasonically assisted machining

the ultrasonic cutting the low wavelength components (lower and around the
feed rate peak) are suppressed compared to the conventional cutting. For the
higher wavelength components the results are different for different materials
(the reduction of these components were observed for mild steel, but there
was no reduction for C263, and some increase was observed for Inconel). The
magnitude of the feed rate peak was suppressed and the feed rate harmonics
became clearly visible in the majority of cases with ultrasonic cutting (the
only exception is the second harmonic for C263). The decrease in the lower
wavelength components reflected the smoother profile of the surface achieved
with the ultrasonic cutting and coincides with the results obtained by other
researchers (Kim & Choi (1997), Wang & Zhao (1987)).
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Fig.5.31 shows the relative surface roughness of machined surfaces of
the mild steel both in conventional and cutting under application of ultra-
sonic vibration for different cutting speeds. The best data collected from
a number of tests under the same cutting conditions in both cases are
plotted in the graphs. Dotted lines and short dashed lines show the max-
imum and minimum levels of data fluctuations, while the continuous line
shows the mean relative surface roughness in conventional and ultrasonic
cutting.

In the range of the cutting speeds investigated, the achieved surface rough-
ness of Inconel-718, C263 and mild steel workpieces machined under the appli-
cation of ultrasonic vibration is superior to the surface roughness of workpieces
machined by conventional cutting (as is illustrated by the mean lines drawn
to represent these cases). Improvement of surface roughness of mild steel is
more than 50% in the whole range of cutting speeds under investigation.

It appears that the fluctuations in the surface roughness obtained in
conventional cutting are greater than those obtained for ultrasonic cutting
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especially over the range of speeds. The reason for being able to reduce the
fluctuations is that the machining process becomes more stable with the appli-
cation of ultrasonic vibration. The conventional turning process is an unstable
cutting process and therefore the roughness values may vary in a large range
(Chen (2000)).

Fig. 5.32.

The roundness plots for Inconel-718 are shown in Fig.5.32 for cutting
speeds 17m/min. From the plots, it can be seen that ultrasonic vibration
cutting (Fig. 5.32,a) improves roundness compared to conventional cutting
(Fig. 5.32,b) considerably. For the two particular materials analysed the peak-
to-valley improvements are 40% for Inconel-718 and 50% for C263. Similar
profiles were obtained for vibration cutting in the tangential direction by sev-
eral researches previously (Han et al. (1998), Ji et al. (1991)).

Results are very similar to the case of surface roughness analysis and im-
provement of roundness throughout the investigated cutting speeds was ob-
served for both materials. In this occasion also large data fluctuations were
observed in comparable conditions of conventional cutting.

5.4 Ultrasonically assisted drilling

1. Ultrasonically assisted drilling takes place when ultrasonic vibration is su-
perimposed on to the relative cutting motion between a drill bit and the work-
piece being drilled. Usually this is achieved by excitation of the drill vibration
either torsionally (Kumabe (1979)) or axially (Devine (1985), Neugebauer &
Stoll (2004)). The latter was used in a majority of applications and will be
mainly analysed below. A reduction in the cutting forces, an increase in the
penetration speed, and the elimination of burrs are among the main benefits
of drilling with ultrasonic assistance.
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Effective vibration of the drill bit is achieved only when it is used as a wave
guide to produce amplification of vibration amplitude. Only when the drill’s
length l � Λ/4 (Λ is an ultrasonic wave length) a drill can be treated as a
small lamp mass attached to the transducer. With an increase in diameters of
holes a successful application of ultrasonically assisted drilling needs acoustical
matching of the drill bit as a continuous system with a transducer. Effectively,
the drill bit has to be treated as an additional step of the wave-guide. When
using the standard tools this leads to the compatible choice of the transducer
and accurate coupling of transducer and tool.

Let us analyse the principal dynamical features of this coupling. We pro-
pose that a drill bit can be considered as a rod-type waveguide (see Fig.5.33)
with a length l and its cross section with co-ordinate x = s is connected rigidly
with the transducer. The end section of the drill bit with a co-ordinate x = l
is interacted with a material being drilled.

Fig. 5.33.

Vibration of arbitrary cross section with co-ordinate x of the drill can be
described by a periodic function

ux(t) = ãx exp jωt = ax exp j(ωt− ϕx) (5.77)

where ax, ω and ϕ are an amplitude, an angular frequency and an initial
phase of vibration. A load of the drill bit from the drilling process we describe,
as usual, by nonlinear dynamic characteristic f (ul, u̇l) of interaction, which
can be transformed by harmonic linearisation as follows:

fl = f (ul, u̇l) ≈ [k (al) + jωb (al)]ul + P (al) (5.78)

An interaction of the drill bit and transducer can be described by an axial
force acting in the cross section x = s:
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fs(t) = F̃s exp jωt = Fs exp jωt (5.79)

We describe vibration of the drill bit as a wave guide with a help of dynamic
compliances (receptances) Lkx(jω) (k = l, s) coupling a displacement ux of
cross section x with forces acting in cross sections l, s:

ux(t) = Lsx(jω)F̃s exp jωt− Llx(jω) [k(al) + β(al)]ul(t) (5.80)

According to (5.77), we have

exp jωt =
ul
al

exp jϕl, ux = ul
ax
al

exp j(ϕl − ϕx) (5.81)

Substituting (5.81) in equation (5.80) we have for x = s and x = l corre-
spondingly:

as =
Fs

Wss (jω)
exp jϕs − al [k(al) + jωb(al)]

Wls (jω)
exp j (ϕs − ϕl) (5.82)

alW (al, jω) = Fs exp jϕl (5.83)

HereW (al, jω) = [Wll(jω) + k(al) + jωb(al)]
Wsl(jω)
Wll(jω) ,Wkx(jω) = L−1

kx (jω)
is a dynamic stiffness of the drill bit.

Separating in (5.83) a real and an imaginary components we find the ex-
pressions for amplitude al and phase ϕl for the cutting end of the drill bit
(x = l):

al =
Fs

|W (al, jω)| =
Fs

√

[ReW (al, jω)]2 + [ImW (al, jω)]2
(5.84)

cosϕl =
al
Fs

ReW (al, jω), sinϕl =
al
Fs

ImW (al, jω) (5.85)

Let us present the dynamic stiffness Wsx (jω) in the form:

Wsx(jω) = Usx(ω) + jVsx(ω) (5.86)

In the following consideration the parameters Vsx(ω) and b (al), which
characterise dissipation in the drill bit structure and the drilling load, are
treated as the small ones and all transformations are limited by variables of
the first order of magnitude.

Equation (5.84) defines amplitude-frequency characteristic of the drill bit
cutting edge excited by harmonic force applied at the cross section x = s.
Maximum amplitude is achieved under a condition ReW (al, jω) = 0, which
with account of (5.86) can be presented as follows:

Ull(ω) + k(al) = 0 (5.87)
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Under condition (5.87) any amplitude al is achieved with a minimal force
Fs . Hence, (5.87) is a condition of the best matching of the transducer and
the loaded drill bit.

Excluding Fs from equations (5.82), (5.83), and taking into account equa-
tions (5.86), (5.87), we have

Ks =
al
as

=
∣
∣
∣
∣
Uss(ω)
Usl(ω)

∣
∣
∣
∣ (5.88)

We will name it as an amplification ratio from an exciter to a drilling
section of the bit. The coefficient Ks is not influenced by the load and for
each magnitude of as it defines an axial amplitude of the cutting edge of the
drill under the best matching (5.87) with the transducer.

2. Connection of the drill bit with the transducer leads to additional load-
ing of the latter. Suppose that unloaded transducer vibrates in its connecting
cross section according to equation u∗ (t) = a∗ exp j (ωt− ϕ). A connection
with the loaded drill bit leads to arrival of an additional force −fs (t) applied
to the transducer. As a result its vibration u (t) will be modified as follows:

u(t) = u∗(t) − fs(t)
Wn(jω)

(5.89)

where Wn(jω) = Un(ω) + jVn(ω) is a dynamic stiffness of the transducer in
the cross section of connection with the drill bit.

With account of (5.83), (5.86)-(5.88) we can rewrite the expression for
fs (t) as follows:

fs(t) = u̇s(t)K2
s [Vll(ω) + ωb(al)] (5.90)

Ultrasonic transducer is a resonant electro-acoustical device. Its resonant
tuning corresponds to condition Un (ω) = 0. Taking into consideration that in
the connecting cross section of the transducer and the drill bit u (t) = us (t),
we have from (5.89), (5.90) for the loaded transducer:

u(t) = u∗(t)
[

1 +
Vll(ω) + ωb(al)

Vn(ω)
K2
s

]−1

(5.91)

It is follows from (5.91) that connecting of the matched drill bit with the
transducer does not change the resonant tuning of the latter. Its vibration am-
plitude is defined by relationship of damping characteristics of the transducer,
the drill bit and the load as well as an axial coordinate of the excitation. From
equation (5.88) with account of (5.90) we find the amplitude of vibration for
the cutting end of the loaded drill bit:

al = a∗
[

1
Ks

+
Vll(ω) + ωb(al)

Vn(ω)
Ks

]−1

(5.92)

3. Let us suppose that the drill bit can be modelled as a rod with unified
cross section area S. A dynamic stiffness of such rod is as follows (see (5.48):
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Lsx (jω) =

{
− λ
ρ·Sω2 · chλxchλ(l−s)

shλl 0 ≤ x ≤ s

− λ
ρ·Sω2 · chλ(l−x)chλs

shλl s ≤ x ≤ l
(5.93)

where λ =
(
j + ψ

4π

)
ω
c , c =

√
E/ρ is sound speed in the rod material, E, ρ are

elastic modulus and density of the material, ψ is a coefficient of dissipation
of a material. From (5.93) we find dynamic stiffnesses for equations (5.87),
(5.88):

Ull = − ESζ

l

sin ζ
cos ζ

(5.94)

Uss = −ESζ

l

sin ζ
cos ζ sl cos ζ

(
1 − s

l

) (5.95)

Usl = −ESζ

l

sin ζ
cos ζ sl

(5.96)

where ζ = ωl/c.
While running without load (idle regime) we have from (5.87), (5.94) a

condition of ideal match:

ζ = nπ (n = 1, 2, ...) (5.97)

It defines the natural frequencies of a drill bit. As it is physically clear, the
condition does not depend on position of the contact cross section with the
transducer. For the amplification ratio (5.88) with account of (5.95)-(5.97) we
have for the case:

Ks =
∣
∣
∣cos−1 πn

(
1 − s

l

)∣
∣
∣ (5.98)

It follows from (5.98) that the amplification ratio changes its value from
Ks = 1, when the excitation is applied in an anti nodal cross section of
standing wave (s = lm/n, m = 0, 1, . . . , n), to Ks = ∞, when approaching a
nodal cross section (s = l(2m− 1)/n).

Let us analyse a proper vibration of the cutting cross section (5.92). In
absence of dissipation and load the force of interaction fs(t) = 0 and connec-
tion of the matched drill bit with the transducer does not influence the latter.
Dissipation of energy in the drill and due to the drilling process has to be
compensated by the transducer. This changes its vibration amplitude a∗ and
amplitude of the cutting edge al. For the further estimation this relationship,
we find from (5.92) a dissipative component of the dynamic stiffness:

Vll =
ES

l

ψζ

4π
ζ − 0.5 sin2ζ

cos2 ζ
(5.99)

Substituting (5.97)-(5.99) into (5.92), we have when b = 0:
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al = a∗
[
∣
∣
∣cosπn

s

l

∣
∣
∣+

ES

4lVn (ω)
πψζn2

∣
∣cosπn sl

∣
∣

]−1

(5.100)

It follows from (5.100) that when application of excitation approaches
the nodal points the amplitude tends to zero, al → 0, due to increase of
a transducer dissipative loading. This means that there exists some optimal
position of excitation cross section, which depends on relationship between
elasto-dissipative characteristics of the transducer and the drill bit. The op-
timal coupling preserves the tuning of the transducer and compensates the
additional energy losses in drill bit and from processing load. Additionally it
produces an amplification of vibration amplitude.

4. A prototype of an ultrasonic drilling system has been designed and
manufactured. The system employs an autoresonant control system described
in 5.3 to stabilise the drilling process.

Fig. 5.34.

Experiments with ultrasonically assisted drilling were conducted on a lathe
as shown in Fig.5.34. The transducer was held in the three jaw chuck of the
lathe through the intermediate bush and was energised by means of the slip
ring assembly fitted to the hollow shaft of the lathe at the end remote from
the chuck. Once firmly clamped, the working end of concentrator was drilled
in situ so that the hole, used for securing drills to the transducer, coincided
perfectly with the rotational axis of the lathe. Samples to be drilled were
clumped in a vice with a vertical traverse that was rigidly attached to the
saddle of the lathe or held in a simple holder attached to the load cell, which
could also be positioned on the saddle as an alternative. The usual tool holder
assembly with its traverse having been previously removed. This arrangement
allowed rows of holes to be drilled in quick succession. The saddle of the lathe
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can be power driven in a line parallel to the lathe axis and the tool post
mounting stage can be similarly power driven in a lane at right angles to this
for facing.

A wide variety of materials was drilled. It was found universally that the
application of ultrasonic vibration significantly increased the penetration rate
of the drills. In some cases, the penetration rate was increased by a factor of
four depending on the rotational speed. Fig.5.35 shows a typical example of
penetration speed when ultrasonic vibration is switched on and off (denoted as
“US on” and “US off”, respectively) while drilling in titanium with constant
force. The drilling is conducted with a standard twist drill having diameter
3mm and rotation speed 125rpm. The axial force P = 127.5N . The frequency
of the longitudinal ultrasonic vibration was 20kHz and the amplitude at the
cutting edge was 10μm. The wear state of the drill is obviously an important
parameter in determining the penetration rate. Examples of this have been
recorded where, owing to drill wear, the drill has been unable to penetrate
the material except when ultrasonically excited.

Fig. 5.35.

The axial reactive force on the drill is usually reduced significantly by
the application of ultrasonic vibration. Fig.5.36 gives an example of force re-
duction while drilling with constant feed rate in 3mm thick plate of a carbon
fibre/resin composite material using a standard twist drill mounted on a longi-
tudinal transducer. Cutting was started with no excitation at first to establish
the steady level of force and then the ultrasonic excitation was switched on.
As it apparent from the Figure there is a dramatic reduction in the reactive
force when the drill is excited ultrasonically demonstrating that the cutting
efficiency is substantially improved.
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Fig. 5.36.

In some drilling experiments, the reduction in the reactive force for given
rotational speed and feed rates can as high as 90%. This leads to significant
benefit in drilling performance. These include increase of drill bit lifetime,
improvements in the surface finish, roundness and straightness of holes and,
in ductile materials such as aluminium, copper and mild steel, the elimination
of burrs on both the entrance and exit faces of plates.

Fig.5.37 illustrates the remarkable reduction in the exit burring achieved
when drilling an aluminium plate. The upper row of the holes corresponds to
conventional drilling, the lower one - to superposition of ultrasonics.

Fig. 5.37.
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In the case of drilling through brittle materials, the reduction of stress
with superposition of ultrasonic vibration yields large reductions in the size
of cratering on the exit face.

The reduction in the reactive force experienced also causes greatly re-
duces deformation when drilling through thin, flexible plates. When superim-
posing ultrasonic vibration it was possible, for example, to drill 6mm holes
cleanly through aluminium strips (0.25mm thick) supported just at the ends
(Fig.5.38,a). Attempt to drill through such strips conventionally only resulted
in severe deformation of the strip and no penetration (Fig.5.38,b). This ex-
periment demonstrates increase in the dynamic stiffness of the plate due to
superimposing of the high frequency vibration.

 a b

Fig. 5.38.

A sample of a 3mm thick plate made from a special purpose composite
material comprising silicon carbide particles dispersed in an aluminium matrix
has been successfully drilled using an ultrasonically excited diamond impreg-
nated cutter which was substituted for the conventional twist drills used for
the previously described drilling trials in metals. The composite material un-
der test proved to be very brittle and extremely abrasive. Attempts to drill
through the sample with a new solid carbide drill produced a very ragged hole
with a huge exit crater. The drill was severely blunted to such a degree that
further attempts to drill completely through the plate failed.

In contrast, the material proved to be very easy to drill with the diamond
impregnated cutter excited ultrasonically and rotated at only a very slow
speed typically 40 to 125rpm, and there was very little exit damage apparent.
Diamond drills for penetrating such materials would usually be rotated at very



304 5 Ultrasonically assisted machining

high speeds in excess 20, 000rpm and would require the use of very expensive,
special purpose machine tools.

Reduction in axial force with longitudinal excitation was not observed,
however, in the case of drilling through glass. For this material a special
purpose torsional transducer was developed by Dynamics Research Group at
Loughborough University.

Fig.5.39 shows an experimental set up while drilling with torsional trans-
ducer. A significant reduction in the axial force was measured when drilling
glass with the torsional transducer. A very beneficial effect is that, when such
a drill is allowed to proceed through the thickness until it emerges on the
opposite side, it is found that the area of damage surrounding the exit point
of the drill is considerably reduced. In the case of conventional drilling at the
same feed rate it is usually found that a substantial area surrounding the exit
point of the drill is severely damaged and a large crater is formed. This oc-
curs because, before breakthrough, the stresses surrounding the hole are very
large and eventually the fracture strength of the material is exceeded before
the tip of the drill has reached the geometric boundary. The greatly reduced
damage surrounding the exit point of the drill is independent verification of
the substantial reduction in cutting forces resulting from the superposition of
ultrasonic vibration on the usual motion of the drill.

Fig. 5.39.

Fig. 5.40 demonstrates a comparison in glass milling with a conventional
slot drill. The upper part of the picture shows an unsuccessful attempt of con-
ventional milling of the slot, the lower part is an example of slot produced after
superimposing of ultrasonic vibration. All the other parameters of machining
regime were the same in both cases.

The beneficial effect of vibration on the cutting process in glass has also
been illustrated by measurements of the axial reactive force and penetration
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Fig. 5.40.

rates on drills that were not excited externally, which reveal large differences
when drilling with and without a lubricant. It has been observed that the
presence of a lubricant such as water or oil greatly increased the axial reactive
force on the drill because the cutting process can be virtually halted and no
penetration is then possible.

A laser vibrometer was used to measure the vibration of the drill in the two
cases when it was found that a dry drill developed a high level of vibration
as it was penetrating and cutting the glass but, in presence of a lubricant,
the stick-slip vibration of the drill was no longer excited and cutting ceased.
The higher level of friction in the dry case appears to induce vibration by a
stick-slip process which, once initiated, is sustained by the natural resonances
in the drill and the maintenance of physical contact by being continuously
advanced into the material.

Opposite to the glass drilling, no reduction in axial force was observed
when metals were drilled using torsional vibration. Recently, there were pub-
lished some promising results on drilling assisted by ultrasonic elliptical vi-
bration (Ma et al. (2005)).

5.5 Finite element modelling of tool-material interaction

1. The finite element method (FEM) is a main computational tool for simu-
lation of the tool-workpiece interaction in metal cutting. A detailed review of
FE models of cutting can be found in various monographs, e.g. (Childs et al.
(2000), Trent & Wright (2000)). Up to now, FE models were used to simulate
only conventional turning (CT) processes, e.g. (Ceretti et al. (1999), Anagonye
& Stephenson (2002), Pantale et al. (2004)). A number of three-dimensional
(3D) FE models of CT were developed and used to study three-dimensional
forces in the tool; stress, strain and temperature distributions in the cutting
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zone, and chip formation mechanisms (Strenkowski et al. (2002), Pantale et al.
(2004)).

The majority of the suggested computational schemes employ the method
of chip separation along a predefined surface, “unzipping” adjoining finite
elements in the initial discretization of the area, hence reducing flexibility
(and adequacy) of the analysis. Only a few schemes use other techniques,
such as elements deletion based upon penetration of cutting tool tip into the
elements of workpiece (Anagonye & Stephenson (2002)), adaptive remeshing
of elements in the workpiece (Pantale et al. (2004)), and combination of both
manual deletion and remeshing (Ceretti et al. (1999)).

A FE analysis of heat generation in machining of isotropic materials was
conducted in (Ramesh et al. (1999)) in order to study the effects of the convec-
tive heat transfer. A different approach, using an orthogonal FE model coupled
with an analytical 3D model of cutting, was developed in (Strenkowski et al.
(2002)) to predict a chip flow angle and three-dimensional forces in the tool.
Another 3D model was introduced in (Pantale et al. (2004)) that took into
account dynamic effects, thermo-mechanical coupling, constitutive damage
law and contact with friction in order to study the cutting forces and plastic
deformation.

In order to understand mechanics of the tool-chip interaction with su-
perimposed ultrasonic vibration, and to analyze distributions of stresses and
strains in the cutting region, the process of heat transfer in the workpiece
material and in the cutting tool as well as to estimate cutting forces, a 2D
FE model was developed (Mitrofanov et al. (2003)). In that model, the steady
state UAT process as well as a single cycle of ultrasonic vibration were numer-
ically analyzed. This initial, purely mechanical model was further improved,
resulting in a transient, thermomechanically coupled one for both UAT and
CT (Mitrofanov et al. (2004)). The improved model also allowed replicating
the multifold reduction in cutting forces in UAT numerically that was previ-
ously obtained only experimentally.

A detailed analysis of the thermomechanics of the UAT process was further
conducted in (Mitrofanov, Babitsky & Silberschmidt (2005)). In that paper,
the influence of various thermal factors, such as convective heat transfer and
gap conductance, on the UAT process was analyzed. A three-dimensional FE
model of UAT was developed as an extension of the 2D model and presented
in (Ahmed et al. (2005), Mitrofanov, Babitsky & Silberschmidt (2005)). The
use of the 3D model allowed the study of 3D chip formation predicting distri-
butions of stresses, strains, cutting forces and temperatures in the workpiece
and cutting tool.

Effects of lubrication and friction on the chip shapes and cutting forces in
UAT and CT were studied (Mitrofanov, Ahmed, Babitsky & Silberschmidt
(2005)) using both 2D and 3D FE models. It was demonstrated that the chip
formed in a lubricated UAT process was significantly more curled than the
one produced in dry cutting. The developed 3D model was further employed
to analyze the material response to ultrasonic vibration loading in (Ahmed



5.5 Finite element modelling of tool-material interaction 307

et al. (2006)). Thermally induced strains and residual stresses in the surface
layer of the workpiece machined with UAT and CT were investigated. The
current section presents a description of the 3D model of UAT as well as
computational results obtained with this model.

2. The described FE model utilizes the MSC MARC/MENTAT FE code
(MSC.Marc User’s Guide (2005)) and is based on the updated Lagrangian
analysis procedure that provides a transient analysis for an elasto-plastic ma-
terial and accounts for the frictional contact interaction between the cutter
and workpiece as well as material separation in front of the cutting edge.
Below some general features of this computational scheme are discussed.

A 3D model for the orthogonal turning process, i.e. the one where the tool
edge is normal to both the cutting and feed directions, is considered. The
dimensions of the part of the workpiece modeled in simulations are 2.5mm in
length by 0.5mm in height by 0.4mm in depth with the uncut chip thickness
0.1mm (Fig.5.41). The simulated cutting speed is 18.6m/min. The relative
movement of the workpiece and cutting tool in CT is simulated by the trans-
lation of the tool with the constant velocity.

Harmonic oscillation with vibration amplitude of 15μm (peak-to-valley) is
then superimposed on this movement in the tangential direction (i.e. along
X-axis in Fig.5.41) in order to model ultrasonic vibration of the tool. The
vibration speed is several times greater than the chosen translational speed of
the tool leading to the periodic separation of the tool from the newly formed
chip, thus transforming the process of cutting into one with a vibro-impact
interaction between the tool and chip. Various stages of a vibration cycle are
described in detail in (Babitsky, Mitrofanov & Silberschmidt (2004)).

Fig. 5.41.

The developed FE model is fully thermomechanically coupled in order to
properly reflect interconnection between thermal and mechanical processes
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in the cutting zone: excessive plastic deformation and friction at the tool-
chip interface lead to high temperatures generated in the cutting region. This
results in thermal stresses and volumetric expansion as well as affects material
properties of the workpiece, such as thermal conductivity and specific heat.
More details on thermomechanical processes in UAT in comparison to CT can
be found in (Mitrofanov et al. (2004)).

The mechanical behaviour of the workpiece material (aged Inconel 718)
at high strains, strain rates and elevated temperatures can be adequately
described by the Johnson-Cook material model (Johnson & Cook (1985)),
accounting for the strain-rate sensitivity, that is employed in simulations.

σY =
(
A+Bεnp

)
(

1 + C ln
(
ε̇p
ε̇0

))

(1 − T ∗m) (5.101)

Here A = 1241MPa, B = 622MPa, I = 0.0134, n = 0.6522, T ∗ =
(T − Troom)/(Tmelt − Troom) , εp and ε̇p are plastic strain and a strain rate,
Troom and Tmelt are the room and melting temperatures, respectively. A term
T ∗m is assumed to be negligible since thermal softening of Inconel 718 is
insignificant (less then 5%) within the temperature range that is obtained
in both FE simulations and infrared thermography experiments for chosen
cutting parameters. This material model, utilised by various researchers (see,
e.g. (Maudlin & Stout (1996), Ng et al. (2002)) as well as in the previous work
on modelling of UAT (Mitrofanov et al. (2004)) has been modified to prevent
unrealistically high stress values at high strains, so that maximum stress values
are now limited to ultimate tensile strength of Inconel 718 at corresponding
strain rates (that can reach 1051/s for standard cases). Fig.5.42 shows an
effect of strain rate on plastic behaviour of Inconel 718.
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Fig.5.43 shows a finite-element mesh for the workpiece and cutting tool
in the 3D model. In nearly all transient models developed to simulate metal
cutting, an initial cut was introduced in the workpiece as the starting point
for separation that leads to chip formation. The described FE model does not
utilize such a cut. Hence, a more adequate study of chip formation from its
very beginning to a fully formed chip is possible. This type of modelling also
provides the benefit of using the same model of the workpiece for different
shapes of the cutting tool thus forming a basis for optimization studies for
the tool shape.

Fig. 5.43.

During the simulation, elements in the process zone can become highly dis-
torted, and hence are no more appropriate for calculation. Automatic remesh-
ing/rezoning is used in the workpiece and chip to replace those distorted ele-
ments with ones of better shape. Fig.5.44 shows the chip formed as a result
of successful implementation of remeshing/reasoning.

High contact stresses are generated at the tool-chip interface leading to
significant friction forces. The classical Coulomb model is unable to adequately
reflect friction processes under these conditions resulting in unrealistically high
friction force. Hence, the shear friction model was chosen for simulations,
where the friction force depends on the fraction of the equivalent stress of the
material and not the normal force as in the Coulomb model. Thus, friction
stress is introduced in the following form:

σfr ≤ −ϑ σ̄√
3

2
π

sgn (vr) arctan(
vr
vcr

) (5.102)

Here σ̄ is the equivalent stress, vr is a relative sliding velocity, vcr is a criti-
cal sliding velocity below which sticking is simulated, ϑ is a friction coefficient.

Two contact conditions are considered at the tool-chip interface: (a) a fric-
tionless contact, and (b) a contact with friction (coefficient of friction ϑ = 0.5).
The former case corresponds to the idealised condition where heat generation
occurs only due to plastic deformation processes; it can be considered as an
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Fig. 5.44.

extreme case of friction reduction due to lubrication. Case (b) models dry
cutting conditions, with an additional heat source due to friction between the
tool surface and separated workpiece material.

The described model possesses a number of advantages compared to 2D
models. Various 3D effects in turning, such as non-orthogonal / oblique chip
formation, as well as the influence of the tool geometry on process parame-
ters (cutting forces and stresses generated in the workpiece material) could
be studied. The 3D model also permits to investigate the effect of various
vibration directions of the cutting tip in UAT on the cutting process, and
could serve as an optimization tool for the UAT technology. Various combi-
nations of vibration directions can also be studied numerically, whereas their
experimental implementation can be extremely laborious, as it may require
new types of ultrasonic transducers and mounting systems to be designed.

Furthermore, the three-dimensional FE formulation helps to perform a
direct comparison of numerical results with experimental tests for oblique
cutting, thus not requiring any changes to a standard cutting setup. This is
important since the FE results, e.g. cutting forces, based on the 2D model
can be directly compared only with those from orthogonal turning tests. Such
turning tests can be very difficult to implement for intractable materials, as
they require special setup arrangements or specific workpiece shapes, e.g. thin
tubes.

In addition, the 3D model does not need as many assumptions as the 2D
model, for example, the workpiece thickness is introduced here explicitly as
compared to its artificial introduction in 2D. The 3D model also accounts for
chip expansion in the lateral dimension (along Z-axis in Fig.5.41) that was
impossible in the 2D model and led to generation of excessive stresses in the
cutting region. Finally, the real geometry of the cutting tool can be studied



5.5 Finite element modelling of tool-material interaction 311

with the 3D model, thus allowing the analysis of the influence of the tool
sharpness and wear on the cutting process.

3. All variants of numerical (finite element) simulations below are per-
formed for two cutting techniques (CT and UAT) with identical parameters
so that results for CT could serve as a reference for UAT. Noticeable differ-
ences are observed between chip shapes obtained in FE simulations with and
without friction for both CT and UAT. The radius of curvature of the chip un-
der the frictionless contact condition (Fig.5.45,a) at the tool-chip interface is
approximately 2.5 smaller than that for the contact with friction (Fig.5.45,b)
for both cutting techniques; that is supported by turning experiments with
different lubricants, showing higher values of the radius of curvature for dry
turning.

a b

Fig. 5.45.

The chip shape in the steady-state part of the machining process depends
on the type of the cutting procedure (CT vs. UAT) and especially on the
amplitude of the tool vibration. As the amplitude of the tool vibration grows,
the chip becomes thinner and less curved, leading to an increase in the contact
length between the tool and chip when the tool is in full contact with the chip
in simulations of UAT.

4. A significant difference in forces acting on the cutting tool is obtained for
UAT and CT. In simulations of CT the force acting on the cutting tool remains
practically unchanged, whilst in UAT simulations it changes drastically within
each cycle of vibration. The cutting force grows steadily from the moment of
the first contact between the vibrating tool and formed chip until it reaches
the maximum level at the point of maximum penetration.

This maximum force is by 30% higher than the average force in CT. The
force magnitude then starts to decline at the unloading stage until it vanishes
when the cutter separates from the chip and starts to move away from it. The
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forces stay close to zero level until the cutter comes into contact with the chip
again at the next cycle of ultrasonic vibration. The comparison of values from
Fig.5.46 shows that the force in UAT (averaged over the vibration cycle) is
about 40% of that in CT. Low-level fluctuations of the cutting force at the
withdrawal and approach stages of the cycles are explained by the remaining
contact between the cutter and freshly formed workpiece surface, as well as
by the numerical error involved in FE simulations.
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Fig. 5.46.

FE simulations were conducted to study the effect of vibration amplitude
and frequency on the force acting on the cutting tool in UAT. An increase in
the peak force with an increase in amplitude is observed, however, an average
cutting force decreases. This is explained mainly by the increase of the relative
velocity of the cutting tool resulting in a shorter period of contact with a chip
for a given frequency (i.e. period) of ultrasonic vibration. A decrease of 28% in
the average force is recorded for an increase in the amplitude from 7.5μm to
15μm, and a further 24% decrease is observed when the amplitude increases
from 15μm to 30μm (Fig.5.47).

In the analysis of the frequency’s influence on the cutting force, the peak
force remains nearly at the same level in all studied cases, but the average force
decreases by 21% for a frequency increase from 10kHz to 20kHz (Fig.5.48). A
further 26% decline in the average force is observed when vibration frequency
increases from 20kHz to 30kHz. This trend can be explained by the increase
in the velocity of the vibrating cutting tool, which amplitude is proportional
to both vibration amplitude and frequency.

5. High temperatures in the cutting region are generated due to the plas-
tic deformation of the workpiece material and friction between the chip and
workpiece and cutting tool. Maximum temperature levels in the process zone
and chip are invariably higher in UAT simulations. The highest temperatures
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are registered along the contact area at the tool-chip interface in both UAT
and CT models. Fig.5.49 shows the temperature distributions in the cutting
regions in CT (a) and UAT (b) simulations (ϑ = 0 , t1 = 0.1mm, t = 6ms).
The analysis of the temperature evolution in the cutting tool shows that the
tool temperature in CT grows faster than that in UAT, in spite of the final
temperature being higher for UAT (largely due to the effect of the additional
factor linked to dissipation of the vibration energy).

The effect of the feed rate on the cutting-tool temperatures in CT and
UAT can be studied by means of FE simulations. The feed rate, that is the
distance covered by the tool in the feed direction at each revolution of the
workpiece, corresponds to the uncut chip thickness t1 in the FE model. In
simulations t1 is reduced from 0.1mm to 0.05mm (ϑ = 0.5 ). Such a reduction
leads to a decrease in the maximum temperature levels in the cutting region
from 440◦C to 400◦C and from 410◦C to 375◦C for UAT and CT, respectively.
A drop in the cutting-tool temperature is also observed: it diminishes from
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Fig. 5.49.

155◦C to 125◦C and from 130◦C to 100◦C for UAT and CT (t = 2.5ms),
respectively. This temperature decrease with the reduction in the feed rate
reproduces our experimental results and is explained by the decrease both in
the work of plastic deformation and friction-generated heat due to a reduced
amount of the material being removed per unit time.

The temperature distribution along the cutting edge (along Z-axis in
Fig.5.41) is shown at Fig.5.50. The analysis shows that the maximum tempera-
ture is reached somewhere in the middle of the cutting edge, with insignificant
drops towards the ends of the cutting length. This result can be attributed to
the convective heat transfer from the tool surface into the environment. This
kind of the distribution is observed throughout the simulation time, with the
absolute values of the tool temperature growing with time due to the frictional
heating and contact heat transfer between the chip and workpiece surfaces.
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waveguide, 10, 51, 54, 56, 58, 68, 78–81,

83, 85, 87, 120–123

waveguide, stepped, 79, 121, 124
waves, longitudinal, 201

yield limit, 26, 27, 31, 42, 43, 45, 49,
145, 146, 252, 253
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