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Preface

Climate modelling in former times mostly covered the physical processes in the
Earth’s atmosphere. Nowadays, there is a general agreement that not only phys-
ical, but also chemical, biological and, in the near future, economical and socio-
logical—the so-called anthropogenic—processes have to be taken into account on
the way towards comprehensive Earth system models. Furthermore these models
include the oceans, the land surfaces and, so far to a lesser extent, the Earth’s
mantle. Between all these components feedback processes have to be described
and simulated.

Today, a hierarchy of models exists for Earth system modelling. The spectrum
reaches from conceptual models—back of the envelope calculations—over box-,
process- or column-models, to Earth system models of intermediate complexity
and finally to comprehensive global circulation models of high resolution in space
and time. Since the underlying mathematical equations in most cases do not have
an analytical solution, they have to be solved numerically. This is only possible by
applying sophisticated software tools, which increase in complexity from the
simple to the more comprehensive models.

With this series of briefs on ‘‘Earth System Modelling’’ at hand we focus on
Earth system models of high complexity. These models need to be designed,
assembled, executed, evaluated and described, both in the processes they depict as
well as in the results that experiments carried out with them produce. These
models are conceptually assembled in a hierarchy of submodels, where process
models are linked together to form one component of the Earth system (Atmo-
sphere, Ocean, …), and these components are then coupled together to Earth
system models in different levels of completeness. The software packages of the
many process models comprise a few to many thousand lines of code, which
results in a high complexity of the task to develop, optimise, maintain and apply
these assembled packages.

Running these models is an expensive business. Due to their complexity and the
requirements with respect to the ratios of resolution versus extent in time and
space, most of the models can only be executed on high-performance computers,
commonly called supercomputers. Even on today’s supercomputers, typical model
experiments take months to conclude. This makes it highly attractive to increase
the efficiency of the codes. On the other hand, the lifetime of the codes exceedes

v



the typical lifetime of computing systems and architectures roughly by a factor of
3. This means that the codes need to be portable and adaptable to emerging
computing technology. While previously the computing power of single proces-
sors—and that of clustered computers—was achieved mainly from increasing
clock speeds of the CPUs, currently increases are only exploitable when the
application programmer can make best use of the increasing parallelism off-core,
on-core and in threads per core. This adds complexity to areas like IO perfor-
mance, communication between cores or load balancing to the assignment at hand.

All these requirements put high demands on the programmers to apply software
development techniques to the code, making it readable, flexible, well structured,
portable and reusable, but most of all capable in terms of performance. Fortu-
nately, these requirements match very well an observation from many research
centres: due to the typical structure of the staff at the research centres, code
development often has to be done by scientific experts, who typically are not
computing or software development experts. Therefore, the code they deliver
needs a certain amount of quality control to assure fulfilment of the requirements
mentioned above. This quality assurance has to be carried out by staff with detailed
knowledge and experience in scientific software development and have a mixed
background from computing and science.

Since such experts are rare, an approach to ensure high code quality is the
introduction of common software infrastructures or frameworks. These entities
attempt to deal with the problem by providing certain standards in terms of coding
and interfaces, data formats and source management structures, that enable the
code developers and the experimenters to deal with their Earth system models in a
well acquainted, efficient way. The frameworks foster the exchange of codes
between research institutions, model inter-comparison projects so valuable for
model development, and the necessary flexibility to the scientists when moving
from one institution to another, which is commonplace behaviour these days.

With an increasing awareness about the complexity of these various aspects,
scientific programming has emerged as a rather new discipline in the field of Earth
system modelling. At the same time, new journals are being launched providing
platforms to exchange new ideas and concepts in this field. Up to now we are not
aware of any text book addressing this field, tailored to the specific problems the
researcher is confronted with. To start a first initiative in this direction, we have
compiled a series of six volumes, each dedicated to a specific topic the researcher
is confronted with when approaching Earth System Modelling:

Volume 1: Recent Developments and Projects
Volume 2: Algorithms, Code Infrastructure and Optimisation
Volume 3: Coupling Software and Strategies
Volume 4: IO and Postprocessing
Volume 5: Tools for configuring, building and running models
Volume 6: ESM Data Archives in the Times of the Grid
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This series aims at bridging the gap between IT solutions and Earth system
science. The topics covered provide insight into state-of-the-art software solutions
and in particular address coupling software and strategies in regional and global
models, coupling infrastructure and data management, strategies and tools for pre-
and post-processing and techniques to improve the model performance. Thus the
series aims to provide an overview of the concepts of Earth system modelling
suitable for a wide audience comprising researchers with some knowledge of the
field and to non-experts.

Volume 1 at hand familiarises the reader with the general frameworks and
different approaches for assembling Earth system models. Volume 2 highlights
major aspects of design issues that are related to the software development, its
maintenance and performance. Volume 3 describes different technical attempts
from the software point of view to solve the coupled problem. Once the coupled
model is running, data are produced and postprocessed (Volume 4). The whole
process of creating the software, running the model and processing the output is
assembled into a workflow (Volume 5). Volume 6 describes coordinated
approaches to archive and retrieve data.

Hamburg, December 2012 René Redler
Reinhard Budich
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Chapter 1
Recent Developments and Projects

Kamal Puri

Climate variability and change have a major influence on the social and natural
environments, and major climate research programmes have been aimed at deter-
mining the extent to which climate can be predicted, and to determine the extent of
the human influence on climate. A further aim of the programmes is to achieve a
deeper and more quantitative understanding of the role of human perturbations to
biogeochemical cycles in altering the coupled climate system, and vice versa.

The past decade has seen major improvements in our ability to provide accurate
weather forecasts over the 1–10-day timescales. These improvements are a result of
a number of factors such as major increase in the observation network that provides
high resolution (in time and space) information on key atmospheric variables, devel-
opment of analysis and assimilation methods that allow effective use of these data,
improvements to all components of numerical models including increased resolution
and development of comprehensive methods to verify and diagnose model output.
Despite the notable increase in forecast skill, there are still deficiencies in our ability
to accurately predict high-impact weather systems that can have significant impact
on society, the economy and the environment; examples of these systems include
heavy precipitation, flooding, tropical cyclone landfall, destructive surface winds
etc. Improving the skill of high impact weather forecasts is a major scientific and
societal challenge.

As noted in the “The World Climate Research Programme Strategic Frame-
work 2005–2015” (WCRP-123 WMO.TD No.1291),1 developments in atmospheric
science and technology provide the opportunity to address the predictability of the
total climate system for the benefit of society and to address the seamless predic-
tion of the climate system from weekly weather to seasonal, decadal and centennial
climate variations and anthropogenic climate change.

1 http://wcrp.wmo.int/pdf/COPES_document_FINAL.12_September_05.pdf
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Fig. 1.1 Development of Hadley Centre ESM

Earth system models (ESMs) are essential tools required to address the so-
called seamless climate prediction problem. The evolution over time of Earth system
models can best be exemplified by the development of the Met Office Hadley Centre
for Climate Prediction and Research model as summarised in Fig. 1.1; most major
ESMs have undergone very similar developments. A key aspect is the increasing res-
olution and complexity of the models that now include the atmosphere, land surface,
ocean and sea-ice, aerosols, carbon cycle and atmospheric chemistry. Numerical
weather prediction (NWP) models have until recently only included the atmosphere
and land surface; however in the past few years ocean and sea-ice have been added
for seasonal prediction and tropical cyclone prediction. An important aspect of NWP
and seasonal prediction systems is the inclusion of complex data analysis and assim-
ilation methods that provide the capability of assimilating data from a wide range
of observation systems, and particularly from satellites. Furthermore there is now a
growing interest in environmental prediction. Accordingly, some operational centres
have already made a move in this direction by implementing an atmospheric chem-
istry module in the forecast model and extending their data assimilation system to
enable assimilation of chemical species (such a system is already being run at the
European Centre for Medium Range Weather Forecasts (ECMWF) under the Euro-
pean project Monitoring Atmospheric Composition and Climate, MACC to provide
daily analyses and forecasts). Ocean data assimilation is now used routinely and oper-
ationally for seasonal prediction. Although coupled data assimilation is currently at
an early stage, it is an area that will see major activity in the future.
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As can be seen from the above discussion, the scope of the advanced science and
technology that underpins leading practice in Earth system modelling is such that
it requires significant resources in research and development, in the infrastructure
enabling the strategic and tactical application of the science, and in enabling avail-
ability of increasing supercomputing power and data storage. Major coordination and
focused team research is now necessary to address the breadth and complexity of the
scientific and technical issues. This is the clear message from the centres delivering
the most successful outcomes. Accordingly substantial efforts have been expended at
the major centres running ESMs in developing the complex infrastructure needed to
(1) assemble Earth system coupled models using a coupler, (2) launch/monitor com-
plex simulations including ensembles, (3) access, analyse and share results across a
wide community, (4) define and promote technical and scientific standards for earth
system modelling, and (5) enable efficient running of the models on new comput-
ing architectures which comprise clusters with tens of thousands of cores (several
hundred thousands in the future).

The level of resources required to develop and maintain ESMs is such that it is
becoming increasingly difficult for individual institutions to provide the resources

Table 1.1 Modules of the ACCESS ESM

Module Name Source

Atmosphere UK Met Office Unified Model (UM) UK Met Office
(Cullen 1993; Davies et al. 2005)

Ocean Modular ocean model version 4
(MOM4)

NOAA Geophysical Fluid
Dynamics Laboratory

(Griffies 2004; Griffies et al 2004)
Sea-ice The Los Alamos Los Alamos National Labora-

tory
Sea ice model version 4 (CICE4)
(Hunke and Dukowicz 1997)

Land surface/ CSIRO atmosphere biosphere CSIRO
Carbon cycle Land exchange model (CABLE)

(Kowalczyk et al 2006)
Chemistry United Kingdom Chemistry UK Met Office,

and Aerosols and Aerosol model (UKCA) Leeds and Cambridge
(Abraham et al 2012) Universities

Data assimilation 4-dimensional variational UK Met Office
— atmosphere assimilation (4DVAR)

(Rawlins et al 2007)
Data Assimilation Ensemble Kalman Filter Bureau of Meteorology/CSIRO

— ocean (Oke et al 2005)
Coupler OASIS Centre Européen de Recherche

et de Formation Avancée en
Calcul Scientifique (CER-
FACS)
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required to develop and sustain a state-of-the-art system. One possible means to
address this major issue is to pool resources and to source modules comprising the
ESM in-house or from external sources. A recent example of such a development
is the decision in Australia by the Bureau of Meteorology and the Commonwealth
Scientific and Industrial Research Organisation (CSIRO) to jointly develop their
ESM. The fully coupled system called the Australian Community Climate and Earth
System Simulator (ACCESS; Puri 2012) is aimed at developing a unified system for
weather prediction for all time and space scales and climate/climate change simula-
tions. The component modules of ACCESS and their sources are shown in Table 1.1.
A feature to note is that the modules include in-house developments such as the land
surface and carbon cycle module and imported modules such as the atmosphere and
data assimilation modules from the Met Office and the ocean module from GFDL.
The atmosphere and ocean/sea-ice modules are coupled using the OASIS coupler
developed under the PRISM project.

Development of a complex modelling system such as ACCESS has been greatly
facilitated by the ready availability of modelling infrastructures noted above (and
modules from the developing centres). The following chapters are devoted towards
providing the rationale and status of these modelling and infrastructure developments.
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Chapter 2
The Infrastructure Project of the European
Network for Earth System Modelling:
IS-ENES

Sylvie Joussaume and Reinhard Budich

2.1 General Overview

The European Network for Earth System Modelling, ENES, gathers the European
community developing and applying climate models of the Earth system. This
community aims to better understand present and past observed climates and pre-
dict future changes under given boundary conditions of anthropogenic and natural
forcing. It is strongly involved in the assessments of the Intergovernmental Panel on
Climate Change (IPCC) and provides the predictions on which European Union (EU)
mitigation and adaptation policies are based. The EU funded seventh Framework Pro-
gramme (FP7) project IS-ENES,1 which is finishing its first phase (2009–2013) and
preparing for its second phase (2013–2016), aims to promote the development of a
common distributed modelling research infrastructure in Europe in order to facili-
tate the development and exploitation of climate models and better fulfil the societal
needs with regards to climate change issues.

The infrastructure dimension of Earth System modelling encompasses models
themselves and their associated software, provision and access to model data, and
provision and use of high-performance computing (HPC). IS-ENES focuses on all
three issues, but does not include the provision of HPC hardware. IS-ENES is a dis-
tributed e-infrastructure with a central resource, the “ENES Portal”,2 which provides
access to models, tools and model data archives. The main objectives of the IS-ENES
project are:

1 http://is.enes.org
2 http://www.enes.org
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• The integration of the European climate and Earth system modelling community;
• The development of Earth System Models for the understanding of climate change;
• High-end simulations enabling better understanding and prediction of future

climate change;
• The application of Earth system model simulations to better predict and understand

future climate change impacts.

2.2 Rationale and History

The ENES network was established in 2001 following a first foresight exercise
performed by the community in 1998 within the EU Euroclivar concerted action
(Komen et al. 1998) which recommended “a better integration of the European
modelling effort with respect to human potential, hardware and software” and “to
develop collaboration, to establish a European climate computing facility, and to
enhance the exchange of software and model results”. These recommendations led
to the establishment of ENES, as the European Climate Modelling Group advocated
by Euroclivar. ENES set up the FP5 infrastructure project “Program for Integrated
Earth System Modelling” (PRISM, see Chap. 4). PRISM carried out a successful
first step towards the Euroclivar recommendations, establishing a network of exper-
tise around ESM software environments and promoting a standard technical coupling
interface now used world-wide, the OASIS coupler. This effort has helped to build the
FP7 IS-ENES project (2009–2013) and the FP7 e-Infrastructure project, METAFOR,
“Common Metadata for Climate Modelling Digital repositories”3 (2008–2011, see
Chap. 3). Networking within ENES also led to collaborative projects funded within
the EU Environment Program, dealing with future climate scenarios, Earth system
model developments and evaluation of cloud processes and feedbacks, such as the
FP6 ENSEMBLES4 and FP7 COMBINE5 and EMBRACE6 projects.

2.3 Partnerships and Organization

ENES gathers more than 40 institutions and organizations through a Memorandum
of Understanding. These include climate modelling centres, computing centres
and manufacturers, data centres and centres with expertise in computational sci-
ence and technology. ENES is governed through a Scientific Advisory Board.
An ENES HPC task force has been set up to elaborate a common strategy on
HPC and to help provide a common interface to the European high-performance

3 http://metaforclimate.eu
4 http://www.ensembles-eu.org
5 http://www.combine-project.eu
6 http://www.smhi.se/embrace

http://dx.doi.org/10.1007/978-3-642-36597-3_4
http://dx.doi.org/10.1007/978-3-642-36597-3_3
http://metaforclimate.eu
http://www.ensembles-eu.org
http://www.combine-project.eu
http://www.smhi.se/embrace
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computing infrastructure PRACE (Partnership for Advanced Computing in Europe).7

It is anticipated that a similar group on data aspects will be established in the future,
interfacing ENES with the international Earth System Grid (ESG) partnership. Within
IS-ENES, a subset of 18 ENES partners from 10 European countries is involved in
the project. IS-ENES gathers the European global Earth System Models participat-
ing in the Coupled Model Intercomparison Project Phase 5 (CMIP5) namely, the UK
Met Office model, the German COSMOS/MPI-ESM model developed at the Max
Planck Institute of Hamburg, the French Institut Pierre Simon Laplace (IPSL) and
Meteo-France models, the Italian Centro Euro-Mediterraneo per i Cambiamenti Cli-
matici climate model, the EC-Earth model developed from the ECMWF model by a
consortium of 8 countries, and, now joining in IS-ENES2, the Norwegian ESM. To
address issues related to HPC, several computing centres are involved including the
Deutsches Klimarechenzentrum (DKRZ), the Barcelona Supercomputing Centre and
the Swedish National Supercomputing Centre, as well as centres dedicated to com-
putational science such as CERFACS and University of Manchester. Work is orga-
nized through networking, service and joint research activities around models, HPC
and data.

2.4 Overview of Results

The integration of the European Earth System modelling community is an important
ambition of IS-ENES. The strategy of the community for the next ten years regard-
ing the European infrastructure needs for ESM was issued in 2012 (ENES 2012).
Integration has also been developed through more specific objectives such as the
development of the ENES Portal which provide access to IS-ENES services, infor-
mation relevant for the community, and conducted the first European school on
ESMs for young scientists. In order to foster the development of ESMs, IS-ENES
has started a support service on modelling including access to the European ocean
modelling platform NEMO,8 the OASIS Coupler and the Climate Data Operators
post-processing tools (CDOs). The ENES portal developed within IS-ENES also
provides access to climate model documentation and on tools and datasets used for
model evaluation. Access to world-class high-performance computing is important
for the climate modelling community in order to better understand climate and its
dynamics and provide information to society. In order to fulfil this objective, IS-
ENES has developed collaborations with PRACE to help the preparation of climate
models on PRACE machines. Developments have also been made on improving
input/output data exchange and coupling software, which are two bottlenecks for
massively parallel simulations. A significant effort has been devoted to the deploy-
ment of the European contribution to CMIP5. As a result, European nodes have
been among the first to publish data, the first to meet agreed data access standards

7 http://prace-project.eu
8 http://www.nemo-ocean.eu

http://prace-project.eu
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and the first to complete the second level of the 3 level quality control process.
Through IS-ENES, the two European data portals, the British Atmospheric Data
Centre and the DKRZ data centre, have developed quality control of ESG federation
data archives. A prototype of a portal for the impacts community has been devel-
oped that provides access to documented use cases (see Chap. 3) on methodology
aspects.

2.5 Users

The most important users are clearly from the global climate modelling community.
However, the developments in the IS-ENES project also serve the regional climate
modelling community through sharing of common tools with the global climate
modellers and analysts. Thus, for example, these developments have resulted in the
coupler OASIS being increasingly used to develop coupled regional Earth System
Models and the CDOs. Another important target group is the impacts community that
is extensively using the results from climate simulations to force different sectorial
impact models. The prototype portal for the impacts community aims at describing
how best to use results from climate models and provide visualisation and targeted
access to model results. More generally, the ENES infrastructure is expected to
improve use and usability of climate models and the dissemination of their results
for the benefit of society.

2.6 Future Plans

The 2012 ENES strategy has guided the elaboration of the second phase of IS-ENES.
IS-ENES2 is built upon the outputs of both the FP7 IS-ENES and METAFOR
projects. It will further integrate the European climate modelling community, stimu-
late common developments of software for models and their environments, foster the
execution and exploitation of high-end simulations, and support the dissemination
of model results to the climate research and impacts communities. More specifically,
phase 2 will extend ENES services on data from global to regional climate models by
supporting results from the World Climate Research Program “Coordinated Regional
climate Downscaling Experiments” (CORDEX). The project will also support fur-
ther metadata developments and ease access to climate projections for the climate
impacts community with a common portal for global and regional climate models,
including guidance and downscaling tools. Furthermore, common high-resolution
modelling experiments for the large European computing facilities will be prepared
by the project, underpinning the community’s efforts to prepare for the challenge
of future exascale computing architectures. The climate modelling community is
facing a strong challenge to provide more reliable information to society to prepare
for adaptation to climate change. It is expected that this European infrastructure will
contribute to it.

http://dx.doi.org/10.1007/978-3-642-36597-3_3
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Chapter 3
The METAFOR Project

Sarah Callaghan, Eric Guilyardi, Lois Steenman-Clark and Mark Morgan

3.1 General Overview

Mention has been made earlier book about the Common Metadata for Climate Mod-
elling Digital Repositories (METAFOR) project, which is an EU Framework 7 project
with the aim of developing a Common Information Model (CIM) to describe climate
data and the software models and modelling environments that produce this data in
a standard way. Climate modelling is a complex process, requiring complete and
accurate metadata (data describing data) to accurately characterise and differenti-
ate between different climate model datasets. The CIM extends the metadata used
in existing data repositories and addresses issues like metadata fragmentation, gaps
and duplication.

METAFOR aims to ensure the widespread adoption of the CIM through the
development of CIM tools and services which will allow climate modellers to (for
example) discover, view and difference CIM documents, allowing them to com-
pare data from different climate model runs in a scientifically meaningful way. The
CIM will optimise the way climate data infrastructures are used to store knowledge,
adding value to primary research data for an increasingly wide range of stakeholders,
including non-scientists such as local government and the general public.

the METAFOR project team.
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3.2 Rationale and History

Climate science plays an increasingly important role for policy-makers, who are
faced with the problem of strategic planning at many levels to address the impacts
of climate change. In order to support both basic research and effective strategies to
mitigate climate change and deal with its impact on society, a wide range of experts
from multiple disciplines need both access to data and advice on the suitability
of that data for their purposes. This requires better communication of information
about available climate resources, particularly data from model projections for the
next decades and centuries. This information about climate models is an essential
resource for understanding and evaluating climate data, but unfortunately at this time
it is not readily available to end users.

The data from climate model runs are currently stored in climate repositories
which are poorly connected to each other, with the result that scientists and policy
makers are often not aware of what data are available or from what sources. Even if
users are aware that the data they need exist and know how to find them, they then often
have to deal with a variety of institution-dependent data information models (i.e. file
formats, metadata structures, documentation methodologies, etc.). As a consequence,
comparing and contrasting just the information about the data, let alone the data itself,
is difficult without significant specific expertise.

Climate models generate large amounts of data, hence exploiting that data is also
a significant scientific and technical challenge. The models themselves are com-
plex, with each climate model run potentially involving several component models
(e.g. atmosphere, ocean, sea-ice, vegetation, land ice, ocean biogeochemistry, at-
mosphere chemistry) coupled together. Any one of those component models can be
configured in many different ways, including not only different parameter values
but also changes to the source code itself. Component models, or even compositions
of component models, can have multiple versions, and individual component mod-
els can be coupled together and run in a multitude of different ways. This range of
variability is immense and largely under-documented in the output data, yet this in-
formation should be collected and stored in order to ensure the scientific replicability
of, and provide confidence in the model runs.

Different model or data users may want to focus on different aspects of the
modelling process, depending on their needs and interests. However, up until now,
there has been no standard way of describing climate models and the way they are
configured, coupled together, and run. This type of information is essential for making
accurate comparisons across datasets, and to prevent misinterpretation or misuse of
data. The primary aim of METAFOR was to provide a Common Information Model
(CIM) to document climate models, their configuration, coupling and software, thus
helping to increase confidence in climate model data and the use that policy makers,
planners, scientists or industry make of that data.
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3.3 Partnerships and Organization

The METAFOR project is a Europe-US collaboration funded by the EU 7th
Framework Programme as an e-infrastructure (project #211753). This 2.5M C=
project, with 12 partner institutions, is led by Prof. Eric Guilyardi from NCAS-
Climate/University of Reading and project managed by Dr. Sarah Callaghan from
the British Atmospheric Data Centre (BADC).

The METAFOR consortium assembles all the major groups involved in software
infrastructure for climate modelling in Europe. The partners have a long history of
collaboration as most worked together in the PRISM FP5 project, and then in the
core-funded PRISM Support Initiative (PSI, see Chap. 4). These partners include the
University of Reading, CERFACS, Institut Pierre-Simon Laplace (IPSL), the Ger-
man Climate Computing Centre (DKRZ) and the UK Met Office. They are joined
by the BADC to strengthen the service component of PRISM, while the Univer-
sity of Manchester provides extensive technical expertise in high abstraction design,
analysis and programming applied to computational science and engineering applica-
tions. Météo-France provides the link to and requirements from the seasonal forecast,
regional scale and numerical weather prediction (NWP) communities and reposito-
ries. Testing of the populated CIM database is performed both by CLIMPACT, an
enterprise with long time experience in seasonal and climate data use for specific
industrial applications, and other end user groups in the scientific community includ-
ing Administratia Nationala de Meteorologie, Romania (NMA). The extensibility of
the CIM is tested by the University of Cantabria through their expertise in climate
impact tools, namely via the FP6 ENSEMBLES downscaling portal.

Finally, as the main outcome of the project is a set of international standards
(embodied by the CIM), collaboration with US and international groups is vital.
These include CICS / Princeton University, USA, PCMDI (Livermore, USA, in
charge of the IPCC multi-model databases) and NCAR (Boulder, USA).

3.4 Overview of Results

3.4.1 Common Information Model (CIM)

The main aim of the METAFOR project was the development of a CIM and, as
importantly, a conceptual framework to develop the CIM independently of its im-
plementations. There are two parts to the process of developing the CIM. Firstly
the conceptual model of the process (the CONCIM) is modelled using UML. Then
the CONCIM can be realised as an application schema (APPCIM) which is cur-

http://dx.doi.org/10.1007/978-3-642-36597-3_4
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rently manifested in XSD,1 though it would be as equally realised in RDF.2 This
split between conceptual and application development has provided an acceptable
platform for the CIM development. However it is recognised that the current version
of the CIM will not be the final construct as work is in progress to transition to a
construction of the CONCIM which will allow more generic serialisation.

The CIM, especially the software package, is intentionally generic. It provides a
structure but not the names of the artefacts within this structure. These names need to
be determined by the user community and a controlled vocabulary (CV) developed.
Each community within the climate modelling domain will need to play a part in this
process with CVs being separately governed. The use of CVs in the CIM has been
finalised, with structures for the details of a CV for a CIM entity provided so that a
validation tool can locate a CV in an external server to check that the CV is being
used by a CIM document correctly.

The CIM has been developed and improved following feedback from the climate
modelling community. The current version of the CIM is now 1.5 and can be found
as open source.3 Further work on the CIM is ongoing to extend it to other fields,
such as downscaling.

The CIM is at the heart of the METAFOR project and has therefore involved
all project partners and necessitated extensive collaboration with diverse climate
modelling groups using many different climate models both in Europe and the US.

An information model models a process. For METAFOR this covers the whole
domain of climate modelling, from the descriptions of the experiments being under-
taken, the simulation being run to carry out these experiments, the software models
and tools used to implement the simulations and the data required by and generated
by the software. The CIM version 1.5 is used in conjunction with the data for the
next climate model inter-comparison (CMIP5) for the Intergovernmental Panel on
Climate Change (IPCC).

The CMIP5 experiments range from atmosphere-only multi-century simulations
to coupled multi-component models undertaking multi-decadal simulations to short
hindcast simulations. So the range of experiment and simulation types has been
challenging the scope of the METAFOR CIM. This CMIP5 Use Case was therefore
a major test of the CIM structure and the capacity of the CIM to accommodate this
diversity. The implementation of this Use Case has ensured that CIM version 1.5 is
flexible while also being consistent and robust.

1 W3C’s XML Schema language, also known as XSD (XML Schema Definition).
2 Resource Description Framework (RDF) is a family of World Wide Web Consortium (W3C)
specifications originally designed as a metadata data model.
3 http://metaforclimate.eu/trac/browser/CIM

http://metaforclimate.eu/trac/browser/CIM
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3.4.2 CMIP5 Questionnaire

The METAFOR project was charged by the WGCM4 via the CMIP panel to define
and collect model and experiment metadata for CMIP5 to be used for the next IPCC
assessment (due in 2013). To do this the METAFOR team designed, developed
and deployed a web-based questionnaire to collect information from the CMIP5
modelling groups on the details of the models used, how the simulations were carried
out, how the models conformed to the CMIP5 experiment requirements and what
hardware was used to perform the simulations. The aim of the questionnaire is to
document the CMIP5 climate models in sufficient detail so that the model run data
can be compared in a scientifically meaningful way. These climate model data will
be stored in the CMIP5 archives hosted at PCMDI, BADC and MPI-M, in archives
that are anticipated to be greater than 1 PB in size, so good metadata is crucial to
their effective use and operation.

The CMIP5 metadata questionnaire5 was launched in Nov 2010, and is now in
use by several of the CMIP5 modelling centres.

The operational deployment of the CMIP5 metadata questionnaire occurred after
intensive beta testing and interactions with climate scientists in charge of running
the CMIP5 simulations, including the set up of a comprehensive user support mech-
anism. The CMIP5 questionnaire provides an excellent test bed for the CIM tools
and services development, as it produces CIM instances, which can then be used to
populate a CIM archive. The tools written to display, query, difference and search the
CIM archive are now organised into pilot back end and front end services (e.g. por-
tals). This will form an important and a valuable user community resource for climate
scientists interested in the CMIP5 model data.

Help systems and documentation have been developed to support the users of the
questionnaire. A dedicated CMIP5 Questionnaire helpdesk service has been set up
and is contactable by emailing cmip5qhelp@stfc.ac.uk .

The questionnaire support team can communicate with each other outside of the
scope of the helpdesk using the email alias cmip5qteam@badc.nerc.ac.uk. A CMIP5
Questionnaire mailing list has also been set up6 which users join when they regis-
ter as questionnaire users. This mailing list gives all of the CMIP5 questionnaire
users a facility to communicate with one another and to share knowledge. The sup-
port team monitors traffic on this mailing list and creates helpdesk queries where
appropriate. It is also used to broadcast messages to users of the questionnaire about
training sessions, questionnaire downtime etc. The support team also run live online
demonstrations of the questionnaire on an arranged basis, and modelling teams are
encouraged to participate in these at a convenient time for them.

4 WCRP/CLIVAR Working Group on Coupled Modelling—http://www.clivar.org/organization/
wgcm/wgcm.php
5 http://q.cmip5.ceda.ac.uk
6 cmip5q@badc.nerc.ac.uk

http://www.clivar.org/organization/wgcm/wgcm.php
http://www.clivar.org/organization/wgcm/wgcm.php
http://q.cmip5.ceda.ac.uk
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3.4.3 CIM Web Portal

The CIM web portal is a web application designed to promote usage of the CIM
by a diverse user base. The portal assumes a level of familiarity with climate model
metadata running from expert to non-existent. It delivers content falling into several
functional categories: information, ontology, search, tools and ingest.

Ingest and search functions allow the portal to act as a conduit for the flow of
climate related meta-data. By registering CIM compliant metadata servers with the
portal a meta-data administrator can make metadata available to the community via
the portal’s search functions. An integrated CIM viewer tool provides an intuitive
means to navigate through metadata returned by searches.

The ontology and tools functions allow interested parties (e.g. software developers)
to access technical information regarding the CIM application schema and to per-
form actions such as validation against instance of CIM compliant documents. These
functions therefore are aimed at speeding up the process of adoption of the CIM as
a standard.

Information functions are aimed at the broad public. Besides high-level CIM
documentation, links are provided to CIM related publications, and use cases are
outlined indicating how different members of the community may leverage the CIM.

Technically the CIM web portal has been developed as a rich internet application
with a simple and intuitive user interface. It has been built upon solid software
development principles such as a layered architecture, separation of concerns, etc.
The portal became fully alive in early autumn 2011.

3.4.4 CIM Web Services

CIM web services serve the CIM user community in a somewhat less direct fashion
than the CIM web portal. The web services allow institutes to integrate CIM func-
tions and features into their own operational contexts. One such context may be an
institutional web portal that wishes to integrate CIM search into their portal. Another
such context may be a command line tool that validates against the CIM validation
web service.

Essentially functions and features that are found within the CIM web portal are
exposed as web service operations. Such operations can be invoked by an array of
consumers as outlined in the above examples, indeed the CIM web portal is itself a
consumer of CIM web services. The software design paradigm underlying such an
approach whereby functional units are exposed as web services is service orientated
architecture (SOA)—a key tenet of modern software systems.

The available CIM web services are repository, search and validation. The
repository service allows a consumer to upload, update, retrieve and delete CIM
instances. The search service supports the retrieval of CIM instances by various
facets. The validation service returns validation reports run against uploaded CIM
instances. Collectively the web services allow a CIM eco-system to evolve external
to the CIM portal.
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3.4.5 CIM Tools

A set of tools to manipulate and work with the CIM has also been developed. Such
tools are typically invoked from the command line although they themselves often
consume functionality provided by the CIM web services. The tools at present support
validation, search and ingestion. The validation and search tools simply hook into the
corresponding web services. The ingestion tools parse metadata servers, e.g. a CMIP5
questionnaire atom feed or a Thematic Realtime Environmental Distributed Data
Services (THREDDS) catalog, and upload ingested instances to the CIM repository
via the CIM repository web service.

The CIM has also been developed so as to be usable as input information for other
tools used in the climate community, such as the OASIS coupler or the Bespoke
Framework Generator (BFG, see Ford and Riley 2012). The former tool is a climate
model coupler that can use the CIM as configuration information for the coupling
exchanges it manages (source, target, coupling frequency, transformation, etc.). The
latter tool generates framework code to wrap around existing climate models by
using the CIM to describe those models, how they couple, and how they should be
deployed.

3.5 Users

The Common Information Model (CIM) is primarily aimed at climate modellers, as
these are the users who are most likely to take advantage of the CIM to document the
results of their model runs. However, tools built using the CIM structure to discover
and interrogate CIM instances will allow a far wider range of user to access the climate
model metadata and data. These users would include local and national governments
and policy makers, and academics working in the impacts and adaptation areas of
climate change science.

A wide range of commercial organisations are also becoming interested in climate
change issues. Increasingly, these private sector companies need access to primary
climate model data to inform decision makers in their own domain or that of their
clients. The improved access to the climate data repositories hence represents a clear
economic opportunity for Europe. This requires that the specific needs of these key
stakeholders be taken into account when exposing climate data resources to a wide
audience. The METAFOR project has done this by taking into account that users of
the CIM portals and services may range from climate modelling experts to members
of the general public.
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3.6 Future Plans

Even though the final CIM (for the METAFOR project) has been delivered and is
being used within international modelling projects such as CMIP5, it is essential
to realise that further work is required. The CONCIM will be brought more in line
with existing ISO standards to allow the APPCIM to be realised through existing
serialisation approaches rather than the current independent tool that uses XSL trans-
formations into an XSD. Other work is planned to continue to support the use of the
CIM in CMIP5 as the CMIP5 exercise continues and to support CMIP5 scientists
producing CIM instances and the exploitation of these CIM instances in different
portals.

Ensuring the uptake and longevity of the CIM is a key aim of the project; hence
work will continue to facilitate the use of the CIM for exploitation by other commu-
nities and within other currently funded projects, for example IS-ENES . Governance
structures are currently being put in place to ensure the longevity and future devel-
opment of the CIM and controlled vocabularies, as these are METAFOR project
outputs of great value to the scientific community.

Reference
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Chapter 4
The European PRISM Network

Sophie Valcke and Eric Guilyardi

4.1 General Overview

The increasing complexity of Earth system models and the computing facilities
needed to run them put a heavy technical burden on the research teams active in
climate modelling. To ease this burden, the Partnership for Research Infrastructures in
Earth System Modelling1 (PRISM) was initiated by the European Network for Earth
System Modelling2 (ENES) in 2001 as a European Union Framework Programme 5
(EU FP5) project. The PRISM concept was to organize a network of experts in
order to share the development, maintenance and support of Earth system modelling
software tools and community standards. It was envisioned that the use of specific
common standards and tools would reduce the technical development efforts of
individual research teams, facilitate the assembling, running, and post-processing
of Earth system models, and hence facilitate scientific collaboration between the
different research groups in Europe and elsewhere.

4.2 Rationale and History

PRISM was initiated as a European project under the Framework Programme 5
funded for 4.8 MEuros in 2001–2004. The PRISM concept, originally a Euroclivar
recommendation, was to enhance what Earth system modellers had in common

1 http://prism.enes.org
2 http://www.enes.org
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(compilers, message passing libraries, algebra libraries, etc.) and to share the devel-
opment, maintenance and support of a wider set of Earth System Modelling (ESM)
software tools and standards. The main objective behind the concept was to reduce
the technical development efforts of individual research teams, facilitate the assem-
bling, running, monitoring, and post-processing of ESMs based on state-of-the-art
component models developed at the different climate research centres in Europe and
elsewhere, and thereby promote the scientific diversity of the climate modelling com-
munity. As demonstrated within the Ocean Atmosphere Sea Ice Soil (OASIS) user
community (see below), sharing software tools also provides a powerful incentive
for increased scientific collaboration. Furthermore it stimulates computer manufac-
turers to contribute towards increasing the tool portability and the optimisation of
next generation of platforms for ESM needs.

The extensive use of the OASIS coupler illustrates the benefits of a successful
shared software infrastructure. In 1991, the Centre Européen de Recherche et For-
mation Avancée en Calcul Scientifique (CERFACS) decided to develop a software
for coupling different geophysical component models developed independently by
different research groups. The OASIS development team strongly focussed on effi-
cient user support and on the constant integration of the developments fed back by
the users. This strong interaction has resulted in a constantly growing community.
OASIS now capitalises on about 40 person-years (py) of mutual developments and
fulfils the coupling needs of about 35 climate research groups around the world. The
effort invested therefore represents, on a first order, 40 py/35 groups = 1,1 py/group,
which is certainly much less than the effort that would have been required by each
group to develop its own coupler. PRISM represented the first major collective effort,
at the European level, to develop ESM supporting software in a shared and coherent
way. This effort has been recognised by the Joint Scientific Committee (JSC) and
the Modelling Panel of the World Climate Research Programme (WCRP) that has
endorsed it as a “key European infrastructure project”.

4.3 Partnerships and Organization

Over the 2005-2009 period, support and maintenance of PRISM products was
ensured through multi-institute funding from 16 key European institutions and com-
puter manufacturers contributing to the so-called PRISM Support Initiative. The
seven main partners of the PRISM Support Initiative were : CERFACS (France), NEC
Laboratories Europe - IT Research Division (NLE-IT, Germany), Centre National
de la Recherche Scientifique (CNRS, France), Gruppe Modelle & Daten from the
Max-Planck-Institut für Meteorologie (MPI-M M&D, Germany), European Centre
for Medium-Range Weather Forecasts (ECMWF), National Centre for Atmospheric
Science from the University of Reading (NCAS, UK) and the Met Office (UK).

PRISM was overseen by the PRISM Steering Board (one member per partner)
that reviewed work plans proposed by the PRISM Core Group composed of PRISM
coordinator(s), the leaders of the PRISM Areas of Expertise (see sect. 4.4), and the
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chair of the PRISM User Group. The PRISM User Group was composed of all climate
modelling groups using the PRISM software tools.

The PRISM Support Initiative successfully set up two European funded projects,
METAFOR (see Chap. 3) and IS-ENES (see Chap. 2), in which most of the PRISM
activity is occurring today.

4.4 Overview of Results

The PRISM Support Initiative was organised around five areas of expertise that
addressed metadata, code coupling, integration and modelling environments, data
processing and management, and computing issues.

Each of the five PRISM areas of expertise (PAEs) had the following remits:

• Promote and, if needed, develop software tools for Earth System Modelling.
A PRISM tool must be portable, usable independently and interoperable with
the other PRISM tools, and freely available for research. There should be docu-
mented interest from the community to use the tool and the tool developers must
be ready to provide user support;

• Encourage and organise a related network of experts, including technology watch;
• Promote and participate in the definition of community standards where needed;
• Coordinate with other PRISM areas of expertise and related international activities.

The scope of the PAE “Code coupling and I/O” was to develop, maintain, and
support the OASIS couplers and also to keep strong relations with groups developing
different technical approaches for code coupling, for example PALM (Buis et al.
2006), Earth System Modeling Framework (ESMF) (see Chap. 5), and BFG (see
Chap. 7 in Volume 3 of this series). In IS-ENES, these tasks are currently ensured
within workpackage “Earth System Models, Tools and Environments : Development
and Integration”.

The PAE “Integration and modelling environments” targeted source version
control for software and model development, code extraction and compilation, (cou-
pled) model run configuration, job running, and integration with archive systems.
This PAE therefore had interest in tools like the UK Met Office Flexible Configura-
tion Management Software (FCM) also used at IPSL, the Standard Compiling and
Running Environments developed at MPI-M&D (SCE and SRE), and the ECMWF
job management and flow control tool Supervisor Monitor Scheduler (SMS).

The overall objective of the PAE “Data processing, visualisation and management”
was the development of standards and infrastructure for data processing, (possibly
geographically distributed) archiving and exchange in Earth system research. For
data processing, the main interest was in the Climate Data Operator (CDO) process-
ing tool developed at MPI-M. Distributed databases and archiving is the main focus
of IS-ENES workpackages 5 and 10.

Metadata has in the last few years become a key component of new schemas
and ideas to promote the interchangeability of Earth system models or modelling

http://dx.doi.org/10.1007/978-3-642-36597-3_3
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http://dx.doi.org/10.1007/978-3-642-36597-3_7
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components as well as data. The “Metadata” PAE provided a forum to discuss,
coordinate or interact with national and international efforts addressing metadata
issues, such as the NCAS-Climate Numerical Model Metadata (NMM), the Earth
System Curator in the US, or the Network Common Data Form (NetCDF) Climate
and Forecast (CF) convention. The activity of this PAE has now been integrated in
the METAFOR project.

While computer vendors have to be kept informed about requirements emerging
from the climate modelling community, the climate modellers need to be kept
informed about the evolution of computing platforms. PRISM played an active role
in this by forming a new PAE “Computing” devoted to supercomputing technology
trends. Technical topics include file IO, algorithmic development, and portable soft-
ware for parallel and vector systems. These activities are currently driven by the
IS-ENES “HPC Task Force”.

4.5 Users

The strength and success of PRISM was to set-up a network allowing Earth system
model developers to share their technical expertise and experiences. The different
partners (see Sect. 4.3) and the whole ENES community naturally participated in
setting up this network, which is currently being strengthened further under the
IS-ENES umbrella.

As detailed above PRISM also promoted the use of common standard tools, in
particular the OASIS coupler used by approximately 35 climate modelling groups
around the world, and the CDO processing tool having users world-wide. This cor-
responds directly to one of the main tasks of IS-ENES workpackage “Strengthening
the European Network on Earth System Modelling”.

4.6 Conclusions

The benefit of the PRISM Support Initiative was to allow “best of breed” software
tools to emerge naturally. In the areas where unique standards have to be pre-defined,
for example for metadata definition, the key role of PRISM was to provide the Euro-
pean entry point for international coordination within the World Climate Research
Programme (WCRP).

The PRISM network was naturally well placed to ensure sustainability of the
developments made in specific projects and to seek additional funding to support
more networking activities and technical developments. The effectiveness of the role
played by PRISM in this activity contributed in a significant way to the successful
funding of the METAFOR (see Chap. 3) and IS-ENES (see Chap. 2) projects.

The objective of IS-ENES and its recently funded follow-on project IS-ENES2
is to establish a comprehensive e-infrastructure providing an easy-to-use and cen-
tralized access to the different resources needed for Earth System modelling. This

http://dx.doi.org/10.1007/978-3-642-36597-3_4
http://dx.doi.org/10.1007/978-3-642-36597-3_3
http://dx.doi.org/10.1007/978-3-642-36597-3_2
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e-infrastructure and its three main dimensions, namely the European ESMs and their
associated software tools, high-performance computing and ESM data archives,
now naturally replace PRISM as the driving force towards developing a common
infrastructure for climate modelling in Europe.

IS-ENES2 will build on the achievements of PRISM, METAFOR and IS-ENES to
strengthen the network of technical expertise on European ESMs and the development
and sharing of standards and tools across different European climate modelling
organisations.
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Chapter 5
The Earth System Modeling Framework

Cecelia DeLuca and V. Balaji

5.1 General Overview

The Earth System Modeling Framework (ESMF)1 is open source software for
building climate and weather related modeling components, and coupling them
together to form applications. ESMF was motivated by the desire to exchange model-
ing components amongst modelling centres and to reduce costs and effort by sharing
codes.

The ESMF package is comprised of a superstructure of coupling tools and
component wrappers with standard interfaces, and an infrastructure of utilities for
common functions, including calendar management, message logging, grid trans-
formations, and data communications. The project is distinguished by its strong
emphasis on community governance and distributed development, and by a diverse
customer base that includes modeling groups from universities, major U.S. research
centres, the National Weather Service, the Department of Defense, and the National
Aeronautics and Space Administration (NASA). The ESMF development team is
centered at the National Center for Atmospheric Research (NCAR).

5.2 Rationale and History

The ESMF collaboration had its roots in the Common Modeling Infrastructure
Working Group (CMIWG), an unfunded, grass-roots effort to explore ways of
enhancing collaborative Earth system model development. The CMIWG attracted

1 http://www.esmf.ucar.edu
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broad participation from U.S. weather and climate modeling groups at research
and operational centers. In a series of meetings held from 1998 to 2000, CMIWG
members established general requirements and a preliminary design for a common
software framework.

In September 2000, the NASA Earth Science Technology Office (ESTO) released
a solicitation that called for the creation of an “Earth System Modeling Framework.”
A critical mass of CMIWG participants agreed to develop a coordinated response,
based on their strawman framework design, and submitted three linked proposals. The
first focused on development of the core ESMF software, the second on deployment
of Earth science modelling applications, and the third on deployment of ESMF data
assimilation applications. All three proposals were funded, at a collective level of
9.8M over a three year period. As the ESMF project gained momentum, it replaced
the CMIWG as the focal point for developing community modeling infrastructure in
the U.S.

During the period of NASA funding, the ESMF team developed a prototype of
the framework and used it in a number of experiments that demonstrated coupling of
modeling components from different institutions. ESMF was also used as the basis
for the construction of a new model, the Goddard Earth Observing System Model,
Version 5 (GEOS-5) atmospheric general circulation model at NASA Goddard.

As the end of the first funding cycle neared, collaborators developed a Project
Plan that defined an expanded ESMF organization with multi-agency governance
and sponsorship. New five-year grants came from NASA, through the Modeling
Analysis and Prediction (MAP) program for Climate Variability and Change, and
from the Department of Defense Battlespace Environments Institute. The National
Science Foundation (NSF) funded part of the development team through NCAR core
funds, and the National Oceanic and Atmospheric Administration (NOAA) provided
funding to support operational community requirements. Many smaller ESMF-based
application adoption projects were funded in domains as diverse as space weather
and sediment transport. During this second project phase, the central data structures
in ESMF were completely rewritten to improve flexibility and extensibility.

In 2008, ESMF was chosen as the technical basis for the National Unified
Operational Prediction Capability (NUOPC), a consortium of U.S. operational
weather and climate centers that aims to deliver an ESMF-based, managed, multi-
model ensemble in the 2015 time frame. The emergence of this large-scale national
project marks the beginning of the framework’s third phase.

5.3 Partnerships and Organization

ESMF governance must be inclusive and responsive to address the needs of its
diverse users and sponsors. Core project values include openness of information and
development processes.

The ESMF organization is comprised of a Working Project and an Execu-
tive Management. The Working Project is defined as the team of customers and



5.3 Partnerships and Organization 27

developers who collaborate day-to-day to build the ESMF product. The Working
Project consists of three parts:

• A line-managed Core Team responsible for building the ESMF software, including
unit and system testing, maintenance, support, and oversight of a web-based
collaboration environment;

• A group of active users called the Joint Specification Team (JST) that interacts
frequently with the Core Team and broader community, providing requirements
and feedback;

• A Change Review Board that integrates and prioritizes the requirements from
multiple users and sponsors.

The Working Project is funded, guided, and evaluated by its Executive Manage-
ment which is comprised of several bodies. These are:

• An Executive Board charged with scientific and technical leadership;
• An Advisory Board that reports to and guides the Executive Board;
• An Interagency Working Group that coordinates among sponsors.

Both the Working Project and Executive Management interact with the Earth
system modeling and related communities, including the computer science commu-
nity, the software engineering community, standards bodies, and vendors.

This organization enables the ESMF project to coordinate across milestones,
missions, and agencies. Coordination across the ESMF must be addressed by the
entire project structure, so that sponsors can coordinate with other sponsors, well-
informed users prioritize development tasks, and technical staff and users can com-
municate with their peers.

5.4 Technical Strategy

ESMF is based on principles of component-based software engineering. The com-
ponents within an ESMF software application usually represent large-scale physical
domains such as the atmosphere, ocean, cryosphere, or land surface. Some models
also represent specific processes (e.g. ocean biogeochemistry, the impact of solar
radiation on the atmosphere) as components. In ESMF, components can create and
drive other components so that an ocean biogeochemistry component can be part of
a larger ocean component.

ESMF offers two kinds of components: a Gridded Component (GridComp), which
is associated with a physical domain, and a Coupler Component (CplComp), for
transforming and transferring data between GridComps. ESMF components exchange
information with other components only through a State object. A State contains data
types representing fields, arrays, or other States. Each Gridded Component is asso-
ciated with an import State, containing the data required for it to run, and an export
State, containing the data it produces.
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In order to adopt ESMF, modellers must decide on how to organize their code as a
set of GridComps and CplComps, then split these components into standard ESMF
methods (initialise, run, and finalize, each of which may have multiple phases). The
next step is to wrap native model data structures with ESMF data structures. This can
be done either in index space, using a very general ESMF Array class, or in physical
space, in which case model grids must be expressed using the ESMF Grid class.
If Grids are used, ESMF can generate the interpolation weights needed for regridding
between components.

ESMF enables components to run sequentially, concurrently, or in a mixed mode.
Applications usually run with all components linked into a single executable program,
but there is also support for running separate components as multiple executables.
ESMF is written mainly in C++, and has Fortran and C interface bindings.

5.5 Overview of Results

Since its inception in 2002, the ESMF effort has steadily grown, attracting new
users, new offshoots, and new sponsors. Its success can be measured by the increas-
ingly robust and fully-featured software that it has delivered, by the growing pool
of ESMF components and applications in the community, and by the emergence of
new partnerships facilitated by this shared infrastructure.

The most recent release of ESMF, v3.1.1, offers high-level representation and
manipulation of observational data streams, unstructured meshes, and logically rec-
tangular grids. Bilinear and higher order interpolation methods are available. The
software is supported on more than 30 platform/compiler combinations, and has
Fortran and C language bindings.

There are currently about 70 ESMF components and applications in the commu-
nity. The three largest ESMF systems are the GEOS-5 model at NASA Goddard
Space Flight Center, which is structured as a deeply nested component hierarchy;
the whole Earth system developed by the Battlespace Environments Institute, which
combines coastal, watershed, ocean, atmosphere, and space weather components into
multiple models; and the new numerical weather prediction system at the National
Centers for Environmental Prediction, which will be a key part of a next-generation
operational multi-model ensemble. These activities have been deeply integrative,
bringing to bear the resources of multiple organizations on problems too large for
any one of them to address alone.
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5.6 Future Plans

In the future, ESMF will continue to improve and extend its functionality, improve
training materials, and expand and support its customer base.

The project is also evolving to address new concerns. ESMF initially focused on
coupling components intended to run on the same computer, with performance as
the foremost concern. In response to changing science requirements and technical
trends, future plans focus on leveraging the interface and metadata standardisation
implicit in ESMF adoption in order to enable ESMF components to operate in more
heterogeneous environments. One aspect of this is linking ESMF components to web-
based coupling technologies. Another is introducing ESMF components and models
into “science gateways” that catalog and integrate diverse, distributed resources.

The integration of modeling with data services is a key part of this vision. The
NSF-funded Earth System Curator project, funded in 2005, paired ESMF leads from
NCAR and the NOAA Geophysical Fluid Dynamics Laboratory with leads from the
Earth System Grid (ESG) data distribution portal, the Georgia Institute of Technol-
ogy, and the Massachusetts Institute of Technology. Working with the U.K. Numeri-
cal Model Metadata (NMM) project, the Curator group is creating a prototype portal
based on the ESG and NMM schematas that links information about models, model
components, specific simulations, and output datasets. The portal will be used for
model intercomparison projects in the climate domain. The extension of this work to
support the next Intergovernmental Panel on Climate Change assessment, in coordi-
nation with the European Union METAFOR project, is the current focus of follow-on
activity for the ESMF team.



Chapter 6
The Grid ENabled Integrated Earth System
Modelling (GENIE) Framework

Tim Lenton

The Grid ENabled Integrated Earth system modelling (GENIE) framework is
designed: (i) to flexibly couple models of Earth system components (including; ocean,
atmosphere, land surface, sea-ice, marine biogeochemistry, terrestrial biogeochem-
istry, ice sheets), such that they can be readily interchanged at compilation time,
(ii) to tune and execute the resulting Earth system models on a wide variety of plat-
forms including across the Grid, and (iii) to archive, query, and retrieve the results.

To date, the emphasis of GENIE has been on computationally efficient models
that allow users: (a) to study the full time span of the ice core paleo-climate record
(approaching 1 Myr), (b) to make long term future projections, and (c) to conduct
extensive searches of model parameter space, undertake comprehensive sensitivity
studies, and make probabilistic projections.

The scientific component models (the modules) currently include: (1) Ocean: the
Global Ocean Linear Drag Salt & Temperature Equation Integrator (GOLDSTEIN),
which is a 3-D frictional geostrophic model with linear drag, (2) Atmosphere: either
(a) a 2-D single-layer Energy and Moisture Balance Model (EMBM), or (b) the
Reading Intermediate General Circulation Model (IGCM3.1) which is a 3-D spectral
primitive equation model, (3) Sea-ice: either (a) dynamic (free-drift) or (b) thermo-
dynamic slab, (4) Land surface and carbon cycle: either (a) the Efficient Numerical
Terrestrial Scheme (ENTS), (b) the IGCM land scheme, or (c) MOSES-TRIFFID,
(5) Marine biogeochemistry: BIOGEM, (6) Marine sediments: SEDGEM, (7) Rock
weathering: ROKGEM, (8) Ice sheets: GLIMMER. See Lenton et al. (2007) and
references therein for more details of most of these.
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6.1 Rationale and History

Building the scientific components of an Earth system model requires the work of
many people, and the same is true of the overarching software framework. The success
(or otherwise) of GENIE relies on a tight-knit core community where the contributors
depend on one another. The scientific group began to form around the year 2000 out
of the NERC Earth System Modelling Initiative (NESMI), thanks to the leadership
of John G. Shepherd. Following some unsuccessful attempts to get funding, the
UK e-Science programme provided an ideal opportunity. The scientific group soon
realised the benefits of working with computational scientists to achieve our aims to
produce flexible, modular, scaleable models. Simon J. Cox and Stephen Newhouse
showed how generic software could be used for state-of-the-art model tuning, and
how the Grid offered the opportunity for high throughput of simulations through
the efficient use of shared resources. Thus, the first phase of the GENIE project
(2003–2006) was born, under the leadership of Paul J. Valdes. The initial work
focused on the construction and coupling of Earth system model components, as
well as experimenting with the potential of the Grid for large ensemble simulations,
e.g. Marsh et al. (2004). The second phase of the project (2006–2008), known as
GENIEfy (developing a Grid ENabled Integrated Earth system modelling f ramework
for the community) and led by Timothy M. Lenton, has been more outward looking
in linking our software framework to others, including PRISM, the Tyndall Centre
Community Integrated Assessment System (CIAS, see Chap. 8 in Vol. 5 of this
series), and developing the Bespoke Framework Generator (BFG2, see Chap. 7 in
Vol. 3 of this series).

6.2 Partnership and Organization

The partnership involves members of the Universities of East Anglia (School
of Environmental Sciences), Bristol (Department of Geography), Southampton
(Schools of Ocean and Earth Sciences, Engineering Sciences), Reading (Department
of Meteorology), Manchester (Centre for Novel Computing), the Open University
(Earth Sciences), and Imperial College (Computing). It has also involved members
of institutes including the NERC Centre for Ecology and Hydrology (Edinburgh and
Wallingford), the National Oceanography Centre (Southampton), and the Hadley
Centre for Climate Prediction and Research. There are (or have been) international
project partners at the Frontier Research Centre for Global Change (Japan), Univer-
sity of Bern (Switzerland), and University of British Columbia, Vancouver (Canada).
With such a distributed group, organization has been aided by quarterly project meet-
ings, including regular use of Access Grid facilities, an active email list, website,1

and a wiki.2

1 http://www.genie.ac.uk
2 http://source.ggy.bris.ac.uk/wiki/GENIE

http://dx.doi.org/10.1007/978-3-642-36597-3_8
http://dx.doi.org/10.1007/978-3-642-36597-3_7
http://www.genie.ac.uk
http://source.ggy.bris.ac.uk/wiki/GENIE
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6.3 Overview of Results

6.3.1 Version Control, Build and Test

Several software development tools and approaches have been key to making the
overall framework development effort coordinated and efficient. A single, central
source code repository is used, maintained using a version control system — the
open-source Subversion (SVN). In line with good software engineering practice, a
policy of frequently testing the source code during development has been adopted.
Tests are performed for water conservation, restarts, and the integrity of model runs
relative to a suite of standard simulations. To make testing as easy as possible,
an integrated build and test system has been created that is stored alongside the
source code in the repository. This is particularly challenging for models which
embody sensitivity to initial conditions and are developed by researchers working
with different compilers and hardware architectures. It is worthwhile because it
facilitates rigorous quality control.

6.3.2 Model Coupling and Configuration

At present the default approach to coupling component models uses a master
Fortran routine (genie.F) with the model configuration options specified in Extensible
Markup Language (XML) files. Two additional software approaches to flexible
model coupling have also been developed or experimented with; BFG2 and PRISM.
Achieving full modularity poses considerable scientific and technical challenges
— for example in reconciling the different time-stepping and flux-exchanges of
atmosphere, ocean and sea-ice routines that are present in the parent models that are
being modularised. This represents ongoing work and the list of possible combina-
tions is growing. The greatest number of combinations are available in the default
(genie.F) approach, whereas only a limited number of configurations have thus far
been coupled using BFG2 or PRISM approaches.

genie.F

The master Fortran routine explicitly specifies (i) the order in which component
models are called; (ii) the timestepping and relative frequency of the calls; (iii) calls
to any required interpolation routines; (iv) a sequential (rather than parallel) execu-
tion of model routines; and (v) the respective grid resolutions (through preprocessor
statements). BFG2 and PRISM can be used to introduce more flexibility and stan-
dardization in (i) through to (iv). Steps to simplify (v) are also underway through the
use of run-time, rather than compile-time options by the component models.
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BFG2

The Bespoke Framework Generator (BFG) software is described in more detail
in Volume 3 of this series. BFG2 was developed to demonstrate a more flexible
approach to creating configurations of existing GENIE models and to ease the inte-
gration of new models and permit experimentation with alternative model orderings
and connectivity. A further aim was to allow the execution of GENIE components
either in the form of a single executable running on a single processor, as originally
supported by the GENIE framework, or in a distributed computing environment.
BFG2 supports a flexible allocation of models to executables and the selection of
one of a number of technologies to exchange coupling data between models, for
example, ‘shared memory’ or MPI or the PRISM coupler, OASIS4 (see below).

The BFG2 approach replaces the original GENIE main code, in which run-time
switches are used to select a configuration of models and an inflexible model execu-
tion order is prescribed. BFG2 generates a bespoke main code from a metadata-level
description of a specified model configuration and model ordering. Changing meta-
data and re-running BFG2 is much more efficient and less error prone than re-writing
code directly.

BFG2 provides flexibility in the composition and deployment of coupled models,
without requiring modification to the GENIE component models themselves (where
the models are viewed as being encapsulated in FORTRAN subroutines). It does this
without loss of performance or the introduction of changes to results when compared
with the same configuration under the original GENIE framework (i.e. when executed
as a single executable; Ford et al. 2007; Armstrong et al. 2009).

Finally, BFG has supported the integration of GENIE with the Community
Integrated Assessment System (CIAS). CIAS was originally developed to use BFG1
(Warren et al. 2008) which supported only a direct, point-to-point, description of
couplings between models. In the GENIE project, BFG was further extended to sup-
port the coupling of models such as those in CIAS, described in the style of BFG1,
with GENIE models described in the more flexible style of BFG2.

PRISM

PRISM has been described in Chap. 4. As part of the GENIEfy project, the PRISM
coupler OASIS4 (Redler et al. 2010) was used to carry out interpolation between
atmosphere, ocean and sea-ice grids in place of the default GENIE interpolation rou-
tine. This was achieved by modifying BFG2 so that it could generate OASIS4 com-
munications code and input files. Functionality to read GENIE grid metadata from
XML files was also added to BFG2. OASIS4 bilinear, bicubic and nearest neighbour
interpolation algorithms were tested, and the flexibility of BFG2 was used to gen-
erate multi-executable and single-executable deployments of GENIE. As expected,
there was a time overhead to using an external coupler, although little difference was
found between interpolation algorithms. There are significant benefits, however, to
using OASIS4 combined with BFG2: well-defined regridding methods, including

http://dx.doi.org/10.1007/978-3-642-36597-3_4
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conservative regridding; deployment flexibility allowing GENIE to be run in differ-
ent ways (including deployments where component models run in parallel); and the
ability to add new OASIS4-compatible component models to GENIE in future.

Aladdin

Configuring and using GENIE has been considerably simplified with the development
of a graphical user interface (GUI) based on Matlab. This front-end, called ‘Aladdin’,
provides the user with a single window application to access currently available mod-
ules and the various compile time and run-time model configurations. Aladdin is
designed to aid the user in setting up large ensembles for model tuning and/or sensi-
tivity studies. It also implements some basic error-checking and automatic correction
routines.

6.3.3 Grid-Enabled Problem Solving Environment

The collaborative Grid-enabled Problem Solving Environment (PSE) used for
composing model studies, accessing distributed computing resources, archiving,
sharing and visualizing the results is built upon products of the first phase of the
UK e-Science core programme (Hey and Trefethen 2002), in particular the Geodise
project.3 These have been augmented by a set of generic toolboxes for the Matlab
and Jython environments (Eres et al. 2005), originally developed to provide solutions
for design search and optimisation in aerospace engineering.

Compute Toolbox

The Geodise Compute Toolbox provides intuitive high-level functions in the style of
the hosting problem solving environment to allow users to easily manage the execu-
tion of a compute job on Grid resource. Functions are provided for three key activities:

• Authentication: In the UK e-Science community users are issued with a X.509
certificate by a trusted Certificate Authority. The toolbox enables the user with
such a certificate to create a further time limited proxy certificate which effec-
tively provides a single sign-on to the UK Grid. All subsequent activity on Grid
resource is authorised based upon the local rights of the account belonging to the
certificate owner. Functionality is provided to instantiate, query and destroy proxy
certificates;

• File transfer: The GridFTP (Allcock et al. 2002) data movement service of the
Globus Toolkit (2.4) (Foster and Kesselman 1999) is exposed to the Matlab client

3 http://www.geodise.org

http://www.geodise.org
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as a set of high-level functions. Methods for transferring files to and from a
GridFTP enabled resource are provided;

• Job submission: The user is enabled to execute work on resource managed by
either the Globus Toolkit or Condor (Thain et al. 2005). By providing information
describing the compute task (executable, input files, environment variables) the
interface allows submission of jobs to the resource broker of the remote resource.
Functions are provided to monitor the status of the job handles returned after
submission and to kill those jobs if necessary.

Database Toolbox

The Geodise data management model allows local data (files, scripts, binaries,
workspace variables, logical data aggregations) to be archived in a shared central
repository and for rich descriptive metadata to be associated with that data. The data
can be archived to, queried in, and retrieved from the repository using functions in the
user’s problem solving environment (PSE). The interface to the database is exposed
using Web Services allowing users access to the repository from distributed locations
using standard web protocols. Files are stored on a GridFTP server hosted by the
UK National Grid Service.4 The Geodise Database Server has been augmented for
GENIE data by mapping an XML Schema into the database to restrict the permis-
sible metadata describing entities in the database. This significantly improves query
and retrieval performance in the underlying database. Both programmatic and GUI
interfaces are provided to the data repository allowing easy navigation of the data
and enabling the database to be an integral part of scripted workflows.

XML Toolbox

A key enabling technology for the management of models from the GENIE framework
is the Geodise XML toolbox. This provides a set of functions in the Matlab and Jython
environments which convert all common data types that appear in the respective PSEs
into a schema-guided XML text structure. It is a very popular toolbox for general data
conversion, not just for the specific GENIE application. The toolbox enables users
to load the GENIE XML configuration files into the PSE, manipulate the model data
(parameters, composition, boundary conditions, etc.) and parse the modified config-
uration back to XML for further processing. Each XML document output from the
PSE in this process completely describes a single simulation and can be archived as
metadata in the database and associated with data files generated by the execution
of the model. The database’s query interface provides the means to interrogate the
XML metadata in order to subsequently locate and retrieve data from a particular
simulation.

4 http://www.ngs.ac.uk/

http://www.ngs.ac.uk/
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OptionsMatlab

The GENIE client for Matlab also includes an interface to a third party design search
and optimisation package, OPTIONS (Keane 2003), that has been developed in
the Computational Engineering and Design Centre at the University of Southamp-
ton. This software provides a suite of sophisticated multidimensional optimisation
algorithms developed primarily for engineering design optimisation. The package
has been made available to Matlab via the OptionsMatlab interface and has been
exploited in conjunction with the Geodise Toolboxes to tune model parameters
(Price et al. 2007).

GENIE Toolbox

A higher level abstraction of the Geodise functionality has been developed to provide
intuitive management of time-stepping codes on the Grid. Scripted workflows wrap-
ping the Geodise functions have been written to provide a uniform interface for the
execution of GENIE Earth system models on local and distributed (Grid) comput-
ing resources, the latter using Globus (Foster and Kesselman 1999) and/or Condor
(Thain et al. 2005) software. The configuration and execution of a simulation is
enabled through a single function call which accepts as input data structures describ-
ing the model instance (parameter settings, input files, etc.), the local runtime envi-
ronment and the remote resource on which to execute the model. Further functionality
is provided to coordinate the execution of ensemble studies mediated by the database.
The toolbox methods enable users to expose models as tunable functions or include
the database as an integral part of a large ensemble study.

Workflow Methods

With the GENIE Toolbox users are able to carry out studies by orchestrating a set
of activities using a scripting approach. The project has developed a number of
re-usable scripted workflows on tasks including parametric sweeps, parameter esti-
mation and contribution to large collaborative ensemble studies. Scripted workflows
enacted in environments such as Matlab and Jython are satisfactory but there are
limitations to the nature of the workflows that can be expressed and the robustness
with which they can be executed. Microsoft Windows Workflow Foundation has
been applied to the GENIE framework to provide a complementary simulation man-
agement system capable of reliably managing long-running ensemble simulations
(Fairman et al. 2009).
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6.4 Users

The UK user base is now approaching 100 people, and there are around 20
international users. They range from PhD students to professors. An educational
version of GENIE has been developed by the Open University. GENIE is used in
teaching at a number of the partner UK universities.

6.5 Future Plans

With the end of the UK and NERC e-Science programmes efforts are currently under
way to seek funding to maintain the existing software and support the ongoing devel-
opments being made by the active user base. How the software will be maintained
in the long-term remains an open question. Work is ongoing to produce an open
source version of most of the GENIE software, with the support of the Open Mid-
dleware Infrastructure Institute (OMII). This is beginning with the creation of an
improved, open source version of the Aladdin GUI so that GENIE can be freely used
for educational purposes.
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Chapter 7
K-1(Kyosei) Project

Akimasa Sumi

7.1 General Overview

High-resolution coupled atmosphere-ocean models are necessary in order to obtain
reliable information about the influence and impact of global warming. A high-
end computing infrastructure is indispensable to run such models and from 1998
to 2002 the Earth Simulator with a computational speed of 40 TFLOPS was devel-
oped in Japan. Subsequently, a model development project known as “Kyosei”, which
means “co-existence” between human beings and the Earth environment in Japanese,
was started in 2002 to develop models suitable to run on the Earth Simulator. The
aim of the first Kyosei project (denoted as K-1) was to develop a high-resolution
coupled atmosphere ocean model, and included researchers from the Center of Cli-
mate System Research (CCSR), National Institute for Environmental Studies (NIES)
and Japan Agency for Marine-Earth Science and Technology (JAMSTEC). A brief
summary of the project is provided in the following sections.

7.2 Rationale and History

Following wide-ranging discussions in 1998 concerning future supercomputing
architectures, a vector-parallel architecture with a large grain was selected as it had
advantages for handling fluid dynamical equations. Thus, the Earth Simulator was
developed and was used for weather and climate simulations. It consisted of 640
nodes, which utilize 8 processors per node. Each processor speed was 8GFLOPS,
giving a total performance of 40 TFLOPS (640 × 8 × 8). A model development

A. Sumi
Integrated Research System for Sustainability Science, Transdisciplinary Initiative for Global
Sustainability (TIGS), Atmosphere and Ocean Research Institute (AORI), The University of
Tokyo, Tokyo, Japan
e-mail: sumi@ccsr.u-tokyo.ac.jp

K. Puri et al., Earth System Modelling – Volume 1, SpringerBriefs in Earth System 41
Sciences, DOI: 10.1007/978-3-642-36597-3_7, © The Author(s) 2013



42 7 K-1(Kyosei) Project

project was started at the same time to create an advanced climate model suitable
for this newly developed computing architecture. A two-track approach was adopted
consisting of fast and slow tracks. In the fast track, a climate model was developed as
an extension of the exisiting architecture and comprised of (1) a hydrostatic approxi-
mation, (2) a global spectral method, and (3) a grid-point ocean model. In this track,
the results were expected to be obtained within 1–2 years of the completion of the
Earth simulator. This initial development was followed by the development of a high
resolution atmosphere-ocean coupled model. The model is known as the Model for
Interdisciplinary Research On Climate (MIROC, Hasumi and Emori 2004), and the
results from the model have appeared in IPCC AR4 and scientific journals (Solomon
et al 2007; Sumi 2008). In the slow track approach, the aim was to develop a next-
generation global model. Key features of the new model included (1) non-hydrostatic
approximation and (2) icosahedral grid atmospheric model. This model is known as
the Nonhydrostatic ICosahedral Atmospheric Model (NICAM, Satoh et al (2008)
). NICAM has now become a “cloud-permitting atmospheric general circulation
model” and is utilized for various research topics. For example, Madden-Julian oscil-
lation was successfully simulated ( Miura et al 2007) and a tendency of typhoon
activity in the global warming was investigated by Yamada et al (2010).

7.3 Partnership and Organization

The model development under the Kyosei programme encompassed seven projects.
The first Kyosei project (denoted as K-1) was to develop a high-resolution coupled
atmosphere-ocean model. The second and fourth projects were aimed at develop-
ing a carbon-cycle model and a 20 km Atmospheric General Circulation Model
respectively. Other projects were for carbon cycle, water-cycle water-resource man-
agement and data assimilation. The K-1 project involved researchers from CCSR,
NIES and JAMSTEC. The K-2 project was coordinated by JAMSTEC while the K-4
project was coordinated by the Meteorological Research Institute (MRI) of the Japan
Meteorological Agency (JMA).

7.4 Overview of Results

7.4.1 Programming Structure

Model development was conducted in order to use the Earth Simulator efficiently.
This required particular attention to both parallel and vector efficiency. The climate
model included a spectral atmospheric general circulation model (AGCM) and a grid
point ocean general circulation model (OGCM). A Multiple Program and Multiple
Data (MPMD) approach was used for coupling as the AGCM and OGCM used dif-
ferent horizontal resolutions. Thus different numbers of nodes were allocated to the
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AGCM and OGCM, to be run independently in each node. In order to minimise wait-
ing times for the exchange of data between the AGCM and OGCM, computational
load had to be balanced on each node. As a result 10 nodes were allocated to the
AGCM and 80 nodes (later, reduced to 76 nodes to save CPU time) to the OGCM.
All data had to be gathered on one node as the coupling between the AGCM and the
OGCM was conducted on one node. This process takes more computational time
than coupling on each node and will be addressed in the next version.

Domain decomposition is one of the key issues in parallel computing and a
one-dimensional decomposition was used in the AGCM with a 2-dimensional
decomposition in the OGCM. For transformation between grid-space and wave-
space in the AGCM, arrays had to be rearranged, to allow Fast Fourier Transforms
to be used in the zonal direction and Legendre transformation in the meridional
direction.

7.4.2 Scientific Results

The modelling system has delivered a number of interesting scientific results and
many of these were included in the IPCC AR4. The general features of the high-
resolution climate model are summarized by Sumi (2008) and some interesting results
are summarized such as:

• A strong interaction between Hawaiian island mountains, atmosphere and the
upper ocean was noted (Sakamoto et al 2004). A similar interaction is noted in the
Caribbean Sea and other coastal areas;

• The Kuroshio current around Japan was well reproduced for the first time (see
Fig.1 or Fig. 8.1; Solomon et al 2007; Sakamoto et al 2005);

• 20th century climate change was well reproduced and the contribution of human
activity is clearly shown (Nozawa et al 2005).

7.5 Users

Since its establishment by the University of Tokyo in 1991, CCSR has been the
center for atmospheric and oceanic modelling in the Japanese university community.
It has educated many Ph.D students, who have an interest in developing and using
advanced models of the atmosphere, ocean and climate.

The AGCM and OGCM developed at CCSR have been widely used in the
university community in Japan. Besides domestic collaboration, international col-
laboration was also pursued. For example, the radiation code in the CCSR/AGCM
was exported to Seoul National University (SNU), Korea in the early 90s, and it
was used in the SNU AGCM. Both CCSR and MIROC models participated in the
IPCC AR4. The MIROC data, which is included in the Coupled Model Intercom-
parison Project 3 (CMIP3) data archive, is being used by many researchers around
the world.
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7.6 Future Plans

The follow-up project to Kyosei, known as the “Kakushin” programme, commenced
in 2008 following the successful completion of the former project. In this project
model development has been continued with an emphasis on greater integration
with other disciplines. Thus, for example, integration of model development and
application to society is emphasized. Two target timescales have been introduced;
(1) long-term simulations, where simulations over 100–300 year are targeted and a
carbon-cycle will be developed, and (2) near-term prediction, where future predic-
tions out to 20–30 years are conducted. The K-1 project has been continued in the
Kakusin-2. The strategy of a family of models will be used involving a combination
of a high-resolution model and a medium-resolution model with the same physical
packages. Research results will be presented in IPCC AR5.

The current high resolution coupled model will be improved as follows:

• Horizontal resolution will be increased from T106 to T213 in the atmospheric
component;

• The same grid size (approximately 20km) will be used in the ocean component
but a tri-polar grid will be introduced;

• New physical processes will be implemented.

The current medium resolution model will also be improved as follows:

• Horizontal resolution will be increased from T42 to T85 in the AGCM;
• The same ocean component will be used;
• Physical processes will be the same as in the high-resolution model.

Besides this coupled model, a cloud-permitting NICAM (7 km or 3.5 km) will be
developed for seasonal prediction and down-scaling purposes.
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Chapter 8
CCSM

Mariana Vertenstein, Anthony Craig and Robert Jacob

8.1 General Overview

The Community Climate System Model (CCSM) development and coordination
is based at the National Center for Atmospheric Research (NCAR) in Boulder,
Colorado, USA. CCSM is a state-of-the-art global climate model consisting of four
fundamental physical components: an atmosphere model, an ocean model, a land
surface model, and a sea ice model. In addition, a coupler (or driver) is used to
exchange boundary data between the components and to coordinate the time evolu-
tion of the physical models. CCSM is used to understand the Earth’s global climate
system, to predict the effects of climate change, and to understand past climates. It is
developed as a high performance computing application but is used on a wide variety
of platforms.

8.2 Rationale and History

CCSM development began in the mid 1990s as the NCAR Climate System Model
(CSM). In 2000, community was added to the project name even though the
community was involved in development in the first few years. In 2010, the Com-
munity Climate System Model became the Community Earth System Model with
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the introduction of many new biogeochemistry capabilities and other features.
CCSM benefits from a long history of NCAR community-type model develop-
ment activities such as CCM (Hack et al. 1998), a coupled atmosphere model; PCM
(Washington et al. 2000), a massively parallel coupled climate model; and LSM
(Bonan 1998), a community land surface model.

Several versions of CCSM have been released over the history of the project.
Three versions of CCSM1 (Boville and Gent 1998) were released in 1996, 1998,
and 2000. CCSM2 (Kiehl and Gent 2004) was released in 2002, CCSM3 (Collins
et al. 2006a) was released in 2004, and CCSM4 was released in early 2010. The first
version of the Community Earth System Model (CESM1) which adds an additional
land-ice component and adds biogeochemistry capabilities was released in mid-2010.
The versions have evolved rapidly over the last decade with continual improvements
in both scientific fidelity as well as technical capability. CCSM1 ran only on high
performance CRAY shared memory vector platforms. With CCSM2, the Message
Passing Interface (MPI) was formally adopted and the system ran on a greater variety
of both high performance distributed and shared memory systems. CCSM3 improved
scalability and with the CCSM4 release, CCSM runs on an even greater variety of
platforms ranging from single processor laptop machines to “petaflop” machines at
100,000 processors or more.

Like many climate models, CCSM is not developed from scratch as a single
application but is instead a coupled application where each model component
(atmosphere, ocean, land, and sea ice) is a highly complex application developed
separately with its own coding style and datatypes. The CCSM fully active physical
components have evolved significantly over the history of the project. In CCSM4, the
active components are based on the Community Atmosphere Model (CAM; Collins
et al. 2006b), the Community Land Model (CLM; Bonan et al. 2002), the Parallel
Ocean Program (POP; Smith and Gent 2004), and the Los Alamos Sea Ice Model
(CICE; Hunke and Dukowicz 1997). Each of these models have been developed with
significant community involvement, and many components or component features
were developed primarily outside NCAR within the community.

The CCSM community has contributed significant scientific, technical, and
computational resources from outside NCAR to benefit the project. In return, the
CCSM project is able to provide the community with both a flexible and robust
publicly available climate model as well as results from a significant numbers of
experimental cases for analysis and comparison.

8.3 Partnerships and Organization

The CCSM project is sponsored by the National Science Foundation (NSF) and the
Department of Energy (DOE). CCSM is a community model and as a result has
partnerships with many collaborators. In particular, over the last several years, many
groups have contributed significantly to various aspects of scientific and technical
development as well as validation. These include groups from within the University
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community; the DOE national laboratories including Argonne (ANL), Los Alamos
(LANL), Lawrence Berkeley (LBNL), and Oak Ridge (ORNL) National Labora-
tory; NASA through partnerships with the Earth System Model Framework (ESMF)
Project; and others.

CCSM is organized at NCAR as a community project with control of the project
managed by a steering committee of about 15 people, half from NCAR and half
from outside NCAR. That committee has an overall head that is usually a scientist at
NCAR. CCSM also has an external advisory board that reviews progress and plans
and makes recommendations. The board consists of approximately 10 people, all
external to NCAR, and that board consists of both major sponsers of the project and
leaders in the field of climate research that are not active participants in CCSM.

The CCSM project is organized into about 12 working groups in areas such
as atmosphere, land, sea ice or ocean model development; climate change; biogeo-
chemistry; paleo-climate; or software engineering. Each group has two coordinators,
one from NCAR and one from the outside community, and the groups welcome
participation from anyone in the community.

8.4 Overview of Results

Over the past fifteen years CCSM has developed a coupling infrastructure that permits
coupling with minimum modification to individual component models and that has
largely been kept separate from the basic component model physics implementation.
Prior to CCSM4 and as documented in greater detail in Craig et al. (2005), the
model operated as a multiple executable system where all models ran concurrently
as separate binary executables on non-overlapping processor sets and there was no
concept of a top-level driver. The components started independently and sent and
received boundary data to and from the coupler at regular intervals via send and
receive methods called directly from within each component.

The coupler acted as a central hub coordinating data exchange, implicitly managing
lags and sequencing, and executing coupler operations such as mapping (interpola-
tion) and merging. The boundary data exchanges in CCSM3 were implemented
in a way that met the scientific requirements of the system while maximising the
amount of concurrency between components. This fully concurrent approach had
not fundamentally changed since the development of CCSM1 in the mid-1990s.

With CCSM4, a completely new approach has been taken with respect to the
high-level architecture and design of the system. The CCSM4 system is a sin-
gle executable system that provides new flexibility in running model components
sequentially, concurrently, or in a mixed sequential/concurrent mode. To achieve
this additional flexibility, a new driver has been introduced in the CCSM system.
The driver runs on all the processors of a model simulation and controls the time
sequencing, processor concurrency, and exchange of boundary data between com-
ponents. In particular, the driver calls all model components via common and stan-
dard interfaces and also directly calls coupler methods for mapping (interpolation),
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rearranging, merging, an atmosphere/ocean flux calculation, and diagnostics. In some
sense, the CCSM3 sequencing and hub attributes have been migrated to the driver
level while the coupler operations like mapping and merging are being done as if a
separate coupler component existed in CCSM4.

In CCSM4, all model components and the coupler methods can run on subsets of
all the processors. This permits the model system to have greatly increased flexibility
in setting up an appropriate component layout to optimise the performance of a model
simulation. CCSM4 supports an all concurrent layout. It also supports component
layouts where all components are running on the same processors sequentially, but
CCSM4 more typically runs optimally in a mixed sequential concurrent layout of
components where some components are running sequentially and others are running
concurrently. In CCSM4, the component processor layouts and MPI communicators
are derived from a run time input. The driver derives all MPI communicators at
initialisation and passes them to the component models for use. All CCSM4 com-
ponents are parallelised using MPI and many also support the use of OpenMP as an
additional level of parallelism.

As much as possible, the CCSM4 driver sequencing has been implemented to
maximise the potential amount of concurrency of work between different compo-
nents. Ideally, in a single coupling step, the forcing for all models would be computed
first, the models could then all run concurrently, and then the driver would advance.
However, scientific requirements in CCSM4 prevent this ideal implementation. In
order to resolve the diurnal cycle properly, the land, sea ice, and ocean albedo must
be computed for the next radiation timestep before the atmosphere model radiation is
updated. In addition, the lagging of the model state relative to the albedo computation
must be minimised due to stability considerations. In CCSM4, results are bit-for-bit
identical regardless of the component processor layout because the scientific lags are
fixed by the driver implementation and not the processor layout.

Depending on the resolution, hardware, run length and physics, a CCSM4 run
can take several hours to several months of wall time to complete. Runs are typically
decades or centuries long, and the model typically runs between 1 and 50 model years
per wall clock day. CCSM4 has exact restart capability and the model is typically
run in individual 1 year or multi-year chunks. CCSM4 has automatic resubmission
and automatic data archiving capability.

The Argonne National Laboratory (ANL) Model Coupling Toolkit (MCT, see
Volume 3, Chap. 3 of this series and Larson et al. 2005) was a critical piece of software
in the CCSM3 coupler. In the updated CCSM4 driver, the MCT attribute_vector,
global_segmap, and general_grid datatypes have been adopted at the highest levels of
the driver, and they are used directly in the standard component interfaces. In addition,
MCT is used for all data rearranging and mapping (interpolation). The clock used by
CCSM4 at the driver level is based on an Earth System Model Framework (ESMF)
specification (Hill et al. 2004). Mapping weights are still generated external to the
model using the SCRIP (Jones 1998) package. They are read into CCSM4 using a
custom built subroutine that reads and distributes the mapping weights in reasonably
small chunks to minimise the memory footprint. Development of the CCSM4 driver
not only relies on MCT, but colleagues at ANL contributed significantly to the design

http://dx.doi.org/10.1007/978-3-642-36597-3_3
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and implementation. Development of both the CCSM3 and CCSM4 couplers has
resulted from a particularly strong and close collaboration between NCAR and ANL.

The current CCSM4 component model interfaces are based upon the ESMF stan-
dard. Each component provides an init, run, and finalize method with well defined
arguments. The CCSM4 interface arguments currently consist of Fortran and MCT
datatypes, but alternative ESMF component compliant interfaces are also available.
The coupling fields are passed through the interfaces in the init, run, and finalize
phases. The driver acquires all information about resolution, configurations, and
processor layout at run-time from either namelist input or communication with
components.

CCSM4 has targeted much higher resolutions than any previous CCSM coupled
model. Efforts have been made to reduce the memory footprint and improve scaling
in all components with a target of being able to run the fully coupled system at one
tenth degree global resolution on tens-of-thousands of processors on machines where
each processor may have as little as 512 Mb of memory. The memory limitations have
imposed new constraints on component model initialisation, and significant refac-
toring has been required in some models within the CCSM community to improve
I/O performance and memory usage in the model. In addition, CCSM is using a new
parallel I/O library, PIO, layered on top of NetCDF, pNetCDF, and MPI-IO to further
improve I/O performance and memory usage in the model.

8.5 Users

CCSM is fundamentally a community model. Both development and use are
community efforts. Collaboration between NCAR and outside institutions is strongly
encouraged, and participation by anyone in the community welcome. A CCSM Com-
munity Meeting is held each year where scientists, developers, and users meet to
discuss model development activities and scientific results. Several hundred collab-
orators usually attend. An updated version of the CCSM model is publicly released
every few years via the web, and it is available to anyone for download. This down-
load includes source code, basic model documentation, and model output from many
experimental runs.

8.6 Future Plans

In the future, CCSM in the form of CESM will continue to push forward with scientific
improvements in areas like subgrid parameterisations, physics packages, and biogeo-
chemistry modeling. Improving the CCSM scientific accuracy is always high priority.
To achieve the goals of improving regional climate forecasts and improving scientific
accuracy, CCSM will continue to update the scientific packages, begin implementing
nested higher resolution models, and increase resolution. On a technical level, CCSM
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will have to continue to focus on improved memory and performance scalability as
a top priority. Finally, as model resolution and computational capability increase,
managing model output will continue to become more critical as data generated by
the model increases from terabytes to petabytes.
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Glossary

ACCESS Australian Community Climate and Earth System Simulator
AGCM Atmosphere General Circulation Model
ANL Argonne National Laboratory
APPCIM Application schema for CIM
AR Assessment Report
BADC British Atmospheric Data Centre
BFG Bespoke Framework Generator
CAM Community Atmosphere Model
CCM Community Climate Model
CCSM Community Climate System Model
CCSR Center of Climate System Research
CDO Climate Data Operator
CERFACS Centre Européen de Recherche et Formation Avancée en Calcul

Scientifique
CESM Community Earth System Model
CF Climate and Forecast
CIAS Community Integrated Assessment System
CICE Los Alamos Sea Ice Model
CICS Cooperative Institute for Climate Science
CIM Common Information Model
CLM Community Land Model
CMIP3 Coupled Model Intercomparison Project phase 3
CMIWG Common Modelling Infrastructure Working Group
COMBINE Comprehensive Modelling of the Earth System for Better Climate

Prediction and Projection
CONCIM Conceptual model of the process for CIM
CORDEX Coordinated Regional climate Downscaling Experiments
COSMOS COmmunity earth System MOdelS
CSIRO Commonwealth Scientific and Industrial Research Organisation
DKRZ German Climate Computing Centre
DOE Department of Energy
ECMWF European Centre for Medium-Range Weather Forecasts
EMBM Energy and Moisture Balance Model
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ENES European Network for Earth System Modelling
ENTS Efficient Numerical Terrestrial Scheme
ESG Earth System Grid
ESMF Earth System Modeling Framework
ESTO Earth Science Technology Office
FCM Flexible Configuration Management
GENIE Grid ENabled Integrated Earth system modelling
GENIEfy GENIE framework for the community
GEOS—5 Goddard Earth Observing System Model, Version 5
GFDL Geophysical Fluid Dynamics Laboratory
GFLOPS Giga Floating Point Operations per Second
GOLDSTEIN Global Ocean Linear Drag Salt & Temperature Equation

Integrator
GUI Graphical User Interface
HPC High Performance Computing
IGCM Intermediate General Circulation Model
IPCC Intergovernmental Panel on Climate Change
IPSL Institut Pierre-Simon Laplace
IS—ENES Infrastructure for the European Network for Earth System

Modelling
JAMSTEC Japan Agency for Marine-Earth Science and Technology
JMA Japan Meteorological Agency
LANL Los Alamos National Laboratory
LBNL Lawrence Berkeley National Laboratory
LSM Land Surface Model
MAP Modeling Analysis and Prediction
MCT Model Coupling Toolkit
METAFOR Common Metadata for Climate Modelling Digital Repositories
MIROC Model for Interdisciplinary Research On Climate
MPI Message Passing Interface
MPI—ESM Max Planck Institute—Earth System Model
MPI—M Max-Planck-Institut für Meteorologie
MPMD Multiple Program and Multiple Data
MRI Meteorological Research Institute
NASA National Aeronautics and Space Administration
NCAR National Center for Atmospheric Research
NCAS National Centre for Atmospheric Science
NEMO Nucleus for European Modelling of the Ocean
NERC National Environment Research Council
NESMI NERC Earth System Modelling Initiative
NetCDF Network Common Data Form
NICAM Nonhydrostatic ICosahedral Atmospheric Model
NIES National Institute for Environmental Studies
NMM Numerical Model Metadata
NOAA National Oceanic and Atmospheric Administration
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NSF National Science Foundation
NUOPC National Unified Operational Prediction Capability
NWP Numerical Weather Prediction
OASIS Ocean Atmosphere Sea Ice Soil (coupler)
OGCM Ocean General Circulation Model
ORNL Oak Ridge National Laboratory
PAE PRISM Area of Expertise
PALM Projet d’Assimilation par Logiciel Multiméthodes
PCM Parallel Climate Model
PCMDI Program for Climate Model Diagnosis and Intercomparison
PIO Parallel IO
pNetCDF parallel NetCDF
POP Parallel Ocean Program
PRACE Partnership for Advanced Computing in Europe
PRISM Partnership for Research Infrastructures in earth System

Modelling
PSE Problem Solving Environment
SME Small and Medium Enterprises
SMS Supervisor Monitor Scheduler
SOA Service Oriented Architecture
SVN Subversion
TFLOPS Tera Floating Point Operations per Second
THREDDS Thematic Realtime Environmental Distributed Data Services
UML Unified Modeling Language
XML Extensible Markup Language
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