
In� ammation 
and Cancer

Brendan J. Jenkins  Editor

Methods and Protocols

Methods in 
Molecular Biology   1725



ME T H O D S I N MO L E C U L A R B I O L O G Y

Series Editor
John M. Walker

School of Life and Medical Sciences
University of Hertfordshire

Hatfield, Hertfordshire, AL10 9AB, UK

For further volumes:
http://www.springer.com/series/7651

http://www.springer.com/series/7651
http://www.springer.com/series/7651


Inflammation and Cancer

Methods and Protocols

Edited by

Brendan J. Jenkins

Centre for Innate Immunity and Infectious Diseases, Hudson Institute of Medical Research
Clayton, VIC, Australia



Editor
Brendan J. Jenkins
Centre for Innate Immunity and Infectious Diseases
Hudson Institute of Medical Research
Clayton, VIC, Australia

ISSN 1064-3745 ISSN 1940-6029 (electronic)
Methods in Molecular Biology
ISBN 978-1-4939-7567-9 ISBN 978-1-4939-7568-6 (eBook)
https://doi.org/10.1007/978-1-4939-7568-6

Library of Congress Control Number: 2017962419

© Springer Science+Business Media, LLC 2018
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, broadcasting, reproduction
on microfilms or in any other physical way, and transmission or information storage and retrieval, electronic adaptation,
computer software, or by similar or dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication does not imply,
even in the absence of a specific statement, that such names are exempt from the relevant protective laws and regulations
and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are believed to
be true and accurate at the date of publication. Neither the publisher nor the authors or the editors give a warranty,
express or implied, with respect to the material contained herein or for any errors or omissions that may have been made.
The publisher remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Printed on acid-free paper

This Humana Press imprint is published by Springer Nature
The registered company is Springer Science+Business Media, LLC
The registered company address is: 233 Spring Street, New York, NY 10013, U.S.A.

https://doi.org/10.1007/978-1-4939-7568-6


Preface

Dysregulation of the immune system, both innate and adaptive, drives the pathogenesis of a
plethora of chronic disease states, such as autoimmune and inflammatory disorders, infec-
tious diseases, and cancer. With respect to cancer, it is now widely acknowledged that at least
one third of all cancers are linked to chronic inflammatory responses, with cancer of the
stomach, pancreas, colon, and lung, to name but a few, being prime examples. Accordingly,
laboratory-based investigations using in vivo disease models and clinical samples, coupled
with state-of-the-art molecular and cellular biological methodologies, along with next-
generation sequencing, proteomics, and functional genomics technologies, underpin
research efforts to understand the pathogenesis of disease.

This book, entitledMethods in Molecular Biology: Inflammation and Cancer, is the latest
installment of the highly successful Methods in Molecular Biology laboratory protocol-based
book series. As its name implies, the current book is designed to expose the reader to a broad
spectrum of research models, techniques, and protocols, covered over 23 individual chap-
ters, which are employed by basic and clinical research laboratories in the inflammation and
cancer fields. Each chapter is divided into sections providing detailed information on the
background and context for the chosen topic of interest, a list of the materials and reagents
needed for each topic, a step-by-step methodology for the successful and reproducible
execution of each topic, as well as notes to provide tips, troubleshooting advice, and
elaborate further on specific materials or methods.

Considering the enormity of the vast number of research models (in vitro, ex vivo, and
in vivo) and techniques that are collectively used by researchers, it is impossible to cover
them all in detail in a single book. With this in mind, this edition has been divided into two
parts: Part I, “Experimental Model Systems,” provides an up-to-date snapshot of the
generation and characterization of representative research models for chronic immune-
based (i.e., infectious, autoimmune, inflammatory) diseases and inflammation-associated
cancers. In Part II, “Experimental Techniques,” experts in the inflammation and cancer
fields cover a range of biochemical, molecular, and cellular biological techniques, which are
commonly utilized to dissect the molecular mechanisms and cellular processes (including
cell type(s)) that drive the pathogenesis of certain disease states.

With a heavy emphasis on practicality, Methods in Molecular Biology: Inflammation and
Cancer will appeal to a readership with a very diverse range of laboratory-based experience,
ranging from undergraduate students with limited research exposure to established basic
and/or clinical researchers wishing to diversify their existing portfolio of practical knowl-
edge. In addition, this book aims to supplement researchers with the necessary practical
expertise and know-how to assist their efforts to publish their research findings, dissemina-
tion of which in the literature will enhance our collective knowledge of the processes that
drive inflammation and cancer.

Clayton, VIC, Australia Brendan J. Jenkins
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THIERRY JARDÉ � Cancer Program, Monash Biomedicine Discovery Institute, Monash
University, Clayton, VIC, Australia; The Department of Anatomy and Developmental
Biology, Monash University, Clayton, VIC, Australia; Centre for Cancer Research, Hudson
Institute of Medical Research, Clayton, VIC, Australia

BRENDAN J. JENKINS � Centre for Innate Immunity and Infectious Diseases, Hudson Institute
of Medical Research, Clayton, VIC, Australia; Department of Molecular Translational
Science, School of Clinical Sciences, Monash University, Clayton, VIC, Australia

RICKY W. JOHNSTONE � Gene Regulation Laboratory, Peter MacCallum Cancer Centre,
Melbourne, VIC, Australia; Sir Peter MacCallum Department of Oncology, University of
Melbourne, Parkville, VIC, Australia

GARETH W. JONES � Division of Infection and Immunity, Systems Immunity University
Research Institute, School of Medicine, Cardiff University, Cardiff, Wales, UK

SIMON A. JONES � Division of Infection and Immunity, School of Medicine, Cardiff
University, Cardiff, Wales, UK

ANDREW KENIRY � The Walter and Eliza Hall Institute, Parkville, VIC, Australia;
Department of Medical Biology, University of Melbourne, Melbourne, VIC, Australia

CATHERINE L. KENNEDY � Department of Microbiology and Immunology, Peter Doherty
Institute for Infection and Immunity, University of Melbourne, Melbourne, VIC,
Australia

GENEVIEVE KERR � Cancer Program, Monash Biomedicine Discovery Institute, Monash
University, Clayton, VIC, Australia; The Department of Anatomy and Developmental
Biology, Monash University, Clayton, VIC, Australia

ARIENA KERSBERGEN � ACRF Stem Cells and Cancer Division, The Walter and Eliza Hall
Institute of Medical Research, Parkville, VIC, Australia

DEBORAH KNIGHT � Gene Regulation Laboratory, Peter MacCallum Cancer Centre,
Melbourne, VIC, Australia

x Contributors



NICHOLAS P. D. LIAU � The Walter and Eliza Hall Institute of Medical Research, Parkville,
Melbourne, VIC, Australia; Department of Medical Biology, University of Melbourne,
Melbourne, VIC, Australia

JENNII LUU � Victorian Centre for Functional Genomics, Peter MacCallum Cancer Centre,
Melbourne, VIC, Australia

VICTORIA G. LYONS � School of Biochemistry and Immunology, Trinity Biomedical Sciences
Institute, Trinity College Dublin, Dublin 2, Ireland; Department of Molecular and
Translational Science, Hudson Institute of Medical Research, Monash University Faculty of
Medicine, Nursing and Health Sciences, Clayton, VIC, Australia

PIYUSH B. MADHAMSHETTIWAR � Victorian Centre for Functional Genomics, Peter
MacCallum Cancer Centre, Melbourne, VIC, Australia

ASHLEY MANSELL � Centre for Innate Immunity and Infectious Diseases, Hudson Institute of
Medical Research, Clayton, VIC, Australia; Department of Molecular Translational
Science, School of Clinical Sciences, Monash University, Clayton, VIC, Australia

MATTHEW P. MCCORMACK � Australian Centre for Blood Diseases, Monash University,
Melbourne, VIC, Australia

CLAIRE E. MCCOY � Department of Molecular and Translational Science, Hudson Institute
of Medical Research, Monash University Faculty of Medicine, Nursing and Health Sciences,
Clayton, VIC, Australia; Molecular and Cellular Therapeutics, Royal College of Surgeons
in Ireland, Dublin 2, Ireland

DAVID MILLRINE � Division of Infection and Immunity, School of Medicine, Cardiff
University, Cardiff, Wales, UK

IVA NIKOLIC � Victorian Centre for Functional Genomics, Peter MacCallum Cancer Centre,
Melbourne, VIC, Australia

MASANOBU OSHIMA � Division of Genetics, Cancer Research Institute, KanazawaUniversity,
Kanazawa, Japan
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Part I

Experimental Model Systems



Chapter 1

In Vivo Models of Inflammatory Bowel Disease
and Colitis-Associated Cancer

Ka Yee Fung and Tracy Putoczki

Abstract

A single layer of epithelial cells separates luminal antigens from the host immune system throughout the
gastrointestinal tract. A breakdown in the integrity of the epithelial barrier can lead to chronic inflamma-
tion, which is associated with numerous complications including cancer. Here we describe three experi-
mental protocols to chemically induce acute and chronic inflammatory bowel disease (IBD) symptoms and
colitis-associated colorectal cancer (CRC) progression. These in vivo mouse models are based on the
induction of damage to the colonic epithelium, resulting in an inflammatory and wound healing response.
In addition, we outline colonoscopy procedures to monitor the onset of disease in individual live mice.

Key words Colitis, Cancer, Endoscopy, Epithelial cell, Inflammation, Mucosa

1 Introduction

The gastrointestinal tract forms a tightly regulated barrier between
the exterior environment, and the largest concentration of immune
cells within our body. How the homeostatic regulation of this
relationship is maintained is now a major area of research, since
numerous gastrointestinal diseases are associated with the loss of
epithelial barrier integrity and chronic inflammation. This is high-
lighted by ulcerative colitis (UC) patients, who have a greater risk of
developing colitis-associated colon cancer (CAC) [1–3].

Mouse models highlight that colonic inflammation contributes
to cancer progression. These models include the use of the polysac-
charide Dextran Sulphate Sodium (DSS) [4, 5]. Unfortunately, the
mechanism by which DSS triggers mucosal damage is not clear, and
is thought to include inhibition of reverse transcriptase activities
within cells, or the formation of nano-lipid complexes that fuse
with the epithelial membrane [6, 7].

Azoxymethane (AOM) used in combination with DSS results
in the induction of mutations in β-catenin, in parallel with an
inflammatory microenvironment in the colon [8, 9]. AOM is a
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metabolite of the carcinogen 1,2-dimethylhydrazine that is hydro-
lyzed into methylazoxymethanol by the cytochrome isoform
CYP2E1 in the liver, where AOM is conjugated with glucuronic
acid and transported to the gastrointestinal tract through bile
secretions [10]. In the colon, β-glucuronidase produced by the
bacterium within the resident microflora creates the carcinogenic
form of AOM, which induces DNA mutations in the epithelial
cells [11].

Not dissimilar to clinical management of human gastrointesti-
nal pathologies, colonoscopy can be used to monitor the health and
progression of gastrointestinal pathologies in individual live mice.
This provides a means to document changes to disease progression
in real-time, and better monitor the health and welfare of
experimental mice.

2 Materials

2.1 Mice All animals should be bred in the same specific pathogen free (SPF)
facility on the same genetic background, and age and gender
matched.

2.2 Ethical Approval All described procedures should only be performed following
approval by the relevant Institute Animal Ethics or Welfare
Committee.

2.3 Reagents 1. Dextran Sulfate Sodium (DSS), MW 36,000–50,000, store at
room temperature.

2. Standard drinking water normally provided to mice.

3. Mouse food pellets, mashed into powder.

4. Protein shake powder, for example Vanilla Sustagen, store at
room temperature.

5. Azoxymethane (AOM), store at �20 �C.

6. Phosphate buffered Saline (PBS), store at 4 �C.

7. Isoflurane.

8. 10% Neutral Buffered Formalin, store at room temperature.

9. 5 mL plastic storage tubes.

10. Water.

11. Paper towels.

2.4 Equipment 1. Class II down-flow recirculating laminar flow cabinet.

2. Pipettes, 0.100–0.200 mL, single channel.

3. Small petri dishes, 60 � 13 mm.
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4. Anaesthetic machine, including an induction box and
nose cone.

5. Karl Storz Coloview miniendoscopic system.

(a) Endovision Tricam and 3-Chip camera head.

(b) Xenon 175 light source with anti-fog pump.

(c) HOPKINS straight forward Telescope, diameter 1.9 mm.

(d) Examination and protection sheath.

(e) Fibre Optic Light Cable and air hose.

6. Computer with media player software.

7. Scale for small animals.

8. Dissection kit, including scissors and forceps.

9. 50 mL syringe, and 0.100 mL pipette tip.

10. 20 gauge needles.

11. Standard bright-field microscope with 10� objective.

12. 500 mL Beaker.

3 Methods

3.1 Induction

of Acute Mucosal

Damage

and Inflammation

in the Colon

1. All experimental mice should be separated from stock mice and
placed in boxes dedicated to the experiment (seeNotes 1 and 2).

2. Weigh animals on Day 0 of the experiment and record the
weights in a laboratory book.

3. On Day 1 of the experiment, prepare 1.5% (w/v) DSS solution
using the drinking water routinely provided to the mice by the
animal facility.

(a) Dilute 1.5 g of DSS in 100 mL of drinking water, mix
gently, and decant into a standard mouse drinking appara-
tus (see Notes 3–5).

4. Immediately return the drinking water apparatus to the cage,
and leave for the mice to drink ad libitum for 5 continuous days
(see Note 6) (Fig. 1a).

Fig. 1 Schematic illustration of the experimental procedures for (a) Acute DSS-induced Colitis, (b) Chronic
DSS-induced Colitis, and (c) Colitis-Associated Cancer
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5. Weigh each mouse daily and record the weights in a
laboratory book.

6. At the end of Day 5 of DSS administration, remove the DSS
water and provide standard mouse drinking water.

7. Place mashed food pellets and a protein supplement decanted
into small petri dishes into each cage. Replace daily.

(a) Combine 100 g of mashed (powdered) food pellets, 10 g
protein shake, 10 mLmouse drinking water and stir with a
sterile spoon to mix. Decant into small petri dishes, so that
the petri dish is full (seeNotes 7 and 8). Add one petri dish
to each cage of mice.

8. After 3 days of standard mouse drinking water, Day 8 of the
experiment, euthanize mice by CO2 intoxication and prepare
the colonic tissue for histological analysis (see Note 9, and
Subheading 3.3).

9. Calculate the change in body weight for each mouse on each
day of the experiment, with Day 0 representing 100% of the
body weight. Graph the results.

3.2 Induction

of Chronic Mucosal

Damage

and Inflammation

1. Follow Procedure 3.1 (Induction of Acute Mucosal Damage
and Inflammation in the Colon) steps 1–7.

2. Weigh the animals daily and record the weights in a laboratory
notebook.

3. Place mashed food pellets and a protein supplement decanted
into small petri dishes into each cage. Replace daily for 5 days.

(a) Combine 100 g of mashed (powdered) food pellets, 10 g
protein shake, 10 mLmouse drinking water and stir with a
sterile spoon to mix. Decant into small petri dishes, so that
the petri dish is full (seeNotes 7 and 8). Add one petri dish
to each cage of mice.

4. Allowmice 16 days of standard mouse drinking water, finishing
on Day 21 of the experiment. This is the ‘first cycle’ of the
experiment (see Note 9) (Fig. 1b).

5. OnDay 21 of the experiment, repeat Procedure 3.1 (Induction
of Acute Mucosal Damage and Inflammation in the Colon)
steps 1–6. This is the ‘second cycle’ of the experiment.

6. OnDay 42 of the experiment, repeat Procedure 3.1 (Induction
of Acute Mucosal Damage and Inflammation in the Colon)
steps 1–6. This is the ‘third cycle’ of the experiment.

7. On Day 63 of the experiment, euthanize mice by CO2 intoxi-
cation and prepare the colonic tissue for histological analysis
(see Note 11, and Subheading 3.3).
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8. Calculate the change in body weight for each mouse on each
day of the experiment, with Day 0 representing 100% of the
body weight. Graph the results.

3.3 Dissection

of the Colon

1. Following ethical euthanasia of the mouse, remove the entire
colon and measure the length from the ileocaecal junction to
the anus (Fig. 2a) (see Note 12).

2. Insert a 50 mL syringe with a 0.100 mL pipette tip into the
proximal end of the colon (Fig. 2b) and flush the colon with
approximately 5 mL of cold PBS (see Note 13).

3. Lay the colon on a sheet of paper towel with the proximal end
away from you, and cut the colon open longitudinally using
scissors.

4. Using fine forceps, role the distal end of the colon towards the
proximal end of the colon, creating a ‘swiss roll’ (Fig. 2c) (see
Note 14).

5. Holding the ‘swiss roll’ with forceps, place a 20 gauge needle
through the colon (Fig. 2d).

6. Transfer the ‘swiss roll’ to 10% neutral-buffered formalin for
24 h (Fig. 2e).

7. Send to a histology service for paraffin blocking and the gener-
ation of H&E sections (4 μm thick).

3.4 Histopathological

Scoring of the Colon

1. Place slide under a microscope 10� objective, and orient the
distal colon in the centre of the field of view (see Note 15).

2. Score each region of the colon of each individual mouse sepa-
rately, meaning you will have a score for the distal colon,
middle colon, and proximal colon, respectively. Score for epi-
thelial damage, mucosal inflammation and submucosal inflam-
mation as outlined in Fig. 3a. A guide with representative
scores has been provided in Fig. 3b.

3. Graph the scores for epithelial damage, mucosal inflammation
and submucosal inflammation separately.

Fig. 2 Preparation of colon tissue for histological assessment. (a) Removal of the entire colon from the mouse.
(b) Flushing fecal matter using PBS. (c) Preparation of a ‘Swiss roll’. (d) A ‘Swiss roll’ that can then (e) be
submitted for histological processing
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3.5 Induction

of Colitis-Associated

Cancer

1. All experimental mice should be separated from stock mice and
placed in boxes dedicated to the experiment (seeNotes 1 and2).

2. Weigh animals on Day 0 of the experiment and record the
weights in a laboratory book.

3. On Day 1, inject, intraperitoneally, each mouse with 10 mg/kg
(w/w) Azoxymethane (AOM). All boxes should be handled
according to cytotoxic policies.

(a) Prepare stock solutions of AOM at a concentration of
1 mg/mL diluted in sterile PBS and store at �20 �C (see
Notes 16–19).

4. On Day 7, all animal bedding should be changed following
standard cytotoxic procedures. Animals are no longer consid-
ered cytotoxic.

5. OnDay 8, prepare 1.5% (w/v) DSS solution and provide to the
mice ad libitum.

Fig. 3 Severity of colitis can be determined by (a) histopathological scores of H&E sections. (b) Representative
scores are shown
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(a) Dilute 1.5 g of DSS in 100 mL of drinking water, mix
gently, and decant into a standard mouse drinking appara-
tus (see Notes 3–5).

6. On Day 8, resume daily weighing of the animals and record the
weights in laboratory notes.

7. On Day 13, remove the DSS solution and replace with normal
drinking water.

8. Place mashed food pellets and a protein supplement decanted
into small petri dishes into each cage. Replace daily for 5 days.

(a) Combine 100 g of mashed (powdered) food pellets, 10 g
protein shake, 10 mLmouse drinking water and stir with a
sterile spoon to mix. Decant into small petri dishes, so that
the petri dish is full (seeNote 7 and 8). Add one petri dish
to each cage of mice.

9. Allowmice 16 days of standard mouse drinking water, finishing
on Day 28 of the experiment. This is the ‘first cycle’ of the
experiment (Fig. 1c).

10. On Day 29 of the experiment, repeat steps 5–8. This is the
‘second cycle’ of the experiment.

11. On Day 50 of the experiment, repeat steps 5–8. This is the
‘third cycle’ of the experiment.

12. On Day 72 of the experiment, euthanize mice by CO2 intoxi-
cation and prepare the colonic tissue for histological analysis
(see Subheading 3.3).

13. In addition, count the number of macroscopically visible
tumors in the colon, and measure their length and width (see
Note 20).

14. Calculate the change in body weight for each mouse on each
day of the experiment, with Day 0 representing 100% of the
body weight (see Note 21). Graph the results.

15. Calculate the total macroscopically visible tumor burden for
each mouse by adding the individual tumor area
(length � width) together. Graph the results.

16. Graph the total number of macroscopically visible tumors for
each mouse.

3.6 Monitoring

of Mice by

Colonoscopy

1. Turn on the Coloview Endoscopy Unit, air pump and
computer.

2. Anesthetize live mice in an induction chamber with 3% isoflur-
ane and 100% oxygen at a flow rate of 0.4 L/min.

3. Once breathing has stabilized to 1 breath per second, remove a
mouse from the induction chamber and secure the head in a
nose cone, with the mouse positioned ventral side up and the
hind legs comfortably stretched out behind.
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4. Maintain the isoflurane flow to the nose cone at 0.5–2% for the
endoscopy procedure.

5. Insert the endoscope sheath up to 3 cm into the rectum (see
Notes 22 and 23).

6. Initiate video recording at any stage of the endoscopy proce-
dure using standard media software run by a computer.

7. On completion of endoscopy, return the mouse to its cage and
monitor for recovery from anesthetic.

8. On completion, clean all equipment for storage.

3.7 Scoring

Colonoscopy Videos

for Colitis

1. Endoscopy (Subheading 3.6) is generally performed on day
0, 5 and 8 of the acute DSS model (Subheading 3.1).

2. Endoscopy (Subheading 3.6) is generally performed during the
second week of water in each cycle of the chronic DSS model
(Subheading 3.2).

3. Colitis severity should be determined following the Murine
Endoscopic Index of Colitis Severity (MEICS [12]) guidelines.
This allows documentation of changes in (1) the thickness of the
colon wall, indicated by transparency, (2) stool consistency,
(3) blood vessel integrity and presence, (4) ulcers and areas of
epithelial regeneration that present as granular ridges, (5) bleed-
ing indicated by fibrin. Scoring parameters are provided in
Fig. 4a, b.

3.8 Scoring

Colonoscopy Videos

for Tumor Formation

1. Endoscopy (Subheading 3.6) is generally performed during the
second week of water in each cycle of the CAC model (Sub-
heading 3.5).

2. Record tumor number and size. Tumor size is determined by
the diameter of the colon lumen occupied by a tumor [8]. Scor-
ing parameters are provided in Fig. 5a, b.

4 Notes

1. The use of female mice will permit co-housing of mice from
different lines, limit box numbers, and reduce cage-to-cage
variation.

2. Variations in microflora between animal facilities should be
taken into consideration when determining the appropriate
control mice and genotypes for each experiment [13]. Only
mice bred in the same animal facility should be compared.

3. When preparing DSS assume one mouse drinks 5 mL of water
per day. This will assist with determining the volume of DSS
water that is appropriate for each experiment. For example,
12 mice � 5 days ¼ prepare 300 mL of DSS.
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4. DSS is an irritant and should be handled in accordance with
MSDS instructions.

5. There can be batch-to-batch variations in DSS. On receipt of a
new batch compare 1.5%, 2% and 2.5% DSS induction of
clinical pathology in mice, and choose the best concentration

Fig. 5 Visible tumors can be scored by colonoscopy. (a) Scoring guidelines and (b) representative scores

Fig. 4 Colitis severity can be monitored using the (a) Murine Endoscopic Index of Colitis Severity (MEICs)
scoring parameters. (b) Representative scores
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for use in all future studies. The appropriate dosage should be
based on weight-loss (not greater than 20% of original weight)
and confirmed colitis histopathology.

6. Once made up in solution, DSS degrades with time. If any of
the drinking apparatuses leak, new DSS will need to be
prepared for each cage of mice in order to ensure consistency
in the experiment.

7. The provision of standard mouse food pellets, wet mashed,
with a protein supplement ensures that mice do not suffer
from dehydration, and assists with management of weight-
loss. Weight-loss, diarrhea and bloody stools are all clinical
features of this model. Lethargy, ruffled fur, hunching and
reduced movement should be monitored, and animals eutha-
nized if their welfare appears compromised.

8. Do not provide mashed food when the mice are receiving DSS
in their drinking water, to ensure that the mice drink the water.

9. Mice should be euthanized if they experience �20% weight-
loss for more than three consecutive days.

10. 5 days of DSS in the drinking water, followed by 16 days of
normal drinking water is referred to as ‘one cycle’. For the
induction of chronic DSS induced mucosal damage ‘three
cycles’ are performed.

11. All mice should be euthanized on Day 63, or when the mice
experience �20% weight-loss for more than three consecutive
days, whichever occurs first.

12. Most of the mucosal damage induced by DSS occurs at the
most distal portion of the colon right down to the anus,
meaning that it is essential to remove this portion of the
colon for histological analysis.

13. Flushing the colon with PBS removes any fecal matter.

14. A “Swiss roll” allows for histological analysis of the entire colon
on one slide.

15. Starting at the distal colon, using the skin around the anus as a
guide to location, allows you to orient yourself. You can then
move through visualizing the remaining colon, with the mid-
dle and proximal colon then easier to distinguish.

16. AOM is a carcinogen and should be handled in accordance
with MSDS instructions.

17. AOM should not be freeze thawed. In general, each mouse will
receive 250 μg of AOM based on the average weight of an
8 week old mouse, which equates to 0.250 mL per mouse at a
1 mg/mL stock concentration.

18. Routine batch testing of AOM is required to establish the
appropriate AOM dosage in order to circumvent toxicity to
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mice due to batch-to-batch variation. AOM is commonly used
at 8–12 mg/kg.

19. During Days 1–7 following AOM administration, weights will
be stable and do not need to be recorded to avoid handling
animals that will excrete cytotoxic metabolites in their feces.

20. Generally, tumors are visible by Day 40 of the CAC model by
colonoscopy and therefore the third cycle of DSS can be omit-
ted if necessary.

21. All mice should be euthanized on Day 72, or when the mice
experience �20% weight-loss for more than three consecutive
days, whichever occurs first.

22. Confirm the rate of airflow through the endoscopy sheath by
placing the tip of the endoscopy sheath in a beaker of water.
One air bubble at a time should emerge from the sheath.

23. The airflow will permit the colon to inflate. If the airflow is too
strong, air will be pumped into the stomach of the mouse.
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Chapter 2

Combining Cell Type-Restricted Adenoviral Targeting
with Immunostaining and Flow Cytometry to Identify
Cells-of-Origin of Lung Cancer

Sarah A. Best, Ariena Kersbergen, Marie-Liesse Asselin-Labat,
and Kate D. Sutherland

Abstract

Lung cancers display considerable intertumoral heterogeneity, leading to the classification of distinct tumor
subtypes. Our understanding of the genetic aberrations that underlie tumor subtypes has been greatly
enhanced by recent genomic sequencing studies and state-of-the-art gene targeting technologies, high-
lighting evidence that distinct lung cancer subtypes may be derived from different “cells-of-origin”. Here,
we describe the intra-tracheal delivery of cell type-restricted Ad5-Cre viruses into the lungs of adult mice,
combined with immunohistochemical and flow cytometry strategies for the detection of lung cancer-
initiating cells in vivo.

Key words Recombinant adenovirus, Intra-tracheal injection, Immunohistochemical staining, Tissue
dissociation, Flow cytometry, Cells-of-origin

1 Introduction

Traditionally, lung cancers are broadly classified into two main
histopathological groups, non-small cell lung cancer (NSCLC)
and small cell lung cancer (SCLC). NSCLC constitutes approxi-
mately 80% of lung cancers, and is a heterogeneous group of dis-
eases comprising of adenocarcinomas (ADC), squamous cell
carcinoma (SCC) and large cell carcinoma. The remaining 20% of
lung cancers exhibit features of neuroendocrine differentiation and
are classified as SCLC. Interestingly, different tumor subtypes
reside in distinct anatomical locations, consistent with the cell-of-
origin hypothesis [1]. In addition to morphology and expression of
histopathological markers, molecular profiling studies comparing
the expression signatures of normal cellular subsets to cancer sub-
types highlight a close association between cell-lineage and cancer
phenotype [2]. However, it is becoming clear that histopathology is
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not always a true reflection of the cellular origins and ultimately a
complex interplay between genetic/epigenetic alterations, the
nature of the cell-of-origin and extrinsic factors culminate to influ-
ence the fate and resulting tumor phenotype [3].

The adult airway is a highly ordered branched structure that
contains populations of regional stem and progenitor cells respon-
sible for maintenance and repair of airway epithelia throughout
adult life. In the proximal airways, elegant in vivo lineage tracing
studies, combined with in vitro colony formation assays have shown
that basal cells (NGFR+, K5+, K14+) act as stem cells that have the
ability to self-renew, and give rise to club, ciliated and goblet cells
[4]. Club cells (Scgb1a1/CC10+) line the bronchi and bronchioles
and constitute a progenitor cell population that self-renew to give
rise to differentiated ciliated cells (FoxJ1+) [5], while pulmonary
neuroendocrine cells (CGRP+) are a rare terminally differentiated
cell population located in the intrapulmonary airways, often at
airway bifurcations. In response to injury, neuroendocrine cells
proliferate, but fail to replenish cells of other epithelial lineages
[6]. The alveolar compartment is composed of squamous alveolar
type I (ATI; T1α+), and secretory alveolar type II (AT2; SPC+) cells
responsible for gas-exchange. AT2 cells exhibit progenitor cell
activity, having the ability to self-renew and give rise to AT1 cells
following lung injury [7]. The anatomical location and morphol-
ogy, combined with the expression of specific cellular markers,
allows us to identify distinct epithelial cell types by traditional
immunohistochemical techniques. More recently, novel
fluorescence-activated cell sorting (FACS) strategies have been
developed that enable the isolation of epithelial cells (EpCAM+;
epithelial cell adhesion molecule) from mouse and human lung
tissue [2, 8]. In the adult mouse lung, EpCAM+ cells can be further
subdivided based on their expression level of CD104 (β4 integrin)
[8], defining alveolar (EpCAM+CD104�) and bronchiolar
(EpCAM+CD104+) populations. Further division of the bronchio-
lar population using CD24 (heat-stable antigen) [8] enriches for
ciliated (CD24+) and club (CD24�) cells generating multiple para-
meters for cell characterization in normal and tumor-bearing lungs.

To investigate the cellular origins of lung cancer, a series of
recombinant adenoviruses with expression of Cre-recombinase
under the control of apromoter specifically active in basal
(Ad5-K5-Cre, Ad5-K14-Cre), club (Ad5-CC10-Cre), neuroendo-
crine (Ad5-CGRP-Cre), and AT2 cells (Ad5-SPC-Cre) have been
generated [9, 10]. Importantly, intra-tracheal administration of
these cell type-restricted Ad5-Cre viruses into p53f/f;Rb1f/f mice
demonstrated that neuroendocrine (CGRP+) cells are the predom-
inant cell-of-origin of SCLC [10], while both club and AT2 cells
have the ability to give rise to adenocarcinoma formation following
oncogenic K-rasG12D activation concomitant with p53 loss [11].
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The protocols described herein have been adapted for the
in vivo targeting of distinct lung epithelial cell lineages, and their
subsequent assessment as lung cancer-initiating cells utilizing pow-
erful conditional targeting technology.

2 Materials

Prepare all solutions using ultrapure water (prepared by purifying
deionized water to obtain a sensitivity of 18 ΩM-cm at 25 �C) and
analytical grade reagents. Prepare and store all reagents at room
temperature (RT; unless otherwise indicated).

2.1 Adenoviral

Infection

1. Mice: Cre-reporter; mT/mG [12] and conditional mouse
strains, K-rasLSL-G12D/þ;p53f/f [13] (see Note 1).

2. High titer Adenovirus-Cre (Ad5-Cre) viruses (University of
Iowa, Gene Transfer Core) (see Note 2).

3. Phosphate-buffered saline (PBS): 2.85 g/L NaHPO4·2H2O
(16 mM HPO4), 0.625 g/L NaH2PO4·2H2O (4 mM PO4),
8.7 g/L NaCl (149 mM NaCl).

4. Intubation device (UNO Roestvrijstaal).

5. Light source (Zeiss KL1500 LCD).

6. 2 French (0.01200/0.3 mm ID � 0.02500/0.6 mm OD) � 250

polyurethane catheter (Access Technologies).

7. Weighing scales.

8. 29G � ½ (0.33 � 12 mm) needle.

9. 1 mL insulin syringe.

10. Two curved tissue Forceps.

11. Warming pads.

12. Mouse anesthetic: 1 mg/mL Xylazil (Troy Laboratories),
5 mg/mL Ketamine (Hospira).

13. Eye lubricant.

14. Ruler.

15. Scissors.

16. Cotton thread.

2.2 Immuno-

histochemistry

1. 5 mL syringe.

2. 21G 1 ½ TW (0.8 mm � 38 mm) PrecisionGlide™ Needle.

3. 4% (w/v) Paraformaldehyde (PFA), pH 7.4. Add 4 g PFA in
90 mL of PBS, preheated to 60 �C. Dissolve, while stirring on a
heat-block. Allow the solution to reach room temperature, and
then adjust the pH to 7.4 with the addition of 1 M HCl (see
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Note 3). Store in 10 mL aliquots in polypropylene tubes at
�20 �C.

4. PBS.

5. PBS containing 0.2% Triton X-100 (PBST).

6. 3% hydrogen peroxidase (v/v) in deionized water (dH2O).

7. Blocking solution: 5% normal goat serum in PBS.

8. Dako PAP pen.

9. Antibodies: anti-GFP (Abcam, ab6556), biotinylated goat
anti-rabbit IgG antibody.

10. Humid Chamber.

11. Paper towels or Whatman™ paper.

12. Kimwipes™.

13. VECTASTAIN Elite ABC HRP Kit (Peroxidase, Standard)
(Vector Laboratories). Stored at 4 �C.

14. ImmPACT DAB Peroxidase (HRP) Substrate (Vector Labora-
tories) (see Note 4). Stored at 4 �C.

15. 70%, 80%, 95% and 100% Ethanol in Wheaton glass Coplin
staining jars.

16. Xylene/histolene in Wheaton glass Coplin staining jar.

17. Oven for baking slides at 60 �C.

2.3 Dissociation

of Mouse Lung Tissue

1. McIlwain tissue chopper (Mickle Laboratory Engineering) (see
Note 5).

2. Double edge shaving blades.

3. Dulbecco PBS (DPBS).

4. DPBS/glucose: 0.2 g/L glucose in DPBS. Filter sterilize with
a 0.22 μm filter and store at 4 �C (see Note 6).

5. Fetal Bovine Serum (FBS), stored in 50 mL aliquots at�20 �C.

6. Collagenase I: 20 mg/mL collagenase I dissolved in DPBS/
glucose and filter sterilized. Store as 1 mL aliquots at �20 �C.

7. Red blood cell lysis buffer: 8 g/L NH4Cl in dH2O. Filter
sterilize with a 0.22 μm filter and store at 4 �C.

8. Wash buffer: DPBS, 2% FBS.

9. 40 μm cell strainer, sterile individually wrapped.

10. 18G and 21G needles.

11. 5 mL syringe.

12. 15 and 50 mL sterile polypropylene tubes.

13. Shaking incubator 160 rpm 37 �C.

14. 0.4% trypan blue solution.

15. Hemocytometer counting chamber.
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2.4 Flow Cytometry 1. DPBS.

2. FBS, stored in 50 mL aliquots at �20 �C.

3. Antibodies and reagents for flow cytometry (diluted in wash
buffer):

(a) FcR blocking reagent (CD16/CD32).

(b) Rat IgG.

(c) 1/250 CD31-PE-Cy7.

(d) 1/250 CD45-PE-Cy7.

(e) 1/200 EpCAM-APC-Cy7.

(f) 1/100 CD104-PE.

(g) 1/200 CD24-APC.

4. Propidium Iodide (PI).

5. 5 mL round bottom FACS tubes with 35 μm cell strainer
snap caps.

6. Tissue culture hood with a light that can be switched off (see
Note 7).

7. Eppendorf 1.5 mL tubes.

3 Methods

3.1 Intra-tracheal

Adenoviral Infection

Preparation and administration of adenoviruses should be carried
out in a Class II biosafety hood, according to the guidelines for
Biosafety Level 2 Research.

1. Preparation of cannula: Insert the ultra-fine 29G needle inside
the catheter tubing and push all the way to the hilt of the needle.
Using a ruler, measure 28mm of the catheter from the tip of the
needle (not the hilt) and cut the catheter with scissors (seeNote
8) (Fig. 1a).

2. Anesthetize mice by intra-peritoneal injection of 400 units
Xylazil/Ketamine (inject 0.4 mL per 20 g mouse weight)
using an insulin syringe. Confirm the mice are fully anesthe-
tized by ensuring that they lack a toe reflex. Apply eye lubricant
to both eyes to maintain moisture.

3. To place the mouse in the intubation device, hold the mouse
face up in your right hand. Loop the lasso end of the string
around the top teeth of the mouse (Fig. 1b). Pull the mouse
face up into the nose-cone area of the stand, making sure that
only the front teeth are in the cone. Loop the string around the
knob and secure it, using tape at the base of the stand. Direct a
cold light source on the mouse’s upper chest to aid in the
visualization of the opening of the trachea.
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4. To prepare the needle, first fill the syringe with 100 μL of air,
before taking up 20 μL of Ad5-Cre virus (seeNote 9), then take
up an additional 50 μL of air.

5. Pick up two curved forceps, one in each hand. Use the tweezers
to open the mouth and fixate the tongue (Fig. 1c). When the
vocal cords are clearly visible, insert the cannula in between the
vocal cords into the trachea (Fig. 1d).

6. Inject the Ad5-Cre virus very slowly into the lung, without
damaging the surrounding tissues.

7. Remove the cannula and carefully take the mouse out of the
intubation device. Mice are placed back into their cage atop a
warming pad and monitored until fully conscious.

Fig. 1 Intra-tracheal injection of recombinant adenoviruses. (a) The cannula is prepared by inserting an ultra-
fine needle inside catheter tubing. (b) String is looped around the top teeth of the anesthetized mice, and the
mouse placed in the intubation device. (d) The mouth is opened and the tongue is gently pulled out using flat
forceps. (d) The cannula is inserted and the virus is slowly injected via the trachea into the lungs
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3.2 Immuno-

histochemistry

1. At the defined time-point following Ad5-Cre delivery (seeNote
10), euthanize the mouse by CO2 asphyxiation. This will avoid
bleeding into the thoracic cavity. Expose the lung and trachea,
and using a 5 mL syringe filled with PFA, insert the needle into
the trachea and inflate the lungs with PFA. Store lungs in PFA
for 24 h at 4 �C.

2. Prepare paraffin-embedded lungs (see Note 11; Fig. 2a) and
cut 3 μm sections onto Superfrost Plus coated glass slides.

Fig. 2 Cre-recombined “switched” cells can be identified by immunohistochemical staining. (a) Schematic
diagram of an adult mouse lung. Sagittal cuts as indicated by the red lines, are made in the right-hand lobe.
H&E-stained lung sections following tissue processing. Scale bar; 5 mm. (b) Schematic representation of a
humidified chamber. (c–e) Anti-GFP immunostaining of lung tissue sections from mT/mG reporter mice,
2 weeks following administration of cell type-restricted Ad5-Cre viruses, reveals distinct expression patterns.
(c) GFP+ cells can be detected lining the bronchioles (A) and within the alveolar epithelium (B) of mT/mG mice
following Ad5-CMV-Cre-infection. (d) Switching was observed in the cells lining the bronchioles, but not in the
alveolar epithelium of Ad5-CC10-Cre-infected mT/mG mice. (e) Following Ad5-SPC-Cre-infection, GFP+ cells
were observed in AT2 cells resident in the alveoli but not in bronchiolar epithelium. Arrows indicate GFP+

“switched” AT2 cells. Scale bar (c–e); 50 μm
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3. Dewax slides by baking at 60 �C for 1 h then hydrate in graded
alcohols for 1–2 min each.

4. Wash slides with H2O for 5 min.

5. Wash slides with PBS for 5 min.

6. Wash slides with PBST for 3 min.

7. Wash slides twice with PBS for 5 min.

8. Wash slides with H2O for 5 min.

9. Quench endogenous peroxidase activity in 3% H2O2 for
10 min.

10. Wash slides with H2O for 5 min.

11. Wash slides with PBS for 5 min.

12. Carefully dry the areas around each tissue section with Kim-
wipes. Drying the areas around the sections allows for the
correct application of PAP pen, otherwise the wax will not
stick to the wet slide. Outline sections with a PAP pen and
place in humid chamber (Fig. 2b).

13. Block in 5% normal goat serum in PBS for 30 min at RT in
perspex humidified chamber.

14. Apply primary antibody (1:400 anti-GFP) in 1% BSA/0.1%
Triton X-100, incubate overnight at 4 �C in humidified
chamber.

15. The following day, wash slides three times with PBS for 5 min.

16. Apply secondary antibody (biotinylated), diluted to 1:300 in
blocking solution for 30 min at RT.

17. Wash slides three times with PBS for 5 min.

18. Apply peroxidase-conjugated Streptavidin for 30 min at RT.

19. Wash slides three times with PBS for 5 min.

20. Apply liquid DAB (one drop DAB per 1 mL buffer) and
incubate for 30 s–5 min. Check for color development under
a light microscope

21. Stop DAB reaction by immersing the slides in a slide box filled
with tap water for 5 min.

22. Immuno counterstain in hematoxylin for 30 s and Scotts tap
water for 1 min (clear in running tap water after each step),
then dehydrate in graded alcohols for 1–2 min each, and clear
in two changes of histolene and mount slides in DPX
(coverslip).

3.3 Dissociation

of Mouse Lung Tissue

1. At the defined time-point following Ad5-Cre delivery (seeNote
10), euthanize the mouse by CO2 asphyxiation. This will avoid
bleeding into the thoracic cavity. Open the thoracic cavity and
excise the lungs using standard dissection procedures.
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2. Harvest lungs in DPBS on ice.

3. Transfer lungs onto plastic disc and install into McIlwain tissue
chopper. Chop in three directions.

4. Transfer the finely minced tissue into a 50 mL Falcon tube
containing 2.7 mL DPBS/glucose and 0.3 mL collagenase per
lung (see Note 12). Place the tube in an orbital shaker and
agitate (160 rpm) at 37 �C for 20 min.

5. Dissociate the sample by passing the cell suspension through an
18G needle attached to a 5 mL syringe three times. Place the
tube in the orbital shaker and agitate (160 rpm) at 37 �C for
20 min. Pass the cell suspension once more through a 21G
needle attached to a 5 mL syringe three times.

6. Wash the digestion with 20 mL of DPBS/2% FBS and centri-
fuge at 400 � g for 5 min at 4 �C.

7. Discard supernatant, being careful to remove all liquid without
disrupting the pellet.

8. Resuspend the cell pellet in 1 mL DPBS/2% FBS. Add 4 mL of
Red Blood Cell lysis buffer (pre-warmed to 37 �C) and swirl to
mix. Incubate for 3 min at RT. To stop the lysis reaction, add
15 mL of 2% FCS/DPBS.

9. Filter the cell suspension into 40 μm cell strainer (seeNote 13).
Take aliquot of cells for cell counting and spin the cells at
400 � g for 5 min.

10. Count the cells using 1:1 mix of trypan blue on a hemocytom-
eter. Calculate cell number using 20 mL total volume

11. Cells are now ready to be stained for flow cytometry.

3.4 Preparing Cells

for Flow Cytometry

1. For blocking of non-specific binding, incubate cells with anti-
FcR (1:80 CD16/CD32) and Rat IgG (stock 1 mg/mL, 1:10)
in DPBS/2% FBS in a volume of 40 μL/1 � 106 cells for
15 min (see Note 14).

2. Generate antibody mixtures in eppendorf tubes. Remove 5 μL
blocked cells for each control sample: unstained, single-stained
controls, and Fluorescence Minus One (FMO) using CD24 as
the excluded antibody (see Note 15).

3. Add antibody mixes directly to the blocked cells and incubate
on ice in the dark for 25 min.

4. Wash labeled cells to remove unbound antibodies by adding
20 mL of DPBS/2% FBS.

5. Centrifuge at 400 � g for 5 min at 4 �C. Discard the
supernatant.

6. Prepare 4 mL of PI (1/1000 of the stock solution in DPBS/2%
FCS). Resuspend cells in PI at a concentration of 8–10 � 106

cells/mL (see Note 16).
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7. Filter cells into FACS tube with cell strainer cap. Cells are now
ready for flow cytometry analysis.

3.5 Flow Cytometry 1. Initiate flow cytometry machine and software.

2. Run unstained control sample to generate appropriate voltages
for FSC (forward scatter) and SSC (side scatter) (seeNote 17).

3. Run single stained control samples to identify appropriate vol-
tages for each antibody. After voltages are set, re-run each
control and save at least 1000 events to generate a compensa-
tion strategy (see Note 18).

4. Generate gating strategy (Fig. 3a), including:

(a) FSC-A v SSC-A: gate large cells, remove small debris.

(b) FSC-H v FSC-W: gate single cells.

(c) PI v FSC-A: gate PI negative live cells.

(d) PEcy7 v FSC-A: gate PEcy7 negative lineage negative cells
(Fig. 3a, left panel).

(e) APCcy7 v PE: gate alveolar and bronchiolar cells (Fig. 3a,
middle panel)

(f) APC histogram: gate ciliated and club cell-enriched popu-
lations (Fig. 3a, right panel)

5. Run FMO control sample to generate negative and positive
CD24 gating strategy (see Note 19).

6. Run lung sample. Acquire at least 200,000 events in order to
generate measurable populations in EpCAM and CD24 gates.
For mT/mG mouse strain analysis, first gate on GFP positive
cells, prior to EpCAM analysis (Fig. 3b). For tumor models,
such as K-rasLSL-G12D/þ;p53f/f, expanded tumor cell popula-
tion is identified as the alveolar population using this analysis
(Fig. 3c), consistent with the predominant cellular origin of
this tumor [11, 14, 15].

4 Notes

1. All experiments performed with animals should be conducted
in accordance with protocols approved by the Local Animal
Ethics Committee. One of the most well-characterized mouse
models of human lung adenocarcinoma is based on the activa-
tion of oncogenicK-rasG12D (K-rasLSL-G12D/þ) along with loss
of p53 (p53f/f), herein referred to as K-rasLSL-G12D/þ;p53f/f

mice [13]. The mT/mG reporter mouse strain expresses
membrane-targeted tandem dimer Tomato (mT) in all cells,
and membrane-targeted GFP (mG) in cells that have under-
gone Cre-mediated recombination [12].
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2. A number of different titered Ad5-Cre viruses are available
from the University of Iowa Gene Transfer Core. The
Ad5-CMV-Cre virus, whereby Cre-recombinase is under the
control of the ubiquitous CMV promoter, is used to directCre-
mediated recombination in a variety of lung epithelial cell
types. While Cre-recombinase expression can be limited to
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Fig. 3 Flow cytometry analysis of lung epithelial cells. (a) Schematic of flow cytometry to obtain alveolar
(EpCAM+CD104�), bronchiolar (EpCAM+CD104+), club (EpCAM+CD104+CD24�) and ciliated
(EpCAM+CD104+CD24+) cell populations. (b) Representative FACS plot of mT/mG reporter mice analyzed
2 weeks following Ad5-CMV-Cre infection. (c) Representative FACS plot of KrasLSL-G12D/þ;p53f/f mice following
Ad5-CMV-Cre infection 2 months post adenovirus infection
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club (Ad5-CC10-Cre), alveolar type 2 (Ad5-mSPC-Cre), neu-
roendocrine (Ad5-CGRP-Cre) and basal (Ad5-K5-Cre,
Ad5-K14-Cre) cells through use of the respective cell type-
restricted viruses as previously described [9, 10].

3. Paraformaldehyde is highly toxic and contact with the skin,
eyes or mucous membrane should be avoided. Preparation
should be carried out in a biosafety hood, while wearing a
protective mask and safety glasses.

4. Diaminobezidene (DAB) is a carcinogen and should be han-
dled with great care, using gloves and protective wear. Unused
compound can be disposed of as a hazardous waste, neutralized
using a potassium permanganate-sulfuric acid procedure.

5. TheMcIlwain tissue chopper is advised for mincing tissues. It is
set up using four paper discs (generated using Whatman™
paper) and one plastic disc, inserted into the stand. A razor is
attached loosely into the arm, and lowered onto the discs, to
generate the ideal razor placement. Tighten the razor onto the
arm at this point.

6. Tissue dissociation: It is critical to use DPBS that contains Ca2+

and Mg2+. Standard PBS is Ca2+/Mg2+-free and the enzymatic
digestion with collagenase will not work properly without
these ions.

7. It is important that the tissue culture hood light is turned off
when fluorescent antibodies are in use. Light exposure will
decrease the efficacy of fluorescence which will impact the
signal by flow cytometry.

8. The length of the cannula may need to be adjusted when using
different viruses. For example, a shorter cannula length
(18 mm) is used when injecting basal cell-restricted viruses
(Ad5-K5-Cre, Ad5-K14-Cre), to ensure that basal cells located
in the proximal airways of the adult mouse lung, are efficiently
exposed to the injected virus. Adjustments to cannula length
may also be required when injecting different mouse strains or
mice of different sizes/sexes.

9. High (1.5–2.5 � 109 infectious particles) titers of Ad5-Cre
viruses are administered in Rosa26R-LacZ ormT/mG reporter
mice [12, 16], in order to visualize Cre-infected “switched”
cells under homeostatic conditions. Intra-tracheal injection of
5� 108 infectious particles of Ad5-Cre inK-rasLSL-G12D/þ and
p53f/f;Rb1f/f mice is sufficient for the generation of sporadic
lung tumors [10, 11]. Importantly, there is a direct correlation
between adenoviral titer and tumor multiplicity. For example,
infection of K-rasLSL-G12D/þ mice with 5 � 106 PFU of
Ad5-CMV-Cre virus resulted in an approximate sixfold
increase in tumor number, compared K-rasLSL-G12D/þ mice
infected with 5 � 105 PFU of Ad5-CMV-Cre virus [17].
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10. In general, to validate cell type-restricted targeting of Ad5-Cre
viruses, Cre-reporter mice, (mT/mG [12] and Rosa26R-LacZ
[16]), are sacrificed 2 weeks following Ad5-Cre infection. Col-
lection of conditional tumor-prone strains following Ad5-Cre-
infection is dependent upon the following factors: (a) the
tumor latency, which differs between models, and is also influ-
enced by the titer of adenovirus injected (see Note 9) and
(b) whether you are interested in examining tumor initiation
or tumor progression.

11. Paraffin embedding lung tissue is performed as routinely
described [18]. Briefly, following fixation, the lung lobes
(left, right and triangular) are separated. Sagittal cuts as out-
lined in Fig. 2a, are made to the right-hand lobe. The left and
triangle lobe are laid flat into Block A, while each piece of cut
right lobe, are placed, cut surface down, in Block B (Fig. 2a).
Embed all tissue as it is placed for processing.

12. For analysis purposes, individual lungs should not be pooled.
For bulk sorting up to five lungs can be pooled per 3 mL
digestion mix for tissue dissociation. The efficiency of tissue
dissociation is compromised if more than five lungs are pooled
for digestion.

13. It is important not to pipette cells in the red blood cell lysis
mixture. Pour the solution through the cell strainer to mini-
mize cell loss.

14. For example, for 1� 106 cells (final volume 40 μL) add: 0.5 μL
of anti-FcR and 4 μL rat IgG. Incubate on ice for 10 min.

15. Example antibody mixes for 12.5 � 106 cells (500 μL blocked
cells) are outlined in Table 1.

16. PI is toxic to cells. Add just before analysis/sort.

17. Lung epithelial cells are large, caution needs to be taken in the
voltage settings in order to generate well-spread events, while
keeping the larger cells in range.

18. Some flow cytometry machines (i.e. BD Canto) have software
that automatically set the compensation based on the single
stained controls. Otherwise, manually set the compensation by
eye. It is important to seek the assistance of an experienced flow
cytometry user to ensure the voltages and compensation are
correct.

19. For initial gating strategy example and additional information,
see McQualter et al. [8].
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Chapter 3

Utility of Endoscopic Ultrasound-Guided Fine-Needle
Aspiration for Preclinical Evaluation of Therapies in Cancer

William Berry and Daniel Croagh

Abstract

Personalising cancer therapy is a way of improving treatment efficacy, by selecting specific treatments for
patients with certain molecular changes to their tumour. This requires both molecular material to detect
these targets and a preclinical disease model to demonstrate treatment efficacy. In pancreatic cancer this is
problematic, as most patients present with advanced disease and are therefore ineligible for surgery. As a
result, biological material derived from such patients has been excluded from all preclinical studies in
personalised medicine. This chapter presents methodology to achieve both of the above-mentioned
requirements using endoscopic ultrasound-guided fine-needle aspiration, which can be offered to nearly
all patients with early or advanced disease.

Key words RNAseq, RNA, Xenograft, Target therapy, Personalised therapy, NOD-SCIDmice, EUS-
FNA, Pancreatic cancer, Oncology

1 Introduction

Pancreatic cancer (PC) is a highly lethal malignancy, and often
patients will present late, with advanced disease. As such, only
very few patients are eligible for surgical resection, and the overall
5-year survival remains low at 5%. PC and other malignancies are
beginning to look towards personalised therapy, whereby treat-
ments are designed to specifically target mutations unique to indi-
vidual tumours. In terms of establishing viable therapeutic targets
in a pre-clinical setting, two main points need to be addressed:
(1) obtain genetic material from the tumour to detect molecular
target; (2) demonstrate efficacy for targeted therapy against specific
tumour phenotype. In PC, this presents a problem, as genetic
material is often obtained from surgery, however, surgery is only
offered to 20% of patients. Tissue can also be obtained from percu-
taneous biopsy of liver metastases but this is often of small volume
and quality and thus the majority of patients are not potential
candidates for personalised therapy [1].
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Endoscopic ultrasound-guided fine-needle aspirate (EUS-FNA)
is a minimally invasive biopsy technique that is an important means
of obtaining tissue in PC. It is the predominant method of obtaining
tissue from patients with locally advanced PC [1] and with the
increasing utilization of neoadjuvant chemotherapy it is likely that
EUS-FNA will also be increasingly utilised in patients with resectable
PC. This emphasizes the importance of maximizing the potential
utility of this technique to guide personalised therapy in
PC. However, to date there has been minimal use of EUS-FNA to
characterize the genetic profile of PC.

Although DNA has been isolated from these samples in numer-
ous studies [2–9], RNA has only been reported in two studies
[10, 11]. Both of these studies performed RNAseq, a highly sensi-
tive sequencing technology to analyse the entire transcriptome. To
address this issue, this chapter presents methodology for utilizing
EUS-FNA for molecular characterisation of PC based on the isola-
tion of DNA and RNA from EUS-FNA samples.

Any novel personalised therapies will need to be assessed in
preclinical models to establish their potential efficacy, prior to
embarking on clinical trials. Patient-derived xenografts represent
an excellent in vivo model for this purpose [12]. Patient-derived
xenograft studies involve the growth of a cancer cells in an immune-
deficient mouse, whereby the cancer cells for the xenografts are
derived directly from the patient. Xenografted tumours have been
shown to retain the characteristics of the original patient tumour in
terms of histological architecture and molecular profiles [13–15],
which makes xenograft models an ideal tool to demonstrate a
biological response to personalised therapies designed to target
specific tumour molecular profiles [16]. However, patient-derived
xenograft models in PC have been largely restricted to utilizing
surgical resection specimens that are only available in approximately
20% of patients. Importantly, there have only been two reports of
the use of EUS-FNA samples to create patient-derived xenograft
models [10, 17]. Here we present the methodology for using
EUS-FNA to develop patient-derived xenograft models in PC and
thus allow preclinical trials of targeted therapy in this setting.

2 Materials

2.1 Human Specimen

Collection

1. EUS-FNA needle used by Endoscopist to collect tissue for
diagnostic, molecular and xenograft purposes (see Note 1).

2. Microscope, glass slides and Diff-Quik stain, used by cytopa-
thologist to confirm adequate cellularity and provide a provi-
sional diagnosis.
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3. 1 � 2 mL plastic collection tube with lockable lid labeled with
de-identified sample code to collect research sample for molec-
ular studies.

4. 1� specimen jar with 5 mL cell culture medium for collecting
research sample for xenograft studies.

5. 2 mL sterile 0.9% saline, used to flush the EUS-FNA needle.

6. Liquid nitrogen in insulated container for snap freezing sample
for molecular analyses.

7. Wet ice in insulated container for transporting sample for
xenografting.

2.2 Molecular

Analyses

1. Qiagen Universal Allprep kit (see Note 2).

2. SupplementAllprep lysis buffer with 5% beta-mercaptoethanol.

2.3 Xenograft 1. Cell culture sterile fume hood.

2. Wet ice for transporting samples at ~4 �C.

3. Sterile cell culture petri-dish and scalpel for preparing the
sample.

4. 100 μm cell strainer.

5. 15 and 50 mL conical centrifuge tubes for washing and
re-suspending the sample.

6. Centrifuge.

7. 1:1 ratio (v/v) of 300 μL of Matrigel diluted in cell culture
medium (see Note 3).

8. 4 � 1 mL syringe (for xenograft and analgesic drug delivery).

9. 2 � 27 gauge needles (for xenograft and analgesic drug
delivery).

10. 2 � 6 week-old female (preferred for housing logistics)
NOD-SCID or NOD-SCID Gamma mice (Non-obese dia-
betic, severe combined immune deficiency).

11. Isoflurane for light anesthesia with anesthetic chamber.

12. Heat mat and sterile sheet for operating field.

13. Caprofen and bupivacaine for peri-operative analgesia for
the mice.

14. Recovery cage.

15. Cell culture medium (serum free): RPMI (Roswell Park
Memorial Institute) medium supplemented with 1%
Penicillin-Streptomycin, 1% L-Glutamine, 1% HEPES
(4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid), 1%
Non-essential amino acids. Store at 4 �C (see Note 4).
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2.4 Passage

of Xenografts

1. Donor NOD-SCID mouse with grafted tumour.

2. Recipient NOD-SCID mice (up to n ¼ 8 per 1000 mm3

tumour).

3. Sterile cell culture petri dish.

4. Thawed 1:1 (v/v) Matrigel diluted with cell culture medium.

5. Wet ice in insulated container.

6. Specimen pot with formalin.

7. 1 � 2 mL plastic collection tube with lockable lid.

8. Liquid nitrogen in insulated container.

9. Isoflurane and anesthesia induction chamber, with nose cone
and maintenance flow (or injectable anesthesia equipment).

10. Hair clippers.

11. Antiseptic solution (betadine or 80% ethanol).

12. Surgical kit (with dissection scissors, forceps and scalpel).

13. Suturing material or surgical staples for wound closure.

14. Heat mat and sterile sheet for surgical field.

15. Caprofen and bupivacaine for peri-operative analgesia for
the mice.

16. 3 � 1 mL syringes for local anaesthesia, analgesia and blood
collection.

17. 3� 27 gauge needles for local anaesthesia, analgesia and blood
collection.

18. Recovery cage.

3 Methods

3.1 Human Specimen

Collection

1. PC samples were collected from patients undergoing EUS
FNA for investigation of a pancreatic mass. Initial diagnostic
aspirates from the pancreatic mass were collected using
22 gauge Procore needles with 10 cc of suction for immediate
cytological assessment (see Note 1).

2. Cytopathologist confirms the cellular quantity and provides a
provisional diagnosis based on the initial passes and diagnostic
material is obtained for the cell block, which is then processed
according to local pathology service protocol.

3. Additional 1–2 passes were taken from the same position as the
diagnostic passes and then either snap-frozen in liquid nitrogen
or placed into 5 mL of cell culture medium pot to be kept on
wet ice (see Note 5).

4. To expel samples from the needle stylus replacementwas followed
by 1 mL flush with 0.9% saline and 5 mL of air (seeNote 6).
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3.2 Molecular

Analyses

1. Snap frozen EUS-FNA samples are transferred into double the
recommended volume of lysis buffer provided in theAllprep kit
(see Notes 2 and 7).

2. Samples are homogenised and then processed according to the
manufacturer’s instructions (see Note 8).

3.3 Xenograft 1. EUS-FNA samples appear as a “worm” of tissue, which is
carefully transferred to a sterile petri dish in a cell culture hood.

2. The sample (worm) is minced with a scalpel blade.

3. This slurry of sample and 5 mL cell culture medium is then
passed through the 100 μm cell strainer into a 50 mL conical
centrifuge tube. This is done with a 1 mL pipette and then
gently pressed through the 100 μm strainer with the flat
plunger end of a 2–5 mL sterile syringe.

4. Once the majority of the slurry has been strained, invert the
strainer and “back-wash” with cell culture medium into the
same conical centrifuge tube (see Note 9).

5. Centrifuge the slurry at 800 � g for 5 min (at 4 �C if possible).

6. Remove supernatant.

7. Re-suspend pellet in 5 mL cell culture medium.

8. Centrifuge the slurry at 800 � g for 5 min (at 4 �C if possible)
to wash sample.

9. Re-suspend pellet in 5 mL cell culture medium.

10. Centrifuge the slurry 800 � g for another 5 min (at 4 �C if
possible) for final wash.

11. Re-suspend pellet in 300 μL 1:1 (v/v) of Matrigel and cell
culture medium (see Notes 3 and 4).

12. Mix gently by slowly pipetting up and down ten times.

13. Draw up 150 μL of slurry into 2 � 1 mL syringes and carefully
place on ice (see Note 10).

14. Maintaining sterility and sample temperature ~4 �C, by
keeping all samples on wet ice in a closed container, transport
all materials to animal housing facility (see Note 11).

15. Prepare heat mat, sterile field and a spare recovery cage for mice
to rise from sedation.

16. Prepare isoflurane anesthesia chamber.

17. Induce isoflurane anesthesia by placing mouse in induction
chamber, then move mouse into position for maintenance
dose (onto nose cone with low flow isoflurane) (see Notes
12–14).

18. Check for adequate sedation using toe or tail pinch and corneal
reflex.
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19. Once the animal is sedated inject a small volume (10–50 μL) of
bupivacaine into the site of the graft (flank) intradermally (see
Note 15).

20. Inject 150 μL of sample slurry into the flank subcutaneously.

21. Inject 50 μL of caprofen into another site subcutaneously (see
Notes 12 and 16).

22. Cease isoflurane flow and administer oxygen or room air until
animal wakes.

23. Place animal into recovery cage and monitor.

24. Repeat above steps with second animal.

25. Monitor both animals until effects of anesthesia have worn off.

26. Return 24 h later to administer second dose of caprofen
subcutaneously.

27. Monitor mice twice weekly for tumour growth using palpation
and digital calipers (see Notes 17 and 18).

3.4 Passage

of Xenografts

1. Prepare surgical equipment and surgical field in animal house
fume hood (see Note 11).

2. Euthanize donor mouse using carbon dioxide induced asphyx-
iation (see Note 12).

3. Collect blood for serum if desired via cardiac puncture of
venipuncture using a 1 mL syringe and 27 gauge needle.

4. Make a midline incision in the skin on the abdomen of the
mouse using surgical scissors and expand this up the midline of
the mouse, taking care to only cut the skin and not pierce the
abdominal wall.

5. Expose the tumour by creating a large mobile skin flap with the
tumour still attached to the skin, but dissected away from the
abdominal wall.

6. Dissect away tumour using blunt dissection.

7. Take photos of the tumour with a ruler or measuring device
and weigh the tumour.

8. Cut the tumour into quarters.

9. Place one quarter into specimen pot with 5 mL formalin for
histology (see Note 19).

10. Place one quarter into a plastic 2 mL capped tube and then into
liquid nitrogen for subsequent molecular analyses.

11. The remaining half (i.e. two quarters) will be used for
passaging.

12. In the sterile petri dish, use the scalpel to shave off 2 mm pieces
of the fleshy outer layer of the tumour (see Note 20).

13. Place these into the diluted Matrigel and leave on wet ice
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14. Anaesthetize one recipient mouse using inhaled isofluorane (see
Notes 12 and 13).

15. Shave the flank of the mouse where the graft will be implanted.

16. Clean the graft sight with antiseptic solution (betadine or 80%
ethanol).

17. Make a 2 mm incision in the flank of the animal using surgical
scissors.

18. Using blunt dissection create a larger subcutaneous pocket.

19. Carefully implant 2 � 2 mm slices of grafted tumour coated
with diluted Matrigel into the pocket.

20. Oppose wound edges with forceps and close wound with either
sutures or surgical staples.

21. Inject 50 μL bupivacaine intradermally into the wound and
surrounding skin (see Note 15).

22. Inject 50 μL caprofen subcutaneously in a site separate to graft
site (see Notes 12 and 16).

23. Monitor animal until complete recovery from anesthesia.

24. Return in 24 h for a second dose of 50 μL caprofen injected
subcutaneously.

25. Repeat this process with all remaining recipient mice

26. Monitor tumour growth in new cohort of mice twice weekly
with palpation and digital calipers (see Notes 17, 18 and 21).

4 Notes

1. Collection needle will be determined by Endoscopist.

2. It is likely that the RNA or DNA extraction kit is immaterial,
however, it is important to use more than the recommended
volume of lysis buffer as the amount of sample and type of
tissue can result in low or degraded yields if the lysis buffer
volume is inadequate.

3. Matrigel needs to be stored at �80 �C and thawed at 4 �C
overnight to become a viscous liquid. At room temperature this
will set and become solid, therefore care must be taken to
ensure Matrigel is kept on ice at 4 �C and needles, syringes
and cell culture medium that will come into contact with
Matrigel should be kept on ice also.

4. Additional growth factors can be added to supplement cell
growth and facilitate grafting, however many of these are
already present in Matrigel.
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5. Number of passes and amount of material available to research-
ers will be determined by the Endoscopist, local ethical research
governance and patient factors.

6. Caution should be taken when expelling samples from needles
as this requires handling of the sharp needle. In addition, the
flushing of saline and air can result in a splash, eye protection
should be worn and care taken to avoid the sample splashing
out of the collection tube or pot.

7. Ensure lysis buffer is supplemented with beta-mercaptoethanol
to stabilize RNA throughout the process.

8. Make sure extraction process is performed in an RNAase free
environment and performed in an efficient manner, as contam-
ination and prolonged time at room temperature can lead to
RNA degradation.

9. The purpose of the cell strainer is not to create a single-cell
suspension, but to finely break up sample into small enough
pieces so that the slurry that can be injected. As such, the
“back-wash” step is used to capture any cells that didn’t pass
through the strainer, but they are still able to be used.

10. It is important that these needles remain sterile and that the
contents are not accidentally expelled when they are placed
on ice.

11. NOD-SCID and NOD-SCID Gamma mice are severely
immunocompromised. Animal housing facility needs to main-
tain diligent pathogen free environment and all animal
handling needs to be performed in a sterile fume hood with
sterile surgical gown and gloves.

12. Anesthesia, analgesia and euthanasia protocols should be used
in accordance with the local practices of the animal facility, the
training of the researcher and the approval of relevant ethical
governing bodies.

13. When administering general anesthesia or sedation to animals
it is best if two researchers are present, one to monitor the
animal’s breathing and conscious state, while the other
researcher performs the xenograft.

14. High flow oxygen aids recovery and minimizes sedation time,
the availability of high flow oxygen on inhaled anesthetic
machines is also an important tool to prevent overdose as
rapid reversal can be achieved.

15. Bupivicaine is a local anesthetic agent that works for 4–8 h and
provides relief as there is a significant stretch of the skin at the
site of injection.

16. Caprofen is a non-steroidal anti-inflammatory drug that acts
systemically to minimize inflammation, this should be
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administered at the time of injection and 24 h later to prevent
pain and excessive inflammation.

17. Once tumours reach a maximum size (defined as an ethical end
point in ethics approval document), then tumours must be
passaged or cryopreserved and the animal humanely sacrificed.

18. Tumour volume calculated using the following formula:
(2 � Width � Length)/2 ¼ V mm3.

19. Histology staining should be performed at each passage to
confirm cell type and tumour architecture. Xenografts of
upper gastrointestinal tumours can commonly grow lym-
phoma, rather than the desired adenocarcinoma, therefore
immunostaining for epithelial markers should be performed.

20. It is important to only use the fleshy out layers of the tumour,
as the hard inner layer is fibrotic and paucicellular, as can be
seen on the histology studies of the formalin fixed samples. In
addition, some larger tumours will have a liquefied core, this is
necrosis and therefore not viable grafting tissue.

21. Tumours tend to grow much faster in subsequent passages,
therefore care should be taken to monitor these tumours
closely.
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Chapter 4

Modelling Intestinal Carcinogenesis Using In Vitro Organoid
Cultures

Thierry Jardé, Genevieve Kerr, Reyhan Akhtar, and Helen E. Abud

Abstract

Mouse models of intestinal carcinogenesis are very powerful for studying the impact of specific mutations
on tumour initiation and progression. Mutations can be studied both singularly and in combination using
conditional alleles that can be induced in a temporal manner. The steps in intestinal carcinogenesis are
complex and can be challenging to image in live animals at a cellular level. The ability to culture intestinal
epithelial tissue in three-dimensional organoids in vitro provides an accessible system that can be genetically
manipulated and easily visualised to assess specific biological impacts in living tissue. Here, we describe
methodology for conditional mutation of genes in organoids from genetically modified mice via induction
of Cre recombinase induced by tamoxifen or by transient exposure to TAT-Cre protein. This methodology
provides a rapid platform for assessing the cellular changes induced by specific mutations in intestinal tissue.

Key words Intestinal organoids, Conditional mutation, Cre recombinase

1 Introduction

The establishment of intestinal organoids was initially described by
Sato and colleagues in 2009 [1]. With this method, isolated intes-
tinal crypts, or isolated single stem cells cultured in a cocktail of
growth factors in Matrigel, develop into complex organised three
dimensional epithelial structures. These structures recapitulate the
cellular composition, including the stem cell niche, and closely
resemble in vivo intestinal epithelium. This powerful system per-
mits mouse intestinal epithelial cells to be studied, visualised and
genetically manipulated in vitro. The specific effects on intestinal
stem cells can be studied by isolating single cells and using fluores-
cent activated cell sorting (FACS) sorting protocols to isolate stem
cells by reference to GFP in the case of the Lgr5GFP mouse model
or using a combination of cell surface markers [1, 2]. Organoid
models can be used to examine the effects of specific environmental
signals including immune cells and cytokines [3].
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Intestinal organoid culture provides an opportunity to intro-
duce specific mutations and observe their immediate effect in cul-
ture [4, 5]. Tissue from conditional mouse models can be used to
generate organoid cultures. Specific mutations can be introduced
by using inducible Cre recombinase models or generating knock-
out organoids by introduction of TAT-Cre [6, 7]. Organoid mod-
els can be used to confirm intestinal phenotypes, and mutation of
tumour suppressor genes commonly found in bowel cancer can be
induced in vitro [8, 9]. The accessibility of the organoid cultures
permits examination of the interaction between specific mutations
and environmental regulators [10]. Here, we describe the steps
involved in tamoxifen inducible expression of recombinase driven
by VillinCre in intestinal organoids that acts to promote recombi-
nation of specific floxed alleles. We also describe an alternative
approach of transfection of TAT-Cre which can be utilised in orga-
noid cultures containing floxed alleles without the requirement of
an endogenous Cre recombinase allele. FACS sorting of positive
cells within organoids permits the establishment of purified cultures
containing specific mutations.

2 Materials

All reagents should be prepared using ultrapure water fromMilli-Q
Advantage A10 water purification system.

2.1 Isolation

of Crypts from Tissue

and Organoid Culture

1. Wildtype mice or mice containing desired floxed or Cre recom-
binase alleles (males and females 6–12 weeks old).

2. 1� Phosphate buffered Saline (PBS) pH 7.4, use ice cold.

3. 4 mM Ethylenediaminetetraacetate (EDTA) pH 8.0 in PBS,
keep on ice.

4. 70 μm cell strainer.

5. Growth factor reduced, phenol red free Matrigel (see Note 1).

6. 15 and 50 mL tubes, 9 cm Petri dishes, 10 mL Serological
pipettes.

7. Bench top centrifuge.

8. Automatic P1000 pipette, P200 and P100 manual pipettes.

9. Crypt culture medium reagents: DMEM/F12, GlutaMax,
Hepes, Penicillin/Streptomycin, N2 supplement, B27 supple-
ment, retinoic acid free, Fungizone, Mouse recombinant EGF,
Mouse recombinant Noggin, Mouse recombinant R-spondin-
1 or 5% R-spondin-1 conditioned media. Aliquot all reagents at
stock concentration and store them at �20 �C (see Note 2).

10. Test tube rotating wheel in a 4 �C fridge.

11. CO2 incubator.

12. 24 well plates (see Note 3).
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2.2 Isolation

of Single Cells from

Intestinal Tissue

and Organoids, FACS

Sorting and Single Cell

Seeding

1. Fetal bovine serum.

2. Reagents for dissociation medium, TrypLE Express, Y-27632,
DNAse 1.

3. Jagged-1.

4. 96 well plates.

5. Single cell culture medium: DMEM/F12, GlutaMax, Hepes,
Penicillin/Streptomycin, N2 supplement, retinoic acid free
B27 supplement, Fungizone, CHIR (GSK-3 inhibitor),
Mouse recombinant EGF, Jagged-1, Mouse recombinant
Noggin, Mouse recombinant R-spondin-1, Wnt-3a, and
Y-27632. Aliquot all reagents at stock concentration and
store them at �20 �C.

2.3 Induction of Cre

Recombinase

and Transfection Using

TAT-Cre

1. Tamoxifen. Make 0.5 mM stock by dissolving 1.86 mg in
10 mL DMSO.

2. TAT-Cre recombinase.

2.4 Analysis of Cell

Viability

1. PrestoBlue solution.

2. Black 96 well plates.

3 Methods

3.1 Crypt Isolation

and Organoid Culture

1. Make basal medium by adding the following stock solutions:
46.9 mL DMEM/F12, 500 μL N2, 1 mL B27, 500 μL gluta-
max, 500 μL Penicillin Streptomycin, 500 μL 1 M HEPES,
100 μL Fungizone (see Note 4).

2. Make the crypt culture medium by adding the following
reagents to 948 μL basal medium: 5% R-spondin-1
conditioned media (or 500 ng/mL recombinant R-spondin-
1), 1 μL 50 μg/mL EGF (final concentration 50 ng/mL), 1 μL
100 μg/mL Noggin (final concentration 100 ng/mL).

3. Euthanise mouse and dissect out small intestine (about 20 cm).
Flush twice with cold PBS using a 25 mL syringe to remove
faeces.

4. Remove any fragments of adipose tissue by dissecting them
away. Cut the intestine longitudinally with small scissors and
gently scrape with a glass coverslip to remove villi (seeNote 5).

5. Cut the intestine into small pieces (5 mm) and transfer into a
50 mL tube containing 25 mL ice cold PBS (see Note 6).

6. Wash the tissue pieces by inverting the tube 20 times to remove
unattached epithelial fragments, mucus and faeces. After the
pieces settle to the base of the tube, discard supernatant.
Repeat this step five times.
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7. Incubate the intestinal tissues in 4 mM EDTA in PBS in a
50 mL tube on a tube rotator machine at 10 rpm at 4 �C for
30 min.

8. Discard the supernatant and wash the tissue pieces with 25 mL
cold PBS by gently inverting the tube 20 times. Discard the
supernatant (this fraction is enriched for villus fragments), and
re-suspend in 20 mL PBS.

9. Mechanically pipette tissue samples vigorously ten times (using
a 10 mL pipette and an automatic pipettor, force the tissue
fragments to go through the pipette) and collect the crypt
enriched supernatant. Repeat this process a total of three
times and combine the three fractions in a 50 mL tube.

10. Centrifuge the sample for 3 min (453 � g) at 4 �C and discard
the supernatant.

11. Re-suspend the cell pellet with 20 mL PBS and transfer in a
new 50 mL tube containing a 70 μm cell strainer to remove cell
clumps and mucus. Wash the tube and strain with another
20 mL of PBS. Centrifuge the pool for 3 min (1500 rpm) at
4 �C.

12. Discard the supernatant, re-suspend the cell pellet in 10 mL
PBS and transfer into a 15 mL tube. Centrifuge the tube for
3 min (1500 rpm) at 4 �C (see Note 7).

13. Discard the supernatant and re-suspend with 400 crypts per
30 μL of Matrigel.

14. Seed 30 μL of Matrigel to each well of a pre-warmed 24 well
plate (spread out the Matrigel as much as possible to form a
thin layer of Matrigel without touching the edge of the well)
(see Note 8), and incubate at 37 �C for 10 min until Matrigel
has solidified.

15. Add 500 μL of pre-warmed crypt culture medium in each well
and incubate at 37 �C and 5% CO2 in a humidified atmosphere
(see Note 9).

16. Typically, the organoids start to form after 1–2 days in culture
and start budding after 3–4 days (Fig. 1a). Replace crypt
culture medium every 2–3 days.

17. 7–10 days after initial culture (Fig. 1b), the organoids need to
be passaged. Discard culture medium, add 500 μL PBS and
mechanically dissociate the Matrigel with a P1000 pipette
(20–30 times up and down). Transfer the dissociated Matrigel
and organoids into a 15 mL tube. Wash the well again with
500 μL PBS and transfer into the 15 mL tube.

18. Centrifuge the tube for 3 min (1500 rpm) at 4 �C. Discard the
supernatant and re-suspend with Matrigel (1/3–1/6 split
ratio).
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19. Seed 50 μL of Matrigel on pre-warmed 24 well plate (spread
out the Matrigel as much as possible to form a thin layer of
Matrigel without touching the edge of the well), and incubate
at 37 �C for 10 min until Matrigel has solidified.

20. Add 500 μL of pre-warmed crypt culture medium in each well
and incubate at 37 �C and 5% CO2.

3.2 Isolation

of Single Cells from

Tissue

1. Make basal medium as per Subheading 3.1, step 1.

2. Make the single cell culture medium by adding the following
reagents to 984 μL basal medium: 1 μL 50 μg/mL EGF (final
concentration 50 ng/mL), 1 μL 100 μg/mL Noggin (final
concentration 100 ng/mL), 10 μL 100 μg/mL R-spondin-1
(final concentration 100 ng/mL), 1 μL 10 mM Y-27632 (final
concentration 10 μM), 1 μL 100 μg/mL Wnt-3a (final con-
centration 100 ng/mL), 2 μL 500 μM Jagged-1 (final concen-
tration 1 μM) and 0.25 μL 10 mM CHIR (final concentration
2.5 μM).

3. Complete steps 1–11 according the crypt isolation method.

4. Discard supernatant, resuspend the pellet in 10 mL DMEM/
F12 containing 10% FBS (this step is required to improve cell
viability) and place at 4 �C for 30 min.

5. Add 30 mL PBS to the 50 ml tube, invert 20 times and
centrifuge for 3 min (1500 rpm) at 4 �C.

6. Discard supernatant, resuspend the pellet in PBS, invert
20 times and centrifuge the tube for 3 min (1500 rpm) at 4 �C.

Fig. 1 Crypt isolation and organoid culture. (a) Small intestinal organoid growth over 5 days from a single
isolated crypt. (b) Mature small intestinal organoid maintained in culture for 8 days with several protruding
buds. (c) Schematic diagram of an intestinal organoid. Scale bars ¼ 100 μm
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7. Discard the supernatant and resuspend the cell pellet in dis-
sociating solution (1 mL TrypLE Express supplemented with
10 μM Y-27632 and 50 units DNAse 1) for 4 min at 37 �C.

8. Add 100 μL FBS, mix 20 times with a P1000 pipette, and
resuspend in 20 mL PBS.

9. Transfer to a new 50 mL tube through a 70 μm cell strainer.
Wash the tube and strain with another 20 mL of PBS. Centri-
fuge the tube for 5 min (1500 rpm) at 4 �C.

10. Discard supernatant, resuspend the pellet in PBS, invert
20 times and centrifuge the tube for 5 min (1500 rpm) at
4 �C. Cells are then ready for antibody labelling for FACS
sorting.

11. In order to sort cells with organoid-forming capacities, a recent
paper has described a new cell surface marker mediated strategy
(combining six markers) that allows isolation of pure intestinal
stem cells [2]. All antibody labelling steps are carried out in a
500 μL volume for 15 min on ice. After each antibody labelling
step, cells are washed with 10 mL cold PBS and pelleted at
1500 rpm for 5 min. The cells are then resuspended in a final
volume of 1 mL, passed through a 40 μm strainer and trans-
ferred into appropriate FACS tubes and propidium iodide
(PI) added to a concentration of 2 μg/mL.

12. Cell sorting is carried out by selectively removing aggregates,
debris, dead cells (PIþ), and selecting specific sub-populations
based on cell surface marker expressions [2].

13. Following FACS isolation, collect single epithelial stem cells in
DMEM/F12 supplemented with 10% serum and 10 μM
Y-27632. Centrifuge at 4 �C for 5 min at 1500 rpm.

14. Discard the supernatant and resuspend the cell pellet in
growth-factor reduced Matrigel (1000 cells per μL,) contain-
ing 10 μM jagged-1. 5000 cells in 5 μLMatrigel are seeded per
well in a 96 well plate. Spread out the Matrigel as much as
possible to form a thin layer of Matrigel without touching the
edge of the well.

15. Following Matrigel polymerisation, overlay 100 μL of
pre-warmed single cell culture medium per well.

16. Maintain intestinal stem cells in a 37 �C humidified atmosphere
under 5% CO2. After 3 days, replace the entire culture medium
with freshly made culture medium without Y-27632 and
WNT-3A.
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3.3 Induction of Cre

Recombinase Using

VillinCre and Floxed

Alleles

1. Following organoid passaging (see Subheading 3.1, steps 17
and 18), 150 crypt fragments in 20 μL Matrigel are seeded per
well in a 48 well plate. Alternatively, organoids generated from
freshly isolated crypts or single cells maintained for 5 days in
culture can be used.

2. Add tamoxifen to the culture medium at 0.5 μM for 1 day to
induce recombination. In Fig. 2a, b, organoids were generated
from isolated intestinal crypts of a Villin-CreERT2-Rosa26-
LacZ transgenic mouse [6, 11]. This mouse model contains a
loxP-flanked STOP cassette preventing transcription of a LacZ
protein, which is expressed following Cre-mediated recombi-
nation. After a 1 day incubation with tamoxifen, the stop
cassette is excised by the tamoxifen-induced Cre recombinase,
which leads to LacZ expression and visualisation of recombined
LacZþ blue cells in these organoids. Fig. 2c depicts an orga-
noid established from Apcfl/fl intestinal tissue [12].

3. After tamoxifen treatment, discard media and replace with
normal culture medium. The resulting phenotype is generally
analysed at day 4.

3.4 Transfection

of TAT-Cre to Induce

Recombination

1. Grow organoids for 5 days from crypts or single cells in 24 well
plate. As an example, organoids were generated from isolated
intestinal crypts of a Rosa26-ZsGreen1 transgenic mouse
(Fig. 3) [13]. This mouse model contains a loxP-flanked
STOP cassette preventing transcription of an enhanced green
fluorescent protein (ZsGreen1), which is expressed following
Cre-mediated recombination.

2. Harvest organoids from six wells by first discarding the culture
medium, adding 500 μL PBS to each well and mechanically
dissociating theMatrigel with a P1000 pipette (20–30 times up
and down). Transfer the dissociated Matrigel and organoids

Fig. 2 Induction of tamoxifen-mediated Cre recombination in intestinal organoid culture. Organoids generated
from Villlin-CreERT2-Rosa26-LacZ mice untreated (a) or treated with 0.5 μM tamoxifen for 1 day (b). Scale
bars ¼ 100 μm. Organoids were fixed and stained to reveal beta-galactosidase activity using the protocol
described in [14]. Cells staining blue indicate successful recombination. (c) Small intestinal organoids showing
loss of typical budding architecture 5 days after inducible loss of Apc
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into a 15 mL falcon tube placed on ice. Wash the wells again
with 500 μL PBS and transfer to same 15 mL falcon tube.

3. Centrifuge the tubes for 5 min (1500 rpm) at 4 �C. Discard the
supernatant and re-suspend cells in 500 μL culture media in a
1.5 mL eppendorf tube (approx. 300,000 cells per tube) with
8 μM TAT-Cre (see Note 10). Incubate tube at 37 �C for 4 h.

4. Centrifuge the cells at 1500 rpm at 4 �C for 5 min. Resuspend
pellet in 100 μL of Matrigel and plate into 5 wells in a 48 well
plate. Add crypt culture medium and incubate for at least
5 days changing the media every other day.

5. After 5 days in culture, the TAT-Cre activated fluorescent
reporter gene can be visualised by microscopy (Fig. 3a, b,
untreated Rosa26-ZsGreen1 organoids; Fig. 3d–e, TAT-Cre
treated Rosa26-ZsGreen1 organoids).
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Fig. 3 Induction of TAT-Cre mediated recombination in intestinal organoids. Rosa26-ZsGreen1 organoids
untreated (a, b) or treated with 8 μM TAT-Cre (d, e) showing TAT-Cre mediated recombined GFPþ organoids.
Flow cytometry analysis of Rosa26-ZsGreen1 organoids untreated (c) or treated with 8 μM TAT-Cre (f)
showing efficient GFP expression induced by TAT-Cre recombination in organoids. (g, h) Organoids generated
from FACS sorted single GFPþ cells. Scale bars ¼ 100 μm
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6. Transfected organoid cultures can be analysed by reference to
GFP expression by mechanically dissociating the Matrigel with
a P1000 pipette (20–30 times up and down) in each well.
Transfer the dissociated Matrigel and organoids of three wells
into a 15 mL tube. Wash each well again with 500 μL PBS and
add to the tube.

7. Centrifuge at 1500 rpm for 5 min at 4 �C. Re-suspend pellet in
1 mL TrypLE Express supplemented with 10 μMY-27632 and
50 units DNAse 1 by pipetting up and down (10–15 times).
Incubate at 37 �C for 3 min.

8. Pipette up and down for (15–20 times) to allow dissociation of
organoids into single cells. Add 9 mL of cold DMEM to tube
to stop the dissociation process and centrifuge cells at
1500 rpm for 5 min at 4 �C.

9. Re-suspend pellet in 500 μL of FACS buffer (DMEM/
F12 þ 10% FBS þ 10 μM Y-27632). Proceed with flow cyto-
metry analysis. Measuring the percentage of GFPþ cells gives a
measure of successful transfection and TAT-Cre efficiency
(Fig. 3c, f). In our hands, 8 μM TAT-CRE induced a high
degree of recombination (72% recombined GFPþ cells) and
higher concentrations of TAT-Cre did not increase this
percentage.

10. Transfected organoid cells can also be FACS sorted by refer-
ence to GFP expression and single recombined GFPþ stem
cells cultured (see Subheading 3.2, steps 11–16) (Fig. 3g, h).

3.5 Analysis of Cell

Viability

One potential readout after genetic manipulation in organoids
(gene loss or over-expression) is to analyse cell viability using the
PrestoBlue assay.

1. Make up PrestoBlue working solution by diluting ten times
using basal medium in a falcon tube. Wrap tube in aluminium
foil and incubate at 37 �C for 5 min (see Note 11).

2. Remove culture media from organoid plate and add 200 μL
PrestoBlue working solution to each well (48 well plate). Start
with blank wells and then proceed to wells with organoids
whilst working in triplicate.

3. Incubate organoids with PrestoBlue for 20–40 min depending
on organoid density. For higher density, incubate for 20 min. If
organoid density is low, incubate for 30 or 40 min.

4. After incubation, transfer PrestoBlue solution from blank and
organoid wells (90 μL per well) into a new fluorescence-grade
black 96 well plate working in duplicates and protect from light.

5. Measure PrestoBlue fluorescence using a fluorescence plate
reader (excitation: 540 nm; emission: 590 nm) (see Note 12).

Inducing Conditional Mutations in Organoids 49



4 Notes

1. Bottles of Matrigel should be stored at �20 �C to �80 �C for
long term storage. To make up smaller working stocks, warm
Matrigel to 4 �C in fridge overnight then aliquot. Smaller
(i.e. 1 mL) stocks can be store at�20 �C. Avoid multiple freeze
thaw cycles where possible. Keep Matrigel on ice prior to use.
Do not allow Matrigel to warm to room temperature as it will
solidify and this process cannot be reversed.

2. Make up working stocks to the following recommended con-
centrations: 100 μg/mL Noggin: 50 μg/mL EGF: 500 μM
Jagged: 100 μg/mL R-spondin: 100 μg/mL Wnt3a: 10 mM
CHIR: 10 mM Y-27632.

3. We recommend using NUNC plates. Matrigel does not adhere
as well to some other plate brands making seeding more
difficult.

4. Organoid basal media can be prepared and stored at 4 �C for
2–3 weeks. Complete crypt or single cell media should be
prepared on the day of use.

5. When scraping the epithelial surface of the intestine with a glass
coverslip, do not apply too much pressure. Only light pressure
is required to remove mucus and villi. Scraping too firmly may
compromise crypt structure.

6. All reagents and samples should be kept on ice at all times
during organoid isolation. Cell viability and therefore organoid
forming ability will be compromised if samples are allowed to
warm to room temperature.

7. Do not centrifuge samples at higher speeds. This will cause
more single cell contamination and will not yield a pure crypt
culture.

8. There are numerousMatrigel seeding methods described in the
literature. More Matrigel can be used per well when passaging
and maintaining lines (i.e. 50 μL per well of a 24 well plate).
However, when seeding organoids directly from crypts or
isolated single cells, a thinner layer of Matrigel facilitates orga-
noid growth. This allows for optimal diffusion of the required
growth factors to cells.

9. Do not allow cells to sit in Matrigel for extended periods of
time (>30 min) without media as organoid viability may be
compromised.

10. TAT-Cre recombinase protein (EMDMillipore) is sold as units.
To calculate the amount of TAT-Cre required follow the exam-
ple below. A standard of 100 units is defined as the amount of
TAT-Cre (μg) in 1 mL of tissue culture medium that is required
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to induce 50% GFP expression in a HEK293T reporter cell line
assay. Hence EC50 ¼ 100 units. If EC50 value is 127 μg/mL,
the amount of TAT-Cre protein in 1 unit is equal to 1.27 μg/
mL (this value is different for every batch of TAT-Cre). There-
fore, a TAT-Cre stock solution at a concentration (10,000 units)
is prepared by adding 12.7 g/L and can be converted to μM by
dividing by 41,000 (molecular mass of TAT-Cre protein).
Molarity of TAT-Cre stock solution ¼ 12.7 g/1 L � 1 mol/
41,000 g ¼ 309.6 μM. In this case, to obtain a final concentra-
tion of 8 μM, use 25.6 μLTAT-Cre stock in 1mL culture media.

11. Both the resazurin dye and resorufin product in PrestoBlue are
light sensitive leading to increased background fluorescence.
Store the reagent in the dark where possible. If exposure to
light is unavoidable (i.e. during assay setup) ensure a no cell
control well is included to correct for background fluorescence.

12. If the PrestoBlue plate is unable to be read immediately after
assay completion, the black plate can be store at 4 �C protected
from light for up to 48 h.
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Chapter 5

Protocols to Evaluate Cigarette Smoke-Induced Lung
Inflammation and Pathology in Mice

Ross Vlahos and Steven Bozinovski

Abstract

Cigarette smoking is a major cause of chronic obstructive pulmonary disease (COPD). Inhalation of
cigarette smoke causes inflammation of the airways, airway wall remodelling, mucus hypersecretion and
progressive airflow limitation. Much of the disease burden and health care utilisation in COPD is associated
with the management of its comorbidities and infectious (viral and bacterial) exacerbations (AECOPD).
Comorbidities, in particular skeletal muscle wasting, cardiovascular disease and lung cancer markedly
impact on disease morbidity, progression and mortality. The mechanisms and mediators underlying
COPD and its comorbidities are poorly understood and current COPD therapy is relatively ineffective.
Many researchers have used animal modelling systems to explore the mechanisms underlying COPD,
AECOPD and comorbidities of COPD with the goal of identifying novel therapeutic targets. Here we
describe a mouse model that we have developed to define the cellular, molecular and pathological
consequences of cigarette smoke exposure and the development of comorbidities of COPD.

Key words COPD, Cigarette smoke, Comorbidities, AECOPD, Emphysema, Lung inflammation

1 Introduction

Chronic Obstructive Pulmonary Disease (COPD) is a major incur-
able global health burden and is the fourth leading cause of death
worldwide [1]. COPD is a “disease characterized by airflow limita-
tion that is not fully reversible. The airflow limitation is usually
progressive and associated with an abnormal inflammatory
response of lungs to noxious particles and gases” [1]. Cigarette
smoking is the major cause of COPD and accounts for more than
95% of cases in industrialized countries, but other environmental
pollutants are important causes in developing countries [1]. COPD
is heterogeneous and encompasses chronic obstructive bronchioli-
tis with fibrosis and obstruction of small airways, leading to closure
of small airways. Emphysema caused by enlargement of airspaces
due to destruction of lung parenchyma and loss of lung elasticity
can subsequently develop. Most patients with COPD have multiple

Brendan J. Jenkins (ed.), Inflammation and Cancer: Methods and Protocols, Methods in Molecular Biology, vol. 1725,
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pathologic conditions (chronic obstructive bronchiolitis, emphy-
sema and mucus plugging), but the relative extent of emphysema
and obstructive bronchiolitis within individual patients can vary. As
the disease worsens, patients experience progressively more fre-
quent and severe exacerbations, which are due in greatest part to
viral and bacterial chest infections [2–5]. Patients are also increas-
ingly disabled by disease comorbidities, such as skeletal muscle
wasting and cardiovascular disease, which further reduce their
quality of life [6–8]. In addition, respiratory infections can worsen
these comorbidities and further impact on the patient’s life [7].

Current forms of therapy for COPD are relatively ineffective
and the development of effective treatments for COPD have been
severely hampered as the mechanisms and mediators that drive the
induction and progression of chronic inflammation, emphysema,
altered lung function, defective lung immunity, musculoskeletal
derangement and markedly worsened cardiovascular risk remain
only poorly understood. Given that cigarette smoke is the major
cause of COPD, “smoking mouse” models, using either nose only
or whole body smoke exposure systems, that accurately reflect
disease pathophysiology have been developed and have made
rapid progress in identifying candidate pathogenic mechanisms
and new therapies (reviewed in [9–18]). To date, many species
have been used including rodents, dogs, guinea-pigs, monkeys
and sheep [16, 19]. However, mice have been the most popular
choice by many investigators given the enormous information
about the mouse genome, the abundance of antibody and gene
probes, the ability to produce animals with genetic modifications
that shed light on specific processes within COPD, the availability
of numerous mouse strains with different responses to smoke and
ultimately the low cost. It has been established that there is excel-
lent concordance between biological pathways initiated by cigarette
smoke exposure in the lungs of humans and mice [20].

Regardless of the method of cigarette smoke exposure, many of
the of the characteristic features of human COPD, namely
(1) chronic lung inflammation, (2) impaired lung function;
(3) emphysema; (4) mucus hypersecretion; (5) small airway wall
thickening and remodeling; (6) vascular remodeling; (7) lymphoid
aggregates and (8) pulmonary hypertension can be mimicked in the
“smoking mouse model”. Acute and chronic cigarette smoke expo-
sure protocols have been developed where acute protocols
(1–4 days) are typically used to explore the mediators and mechan-
isms involved in the induction of cigarette smoke-induced lung
inflammation [16, 19]. Chronic cigarette smoke exposure proto-
cols have largely been used to explore the mechanisms that drive
chronic inflammation, impaired lung function, emphysema, small
airway wall thickening and remodeling and vascular remodeling
[16, 19].
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2 Materials

Prepare all solutions described below using ultrapure water
(prepared by purifying deionized water, to attain a sensitivity of
18 MΩ-cm at 25 �C) and analytical grade reagents. Prepare and
store all reagents at room temperature (RT, unless indicated other-
wise). Diligently follow all waste disposal regulations when dispos-
ing waste materials.

2.1 Cigarette Smoke

Exposure

1. 18 L perspex chamber.

2. Specific pathogen-free male mice (e.g. BALB/c, C57BL/6).

3. Winfield Red cigarettes (16 mg of tar, 1.2 mg of nicotine, and
15 mg of CO).

2.2 Characterization

of Cigarette Smoke

Exposure: Total

Suspended Particulate

Mass Concentration

1. Polytetrafluoroethylene filters (47 mm Teflon, 2 μm pore size).

2. Microbalance with a resolution of 0.0001 mg.

2.3 Bronchoalveolar

Lavage and Lung

Collection

1. 240 mg/kg sodium pentobarbital anesthetic.

2. Phosphate-buffered saline (PBS): 2.85 g/L NaHPO4·2H2O
(16 mM HPO4), 0.625 g/L NaH2PO4·2H2O (4 mM PO4),
8.7 g/L NaCl (149 mM NaCl).

3. Weighing scales.

4. 27 gauge � ½ in. (0.43 � 13 mm) needle.

5. 1 and 5 mL insulin syringe.

6. Tracheotomy needle 21 gauge � 1 in. (0.80 � 25 mm).

7. Two curved tissue forceps.

8. Scissors.

9. Liquid nitrogen.

10. 1.7 mL Eppendorf tube.

2.4 Total

and Differential Cell

Counts

1. Ethidium bromide and acridine orange.

2. Neubauer hemocytometer.

3. Shandon CytoSpin 3 centrifuge.

4. Merck Microscopy Hemacolor and Kwik™ Diff Solution.

5. Microscope glass slides.

6. Glass cover slips.

7. Entellan® mounting medium.

Cigarette Smoke-Induced Lung Pathology in Mice 55



2.5

Carboxyhemoglobin

Measurements

1. 240 mg/kg sodium pentobarbital anesthetic.

2. 27 gauge � ½ in. (0.40 � 13 mm) needle.

3. 1 mL heparinized blood gas syringe.

2.6 RNA Extraction,

cDNA Synthesis

and qPCR

1. Liquid nitrogen.

2. 1.7 mL Eppendorf tube.

3. RLT Lysis buffer (RNeasy® Mini Kit 250).

4. β-Mercaptoethanol.

5. 21 gauge � 1 in. (0.80 � 25 mm) needle.

6. 1 mL syringe.

7. RNeasy Mini Kit 250.

8. NanoDrop 2000 spectrophotometer.

9. Taqman primers.

2.7 Histology 1. 240 mg/kg sodium pentobarbital anesthetic.

2. 27 gauge � ½ in. (0.40 � 13 mm) needle.

3. 10% neutral buffered formalin.

4. Hematoxylin and eosin stain.

2.8 Acute

Exacerbations of COPD

1. Influenza A virus (H3N1, Mem 71 strain).

3 Methods

3.1 Animals Specific pathogen-free male mice (e.g. BALB/c, C57BL/6) aged
7 weeks and weighing ~20 g are obtained from an animal resource
centre. The mice are then housed at 20 �C on a 12:12 h day-night
cycle in sterile microisolators and fed a standard sterile diet of
Purina mouse chow with water allowed ad libitum. The experi-
ments need to be approved by an institutional animal experimenta-
tion ethics committee and be conducted in compliance with the
guidelines of the country’s governmental bodies that regulate ani-
mal experimentation (see Note 1).

3.2 Cigarette Smoke

Exposure

Mice are placed in an 18 L perspex chamber in a chemical hood and
exposed to cigarette smoke generated from one cigarette for
15 min (seeNote 2). The lid of the perspex chamber is then opened
for 5 min before being closed and the mice exposed again to
cigarette smoke generated from one cigarette for 15 min. This is
repeated such that mice are exposed to three cigarettes for 1 h,
three times a day for 4 days, delivered at 9 AM, 12 noon, and 3 PM.
Cigarette smoke is generated in 50 mL tidal volumes over 10 s, by
use of timed draw-back mimicking normal smoking inhalation
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volume and cigarette burn rate. Mice are then are killed by an
intraperitoneal (ip) overdose of anesthetic (240 mg/kg sodium
pentobarbital; see Note 3) on day 5 and the lungs lavaged with
PBS as described below. For chronic cigarette smoke exposure
protocols, mice are exposed to cigarette smoke generated as
described above but for up to 6 months, 5 days/week. Sham-
exposed mice are placed in an 18 L perspex chamber and do not
receive cigarette smoke. Commercially available filter-tipped cigar-
ettes of the following composition are used: 16 mg of tar, 1.2 mg of
nicotine, and 15 mg of CO.

3.3 Characterization

of Cigarette Smoke

Exposure: Total

Suspended Particulate

Mass Concentration

Total suspended particulate (TSP) matter is collected on a polyte-
trafluoroethylene filter with a PMP support ring (47 mm Teflon,
2 μm pore size) enclosed in a polypropylene holder (47 mm
holder), using a low-flow miniature diaphragm pump. The pump
is calibrated to a volumetric flow rate of 50 mL/min using a
National Association of Testing Authorities-certified soap bubble
flowmeter. The unexposed and cigarette smoke-exposed filter is
then equilibrated at a relative humidity of 50 � 5% and a tempera-
ture of 21 � 1 �C and weighed with a microbalance with a resolu-
tion of 0.0001 mg. The TSP mass concentration, reported in
milligrams per cubic meter, is determined by dividing the difference
in mass between the cigarette exposed and unexposed filter by the
volume of air sampled through the filter. The mean TSP mass
concentration in the chamber containing cigarette smoke gener-
ated from one cigarette, measured from 3 min 13 s to 15 min, is
typically about 420 mg/m3 for our set up [21].

3.4 Characterization

of Cigarette Smoke

Exposure: Particle

Number Concentration

Particle number concentration is measured in the chamber imme-
diately after injection of cigarette smoke into the chamber and again
at the end of the 15 min period. Number concentration for a
particle size range of 0.01 to >1.0 μm was measured with a hand-
held condensation particle counter. The particle number concen-
tration dropped from 458,192 particles/cm3 at 4 min 51 s to
373,987 particles/cm3 at 15 min. The total particle number loss
was 84,205 particles/cm3, which was predominantly due to dilu-
tion during a 3 min sampling period with the condensation particle
counter at 700 particles/cm3/min.

3.5 Bronchoalveolar

Lavage and Lung

Collection

Euthanize mice with an intraperitoneal anesthetic overdose
(240 mg/kg sodium pentobarbital) administered via a 27 gauge
needle (seeNote 4). Make a mid-line incision in the neck to expose
the trachea and perform a tracheotomy using a blunt 21 gauge
needle inserted into the trachea (see Note 5). Lavage the lungs in
situ with 0.4 mL of chilled PBS followed by three aliquots of
0.3 mL of PBS with ~1 mL of bronchoalveolar lavage fluid
(BALF) recovered from each animal. Clear the lungs of blood via
right ventricular perfusion of the heart with 5 mL of PBS. Rapidly
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excise the lungs, rinse in PBS, snap-freeze in liquid nitrogen (see
Note 6) and store at �80 �C until required.

3.6 Total

and Differential Cell

Counts

To determine the total viable cell numbers in BALF, take a 50 μL
aliquot of BALF and dilute 1:2 with the fluorophores ethidium
bromide/acridine orange (see Note 7) and count on a standard
hemocytometer with a fluorescence microscope. Take 5 � 104 cells
from the BALF samples and cytospin at 15 � g for 10 min at room
temperature to produce a single layer of cells on a glass slide for
differential cell counts. Allow cytospins to dry for 24 h and then
stain with Merck Microscopy Hemacolor and Kwik™Diff as stated
by the manufacturer’s instructions, mount with Entellan® medium
and cover slip. Count the number of macrophages, lymphocytes
and neutrophils (count at least 500 cells per slide) using standard
morphological criteria on a microscope equipped with a digital
camera. Centrifuge the remaining BALF at 660 � g for 5 min at
4 �C, and then collect the supernatant and store at �80 �C until
required for analyses of proteins by standard ELISAs.

3.7 Carboxy-

hemoglobin

Measurements

To ensure that cigarette smoke exposure levels are comparable to
those experienced by human smokers, measure the carboxyhemo-
globin (CoHb) in the blood of mice. Immediately after removal
from the smoke chamber, euthanize the mouse with an intraperito-
neal anesthetic overdose (240 mg/kg sodium pentobarbital) admi-
nistered via a 27 gauge needle and collect the blood in a heparinized
blood gas syringe from the abdominal vena cava. Inject 85 μL of
blood into a Radiometer ABL520 blood gas analyzer, which mea-
sures COHb across a range of 0–100%.

3.8 RNA Extraction,

cDNA Synthesis

and qPCR

The whole lung from each mouse is crushed into a powder using a
mortar and pestle under liquid nitrogen to avoid thawing. Ground
tissue powder (15 mg) is then transferred into a 1.7 mL Eppendorf
tube containing 600 μL RLT Lysis buffer (RNeasy® Mini Kit 250)
supplemented with a 1:100 dilution of β-Mercaptoethanol (see
Note 8). The tissue is then homogenized by passing it through a
21 g needle and 1 mL syringe 5–10 times, following which centri-
fuge at 16,000 � g for 3 min. Collect the supernatant and purify
total RNA using the RNeasy Mini Kit 250 according to the man-
ufacturer’s instructions. Determine the concentration, quality and
purity of the extracted RNA using a NanoDrop 2000 spectropho-
tometer to generate absorbance 260/280 ratios. A ratio of ~2.0 is
generally accepted as “pure” for RNA and should generally fall
within the generally accepted ratios of 1.8 and 2.0. Synthesize
single strand cDNA by reverse transcription using 1 μg of RNA
for downstream qPCR application using Taqman primers (seeNote
9) as previously published [21–23].

3.9 Histology Histology should be performed to determine whether acute and
chronic cigarette smoke exposure can affect the lung architecture.
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To ensure consistent morphological preservation of lungs, mice are
killed by intraperitoneal anesthesia (240 mg/kg sodium pentobarbi-
tal) overdose and then perfusion fixed via a tracheal cannula with 10%
neutral buffered formalin (NBF) at exactly 200mmH2Opressure (see
Note 10). After 15min the trachea is ligated, and the lungs removed
from the thorax and immersed in 10% NBF for a minimum period of
24 h. After fixation of the lung tissue and processing in paraffin wax,
3–4 μm thick section are cut longitudinally through the left and right
lung so as to include all lobes. Sections are stained with hematoxylin
and eosin for general histopathology as previously published
[21]. Lung sections can also be investigated for signs of emphysema
using the mean linear intercept method as previously published
[24–27].

3.10 Acute

Exacerbations of COPD

Given the important role of viruses in COPD, we have developed
in vivo models to investigate the impact of viral infection on ciga-
rette smoke-exposed mice [16]. The advantage of these models is
the use of live, replication competent viruses rather than replication
deficient adenovirus. Briefly, mice are exposed to cigarette smoke as
described above but they are then infected with influenza A virus
(H3N1, Mem71 strain). Mice are then culled 3–10 days post IAV
infection and endpoints including lung inflammation, viral titers,
lung pathology, body weight, BALF cytokine/protease expression
and whole lung proinflammatory gene expression assessed as previ-
ously published [23, 28].

3.11 Modelling

Systemic

Comorbidities of COPD

COPD is often associated with systemic comorbidities that can
impact on the patient’s functional capacity, quality of life, and also
increase the risk of hospitalization and mortality in COPD patients
[1]. These comorbidities include skeletal muscle wasting, cardio-
vascular disease and lung cancer [1, 7]. Given that comorbidities
have a profound impact on COPD patients, much research has now
focused on developing preclinical mouse models of systemic
comorbidities associated with COPD to elucidate the mechanisms
underlying these conditions and to ultimately identify novel thera-
peutic options for these patients. We have developed in vivo models
to investigate the mechanisms underlying skeletal muscle wasting in
cigarette smoke-exposedmice [16, 19]. Briefly, mice are chronically
exposed to cigarette smoke (8 weeks) as described above but they
are then infected with influenza A virus (H3N1, Mem71 strain).
Mice are then culled 3–10 days post influenza A virus infection and
endpoints including lung inflammation, viral titers, lung pathology,
body weight, BALF cytokine/protease expression and whole lung
pro-inflammatory gene expression assessed as previously published
[23, 28]. Using these models we have shown that mice exposed
chronically to cigarette smoke had reduced body weight, hind limb
skeletal muscles mass (gatrocnemius, tibialis anterior, soleus), grip
strength (index of muscle strength) and aerobic endurance
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[29–34]. Moreover, cigarette smoke altered the mRNA expression
of a number of genes associated with the regulation of skeletal
muscle mass including insulin-like growth factor-I, atrogin-1,
MuRF-1 and IL-6 [33, 34]. Thus, chronic cigarette smoke expo-
sure results in systemic features that closely resemble extrapulmon-
ary manifestations observed in patients with COPD.

4 Notes

1. All experiments performed with mice need to be approved by an
institutional animal experimentation ethics committee and be
conducted in compliance with the guidelines of the country’s
governmental bodies that regulate animal experimentation.

2. All smoking procedures must be performed in a chemical fume
hood. Personal protective equipment (PPE) (e.g. gloves, labo-
ratory coat, safety glasses) must be worn at all time. Ensure all
flammable chemicals and substances are kept away from ignited
cigarettes. After completion of the smoking procedure, cigar-
ettes should be extinguished into a commercial ashtray located
within the chemical fume hood.

3. When working with the mouse anesthetic sodium pentobarbi-
tal ensure you wear a gown, gloves (irritant to skin), protective
glasses (highly irritant to eyes), and closed shoes. Also note that
working with and restraining mice involves risks as a result of
bites, scratches and the development of animal allergies. It is
necessary that all staff and students undergo an animal
handling course prior to commencing animal experimentation.

4. Working with needles and syringes involves risks to personnel
as a result of needle stick injury. Ensure appropriate safety
techniques are used.

5. For the BAL procedure, use a 21 gauge needle that has been
cut to a length of ½ an inch and overlaid it with a plastic
cannula. This will ensure that the tracheotomy needle fits
snuggly into the trachea and will not damage the trachea
(i.e. pierce the tracheal wall causing the lavage fluid to leak).
Clamp the trachea and tracheotomy needle together with a
bulldog clamp.

6. Liquid nitrogen is a colourless, odourless, extremely cold liquid
and gas under pressure. It can cause rapid suffocation when
concentrations are sufficient to reduce oxygen levels below
19.5%. Contact with liquid nitrogen can cause severe frostbite.
Ensure appropriate PPE is used when handling liquid nitrogen,
especially cold resistant gloves, face shield and lab coat.

7. Ethidium bromide (EtBr) is toxic, a potent mutagen and the
powder form irritant to skin and the upper respiratory tract.
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Wear appropriate PPE and nitrile disposable gloves when work-
ing with EtBr.

8. Buffers used for qPCR are toxic, corrosive and flammable.
Appropriate PPE (e.g. gloves, safety glasses, lab coat) must be
worn when working with the solutions. All work must be
conducted in a chemical hood. Waste solutions must be placed
in a chemically-inert bottle for removal by contracted waste
management company later. Do not work near ignition
sources.

9. The Taqman Gene Expression Assay probes contain some mild
carcinogens. Wear PPE such as gloves and lab coat while
performing the procedure. Place used plates, tubes and
reagents into a biohazard container. Electrical equipment is
involved and must be checked yearly and tagged.

10. Neutral buffered formalin is highly toxic and contact with the
skin, eyes or mucous membrane should be avoided. Prepara-
tion should be carried out in a chemical hood, while wearing
gloves, safety glasses and a protective.
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Chapter 6

Tracking Competent Host Defence to Chronic Inflammation:
An In Vivo Model of Peritonitis

Javier Uceda Fernandez, David Millrine, and Simon A. Jones

Abstract

Anti-microbial host defence is dependent on the rapid recruitment of inflammatory cells to the site of
infection, the elimination of invading pathogens, and the efficient resolution of inflammation so as to
minimise damage to the host. The peritoneal cavity provides an easily accessible and physiologically relevant
system where the delicate balance of these processes may be studied. Here, we describe murine models of
peritoneal inflammation that enable studies of both competent anti-microbial immunity and inflammation
associated tissue damage as a consequence of recurrent bacterial challenge. The inflammatory hallmarks of
these models reflect the clinical and molecular features of peritonitis episodes seen in renal failure patients
on peritoneal dialysis. Development of these models relies on the preparation of a cell-free supernatant
derived from an isolate of Staphylococcus epidermidis (termed SES). Intraperitoneal administration of SES
induces a TLR2-driven acute inflammatory response that is characterised by an initial transient influx of
neutrophils that are replaced by a more sustained recruitment of mononuclear cells and lymphocytes.
Adaptation of this model using a repeated administration of SES allows investigations into the development
of adaptive immunity and memory responses, and the hallmarks associated with tissue remodelling and
fibrosis. These models are therefore clinically relevant and provide exciting opportunities to study both
innate and adaptive immune responses in the control of bacterial infection and pathogenesis.

Key words Peritonitis, Inflammation, Cytokine, Fibrosis

1 Introduction

Bacterial infections of the peritoneal membrane and the ensuing
inflammation, termed peritonitis, is a major cause of treatment
failure in patients undergoing peritoneal dialysis in response to
renal failure. Using bacterial isolates derived from a patient with
clinical peritonitis we have generated a cell free supernatant of
Staphylococcus epidermidis, a gram-positive bacterium typically asso-
ciated with the commensal microflora. Administration of this cell-
free isolate to the peritoneal cavity triggers an acute inflammatory
reaction [1]. This model has proven remarkably versatile and pro-
vides insights into cytokine/chemokine signalling networks, the
tracking of immune cell recruitment, activation and survival within

Brendan J. Jenkins (ed.), Inflammation and Cancer: Methods and Protocols, Methods in Molecular Biology, vol. 1725,
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a site of local infection, and mechanisms of inflammatory resolution
[2–6]. These investigations have enabled the generation of new
hypotheses that may be applied to a range of inflammatory settings
or model systems. For instance, the requirement for interleukin-6
(IL-6) signalling in the recruitment and maintenance of leukocyte
populations at the site of infection, originally observed in
SES-induced peritonitis [5, 7], was readily translated into murine
models of inflammatory arthritis [8, 9], where blockade of this
pathway was seen to prevent synovitis, and the development of
cartilage and bone damage [10, 11]. Insights have also been gained
into the molecular events leading to fibrosis, an untreatable condi-
tion that is currently the subject of intense research interest
[12]. By modifying the protocol of SES delivery we have developed
a model that allows monitoring of adaptive immune memory and
the underlining mechanisms responsible for peritoneal tissue dam-
age and fibrosis [12]. Taken together, these studies support the
broad relevance of SES-induced murine peritonitis as a model for
understanding inflammatory activation and maintenance, and how
recurrent bacterial infections may contribute to pathogenesis.

Studies have characterised many of the temporal events asso-
ciated with acute inflammatory activation following SES adminis-
tration. These include the rapid influx of neutrophils (within 24 h),
their apoptotic clearance, and replacement with a population of
mononuclear leukocytes (2–4 days post administration) that
include inflammatory monocytes and effector CD4+ T-cell subsets
[13]. The model has also been applied to the understanding of
immune homeostasis, and proliferative regulation of resident tissue
monocytic cells [1, 12, 14]. The very nature of the peritoneal cavity
allows analysis of the inflammatory infiltrate (e.g., multi-parameter
flow cytometry), the generation of inflammatory mediators (e.g.,
ELISA; mass spectrometry), and studies of the stromal compart-
ment (e.g., immuno-blotting, electrophoretic mobility shift assays,
immunocytochemistry). Thus, the SES-induced model of perito-
neal inflammation is highly versatile and amenable to manipulation
to allow mechanistic insight into the working of acute inflamma-
tion. In this regard, the model shows a number of features reflect-
ing the clinical context in end-stage renal failure patients of
peritoneal dialysis, and provides opportunities to examine anti-
microbial host defence and tissue damage.

2 Materials

Prepare all solutions using deionized water and analytical grade
reagents. Store all reagents at room temperature (unless otherwise
specified). Ensure all re-useable glassware is autoclaved before
starting. Where appropriate use sterile disposable plastic ware, and
good aseptic technique.
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2.1 Preparation

of Staphylococcus

epidermidis Cell Free

Supernatant

1. Bacterial Specimen. Slope of S. epidermidis dormant bacteria
stored in glycerol at�80 �C (A clinical strain may be used or an
ATCC derived S. epidermidis isolate; ATCC-12228).

2. Nutrient Broth No. 2 (OXOID): Dissolve 25 g of nutrient
broth No. 2 per 1 L of deionized H2O to a total volume of
2 L (2 � 1 L bottles). Autoclaved media might be stored at
room temperature for approximately 1 week.

3. DST Agar (OXOID): Dissolve 40 g of DST agar in 1 L of
deionized H2O. Autoclave and cool the bottle sufficiently to
allow handling. Ensure the agar is fully liquefied. Pour the
molten agar broth into petri dishes to an approximate depth
of 1 cm. This should be performed in a laminar flow hood using
appropriate aseptic techniques. Allow the molten agar to solid-
ify. Wipe any moisture for the petri dish lids with an alcohol
swab and seal the petri dishes with parafilm. Plates may be
stored at 4 �C for approximately 1 week.

4. Tyrode’s salts (Sigma-Aldrich): Tyrode’s salt, 0.012 M
NaHCO3. Dissolve a vial of Tyrode’s salt powder (9.6 g) in
1 L of deionized H2O. Add 1 g NaHCO3 and filter in a Steri-
cup filter bottle (Millipore). Store in the fridge at 4 �C and use
within 1 month.

5. Petri dishes 90 mm.

6. 500 mL centrifuge tubes.

7. 125, 250 and 500 mL Erlenmeyer flasks.

8. Dialysis tubing MWCO 12–14,000 Da (Medicell International
Ltd).

9. Plastic clips for dialysis tubing.

10. Graduated 25 mL sample tubes (universals).

11. MillexGP 0.22 μm filter unit (Millipore).

12. PBS, sterile.

2.2 SES Bioassay 1. Nuclon 24 well plates.

2. RPMI 1640 supplemented media (RPMI-complete; RPMIc):
RPMI 1640, 10% (v/v) FCS, 0.002 M L-glutamine, 0.001 M
sodium pyruvate, 100 U/mL penicillin, 100 mg/mL strepto-
mycin, 0.055 M β-Mercaptoethanol.

2.3 Acute Resolving

Inflammatory

Challenge

1. Syringes (1 and 5 mL).

2. Needle (21 and 25 Gauge).
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3 Methods

Perform the following procedure in a sterile hood using standard
aseptic technique. A schematic flow chart summarising the experi-
mental protocol required for the generation of SES is presented in
Fig. 1.

3.1 Isolation

and Culture of S.

epidermidis Single

Colonies

Allow all agar petri dishes to reach room temperature before bacte-
rial inoculation.

1. Inoculate agar plate with a loop of dormant S. epidermidis
bacteria (Fig. 2). Streaking of bacteria will ensure isolation of
single colonies for subsequent expansion. Incubate at 37 �C for
48 h (see Note 1).

2. Using a flamed or disposable inoculation loop, capture a single
bacterial colony of S. epidermidis and transfer it into a 250 mL
Erlenmeyer flask bottle containing 50 mL of nutrient broth
No. 2. Incubate at 37 �C overnight with agitation at 170 rpm
(see Note 2).

3. Transfer 2 mL of the S. epidermidis liquid culture into 500 mL
Erlenmeyer flask bottle containing 400 mL of nutrient broth
No. 2 and incubate overnight at 37 �C with agitation at
170 rpm (see Note 3).

3.2 Preparation of S.

epidermidis Cell Free

Supernatant (SES)

1. Visibly check the turbidity of the bacterial culture medium.
Transfer the S. epidermidis liquid culture into 500 mL centri-
fuge tubes. Centrifuge at 1800 � g for 20 min at 20 �C.

2. Decant supernatant and fully suspend the bacterial pellet in
50 mL Tyrode’s salt. This can be achieved by gentle agitation
using an automatic pipette. Centrifuge at 1800 � g for 20 min
at 20 �C. Decant the supernatant and re-suspend Tyrode’s salt
solution as before. Check the optical density (OD) of the
suspension on a spectrophotometer at 560 λ. Dilute the bacte-
rial suspension in Tyrode’s salt solution to an optical density of
0.5–0.6 at 560 nm (corresponding to 5 � 108 cfu/mL) (see
Note 4).

3. Incubate the re-suspended culture for 18–24 h at 37 �C. Centri-
fuge at 5000� g for 30min at 20 �C.Collect the supernatant and
filter using a 0.2 μm Stericup filter bottle system (seeNote 5).

4. Microbiology check 1. SES is a cell free supernatant that is used
to induce sterile, resolving inflammation. To ensure that no
living bacteria remains in the suspension after the incubation
with Tyrode’s salt solution, streak a DST agar plate with a
50 μL sample of the filtered suspension. Incubate at 37 �C for
48 h and assess bacterial growth. The culture should be nega-
tive for any microorganism.
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Fig. 1 Schematic flow chart summarising the experimental protocol required for the generation of SES
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5. Dialyze the cell-free extract using deionized water in a ratio of
100 mL/5 L in a cold room at 4 �C (see Note 6). Prepare the
dialysis tubing as instructed by the manufacturer. Knot one end
of the dialysis tubing, then pour approximately 50 mL of the
cell-free extract into the dialysis tubing and knot the other end.
Clip one end so that the tube floats and place it in the water (see
Note 7).

6. Leave for 8–12 h, then change water after 8–12 h and repeat a
total of three times. Pool the dialyzed extract and divide into
10 mL aliquots in sterile universals. Remove the lids of the
universal tubes, and replace with a Parafilm cover. Freeze the
samples at �20 �C overnight (see Note 8).

7. Lyophilize the SES. Freeze dry the samples overnight or until
the water has sublimated completely. Replace the lids of the
sterile universals and store at �80 �C. Vials maybe stored for
approximately 1 year.

8. Microbiology check 2. To ensure that the lyophilized SES is
free of any viable bacteria, reconstitute one aliquot of SES in
400 μL of sterile PBS; pass through a MillexGP 0.22 μm filter
unit and streak on a DST agar plate. Incubate at 37 �C for 48 h
and assess the growth of S. epidermidis in the plate by eye. The
culture should be negative for any microorganism.

Fig. 2 Schematic representation of how to inoculate an agar plate to obtain
single bacterial colonies. (A) Streak one line in the direction indicated by the
arrow with a sterile loop of dormant S. epidermidis from the glycerol stock.
(B–D) Streak four lines in the direction indicated by the arrow using a new sterile
loop for each B, C and D
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3.3 Test Validation:

SES Bioassay

(Optional): It is recommended that bioactivity of each SES batch is
tested prior to use in vivo. Murine peritoneal mononuclear cells will
generate inflammatory cytokines (e.g., IL-1β, IL-6, CXCL8,
TNFα) in response to SES stimulation, and can be used as a reliable
bioassay system. As SES triggers the activation of TLR2 [15, 16],
PAM3CSK4 may be used as positive control.

1. Isolate resident peritoneal mononuclear cells. Perform a peri-
toneal lavage of C57Bl/6 mice with 5 mL of RPMIc using a
5 mL syringe and a 25 gauge needle. Centrifuge at 350 � g for
5 min to pellet the cell isolate, remove the supernatant and
re-suspend the cells to a concentration of 2� 106 cells/mL (see
Note 9).

2. Plate 1 � 106/0.5 mL cells in 24 well tissue culture microtitre
plates (Nuclon).

3. SES titration. Reconstitute SES at the ratio of 1 mL/vial in
RPMIc and pass through a MillexGP 0.22 μm filter unit.
Prepare serial dilutions of SES (neat, 1/2, 1/4, 1/8, 1/16,
1/32 and 1/64) in RPMIc.

4. Add 0.5 mL of each dilution of SES to each well containing
1� 106 of resident peritoneal mononuclear cells (seeNote 10).

5. Incubate the culture at 37 �C 5% CO2 overnight. Transfer
carefully the culture media to Eppendorf tubes and render
cell free by centrifugation (2000 � g, 5 min).

6. Transfer the supernatant carefully to a new clean tube. Super-
natants can be stored at �80 �C until needed.

7. Detection of cytokines in the culture supernatant. Cytokine
production is quantified using a commercial ELISA (Fig. 3).

3.4 In Vivo

Administration of SES

and Assessment

of Acute Resolving

Inflammation

1. Reconstitute the SES in sterile PBS at ratio of 0.75 mL
PBS/vial of SES.

2. Filter the reconstituted SES with aMillexGP 0.22 μmfilter unit
to a new, sterile tube. Load the 1 mL syringes with the required
volume of SES (see Note 11).

3. Each mouse is treated with a 0.5 mL intra-peritoneal adminis-
tration of SES.

4. Time points (0–96 h) can be selected to conduct analysis of the
leukocyte infiltrate (e.g., flow cytometry, differential cell
count), production of inflammatory mediators (e.g., ELISA,
mass spectrometry), and stromal tissue responses (see Note
12). Peritoneal tissue can be harvested to determine gene
expression or protein activation within the stromal compart-
ment (e.g., immunohistochemistry, real-time PCR, electro-
phoretic mobility shift assays, immuno-blotting) (see Note
13). In wild type mice, a single episode of acute resolving
inflammation is characterised by a rapid influx of neutrophils
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that peaks at 3–6 h and it is sustained until 24 h post stimula-
tion. A more sustained monocytic cell population (24–36 h)
replaces this initial neutrophil influx, and effector lymphocytes
populate the peritoneal cavity at 24–48 h after SES
treatment [1].

3.5 Repeated

Administration of SES

and Profiling

of Recurrent

Inflammatory

Challenge

This model can be adapted to investigate the cellular and molecular
events that lead to the development of memory responses and the
onset of inflammation-induced tissue damage. Here, SES adminis-
tration (i.p.) can be delivered at 7 day intervals (Day 0, 7, 14 and
21). This allows sufficient time for the resolution of inflammation
between each SES treatment, and promotes a subsequent develop-
ment of peritoneal fibrosis (Day 42–49 after the first SES
injection) [12].

In summary, the SES model provides an adaptable means of
investigating the molecular mechanisms of leukocyte recruitment
and clearance, and provides opportunities to explore the relation-
ships between innate and acquire immunity [13].

3.6 Live Model

of S. epidermidis

Infection

SES-driven peritonitis provides an extremely versatile model of
sterile inflammation. This approach allows investigations of inflam-
matory regulation without the complications arising from live bac-
terial infections. However, this model may not be suitable for
addressing other questions relevant to the control of infections—
e.g., mechanisms of bacterial clearance and dissemination, or sys-
temic responses to local infection. Thus, a modification of the SES

Fig. 3 Representative plot of the levels of IL-6 produced by murine peritoneal
resident cells as a response of different concentrations of SES. SES was
reconstitute with 1 mL of RPMIc per vial and filtered (0.22 μm). SES serial
dilutions (neat 1/1, 1/2, 1/4, 1/8, 1/16, 1/32 and 1/64) were prepared with RPMIc
as specified in Subheading 3.3. Blank corresponds to RPMIc alone. For positive
control, murine peritoneal resident cells can be stimulated with 10–100 pg/mL
of IL-1β or 1–10 ng/mL of TNFα
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acute resolving inflammatory challenge can be achieved using live
S. epidermidis [17–20].

1. Inoculate an agar plate as before with a loop of dormant
S. epidermidis bacteria (ATTC 12228 strain). Incubate for
48 h at 37 �C.

2. Using a sterile loop, capture a single colony of S. epidermidis
and transfer it to an Erlenmeyer Flask (125 mL) containing
10 mL of nutrient broth No. 2. Incubate for 6 h at 37 �C and
170 rpm agitation. Transfer 60 μL of the liquid culture into a
250 mL Erlenmeyer flask with 60 mL of fresh nutrient broth
No. 2. Incubate for 18 h at 37 �C and 170 rpm agitation.

3. Assess the desired inoculum size of bacteria (CFU) by spec-
trometry. Dilute the bacteria culture to an optical density of
1.1–1.15 at 600 nm (corresponding to 1 � 109 cfu/mL).

4. Wash three times in sterile PBS in order to remove the excess of
nutrient broth No. 2, and reconstitute to the initial volume.

5. Administer mice with 5� 108 cfu of S. epidermidis (delivered in
a volume of 0.5 mL PBS). This bacterial dose is non lethal and
causes no advice changes in body weight. Acute infection is
resolved within 24–36 h.

6. Collect samples at different time points as before. Here, the
model can be used to track dissemination of infection into the
bloodstream and other organs, and can be adapted to investi-
gate the acute phase response and systemic inflammatory out-
comes including changes in body temperature.

4 Notes

1. The colonies should have a creamy and rounded aspect.

2. The suspension should have substantial turbidity.

3. It is suggested to prepare 4 � 400 mL of culture for each batch
in order to obtain around 200 vials of SES at the end of the
procedure. At this step, it is recommended to perform a Gram
staining to characterise our culture. Staphylococcus epidermidis
is a Gram-positive cocci. Under the microscope they should
appear as rounded cells stained in dark blue following treat-
ment with crystal violet.

4. The spectrophotometer is calibrated against Tyrode’s salt solu-
tion. Experience shows that a 1/32 dilution gives an OD of
0.5–0.6 at 560 λ. However, it is advisable to perform serial
dilutions until the OD required is achieved.

5. Due to the composition of the SES, the filter may become
blocked. If so, replace as necessary.
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6. The dialysis is performed to remove the Tyrode’s salt from the
SES suspension. The semi-permeable membrane (MWCO
12–14,000 Da) allows Tyrode’s salt solute diffusion into dialy-
sis solution.

7. To facilitate the handling of the dialysis membranes, wet them
in deionized water before pouring the SES into them. Note
that that preparation of dialysis membrane sometimes requires
preparation in an EDTA solution. Check manufacturer instruc-
tions before commencing.

8. Make a hole in the Parafilm to allow sublimation of the frozen
water during the lyophilisation process.

9. Approximately, 2.5–3 � 106 resident peritoneal tissue macro-
phages are isolated from each mouse lavage. Resuspend the
cells in 1 mL of RPMIc and count them prior to adjustment
to 2 � 106 cells/mL.

10. It is advised to prepare a non-stimulated control with 1 � 106

cells by adding 0.5 mL of RPMIc alone to 0.5 mL of cells.

11. It is essential to ensure that no bubbles remain in the syringe or
the needle before injection. To eliminate this concern always
draw more SES suspension than is required for administration.

12. To ensure optimal cell recovery by peritoneal lavage after SES
stimulation, we recommend to lavage the cavity with 5 mL of
RPMI. However, in order to assess the levels of inflammatory
mediators, we recommend that the lavage is no bigger than
2 mL of PBS so as to avoid extreme dilution.

13. The peritoneum is an asymmetrical membrane consisting of
different cell types and extracellular matrix components.
Therefore, different sample processing is required depending
on the downstream applications. For example, a correct orien-
tation of the peritoneal membrane is essential for immunohis-
tochemistry analysis; for protein quantification or gene
expression analysis, it is recommended to snap-freeze the sam-
ple in liquid nitrogen immediately after collection.
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Chapter 7

Citrobacter rodentium Infection Model for the Analysis
of Bacterial Pathogenesis and Mucosal Immunology

Catherine L. Kennedy and Elizabeth L. Hartland

Abstract

Citrobacter rodentium is a mouse restricted pathogen that was originally isolated from laboratory mouse
colonies and causes transmissible colonic hyperplasia, characterized by thickening of the colon and inflam-
mation. As a natural pathogen of mice, the infection model has proven critical to the development of our
understanding of the pathogenesis of enteric disease and the mucosal immune response. In addition to this,
some features of disease such as dysbiosis, inflammation, and wound healing replicate features of human
inflammatory bowel diseases. As such, the C. rodentium infection model has become a key tool in
investigations of many aspects of mucosal immunology.

Key words Colitis, Mucosal immunity, Citrobacter rodentium, Bacterial infection, Immune cell
analysis, Bacterial culture

1 Introduction

Citrobacter rodentium is a mouse restricted pathogen that was
originally isolated from laboratory mouse colonies and which
causes transmissible murine colonic hyperplasia (TMCH). TMCH
is characterized by thickening of the colon (hyperplasia), some loss
of crypt architecture and increased inflammation [1]. C. rodentium
carries the same virulence factors as the clinically relevant human
diarrheagenic pathogens, enteropathogenic Escherichia coli
(EPEC), and enterohemorrhagic E. coli (EHEC) [2]. All three are
attaching and effacing (A/E) pathogens that induce histopatholo-
gical lesions, termed A/E lesions, on the apical surface of host
enterocytes [3]. A/E pathogens carry a pathogenicity island, the
locus of enterocyte effacement (LEE), that encodes the compo-
nents of a type 3 secretion system (T3SS), which comprises a
needle-like structure that allows the pathogen to directly translo-
cate effector proteins into the host cell. Several of these effector
proteins are encoded within the LEE including the translocated
intimin receptor, Tir, while many others are encoded in other parts
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of the genome [2]. A group of 21 core effectors, including all those
encoded within the LEE and a number of non-LEE encoded (Nle)
effectors, is shared by all A/E pathogens [4]. These effectors
subvert various host cell processes, including actin filament forma-
tion, Rho GTPase function, host protein ubiquitination pathways,
phagocytosis, apoptosis, and inflammatory signaling, all of which
enables the bacteria to colonize the host intestinal tract, multiply
and cause disease [3, 5]. EPEC and EHEC colonize mice poorly, so
C. rodentium has become an invaluable tool for understanding the
role of effector proteins in virulence [1, 6–11].

In addition to its role as a surrogate pathogen for EPEC and
EHEC, C. rodentium is an important tool for studying the enteric
mucosal immune response due to its ability to cause colitis without
significant invasion or systemic inflammation. Although early
reports highlighted a role for Th1 cells [12], more recent studies
have defined a key role for type 3 innate lymphoid cells (ILC3s) in
the innate stages of infection working with epithelial cells via lym-
photoxin β and IL-22 to maintain epithelial integrity and prevent
systemic infection [13–16], although ILC3s as the key source of
IL-22 is questionable [17]. Neutrophils [18, 19], CD4þ T helper
17 (Th17) [20–22], Th22 [22, 23], and B cells (particularly serum
IgG) [24] are also important in the resolution of infection.

Finally,C. rodentium infection models have been used to probe
the role of the microbiota in containing enteric infection, an emer-
gent and rapidly expanding field [25, 26]. Herein we describe the
establishment and monitoring of theC. rodentiummouse infection
model, analysis of infection parameters using gross and histopatho-
logical measures and the preparation of colonic tissue for flow
cytometric analysis.

2 Materials

2.1 Citrobacter

rodentium Infection

Model

1. Mice aged 6–8 weeks, male or female.

2. Citrobacter rodentium isolate ICC169 (see Note 1).

3. Luria agar (LA) and Luria broth (LB) supplemented with
relevant antibiotics.

4. Steel gavage needles, 20 gauge, 38 mm length; and 1 mL
syringes.

2.2 Preparation

of Colon for FACS

1. Petri dishes.

2. Small dissection kit.

3. 50 and 15 mL conical tubes.

4. 70 μm cell strainers.

5. No. 10 or 11 scalpel blades.
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6. Plastic Pasteur pipettes.

7. Ca2+/Mg2+-free Hanks balanced salt solution (fHBSS).

8. Collection buffer (5 mL per sample): RPMI containing 1 mM
dithiothreitol (DTT).

9. Dissociation buffer (20 mL per sample): fHBSS containing
3 mM ethylenediaminetetraacetic acid (EDTA) and
0.5 mM DTT.

10. Wash buffer A: Phosphate buffered saline (PBS) containing
1 mM EDTA, 3% fetal calf serum (FCS).

11. Digestion cocktail (10 mL per sample): Ca2+/Mg2+-replete
HBSS (cHBSS), 0.5% bovine serum albumin (BSA), 0.5 mg/
mLCollagenase (seeNote 2), 5 U/mLDispase II, 0.1 mg/mL
DNAse I (see Note 3).

12. Wash buffer B: PBS, 3% FCS

13. Percoll solutions: Make up a 90% Percoll solution by adding
9 parts Percoll to one part 10� PBS. Then dilute the 90%
solution using 1� PBS, 1 mMEDTA to desired concentrations
(see Note 4).

3 Methods

The following description of infection of mice with C. rodentium
and subsequent monitoring has been approved by the University of
Melbourne Animal Ethics Committee and is routinely used in the
laboratory. However, all procedures must meet the requirements of
a relevant institutional animal ethics committee.

3.1 C. rodentium

Infection Model:

Infection

1. Set up an overnight culture of C. rodentium ICC169 by inocu-
lating a 10 mL LB broth, supplemented with 50 μg/mL nali-
dixic acid, with a single colony. Derivatives ofC. rodentium that
carry gene disruptions and/or plasmids may require additional
antibiotic selection.

2. Incubate overnight (approximately 16 h) at 37 �C with shaking
so that the culture reaches stationary phase.

3. Centrifuge the culture at 1520 � g for 10 min at room
temperature to pellet the cells.

4. Pour off supernatant and resuspend the pellet in 1 mL PBS
(i.e., 0.1 times the volume of the overnight culture).

5. Determine the optical density at 600 nm (OD600) of the resus-
pended pellet by taking a 10 μL sample and diluting it in
990 μL PBS. For C. rodentium cultures, an OD600 of 1.0
equates to approximately 1 � 109 colony forming units
(cfu)/mL (see Note 5).
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6. Calculate the volume of inoculum required and the dilution
required to give a final OD600 of 5.0 such that each mouse
receives 1� 109 cfu in 200 μL of inoculum (seeNotes 6 and 7).

7. The accuracy of the inoculum preparation should be checked in
two ways:

(a) Check the OD600 of the inoculum by diluting it 1/20 to
ensure that the correct concentration has been attained
prior to gavage.

(b) Serially dilute 100 μL of the inoculum tenfold until dilu-
tions of 10�6, 10�7, and 10�8 have been reached and plate
100 μL of each in duplicate onto LA supplemented with
the relevant antibiotics. Culture overnight at 37 �C and
the following day count the number of colonies on the
10�7 plates and calculate the cfu/mL.
Both techniques are important as the OD600 ensures that
the dilutions have been performed correctly and the col-
ony count shows that viability correlates with the OD600

reading.

8. Using a straight, 20 gauge, 38 mm steel gavage needle attached
to a 1 mL syringe, draw 200 μL of inoculum into the syringe
(see Note 8).

9. Weigh the mouse then restrain by scruffing high around the
shoulders and neck to restrict excessive movement of the head
and secure tail against the palm so that the body of the mouse is
straight.

10. Insert the gavage needle into the mouth of the mouse, guiding
it to the back of the throat. Tip the head of the mouse back
using the gavage needle such that the needle is in line with the
line of the mouse’s body. The gavage needle should slide easily
down the throat and esophagus of the mouse and the inoculum
should be able to be expelled without any resistance. If force is
required at any stage of gavage, the gavage has not been
executed properly and the needle should be removed and the
mouse allowed to rest before reattempting (see Note 9).

11. Check the nares of the mouse to ensure the inoculum has not
flowed into the lung or nasopharynx (as evidenced by bubbles
around the nostrils) and then release the mouse into its cage.

12. Observe the mouse for 5 min to ensure it is breathing and
behaving normally.

3.2 C. rodentium

Infection Model:

Monitoring

1. Weigh mice daily as measure of overall health. C57BL/6 mice
generally tolerate C. rodentium infection well and will not lose
weight over the course of infection. Other mouse strains (e.g.,
C3H/HeJ) or mice carrying genetic mutations such may lose
significant amounts of weight. Weight loss of 10% or greater in
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1 day or greater than 15% compared to the starting weight
indicates the mouse should be killed for ethical reasons.

2. Collect fecal pellets from the mice at regular intervals to moni-
tor C. rodentium colonization levels. Every 2 days will give a
good picture of colonization kinetics.

(a) Mice should be distributed into individual clean boxes and
allowed to defecate.

(b) The pellets should be collected into preweighed 1.5 mL
tubes using forceps. Forceps must be soaked in 70% etha-
nol between uses.

(c) Note the consistency of the fecal pellet and determine if
there is any evidence of diarrhea (see Note 10).

(d) Weigh the pellets and resuspend in PBS to a final concen-
tration of 100 mg feces/mL. The pellets can be emulsified
in the PBS using plastic pestles designed to fit in 1.5 mL
tubes, or on a vortex with an attachment to hold 1.5 mL
tubes.

(e) Serially dilute the fecal emulsion tenfold in PBS. Wide
bore pipette tips are necessary when pipetting the neat
and 10�1 dilutions, but it is preferable to change to nor-
mal size pipette tips for the remaining dilutions. Plate
100 μL of three consecutive dilutions onto LA supple-
mented appropriate antibiotics and culture overnight at
37 �C. Count colonies on plates where between 30 and
300 colonies have grown and determine cfu/g feces (see
Note 11).

3. Monitor for other qualitative signs of infection including;

(a) Appearance (scruffy, unkempt, or skin tenting as evidence
of dehydration).

(b) Behavior and activity levels (reduced activity, hunched,
not stretching to get to food source). Hunching is a
clear sign of fulminant infection and mice showing signs
of hunching should be closely monitored and carefully
handled to minimize stress.

4. Follow the course of infection as long as required. Mice can be
killed at desired time points depending on which phase of
infection is of interest. Various measures of disease can be
analyzed at the time of killing, including:

(a) Colon and cecum weight and length: Fulminant infection
frequently results in shortening and thickening of the
colon and shrinkage of the cecum.

(b) Histopathology: Hematoxylin and eosin staining to show
colonic hyperplasia, inflammatory infiltrate, and changes
to crypt and epithelial layer architecture (Fig. 1).
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(c) Immunohistochemistry—Frozen: To spatially identify
molecules or cells of interest and show C. rodentium
colonization.

(d) Flow cytometry analysis: To identify rare cell types and
quantify cellular infiltrates. The preparation of a single cell
suspension from colonic tissue is described below.

3.3 Tissue

Dissociation for FACS

Analysis

1. Kill mouse according to relevant ethical guidelines.

2. Excise colon and/or cecum, clean away any mesentery, cut
longitudinally and rinse in ice cold HBSS to remove feces.

3. Transfer tissue to a 10 mL conical tube containing 5 mL col-
lection buffer and store on ice.

4. Shake tube containing colon to remove any remaining feces
and mucus and empty into petri dish.

5. Cut up colon and/or cecum into 10–15 pieces and transfer to
50mL tube containing 10mLDissociation buffer (seeNote 12).

6. Incubate with movement (orbital shaker or rocker), for 15 min
at 37 �C (see Note 13).

7. Vortex tube to dissociate epithelial layer from lamina propria.

Fig. 1 Representative micrographs of H&E stained transverse sections of distal colon. (a) Uninfected tissue.
L denotes lumen; LP denotes lamina propria; SM denotes submucosa; MP denotes muscularis propria. Crypt
height, indicated by double-headed arrow, is approximately 150 μm and crypts are lined with goblet cells,
G. Arrowheads indicate neatly arranged epithelial cells. (b) Infected tissue. Inflammatory infiltrate (*) evident in
the lamina propria and submucosal space. Extensive edema in submcosa (#). Crypt hyperplasia (double-
headed arrow) evident with crypt height approximately 250 μm. Arrowheads indicate disruption of the
epithelial layer. Note also the absence of goblet cells in the crypts. Scale bar, 100 μm
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8. Pour supernatant through 70 μm cell strainer into 50 mL
Falcon containing 25 mL Wash buffer A. Store Falcon tube
on ice.

9. Transfer intact tissue from strainer into 10 mL fresh Dissocia-
tion buffer and incubate as for step 6.

10. Vortex again and strain into the same 50 mL Falcon tube.
Strained portion contains epithelial cell and intraepithelial lym-
phocyte (IEL) fraction. IELs can be further purified using
Percoll density gradient centrifugation (see steps 19–25).

11. Collect remaining lamina propria (LP) tissue into a petri dish
and wash once in 15 mL cHBSS by adding the cHBSS directly
to the plate and then aspirating off again (see Note 14).

12. Mince tissue to a fine paste using scalpel blade (see Note 15).

13. Transfer minced tissue into 5 mLDigestion cocktail in a 15 mL
Falcon tube and incubate at 37 �C for 15 min with movement
(orbital shaker or rocker).

14. Add 5 mL Wash buffer B and pipette ~15 times using plastic
Pasteur pipette.

15. Stand for 5 min to let large pieces settle and strain supernatant
though fresh 70 μm cell strainer into a 50 mL Falcon contain-
ing 25 mL Wash buffer A and store filtrate on ice.

16. Repeat steps 13–15; however, the sample can be strained
without allowing larger pieces to settle as they will be collected
by the filter. Discard strainer and remaining tissue (see Note
16).

17. Strained portion contains mesenchymal/muscle cells and lam-
ina propria lymphocytes (LPLs). LPLs can be further purified
using Percoll density gradient centrifugation (see steps 19–25).

18. Centrifuge 50 mL falcon tubes containing the EpC/IEL or
LP/LPL fractions at 400� g for 20 min at 4 �C. Wash pellet in
10 mL Wash buffer A.

19. The remaining cell pellets can be used for FACS analysis (see
Note 17) or can be further purified using Percoll density
gradient centrifugation to isolate lymphocytes.

20. To further isolate lymphocytes, cells in cold Wash buffer A and
remove as much supernatant as possible.

21. Resuspend in 8 mL 40% Percoll, 1 mM EDTA in a 15 mL
Falcon tube (see Note 4).

22. Underlay cell suspension with 4 mL 80% Percoll 1 mM EDTA
using a thin 1 mL Pasteur pipette (see Note 18).

23. Spin at 663 � g for 20 min at room temperature and allow
centrifuge to decelerate without the brake on.
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24. Epithelial and other lamina propria cells will collect at the top
of the tube, lymphocytes (IELs, LPLs, or total) will collect at
the interphase of the two densities (see Note 19).

25. Collect the lymphocyte fraction and resuspend in Wash buffer
A to a final volume of 20 mL. Spin at 400 � g for 10 min at
room temperature to pellet the cells. Lymphocytes are ready
for downstream analysis including stimulation for cytokine
expression.

This technique has been successfully used by our laboratory to
identify even rare cell types such as MAIT cells and regulatory
T-cells.

4 Notes

1. There are two strains of C. rodentium commonly used for
infection models; DSB100 and ICC168 (or the nalidixic resis-
tant or bioluminescent derivatives of ICC168, which are
ICC169 and ICC180, respectively [27, 28]). A third strain,
EX-33, was isolated from a different outbreak; however, it
appears to mediate the same disease pathology [29, 30].

2. The nomenclature of collagenase preparations is different
across diverse companies. The key feature to look for is low
tryptic activity. Collagenase Type IV from ThermoFisher Sci-
entific, Type 4 from Worthington and Type D from Sigma
Aldrich all have above average collagenase activity and low
tryptic activity so are ideal. Collagenase Type 3 fromWorthing-
ton has low secondary protease activity and normal collagenase
activity and is also suitable.

3. To save time and enhance reproducibility, prepare a 10� con-
centrated stock of Collagenase/Dispase in cHBSS, 0.5% BSA
and freeze in 1 mL aliquots for up to 6 months. Dilute in
cHBSS, 0.5% BSA immediately before use. DNase should be
aliquoted separately in dH2O.

4. For clear demarcation of the Percoll layers, PBS containing
phenol red indicator or RPMI, supplemented with 1 mM
EDTA, can be used to make up the 40% solution. This way,
the interphase is clearly identified at the color change.

5. The concentrated preparation from a healthy overnight culture
should have an OD600 of around 14.0. Much greater than this
(>17.0) could indicate a high number of dead or dying cells,
resulting in the final dose containing a lower proportion of
healthy, infective C. rodentium cells. Much lower than this
(<11.0) indicates too short a culture time (so the bacteria
may not have reached stationary phase), problems with the
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culture conditions or a deficiency in the strain if a mutant is
being used.

6. An example calculation is as follows:

(a) Inoculum is required for infection of 10 mice at 200 μL
per mouse. Therefore, a minimum of 2000 μL plus over-
age is required ¼ 2500 μL.

(b) The calculated OD600 of the concentrated culture is 15.4
and the final viable count required is 1.0 � 109 cfu/
200 μL, or 5.0 � 109 cfu/mL which is equivalent to an
OD600 of 5.0.

C1V1 ¼ C2V2

15:4OD600 � V1 ¼ 5:0OD600 � 2500 μL

V1 ¼ 12, 500=15:4

V1 ¼ 812μL

Therefore, 812 μL of the concentrated culture must be diluted
in 1688 μL PBS to give 2500 μL inoculum at a concentration of
OD600 5.0.

7. A reduced dose of 1.0–5.0 � 108 cfu can be used to establish
infection in mice that may succumb to more severe disease.
While the higher dose of 1.0 � 109 cfu/mouse more repro-
ducibly establishes infection, it is often necessary to balance this
with animal welfare and eliciting an infection that the mice can
clear so that the full immune response can be studied.

8. Reusable steel gavage needles can be stored in 100% ethanol
between uses to eliminate contamination. Before gavage, the
needles are rinsed three times in 70% ethanol and three times in
sterile PBS by drawing 1 mL into the syringe and expelling
it. The gavage needle does not need to be cleaned between
mice, but should be cleaned thoroughly between different
C. rodentium strains.

9. There are two main issues with gavage which may require
euthanasia of the mouse. Firstly, the needle may pass into the
bronchus rather than the esophagus. This can be detected if the
mouse starts to choke, show signs of difficulty in breathing, or
fluid or bubbles are visible around the nares. Also, the gavage
needle will not be able to be inserted very far as the lungs sit
above the stomach. If it is suspected that the gavage needle has
been inserted into the bronchus, immediately remove the nee-
dle and release the mouse and observe to ensure it is breathing
normally before reattempting the gavage. The second issue
with gavage is esophageal rupture. This is more likely to
occur is the mouse is not scuffed securely with the body held
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in a straight line and will only occur if force is used to insert the
needle. It can be difficult to detect if esophageal rupture has
occurred during gavage; however, if the mouse appears scruffy
and is losing weight over the first 2 days of infection (when
C. rodentium is only barely colonizing the gut) it is likely that
rupture has occurred and the mouse should be euthanized.

10. C57BL/6 mice do not develop fulminant diarrhea during
infection with C. rodentium, although loose stools are usually
evident. Diarrhea is detectable in some mice carrying muta-
tions in host defense genes and can be a helpful descriptor of
susceptibility to disease. Diarrhea can be graded on a scale of
0–4 as follows [8]:

0—(no diarrhea) Solid stool with no sign of soiling around the anus.
The stool is very firm when subjected to
pressure with tweezers

1—(very mild
diarrhea)

Formed stools that appear moist on the outside.
Stool is less firm when pressure applied with
tweezers.

2—(mild
diarrhea)

Formed stools that appear moist on the outside.
Stools will easily submit to pressure applied with
tweezers.

3—(diarrhea) No formed stools with a mucous-like appearance.
Mouse takes a long time to pass stool and soiling
around the anus and tail may be evident.

4—(severe,
watery
diarrhea)

Mostly clear or mucous-like liquid stool with very
minimal solid present and considerable soiling
around anus. Mouse may not be able to pass
stool at all. Occasionally, blood may be observed
in the stool.

11. There will be some variability in colonization levels between
mice; however, as a guide, it is best to start by plating an aliquot
of neat, 10�1, 10�2 at day 2 post infection. After overnight
culture, count the plates that have between 30 and 300 colonies
and use this as the basis for determining how far the sample
must be diluted at later time points—i.e., if the optimal dilu-
tion for determining cfu/g at day 2 is 10�1, at day 4 dilute out
to 10�4 and plate 10�2, 10�3, and 10�4. The colonization level
will increase until day 10, then plateau until around day
14, then start to decrease until the infection is cleared at
between days 18 and 24. The period of clearance can be quite
variable between bacterial and mouse strains so more frequent
monitoring is often required.

12. Cutting the tissue to smaller pieces helps with the movement of
the tissue in the buffer and encourages the nonenzymatic
dissociation.
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13. Incubation in the Dissociation buffer can be done at room
temperature as well.

14. EDTA inhibits collagenase activity, so washing the tissue in
cHBSS is important for the efficient digestion of the lamina
propria tissue in the next steps.

15. Tissue should be minced so the fragments are of a size that can
be easily aspirated in a plastic Pasteur pipette. This creates a
greater surface area for the enzymes to act on and also facil-
itates mechanical dissociation by pipetting.

16. It is likely that some larger pieces of tissue will remain after only
two enzymatic dissociation steps; however, this is preferable to
complete breakdown which may result in overdigestion of the
sample and loss of cell surface receptors.

17. If the single cell suspension is to be run without further purifi-
cation, it is essential to include 1 mM EDTA in the buffers to
prevent clumping of the epithelial cells and to re-strain the cells
immediately before running if the cells have been stored before
analysis.

18. To underlay the 80% Percoll solution, use a fine Pasteur pipette
which can reach to the base of the 15 mL Falcon tube. Very
slowly expel the 80% Percoll solution into the bottom of the
tube. The higher density 80% Percoll solution will remain in
the bottom of the tube without mixing into the 40% solution.
The efficacy of this will be very obvious if the 40% solution is
made up using PBS containing phenol red or RPMI and the
80% solution is made up using normal PBS.

19. It can be helpful to remove the top layer of epithelial cells and
much of the 40% Percoll before collecting the cells at the
interphase to prevent contamination of the pipette and sample
due to passing through the epithelial cells.
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Chapter 8

In Vivo Infection Model of Severe Influenza A Virus

Ashley Mansell and Michelle D. Tate

Abstract

The lung is constantly exposed to both environmental and microbial challenge. As a “contained” organ, it
also constitutes an excellent “self-contained” tissue to examine inflammatory responses and cellular infil-
tration into a diseased organ. Influenza A virus (IAV) causes both mild and severe inflammation that is strain
specific following infection of the lung epithelium that spreads to other cells of the lung environment. Here,
we describe a method of intranasal inoculation of the lung with IAV that can be used as a preclinical model
of infection. Mice can be monitored for clinical signs of infection and tissue and lung fluid collected for
further analysis to dissect the immunological consequences of IAV infection. Importantly, this method can
be modified to introduce other pathogens, therapies and environmental stimuli to examine immune
responses in the lung.

Key words Intranasal, Influenza A virus, Anesthetic, Clinical signs of disease, PR8, HKx31,
Bronchoalveolar lavage (BAL)

1 Introduction

Influenza A viruses (IAV) are a major cause of morbidity and severe
illness globally. The emergence of highly pathogenic H5N1 and
H7N9 avian IAV strains predominately across Asia has caused
sporadic infections in humans with high mortality. The mouse
model of IAV infection provides a convenient system to examine
virus replication, disease pathogenesis and the inflammatory
response elicited following intranasal infection of mice with IAV.
Mice are not naturally infected with IAV, and intranasal inoculation
with human seasonal strains leads to replication of the virus in the
upper and lower respiratory tract but it generally does not result in
severe disease [1, 2]. Highly Pathogenic Avian Influenza (HPAI)
H5N1, H7N9, H9N2, and H4N8 viruses, and the 1918 H1N1
pandemic virus are capable of inducing disease in mice without the
requirement of prior adaptation [3, 4].

The sequential passage of human isolates through mouse lung
allows for the selection of virus mutants that show increased repli-
cation efficiency in vivo resulting in the induction of disease similar
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to that observed in humans [5, 6]. The mouse adapted A/PR/8/
34 (PR8) strain has been widely used in studies examining disease
pathogenesis and the immune responses elicited following IAV
infection of mice. PR8 was adapted to mice by >300 sequential
passages in mouse lung [7] and is therefore highly virulent for mice,
resulting in rapid weight loss and high mortality follow inoculation
with as low as 50 plaque-forming units (PFU) [1, 5]. During the
process of adaption, it was likely that PR8 acquired mutations
associated with increased replication efficiency in the respiratory
tract of mice and/or evasion of innate host responses. For example,
PR8 is largely poor in its ability to infect macrophages, which are
permissive to viral replication [1, 8]. HKx31 (H3N2) is a high-
yielding reassortant of PR8 that expresses the hemagglutinin
(HA) and neuraminidase (NA) of A/Aichi/2/68 (H3N2) from
theHong Kong pandemic of 1968. Unlike the mouse-adapted PR8
strain, HKx31 is similar to many pathogenic IAV strains such as
H5N1 and H7N9 in its ability to infect macrophages [9, 10].

IAV of mice is characterized by the early production of proin-
flammatory cytokines (e.g., IL-6, MCP-1, TNFα, KC, and IL-1β),
as well accumulation of inflammatory cells in the alveoli, including
neutrophils, macrophages and lymphocytes, with subsequent
recruitment of T cells and the development of humoral responses
[2, 5]. Viral clearance is generally achieved 7–10 days after sublethal
infection. Severe IAV infections of mice (i.e., following inoculation
with mouse-adapted or HPAI viruses) are associated with a number
of pathological features such as high viral loads, greater numbers of
inflammatory infiltrate and elevated levels of inflammatory media-
tors [1, 2]. Vascular leak and pulmonary edema are hallmark path-
ological features of acute respiratory Distress Syndrome (ARDS)
and have been observed during severe IAV infection of mice and
humans [1, 11].

While the adaptive immune response plays an important role in
the clearance of IAVand eventual resolution of infection, increasing
evidence demonstrates the innate immune response to IAV infec-
tion plays a crucial role in the pathophysiology of disease. Innate
immune recognition receptor such as Toll-like receptor (TLR)-2,
TLR3, TLR4, and TLR7 [12, 13], have all been shown to play
important roles in recognizing IAV infection and initiating inflam-
mation as a response to infection. Increasing evidence from our and
other laboratories also identifies a critical role for the nucleotide-
binding domain and leucine-rich-repeat-containing (NLR) family
of pattern-recognition molecules in inducing inflammation and
contributing the pathophysiology and disease outcome during
IAV challenge.

The NLRP3 inflammasome is an oligomeric innate immune
intracellular signaling complex that senses many pathogen-, host-,
and environmental-derived factors [14]. Inflammasome-induced
cytokine release requires two signals: (1) upregulation of
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components of the NLRP3 inflammasome and synthesis of pro-IL-
1β through activation of the prototypic inflammatory transcription
factor NF-κB; and (2) inflammasome formation that results in
IL-1β maturation and secretion. Following activation, NLRP3
binds to the adaptor protein, apoptosis-associated speck-like pro-
tein containing a CARD (ASC). ASC further recruits the enzyme
caspase-1 to form the inflammasome complex initiating autocata-
lytic cleavage of caspase-1. The NLRP3 inflammasome is now
recognized as a major route by which the innate immune system
recognizes and responds during IAV infection [14]. To date, IAV
single-stranded RNA (ssRNA) and proton flux via the IAV-encoded
matrix-2 (M2) ion channel have been shown to activate the NLRP3
inflammasome [15, 16], which is important in the development of
adaptive immune responses to IAV. Studies utilizing mice lacking
components of the NLRP3 inflammasome have demonstrated its
importance in eliciting rapid protective responses following infec-
tion with PR8 [15, 17]. Recently, we identified that the PB1-F2
protein from the PR8 and H7N9 strains of IAV induced NLRP3
inflammasome activation in mice via intranasal inoculation, contri-
buting to severe disease pathophysiology [18, 19]. Importantly,
intranasal delivery of a small molecule inhibitor of NLRP3 provided
protection from PR8- and HKx31-induced lethality, commensu-
rate with reduced lung inflammatory cytokine expression such as
IL-6, MCP-1, TNFα, and IL-1β reduced inflammatory cellular
infiltrates [5].

The intranasal inoculation method therefore provides an excel-
lent animal model to (1) challenge mice with pulmonary focused
pathogen models such as IAV, and (2) a means to therapeutically
deliver intervention strategies that may mimic intranasal drug deliv-
ery similar to that possible for humans.

2 Materials

2.1 Intranasal

Inoculation of Mice

with Influenza Virus

1. Biological safety cabinet.

2. Influenza virus stock: In a BSL2 facility, influenza viruses are
routinely grown in 10-day-old embryonated hen’s eggs and
allanotic fluid aliquots and stored at �80 �C for several years
(see Note 1).

3. Preparation of influenza virus inoculum: Remove aliquot of
influenza virus from �80 �C. Thaw at room temperature and
perform the following in a biological safety cabinet. Dilute
influenza stock in sterile phosphate buffered saline (PBS) to
desired plaque-forming units (PFU) in 50 μL, e.g., 50 PFU in
50 μL or 1000 PFU per mL (see Note 2).

4. Isoflurane.
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5. Anesthetic machine or glass jar with screw lid containing cot-
ton wool or tissues.

6. Steel mesh/grid that can be placed inside the glass jar on top of
the tissues/tissues, so that mice cannot come into direct con-
tact with the anesthetic.

7. P200 pipette and P200 pipette tips.

8. Male or female C57Bl/6 mice at 6–8 weeks of age.

2.2 Monitoring

of Mice Following

Influenza Infection

1. Monitoring sheet (see Note 3).

2. Weigh scale.

3. Small open lid container to place on weigh scale.

2.3 Euthanasia

of Mice

with Pentobarbitone

1. Pentobarbitone.

2. 1 mL syringe.

3. 29-gauge needle.

4. Dissection scissors and tweezers.

2.4 Collection

of Bronchoalveolar

Lavage (BAL)

1. 80% w/v ethanol.

2. Sterile phosphate-buffered saline (PBS).

3. 3 mL syringe.

4. 18-gauge needle.

5. 23-gauge needle that has been blunted by removing the bevel/
tip with scissors.

6. 10 or 15 mL tubes.

2.5 Harvesting

of Lung Tissue

and Sera

1. 1.5 mL Eppendorf tubes.

2. Box containing wet ice.

3. Container containing liquid nitrogen.

4. 1 mL syringe.

5. 29-gauge needle.

6. Heparin-coated Eppendorf tube or commercial serum
collection tube.

3 Methods

3.1 Intranasal

Inoculation of Mice

with Influenza Virus

1. Place the mouse cage into a biological safety cabinet.

2. Place a glass jar containing a screw lid into the biological safety
cabinet.

3. Insert cotton wool or tissues into the bottom of the jar (see
Note 4).
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4. Place 100 μL of isoflurane onto the cotton wool or tissues and
cover with a steel mesh/grid.

5. Place the mouse into jar containing the isoflurane.

6. Monitor the mouse carefully until it is anaesthetized and ensure
that breathing is no longer rapid, nor there is any movement
(see Note 5).

7. Remove the mouse from the jar or anesthetic machine and hold
it upright (Fig. 1).

8. Slowly place 50 μL of the virus inoculum evenly over the two
nares using a pipette.

9. Keep the mouse upright until the inoculum is completely
inhaled.

10. Return the mouse to a cage and monitor until it regains con-
sciousness and appears fully recovered from the effects of the
anesthesia, i.e., alert and moving around freely.

3.2 Monitoring

of Mice Following

Influenza Infection

1. Following influenza virus infection, mice should be euthanized
as per below and monitored in accordance with ethical
approval.

Fig. 1 Intranasal inoculation of mice with influenza virus. Holding the
anesthetized mouse upright and pipetting the virus inoculum onto the nares
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2. For monitoring, each mouse needs to be easily identified, i.e.,
ear clipping, tattoos, or marking the tail.

3. Mice should be weighed daily by placing the mouse in an open
lid container that is on top of a weighing scale.

4. Record the mouse weights on a monitoring sheet.

5. Score the mice daily for physical signs of disease. 0 ¼ no visible
signs of disease; 1 ¼ slight ruffling of fur; 2 ¼ ruffled fur,
reduced mobility and 3 ¼ ruffled fur, reduced mobility, rapid
breathing (see Note 6).

3.3 Euthanasia

of Mice

with Pentobarbitone

1. Remove mouse from its cage.

2. Restrain the mouse by the scruff.

3. Inject >10 mg/kg of pentobarbitone into the peritoneal cavity
(see Note 7).

4. Monitor the mouse and ensure euthanasia by measuring
reflexes, i.e., pinching of the foot. Once mouse is euthanized,
the contents of the lung can be examined for cellular infiltrates,
cytokines, chemokines, and other cellular factors by extracting
bronchoalveolar lavage as described below, or, the organ can
be excised and examined by histological sectioning as described
below.

3.4 Collection of BAL 1. Euthanize the mouse as per above.

2. Spray the mouse’s coat with 80% ethanol ensuring the coat is
wet to confidently “sterilize” the area.

3. If blood is required to be collected, this can be done prior to
BAL (see below).

4. Using dissection scissors, expose the trachea of the mouse.

5. Carefully cut away the tissue that sounds the trachea (Fig. 2a).

6. Hold the mouse upright and carefully make a small incision in
the trachea by inserting a 18-gauge needle into the trachea.

7. Fill a 3 mL syringe containing a blunted 23-gauge needle, with
1 mL of PBS.

8. While holding the mouse upright, carefully place the trip of the
blunted needle into the trachea of the mouse (Fig. 2b).

9. Inject the 1 mL of PBS into the lung and immediately draw
back on the syringe to recover the PBS (approx. 60–80%
recovery).

10. Place the BAL into a 10 or 15 mL tube on ice.

11. Repeat steps 6–9 twice to flush the lung a total of three times.

12. Store the tube containing the BAL on ice.

13. Spin the tubes containing BAL at 500 � g, 4 �C for 5 min.
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14. Remove the supernatant, aliquot in Eppendorf tubes and store
at�80 �C for analysis, e.g., levels of proinflammatory cytokines
via ELISA or cytokine bead array according to manufacturer’s
instructions. BAL can also be assayed for inflammasome activa-
tion by examining ASC speck formation by flow cytometry
[20] (see accompanying Chapter 14).

15. The cell pellet can then be immediately utilized for flow cyto-
metry analysis of cellular infiltrate (e.g., neutrophils, macro-
phages, T cells [1, 5]).

3.5 Harvesting

of Lung Tissue

and Sera

1. Euthanize the mouse as per above.

2. For collection of sera, harvest the blood directly from the heart
by performing a cardiac puncture using a 1 mL syringe and
29-gauge needle. Place the blood in a heparin-coated Eppen-
dorf tube or a commercial serum collection tube. Approxi-
mately 500 μL can be collected on average.

3. BAL can then be performed as per above without significantly
impacting analysis of viral loads in the lung tissue.

4. Remove the lung tissue from the mouse.

5. Place the lung tissue in an Eppendorf tube.

6. Snap freeze the Eppendorf in liquid nitrogen.

7. Store sera and lung tissues at �80 �C for analysis, e.g., analysis
of viral loads, cytokine levels, mRNA or protein expression.

4 Notes

1. The titer of the influenza stock should be determined by stan-
dard plaque assay on MDCK cells as previously described [21].

Fig. 2 Collection of BAL from mice. (a) Exposing and creating small incision in the trachea. (b) Inserting the
blunted needle into the trachea and flushing the lungs with 1 mL of PBS
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2. In place of 50 μL of viral stock or PBS as mock infection, this
can be replaced with either inflammasome activators such as
silica or nigericin, drugs, small molecule inhibitors, and anti-
bodies dissolved or suspended in a total volume of 50 μL.
Other pathogens such as viruses or bacteria can also be sub-
stituted in place of IAV at this step also.

3. Monitoring sheet should describe the ethical requirements for
scoring of clinical signs of disease and weight loss.

4. An anesthetic machine if available can be used in replace of
steps 3–5.

5. Do not leave mouse in the exposed to isoflurane for too long as
this may result in lethality. If in doubt, remove the mouse and
check if it is anaesthetized. If it is still breathing rapidly or
shows signs of movement, reexpose to isoflurane in the jar. If
the mouse is not anaesthetized enough or too deeply, the
mouse will not inhale the virus inoculum or PBS through its
nostrils.

6. Monitoring signs of clinical disease is a crucial ethical aspect of
responsible monitoring of mice and animal welfare. All animal
experimentation should be conducted in accordance with local
ethics committee requirements which may vary. Always check
with your institutional ethics and biosafety committee to
obtain the relevant documentation and information relating
to ethical handling and experimentation on animals and their
scoring matrix and level of clinical signs of disease before ethical
euthanasia of animals is required.

7. As an alternative to >10 mg/kg injection of pentobarbitone,
mice can be euthanized by CO2 asphyxiation. Cervical disloca-
tion as a method of euthanasia is not recommended, however,
as it can cause bleeding around the lung.
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Chapter 9

In Vivo Models for Inflammatory Arthritis

Gareth W. Jones, David G. Hill, Katie Sime, and Anwen S. Williams

Abstract

In vivo mouse models of inflammatory arthritis are extensively used to investigate pathogenic mechanisms
governing inflammation-driven joint damage. Two commonly utilized models include collagen-induced
arthritis (CIA) and methylated bovine serum albumin (mBSA) antigen-induced arthritis (AIA). These offer
unique advantages for modeling different aspects of human disease. CIA involves breach of immunological
tolerance resulting in systemic autoantibody-driven arthritis, while AIA results in local resolving inflamma-
tory flares and articular T cell-mediated damage. Despite limitations that apply to all animal models of
human disease, CIA and AIA have been instrumental in identifying pathogenic mediators, immune cell
subsets and stromal cell responses that determine disease onset, progression, and severity. Moreover, these
models have enabled investigation of disease phases not easily studied in patients and have served as testing
beds for novel biological therapies, including cytokine blockers and small molecule inhibitors of intracellu-
lar signaling that have revolutionized rheumatoid arthritis treatment.

Key words Inflammatory arthritis, Rheumatoid arthritis, Collagen-induced arthritis, Antigen-
induced arthritis, Histopathology

1 Introduction

Rheumatoid arthritis (RA) is an autoimmune, chronic inflamma-
tory disease of the joints that results in articular degradation, and is
associated with pain, stiffness, loss-of-function and systemic comor-
bidities [1]. Models of inflammatory arthritis have provided insight
into the mechanisms that underpin the pathogenesis of RA and
other inflammatory arthritides [2, 3]. These include spontaneous
mouse models (e.g., TNFΔARE mouse), models that require passive
immunization strategies (e.g., collagen antibody-induced arthritis
and K/BxN serum-transfer arthritis), and arthritis that is induced
by adjuvants with or without antigenic stimulation (Table 1). This
chapter focuses upon the collagen-induced arthritis (CIA) and
methylated bovine serum albumin (mBSA) antigen-induced arthri-
tis (AIA) models in mice.

CIA has long been considered the gold standard model for
preclinical RA studies and involves the administration of

Brendan J. Jenkins (ed.), Inflammation and Cancer: Methods and Protocols, Methods in Molecular Biology, vol. 1725,
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heterologous type II collagen (CII) in complete Freund’s adjuvant
(CFA) to susceptible mouse strains [4]. Disease pathogenesis par-
allels characteristics of RA including a prearthritic phase, where loss
of peripheral immune tolerance results in the generation of self- and
CII-specific autoantibodies that trigger synovitis (inflammation of
the synovial membrane). Susceptibility to CIA strongly associates
with mouse strains expressing the major histocompatibility com-
plex (MHC) class II I-Aq molecule, which interestingly mirrors the
presence of risk alleles for human RA in MHC class II genes
(HLA-DR1 and HLA-DR4) [5]. Consequently, DBA/1 is the
most frequently used strain for CIA. Nevertheless, the “classical”
CIA protocol has been adapted for use in C57BL/6 mice, facilitat-
ing studies in the large number of genetically altered strains avail-
able on this genetic background [6, 7]. However, it is important to
recognize that despite the establishment of sustained CII-specific
T- and B-cell responses in C57BL/6 mice, the clinical onset of
inflammatory arthritis is delayed and the severity milder than
observed in DBA/1 mice. Following the initial CII/CFA immuni-
zation in DBA/1 mice, clinical symptoms typically develop
20–25 days later as a polyarthritis primarily affecting the limbs.
Disease peaks at approximately day 35, and is histopathologically
characterized by synovial leukocyte infiltration, hyperplasia of the
synovial lining, and cartilage and bone erosion [8] (Fig. 1). After
this period, DBA/1 mice enter remission, but alternative immuni-
zation protocols utilizing homologous CII have resulted in a model
featuring a chronic relapsing form of CIA that mimics the recurrent
flares of synovitis seen in clinical RA [9–11].

The AIA model involves a local mBSA challenge, delivered into
the knee joint of mice previously immunized with the same antigen
(Fig. 2a) [12, 13]. Consequently, the model does not feature the
breach of immune tolerance that results in systemic polyarticular
disease as seen in RA, and recapitulated in CIA. Rather, following
intra-articular (i.a.) delivery of mBSA, onset of joint inflammation
is immediate and confined to the challenged joint. Development of
AIA is dependent on CD4+ T-lymphocytes, and the kinetics of
synovial leukocyte infiltration that leads to cartilage and bone ero-
sion is highly reproducible [14]. Synovitis is characterized by early
neutrophil and macrophage recruitment, and a chronic phase of
AIA features a prominence of synovial T cell infiltrates. Chronicity is
observed provided an efficient retention of antigen within the joint
is achieved [15, 16]. The C57BL/6 strain of mice is highly suscep-
tible to mBSA AIA, which has facilitated the study of individual
immune pathways and functions (e.g., cytokines, cytokine recep-
tors, downstream signaling pathways, transcriptional regulators,
and immune cells) using transgenic and gene deficient mice. Modi-
fication of the “classical” AIA protocol has yielded models with
altered clinical characteristics. Through the adoptive transfer of
ovalbumin (OVA)-specific T cells and the use of OVA as the
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Fig. 1 Collagen-induced arthritis. (a) Timeline of the CIA model demonstrating the progression of clinical
score. During the prearthritic phase, CII-specific immune responses are established associated with breach of
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priming antigen, mice develop an AIA-like pathology accompanied
by autoimmunity including the generation of self-reactive collagen-
specific T- and B-cells and rheumatoid factor autoantibodies
[17, 18]. Through repeated intra-articular administration of anti-
gen, AIA has also been refined to study recurrent flares of disease,
which models disease relapses as is seen in clinical RA
[19, 20]. Approaches that allow for the development of a more
chronic form of AIA have also facilitated the investigation of dis-
crete synovial pathotypes. For example, repeated flares of AIA or
the use of gene deficient mice that lack regulatory cytokines results
in synovitis featuring ectopic lymphoid-like follicles, a histopatho-
logical characteristic seen in RA patients with severe synovitis and
inferior responses to biological treatment (e.g., anti-TNF)
[20, 21].

Here, we outline protocols for the induction and histopatho-
logical evaluation of disease in CIA and AIA. These models serve
well to investigate molecular mechanisms underpinning arthritis
progression and systemic comorbidities linked with RA, and pro-
vide a preclinical testing ground for novel therapeutics.

2 Materials

Unless otherwise stated, all solutions and buffers should be
prepared in distilled water.

2.1 Animal Ethics Animal experiments should be approved and performed with ethi-
cal consent from relevant local and national authorities. In the UK,
animal experiments comply with the Animals (Scientific Proce-
dures) Act 1986, and are performed under the authority of a
Home Office Project License. Experiments should be designed
and performed with good practice and incorporate refinements
that improve animal welfare (see Note 1), using the minimum
number of mice necessary to achieve scientifically valid data (see
Note 2).

2.2 Collagen-

Induced Arthritis

1. Inbred DBA/1 mice (MHC class II haplotype I-Aq), normally
male, at 8–10 weeks of age and sourced from an approved
supplier for scientific research (see Note 3).

�

Fig. 1 (continued) immunological tolerance. Onset of inflammatory arthritis occurs at day 21–25 and peaks at
approximately day 35. Arrows indicate the days of the initial and booster immunizations. Routes of adminis-
tration are shown in red. (b) Representative images for daily paw scoring: front and hind paws with a clinical
score of 0 (left), 1 (middle), and 4 (right). (c) Histopathological assessment of ankle joints in CIA as determined
by hematoxylin, fast green, and safranin O staining at day 35. Boxes highlight areas of inflammatory infiltrate
(I), cartilage erosion (CE), and exudate (E)
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Fig. 2 mBSA antigen induced arthritis. (a) Schematic representation of the kinetics of joint swelling in AIA.
During the priming phase from day�21 to day 0, an antigen-specific response to mBSA is established. Arrows
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2. Heat-killed Mycobacterium tuberculosis strain H37Ra, desic-
cated, 100 mg vials (Difco™ brand from BD Biosciences).

3. Incomplete Freund’s adjuvant (IFA; Sigma-Aldrich).

4. Type II collagen from chick.

5. 10 mM acetic acid.

6. Sterile water for injection.

7. Pestle and mortar.

8. A 10 mL glass syringe with metal luer lock for preparing the
CII/CFA emulsion.

9. Blunt 18 gauge (G) needles for preparing the CII/CFA
emulsion.

10. Disposable 1 mL syringes and needles (27 G � 1/2
00) for

injecting CII/CFA emulsion.

11. Micrometer (e.g., POCO 2T, 0–10 mm range, 0.1 mm incre-
ments from Kroeplin L€angenmesstechnik).

2.3 mBSA Antigen-

Induced Arthritis

1. Inbred C57BL/6 mice, normally male, at 8–10 weeks of age
and sourced from an approved supplier for scientific research
(see Note 4).

2. Complete Freund’s adjuvant (CFA).

3. Methylated bovine serum albumin (mBSA; see Note 5).

4. Sterile water for injection.

5. Pertussis toxin from Bordetella pertussis (Sigma-Aldrich).

6. Sterile Dulbecco’s phosphate buffered saline (PBS).

7. A 10 mL glass syringe with metal luer lock for preparing the
mBSA/CFA emulsion.

8. Blunt 18 G needles for preparing the mBSA/CFA emulsion.

�

Fig. 2 (continued) indicate days of antigen or adjuvant challenge and routes of administration (shown in red).
(b) A stable mBSA/CFA emulsion can be tested by placing droplets onto a petri dish of cold water. An emulsion
suitable for injection will result in a droplet that remains intact and immiscible in water (bottom box), while an
unstable emulsion will disperse (top box). (c) The establishment of an antigen-specific mBSA response, prior
to induction of AIA by i.a. mBSA challenge, can be determined by measuring serum mBSA-specific antibody
(IgG) titers. Here, serum was taken prearthritis induction (day �1) and anti-mBSA antibody titers were deter-
mined by ELISA. Serum from nonchallenged mice was used as control. (d) Intra-articular injections can be
practiced on dead mice using dye or ink. Successful injections can be confirmed by removing the skin over the
joint to visualize dispersion of the injected dye. (e) Histological assessment of AIA as determined by
hematoxylin, fast green, and safranin O staining of knee joints at day 10. Boxes highlight areas of inflamma-
tory infiltrate (top), cartilage erosion detected by loss of red safranin O staining of the articular cartilage
(middle), and synovial exudate (bottom). The inflamed knee from an AIA-challenged mouse (right) is compared
with the contralateral nonchallenged control knee of the same mouse (left)
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9. Disposable 1 mL and 10 mL syringes, 26 G � 5/8
00 and

21 G � 11/2
00 needles.

10. 0.5 mL insulin syringes, 29 G with 10 μL volume markings.

11. 70% (v/v) ethanol.

12. Micrometer.

2.4 Histological

Assessment

of Inflammatory

Arthritis

1. 10% (v/v) formalin solution, neutral buffered.

2. Formic acid decalcification solution: 10% (v/v) formic acid, 2%
(w/v) formaldehyde. Dilute 100 mL of � 95% formic acid and
50 mL of 37–41% (w/v) formaldehyde solution in distilled
water to a final volume of 1 L.

3. Harris Hematoxylin.

4. 1% (v/v) acetic acid.

5. 0.2% (w/v) safranin O solution (see Note 6).

6. 0.01% (w/v) fast green solution (see Note 6).

7. Xylene, and 70%, 90%, and 100% ethanol for histology.

8. DPX mounting medium.

3 Methods

3.1 Preparation of a

Collagen in Complete

Freund’s Adjuvant

Emulsion for CIA

1. To prepare the complete Freund’s adjuvant (CFA), grind one
100 mg vial of Mycobacterium tuberculosis into a fine powder
using a pestle and mortar. Add 20 mL of incomplete Freund’s
adjuvant (IFA) to make a 5 mg/mL solution of M. tuberculosis
in IFA. Vortex the resulting CFA before use to thoroughly
suspend the M. tuberculosis (see Note 7).

2. Dissolve the type II collagen (CII) to the desired concentration
of 4 mg/mL by adding 2.5 mL of 10 mM acetic acid to 10 mg
of CII. Stir gently for several hours or overnight at 4 �C (see
Note 8).

3. To 2.5 mL of the prepared CII solution, add an equal volume
of CFA. Using the glass syringe and a 18 G blunt fill needle,
prepare a white CII/CFA emulsion by repeated passing (i.e.,
uptake and removal of the liquid from the syringe) through the
needle. Keep all reagents on ice as much as possible during
emulsification, to help prevent denaturing of CII (see Note 9).

4. Test the emulsion by placing droplets onto a petri dish
(or other suitable receptacle) containing water. A droplet of
stable emulsion will initially sink below the water surface on
impact then float back to the surface, remaining intact
(as shown in Fig. 2b for preparation of mBSA/CFA emulsion).
An unstable emulsion will disperse.

5. Keep the CII/CFA emulsion on ice.
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3.2 Immunization

of Mice for CIA

1. Using a 18 G blunt fill needle, carefully transfer emulsion into
the immunization syringe by slowly drawing on the plunger.
Avoid introducing air into the injecting syringe to maintain
accurate, reproducible injection volumes. Attach a
27 G � 1/2

00 needle to the immunization syringe and place on
ice (see Note 10).

2. Anaesthetize mice using isoflurane, or an anesthetic of choice
(see Note 11).

3. Choose an injection site on the dorsal side of the mouse that is
as close as possible to the base of the tail. A second injection will
be given 21 days after this initial immunization, therefore be
sure to leave sufficient space above the immunization site for
the booster injection. 100 μL of CII/CFA emulsion must be
slowly injected intradermally (i.d.), split over two 50 μL injec-
tions (see Note 12).

4. To ensure CIA induction of a high incidence, a booster or
secondary immunization is given 21 days after the primary
immunization (Fig. 1a). Prepare an identical formulation of
CII/CFA as used as for the primary immunization.

5. The first signs of arthritis development are visible between days
20 and 25 after the initial immunization (Fig. 1a). Animals
should be examined daily for arthritis incidence (see Notes 13
and 14).

3.3 Clinical

Assessment

of Inflammatory

Arthritis in CIA

1. CIA incidence and progression is monitored by assigning an
arthritis severity score to each paw. This is a subjective scoring
system that considers the level of inflammation and the number
of joints affected. Each paw should be scored individually on a
scale of 0–5, with 5 indicating the most severe inflammation
and ankyloses of the limb (Fig. 1b and Table 2).

Table 2
Clinical scoring of peripheral joint swelling in CIA

Paw score Description

0 Normal

1 Erythema and mild swelling confined to the tarsals or ankle joint

2 Erythema and mild swelling extending from the ankle to the tarsals

3 Erythema and moderate swelling extending from the ankle to metatarsal joints

4 Erythema and severe swelling encompassing the ankle, foot, and digits

5 Deformed paw or joint with ankylosis

The graded scoring system above provides a macroscopic measure of joint swelling. Each paw is assigned a score,

according to the table. The sum of scores in all four paws results in a clinical score for each animal
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2. Arthritic joints are easily distinguished from normal nonar-
thritic joints. However, the subjectivity of quantifying the
severity and progression of the arthritis in each limb by this
method alone can be problematic for new users. A micrometer
measurement across the mid-foot provides a quantitative mea-
sure of hind paw thickness (swelling). This measurement relies
heavily on precision and reproducibility of micrometer place-
ment from mouse to mouse.

3. Three approaches are used to clinically evaluate arthritis pro-
gression and severity. These include score per limb (paw score),
sum of the scores per mouse (clinical score), and hind paw
diameter measurement per mouse or per experimental group.
The severity of CIA is further evaluated by histopathology (see
Subheading 3.8 and Fig. 1c).

3.4 Preparation of a

mBSA in Complete

Freund’s Adjuvant

Emulsion for AIA

1. Dissolve 10mg of mBSA antigen in 5mL of injection water in a
sterile universal cylinder, to yield a 2 mg/mL mBSA solution.
Once dissolved, keep on ice.

2. Vortex a 10 mL vial of CFA to ensure that M. tuberculosis
sediment is fully suspended. Remove 5 mL CFA from the vial
using a 10 mL syringe and 21 G needle. The remaining 5 mL of
CFA can be stored in the fridge until the booster injection is
prepared 7 days later.

3. Change the needle on the syringe to an 18 G blunt fill needle.
With force, inject the CFA into the mBSA solution. Using the
glass syringe and a 18 G blunt fill needle, make a white emul-
sion by repeated uptake and flushing of the mBSA/CFA mix-
ture (see Note 9).

4. Test the emulsion by placing droplets onto a petri dish
(or other suitable receptacle) containing water. A droplet of
stable emulsion will initially sink below the water surface on
impact then float back to the surface, remaining intact
(Fig. 2b). An unstable emulsion will disperse.

5. Keep the mBSA/CFA emulsion on ice.

3.5 Immunization

of Mice to Induce

an mBSA-Specific

Immune Response

for AIA

1. Check the supplied concentration of Pertussis toxin, which
may vary according to batch and source, and dilute in PBS to
1.6 μg/mL.

2. Using 1 mL syringes and 26 G needles, immunize 8–10-week-
old C57BL/6 mice with 100 μL (equivalent to 100 μg) of the
prepared mBSA/CFA emulsion subcutaneously (s.c.) on the
right hind flank (see Note 15).

3. Using 1 mL syringes and 26 G needles, administer 100 μL
(equivalent to 160 ng) of the prepared Pertussis toxin intraper-
itoneally (see Note 16). The immunizations outlined in steps
2 and 3 systemically prime the mice for an antigen-specific
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response to mBSA. These are performed 21 days prior to the
induction of joint inflammation, and is thus referred to as day
�21 of AIA (Fig. 2a).

4. Prepare a second identical emulsion 7 days later (i.e., at day
�14), and as before immunize mice subcutaneously with
100 μL of mBSA/CFA, this time on the left hind flank
(see Note 17).

3.6 Induction of AIA

by Intra-articular

Injection of mBSA

1. 21 days after the initial immunization (i.e., on day 0), mice are
administered 10 μL of a 10 mg/mL mBSA solution intra-
articularly to induce inflammatory arthritis. For this, dissolve
10 mg of mBSA in 1 mL sterile injection water. Once dissolved,
keep on ice. The right knee is injected to induce a unilateral,
local form of inflammatory arthritis. The left control knee is
injected with sterile water (see Note 18).

2. Anaesthetize mice using isoflurane, or an anesthetic of choice.

3. Using a 29 G insulin syringe, draw up approximately 100 μL of
the mBSA solution. By inverting the tube, and while removing
any air bubbles, adjust the volume in the syringe to 10 μL.

4. Using your fingers wetted in 70% ethanol, part the hair over the
knee joint along the patellar ligament. This will allow visualiza-
tion of the patellar ligament which will be used as a guide for
intra-articular injection (see Note 19).

5. Using the insulin syringe insert the needle tip into the space
underneath the patellar ligament (the infrapatellar fat pad
region) and administer 10 μL of mBSA solution. This will
result in a symmetrical distribution around the patellar liga-
ment (Fig. 2d). Leave the needle tip inserted for a few seconds
to avoid leakage, and then withdraw (see Note 20).

6. Administer an identical 10 μL dose of sterile water into the
control left knee, and allow mice to recover from anesthesia.

3.7 Clinical

Assessment

of Inflammatory

Arthritis in AIA

For clinical evaluation of arthritis development, joint swelling can
be quantified using a micrometer. For this, mice can be anaesthe-
tized briefly using an appropriate general anesthetic. To quantify
knee joint swelling (in mm), subtract the joint diameter of the
control left knee from the diameter of the arthritic right knee and
graph throughout the time course of AIA (see Note 21).

3.8

Histopathological

Evaluation

of Inflammatory

Arthritis in CIA and AIA

1. Kill mice using an appropriate humane method at desired time
points of CIA or AIA, and remove whole joints by cutting
through the bones distal and proximal to the joint of interest
without damaging the joint. For example, for the knee joint in
AIA cut through the proximal femur and the distal tibia and
fibula bones.
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2. Remove skin and place samples in 10% neutral buffered forma-
lin solution for 4 days.

3. Transfer samples to formic acid decalcification solution (see
Note 22) until decalcification is complete as confirmed by
X-ray (typically 3–4 days).

4. Process samples into paraffin blocks, embedding the tissue in
the orientation of interest for downstream sectioning.

5. Prepare parasagittal sections of 6–7 μm. For knee joints, adjust
the plane of sectioning to ensure the patella, the whole patellar
ligament, the femoral and tibial head growth plates, and the
menisci are all visible within each section. Avoid midsagittal
sections, as the presence of the cruciate ligaments will prevent
detection of articular cartilage erosion by histological staining.

6. Dewax tissue sections in Xylene and rehydrate through decreas-
ing concentrations of 100%, 90% and 70% ethanol, and distilled
water following standard histological practice.

7. Stain in Harris hematoxylin for 2 min. Wash excess stain under
running tap water.

8. Stain in fast green solution for 5 min.

9. Dip briefly (approx. 2 s) in 1% (v/v) acetic acid.

10. Stain in safranin O solution for 5 min.

11. Dip in distilled water (approx. 5 s) followed by 30 s in each of
70%, 90% and 100% ethanol (see Note 23). Dehydrate and
clear in three changes of xylene following standard histological
practice. Place coverslips on the slides using DPX mountant.

12. Histopathologically score inflammatory arthritis in consultation
with rheumatologists and pathologists. Hematoxylin staining is
used to detect synovial cellular infiltration, while proteoglycan
detection by safranin O is used to track erosion of articular
cartilage (Figs. 1c and 2e). Our in-house scoring of arthritic
indices involves two independent observers blinded to the
experimental groups scoring subsynovial inflammation (0 is nor-
mal; 5 is ablation of synovial adipose tissue by inflammatory
infiltrate), synovial exudate (0 is normal; 3 is a substantial num-
ber of leukocytes with large fibrin deposits), synovial hyperplasia
and pannus formation (0 is normal or up to three layers thick;
3 represents over three layers thick with overgrowth over joint
surfaces and evidence of cartilage loss), and joint erosion (0 is
normal; 3 is destruction of articular cartilage with significant
erosion to underlying bone). The arthritic index, or disease
score, is the aggregate score for all four parameters.
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4 Notes

1. Approaches should be employed to improve mouse wellbeing
during inflammatory arthritis experiments. For example, use of
tangle-free bedding to minimize arthritic limbs being caught,
the handling and restraining of mice on soft surfaces (e.g.,
Vetbed®), the proactive rather than reactive use of analgesia,
and the use of general anesthetic. Temgesic (buprenorphine),
which can be administered by subcutaneous injection or more
conveniently in drinking water, can be used for analgesia.
Inhalable isoflurane is a suitable anesthetic. Herein, we outline
the techniques required for establishing CIA and AIA, but not
the frequency and doses of analgesics and anesthetics used.
Investigators should discuss the choice and use of analgesics
and anesthetics with their animal welfare advisors. Further
refinements should be adopted that can improve mouse well-
being in inflammatory arthritis models, a comprehensive
review of which can be found elsewhere [22].

2. The appropriate number of mice for experiments should be
determined by statistical power analysis. For this, G*Power
(http://www.gpower.hhu.de/en.html) is a useful tool for com-
puting statistical power [23]. Where no preliminary data is
available for power analysis, pilot experiments should be
designed using small group sizes and the resource equation [24].

3. Female DBA/1 mice can also be used; however, differences in
disease incidence and severity due to sex should be accounted
for in the experimental design. Alternative CIA susceptible
strains are available, but it should be appreciated that the
kinetics of disease onset and severity will vary with genetic
background [8]. For establishing CIA in C57BL/6 mice,
refinements to the protocol provided herein are described
elsewhere [6].

4. Female C57BL/6 mice may also be used. Other strains that
demonstrate good severity and chronicity in AIA are described
elsewhere [12]. The severity and kinetics of AIA varies with
genetic background.

5. Efficient retention of antigen within the joint is required to
establish chronicity. Bovine serum albumin has an isoelectric
point (pI) of 4.5. Methylation of bovine serum albumin results
in a pI �8.5, which allows the sustained retention of antigen
within the joint via adherence to negatively charged noncarti-
laginous collagenous tissue and articular cartilage [15, 16].

6. In-house optimizations with different concentration of safranin
O and fast green should be performed, using the provided
concentrations as a starting point. Source and batch variations,
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and the processing of tissue, can result in differences in the
degree of tissue staining.

7. The CFA can be prepared in batches and stored at �20 �C in
sealed glass vials for at least 12 months. When using previously
frozen CFA, ensure that the adjuvant is thawed, and microbial
particles thoroughly resuspended by vortex before use.

8. Collagen is not soluble in water or commonly used buffers. A
concentration of 10 mM acetic acid will solubilize CII without
causing adverse effects to the mouse. It is essential that the CII
is dissolved before preparing the emulsion. Salts (e.g., NaCl
and PBS) may precipitate CII from solution, thus glassware
must be salt-free. We prefer to prepare the solution in the glass
vial in which the collagen is supplied. CII solution is a clear,
colorless liquid. It is advisable to freshly prepare the CII solu-
tion before each injection, and to begin the procedure at least
12 h in advance of when the CII solution is needed.

9. When preparing an emulsion of antigen solution and CFA,
ensure to keep their ratios at 1:1. We find that repeated, force-
ful flushing of the antigen/CFA mixture through an 18 G
blunt end needle is the best way of achieving a stable emulsion.
This typically requires 10–20 passes through the needle and
keeping solutions on ice prior to preparing the emulsion.
Alternatively, emulsions can be made using a sonicator or tissue
homogenizer, protocols for which can be found elsewhere.
Due to viscosity, expect to lose emulsion during preparation
and loading of immunization syringes. 5 mL of antigen/CFA
emulsion is typically sufficient for 25–30 mice.

10. Operators are advised to work with small volumes and to prepare
the immunization syringe just before injection. The acetic acid
in the CII/CFA emulsion will slowly begin to dissolve the
plastic in the syringe and will compromise the ability of the
researcher to inject. Expected time for each injection is less
than 2 min per mouse for an experienced researcher.

11. It is advised that animals are anesthetized for immunization. It
is easier to inject the emulsion into the correct tissue layer while
the mice are under anesthetic (e.g., isoflurane).

12. The operator will feel noticeable tissue resistance to the injection.
A rapid and/or easy injection is indicative of a subcutaneous
injection. Animals will not develop arthritis or arthritis incidence
will be poor if the injection is administered by the wrong route.
The first and booster injection sites should be spread out to avoid
irritation. For example, the first injection administered on the
right flank, and the booster immunization on the left.

13. The incidence of CIA in male DBA/1 mice is high (approxi-
mately 95–100%) if care is taken to prepare high-quality emul-
sions and the correct immunization technique is mastered. The
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time course of CIA is very consistent from experiment to
experiment.

14. It is advised that analgesia be administered in the drinking water
(e.g., Buprenorphine hydrochloride at 400 μg/L) from day 20.

15. The mBSA/CFA emulsion is viscous. Draw up the emulsion
into the syringe with a 18 G blunt fill needle attached. Turn the
syringe upward and gently tap to remove air bubbles, which
will rise slowly to the top. Air bubbles can be easily identified by
holding the syringe up against a strong light. Attach the needle,
and adjust the volume as desired, ensuring to remove the dead
space volume within the needle.

16. Concurrent administration of Bordetella pertussis toxin as a
further adjuvant bolsters antigen-specific T cell responses in
autoimmune and chronic inflammatory disease models. In
AIA, this supports establishing chronicity through promoting
a more aggressive inflammatory response resulting in erosive
pathology.

17. It is best to inject into different sites, not too close together to
avoid irritation and coalescing of injection sites [22].

18. The establishment of an antigen-specific antibody response to
mBSA can be confirmed prior to induction of joint inflamma-
tion by intra-articular injection of mBSA. For this, peripheral
blood should be recovered by tail vain sampling, and serum
antibody titers to mBSA (Fig. 2c) determined by enzyme-linked
immunosorbent assay (ELISA) as described previously [19].

19. Successful intra-articular injection requires practice. In our expe-
rience, training is best achieved using dead mice and injecting
dye or ink that will allow visualization of the injected area
(Fig. 2d). Some prefer to perform the injection under a dissec-
tion microscope, which allows easier visualization of the patellar
ligament. Alternatively, some groups make a small incision in the
skin overlying the patellar ligament, which will heal without the
need for stiches and again aid visualization [25].

20. To induce recurrent flares of AIA, and promote chronicity
associated with a sustained response to mBSA within the
joint, identical intra-articular administrations of mBSA can be
performed at desired time points [19, 20]. Recurrent chal-
lenges with mBSA results in a strong T cell-dependent anti-
gen-specific response and exacerbated joint erosion. Other
groups have demonstrated that recurrent flares of disease can
also be induced by intravenous injection of mBSA [26]. Here,
despite the systemic administration of mBSA, the contralateral
control joint is not affected, with arthritic flare only observed in
a hyper-reactive, previously inflamed joint.
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21. We suggest measuring knee-joint diameters at day 0 (preinduc-
tion of arthritis), day 1, day 2, and day 3 during the first week.
Thereafter, measurement should be taken at day 7, day 10, day
14, day 21, day 28, and day 35. Typically, day 35 is considered
the endpoint of the AIA model. For experiments where
recurrent-flares of inflammation are induced by repeat intra-
articular injection [19], knee joint diameters should again be
measured daily for 3 days, before continuing with twice-weekly
measurements. We find that these intervals will allow robust
tracking of arthritis induction and resolution of joint inflam-
mation (Fig. 2a).

22. Alternatively, ethylenediaminetetraacetic acid (EDTA) may be
used to decalcify joint tissue, which may better preserve some
antigens of interest for downstream immunohistochemical
analysis. Decalcification in 200 mM EDTA, prepared in 10%
neutral buffered formal saline, will require longer for complete
decalcification, and the solution should be refreshed every
3–4 days to maximize efficiency.

23. It is important not to incubate the slides too long in ethanol, as
safranin O is highly soluble in water and ethanol. Prolonged
washing will remove the stain from the articular cartilage.
Control nonarthritic joints should be stained alongside, as a
positive control for safranin O staining of proteoglycans in the
articular cartilage.
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Chapter 10

Isolation of Mouse Primary Gastric Epithelial Cells
to Investigate the Mechanisms of Helicobacter pylori
Associated Disease

Le Son Tran and Richard L. Ferrero

Abstract

The gastrointestinal epithelium provides the first line of defense against invading pathogens, among which
Helicobacter pylori is linked to numerous gastric pathologies, including chronic gastritis and cancer. Primary
gastric epithelial cells represent a useful model for the investigation of the underlying molecular and
cellular mechanisms involved in theseH. pylori associated diseases. In this chapter, we describe a method for
the isolation of primary gastric epithelial cells from mice and detection of epithelial cell adhesion molecule
(EpCAM) expression in the isolated cells.

Key words Primary culture, Gastric epithelial cells, EpCAM, Helicobacter pylori

1 Introduction

Gastric epithelial cells (GECs) lining the stomach form the first line
of defense againstHelicobacter pylori (H. pylori) infection [1]. It has
been shown that H. pylori can penetrate the gastric mucous layer
and attach to the apical surface of GECs where the bacterium can
initiate gastric inflammation [2]. Although, human gastric epithe-
lial cell lines, such as AGS, MKN28 and Kato III cells, have been
used for modeling H. pylori infection in vitro, these transformed
cell lines harbor oncogenic mutations and have altered protein
expression profiles after many passages in vitro. Therefore, these
cell lines do not always reflect the normal signal transduction path-
ways present in primary cells [3]. For these reasons, the isolation of
mouse primary GECs is of interest to the field ofH. pylori infection
and gastric pathogenesis. However, there are at least two major
challenges in obtaining these cells. Although epithelial cells repre-
sent the most abundant cell population in the gastric glands, the
presence of other types of cells within these glands, particularly
fibroblasts, makes it difficult to obtain highly pure GEC cultures
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[4–7]. Another important issue is the low density and viability of
isolated GECs, resulting from inefficient tissue dissociation meth-
ods and the cytotoxic effects of enzymatic digestion [8, 9]. Here,
we introduce a simple and optimized method to establish mouse
primary GEC cultures that have minimal levels of fibroblast con-
tamination and can be employed for studying the responses of host
epithelial cells to H. pylori infection, as well as validating previous
findings obtained with immortalized cell lines.

2 Materials

2.1 Reagents for GEC

Isolation

1. Mice: specific pathogen-free male or female C57BL/6 mice, of
3–4 weeks age (see Note 1).

2. 1�Hanks Balanced Salt Solution Hank’s (HBSS) balanced salt
solution without Ca2+ and Mg2+, containing 100 U/mL peni-
cillin and streptomycin (pen/strep) (see Note 2).

3. Digestion solution: 1.25 mg/mL bovine serum albumin
(BSA), 0.72 mg/mL dispase II (Thermo Fisher Scientific)
and 1 mg/mL collagenase A (Roche) in HBSS (see Notes 3
and 4).

4. GEC medium: 20% fetal calf serum (FCS), 2 mM of L-gluta-
mine, 100 U/mL of pen/strep, 2.5 mg/mL of fungizone
antimycotic solution, 1� insulin/transferrin/selenite (ITS)
and 10 ng/mL mouse epidermal growth factor (EGF) in
DMEM/F12 basal medium (see Note 5).

5. Coating solution: 3 mg/mL rat tail collagen type I. Dilute the
collagen to a working concentration of 50 μg/mL in 20 mM
acetic acid and filter the solution using a 0.22 μm filter
membrane.

6. C Tubes for dissociation of tissues to obtain single-cell suspen-
sions using a gentleMACS™ Dissociator (Miltenyi Biotec).

2.2 Reagents for

Immunofluorescence

Staining

1. Fixation buffer: 4% (w/v) Paraformaldehyde (PFA) (seeNote 6).

2. Blocking buffer: 3% (w/v) BSA, 0.1% (w/v) saponin in phos-
phate—buffered saline (PBS).

3. Primary antibodies: 1 mg/mL rabbit anti-mouse EpCAM;
1 mg/mL rabbit anti-mouse Vimentin. Dilute to a final con-
centration of 5 μg/mL in blocking buffer (see Note 7).

4. Secondary antibodies: 1 mg/mL anti-rabbit IgG-Alexa Fluor®

488. Dilute 1:1000 in blocking buffer (see Note 7).

5. Nuclear dye: 20 mM of Hoechst 33342. Dilute 1:1000 in PBS.

6. Dako fluorescence mounting medium.
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3 Methods

3.1 Isolation

of Mouse Primary

Gastric Epithelial Cells

1. Euthanize 3–4 week old mice by either CO2 asphyxiation or
cervical dislocation, as per institutional guidelines.

2. Open the abdomen and excise stomachs with fine curved
scissors.

3. Open the stomachs by cutting along the greater curvature,
then wash with HBSS supplemented with pen/strep to remove
residual digesta.

4. Place the stomach tissues immediately in collection tubes con-
taining HBSS supplemented with pen/strep. Following this
step, the remaining procedure is undertaken in a laminar flow
hood using aseptic techniques.

5. Transfer the stomachs to a 10 cm2 dish containing 5 mL of
freshly prepared digestion solution (see Note 8).

6. Remove the forestomach and finely mince the gastric glandular
tissues into 1–2 mm3 pieces with a sharp scalpel (see Note 9).

7. Transfer the digestion solution containing gastric pieces into a
T75 tissue culture flask.

8. Shake at 150 cycle/min for 1 h, at 37 �C, 5%CO2 (seeNote 10).

9. During the incubation time, place sterilized coverslips in sev-
eral additional wells for immunofluorescence staining to check
the purity of the GEC cultures. Coat all wells with rat tail
collagen I by adding 300 μL of 50 μg/mL collagen solution
to each well and incubating at room temperature for 1 h (see
Note 11).

10. After aspirating the collagen solution, rinse the wells three
times with 300 μL of sterile PBS to remove the acid in the
collagen solution. Air-dry the plates inside a laminar flow hood.

11. Following tissue digestion, pipette up and down 20 times with
a 5 mL serological pipette to further dissociate gastric tissues
(see Note 12).

12. Shake the flask at 150 cycle/min for a further 15 min, at 37 �C,
5% CO2 (see Note 13).

13. Transfer the digested tissues from T75 flasks into 15 mL falcon
tubes and pellet by centrifugation at 4 �C, 300 � g for 5 min
(see Note 14).

14. Discard the digestion solution and avoid disturbing the cell
pellets, then resuspend pellets in 2 mL of GEC medium.

15. Transfer cell suspensions into purple C tubes and homogenize
by using the gentleMACS™ Dissociator (see Note 15).

16. Spin down the C tubes at 300� g, discard the supernatants and
resuspend each cell pellet in 1 mL of GEC media.
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17. Cells are then counted using a hemocytometer and plated at
105 cells/mL per well in collagen-coated wells.

18. Cells are grown at 37 �C with 5% of CO2 in a humidified
incubator.

19. Change the culture medium every 2 days to remove cellular
debris (see Note 16).

20. Epithelial cells are grown for 5 days before performing down-
stream analysis (immunofluorescence staining for EpCAM/
Vimentin, co-culturing with H. pylori or stimulation with ago-
nists/cytokines) (see Note 17).

3.2 Immuno-

fluorescence Staining

to Confirm the Purity

of GEC Preparations

Immunofluorescence staining is performed for adhesion molecule
EpCAM and Vimentin as standard markers of epithelial cells and
fibroblasts, respectively [10]. This assay allows us to detect fibro-
blast contamination, as well as assess the purity of our GEC cultures
(Fig. 1).

1. Aspirate the culture medium and wash cells with warm PBS for
5 min and gently discard PBS.

2. Fix cells with 4% PFA for 15 min at room temperature, and
discard PFA in a fume hood (see Note 18).

3. Wash cells three times with PBS, 5 min per wash.

4. Block and permeabilize fixed cells in blocking buffer for
60 min, at room temperature.

5. Add 100 μL aliquots of diluted 5 μg/mL primary rabbit anti-
mouse EpCAM or 5 μg/mL rabbit anti-Vimentin to a parafilm
sheet (see Note 19).

6. Remove coverslips from plates and place upside down on the
aliquots (cells facing the aliquot), then incubate in a humid
chamber, overnight at 4 �C (see Note 20).

7. Wash coverslips three times with blocking buffer.

8. Add 100 μL of 1:1000 diluted secondary antibody, anti-rabbit
IgG-Alexa Fluor® 488 for 2 h, at room temperature as
described in step 5. From this point onwards, coverslips should
be protected from light using foil.

9. Wash coverslips three times with blocking buffer.

10. Stain nuclei with 1:1000 dilution Hoechst 33342 for 5 min at
room temperature.

11. Wash coverslips once in PBS.

12. Touch the edge of the coverslips on a paper towel and then
aspirate any residual drops of PBS (see Note 21).

13. Mount coverslips with a small drop of mounting medium onto
microscope slides (see Note 22).
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14. Seal the edges of the coverslips with nail polish and allow to air
dry at room temperature. Slides can be stored at 4 �C until
imaging.

15. Visualize EpCAM and vimentin staining on a confocal micro-
scope (see Note 23).

4 Notes

1. The yield of isolated cells is approximately 1 � 105–5 � 105

cells per mouse stomach. The best GEC yields are obtained
from mice no older than 3 weeks of age. In addition, there are
fewer numbers of fibroblasts when using young compared with
adult mice. It is likely that young mice have greater numbers of
actively proliferating gastric epithelial stem cells than adult
animals. Furthermore, epithelial cultures from adult rat and

Fig. 1 Immunofluorescence staining of GECs for EpCAM and Vimentin, representing epithelial cell and
fibroblast markers, respectively. Cells were isolated and cultured as described. At day 5 of culture, isolated
cells appeared healthy and by indirect immunofluorescence reacted with an antibody specific for (a) EpCAM
but not one specific for (b) Vimentin, confirming their epithelial origin. Cell nuclei were counterstained with
Hoeschst 33342. In addition, cells obtained by this method can be employed for various in vitro assays (e. g.
ELISA, Western blotting, TUNEL). We observed that these cells exhibited enhanced production of the
neutrophil-chemoattractant chemokines, KC and MIP2, in response to stimulation with H. pylori bacteria
(data not shown), consistent with previous findings using the mouse GSM06 gastric epithelial cell line
[16]. Representative images were acquired using a Nikon confocal microscope, scale bar ¼ 5 μm, 40�
magnification
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rabbit stomachs were reported to contain more fibroblasts than
those generated from young animals [11, 12].

2. Ca2+- and MgCl2+-free HBSS is used to facilitate tissue disso-
ciation. Penicillin and streptomycin are added to HBSS to
reduce bacterial and fungal contamination from the microbiota
and/or the process of organ harvesting.

3. The enzymes used for the dissociation of gastric tissues and
shown to be able to eliminate the fibroblast contamination for
tissue digestion include collagenase, dispase and hyaluronidase.
We tested the following combinations of these enzymes: com-
bination 1 consisting of type IV collagenase and hyaluronidase,
and combination 2 consisting of collagenase A and dispase
[12, 13]. We found that the latter combination gave the best
yield of GECs and the least degree of fibroblast contamination.
This combination has therefore been used for the method
described in this Chapter.

4. It is recommended to prepare 100� stock solutions of dispase
II, collagenase A and BSA. Dry powdered forms of these
proteins are dissolved in HBSS, filtered through 0.2 μm filter
membranes and stored in single-use aliquots at �20 �C for
long-term use.

5. The formulation of GEC medium described here has been
adapted from that reported by Konda and Chiba [13].

6. Paraformaldehyde is a powder of polymerized formaldehyde
that by itself cannot fix tissues. To be used as a fixative, parafor-
maldehyde has to be dissolved in warm PBS to become a
formaldehyde solution. This step should be done in a fume
hood as formaldehyde fumes are toxic.

7. The optimal working concentration of primary antibodies will
vary depending on recommendations from the manufacturers.

8. To ensure maximal enzyme activity, the digestion solution
should be made fresh by diluting enzyme stock solutions with
HBSS to the appropriate final concentrations.

9. The forestomach in mice is predominantly lined with
non-glandular stratified squamous epithelium [14].

10. Mechanical dissociation of gastric tissues by vigorous, side-to-
side shaking of T75 flasks can remove intact gastric glands from
the stomach tissues.

11. Rat tail collagen type I is used as a matrix for GECs to attach
and proliferate.

12. This step will help to completely disperse the cells from partially
digested tissues [4]. Furthermore, Moyer et al. reported that
mechanic dissociation can reduce contamination by
fibroblasts [15].
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13. The digestion process should be no longer than the proposed
times in this method as enzymatic digestion by collagenase and
dispase can have damaging effects on cell surface membranes.

14. To prevent cell damage and therefore obtain higher yields, cells
should be kept cold throughout all procedures except the
digestion step.

15. The gentleMACs Dissociator is a benchtop instrument useful
for generating single cell suspensions from tissues. We found
that using this system (m_intestine_01 program) can increase
GEC yields.

16. Although cellular clumps or debris can be removed by filtering
cell suspensions through 70 μm cell strainers in step 15 (Sub-
heading 3.1), we found that this procedure significantly
decreased the yield of GECs. Instead, we remove these clumps
and debris by a change of medium on day 2 of the culture.

17. Primary GECs should not be grown for more than 5 days, as
fibroblasts will overgrow the GECs.

18. Discard PFA as a hazardous waste.

19. If the anti-EpCAM and anti-Vimentin antibodies are of two
different isotypes, dual staining for these markers can be per-
formed simultaneously in one sample. Since our primary anti-
bodies are from the same species (rabbit IgG), we stain them
separately. In addition, an isotype antibody control or a sec-
ondary antibody control without the primary antibody should
be used to confirm the specificity of primary antibodies.

20. To lift the coverslips, with one hand use a needle and the other
hand hold a curved tweezer.

21. As much of the residual PBS as possible needs to be removed, so
that the mounting medium spreads uniformly after mounting.

22. Warm the mounting medium to room temperature so that it is
easier to pipette when mounting.

23. Glass coverslips can be replaced by Ibidi chambers(μ-Slide
8 Well, CAT: 80826), which are more convenient to handle
than coverslips and are suitable for use in both upright micro-
scopes and live cell imaging.
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Chapter 11

Dissecting Interleukin-6 Classic- and Trans-Signaling
in Inflammation and Cancer

Christoph Garbers and Stefan Rose-John

Abstract

Interleukin-6 is a cytokine synthesized by many cells in the human body. IL-6 binds to a membrane bound
IL-6R, which is only present on hepatocytes, some epithelial cells and some leukocytes. The complex of
IL-6 and IL-6R binds to the ubiquitously expressed receptor subunit gp130, which forms a homodimer
and thereby initiates intracellular signaling via the JAK/STAT and the MAPK pathways. IL-6R expressing
cells can cleave the receptor protein to generate a soluble IL-6R (sIL-6R), which can still bind IL-6 and can
associate with gp130 and induce signaling even on cells, which do not express IL-6R. This paradigm has
been called IL-6 trans-signaling whereas signaling via the membrane bound IL-6R is referred to as classic
signaling. We have generated several molecular tools to differentiate between IL-6 classic- and trans-
signaling and to analyze the consequence of cellular IL-6 signaling in vivo.

Key words Interleukin-6, Interleukin-6 receptor, IL-6 trans-signaling, Soluble gp130, Inflammation,
Cancer

1 Introduction

Interleukin-6 (IL-6) is a cytokine found drastically elevated in most
situations in which the homeostasis of the body has been
challenged. High IL-6 levels are found upon bacterial [1] and
viral infection [2], in obesity [3], during sepsis [4, 5] and also in
cancer [6]. In the past 10 years, the IL-6R neutralizing monoclonal
antibody Tocilizumab has been tested in the clinic for the treatment
of autoimmune diseases and the antibody is now approved in more
than 100 countries. Recently, an IL-6 neutralizing antibody called
Siltuximab has been approved for the treatment of patients with
Castleman’s disease [7].

IL-6 is a 184 amino acid long four-helical protein, which is
structurally related to other cytokines such as IL-2, IL-7, IL-9,
IL-15 and IL-21 but also to factors such as erythropoietin, growth
hormone, prolactin and leptin [8, 9]. Binding of IL-6 to the IL-6R
is not sufficient for signaling. Rather, the IL-6/IL-6R complex

Brendan J. Jenkins (ed.), Inflammation and Cancer: Methods and Protocols, Methods in Molecular Biology, vol. 1725,
https://doi.org/10.1007/978-1-4939-7568-6_11, © Springer Science+Business Media, LLC 2018
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binds to a second receptor subunit, called gp130 [10], which
dimerizes and induces intracellular signaling [11] leading to the
activation of several signal transduction pathways including the
JAK/STAT, MAPK, PI3K and AKT pathways, which occurs via
5 tyrosine residues within its cytoplasmic portion [12]. In addition,
the membrane proximal tyrosine is the docking site of SHP2, which
is linked to activation of the MAPK and PI3K pathway, and also is
essential for binding of the feedback inhibitory protein SOCS3
(Fig. 1).

IL-6 not only acts via the classic signaling pathway mediated by
the membrane-bound IL-6R. It has been found that IL-6R-expres-
sing cells can cleave the IL-6R protein, generating a soluble IL-6R
(sIL-6R), which is still capable of binding IL-6 [13, 14]. Impor-
tantly, the complex of IL-6 and sIL-6R can bind to and dimerize
gp130 even on cells which do not express the IL-6R. Such cells
even in the presence of IL-6 would not be able to respond to the
cytokine since gp130 exhibits no measurable affinity for IL-6. This
IL-6 signaling mode has been called IL-6 trans-signaling
[15]. Since all cells in the body express gp130 [16], the IL-6

Fig. 1 Signal transduction of gp130. Upon dimerization of gp130, intracellular signaling is initiated by
activation of JAK1, which thereupon phosphorylates the five tyrosine residues of the cytoplasmic portion of
gp130. The membrane proximal tyrosine is the docking site of the adapter and phosphatase protein SHP2,
which stimulates (among others) the MAPK and PI3K pathway. The membrane proximal tyrosine is also
targeted by the negative feed-back regulator protein SOCS3, which blocks JAK1 and leads to signal
termination. The four membrane distal tyrosine residues are docking sites for STAT1 and STAT3, which are
phosphorylated, dimerize and travel to the nucleus to act as transcription factors. Additionally, Src family
kinases (SFKs) are activated and phosphorylate YAP, which transfers to the nucleus and associates with
transcription factor TEAD
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trans-signaling pathway greatly increases the spectrum of target
cells to IL-6 (Fig. 2) [17, 18].

Progress has been made in the past years to understand the
complex biology of the cytokine IL-6. This was possible with a
couple of molecular tools, which have been generated in our labo-
ratory. In the following we shortly describe their principle, and we
will give examples of the application of the described molecular
tools in Subheading 2 and 3 in further detail.

We generated a fusion protein of human sIL-6R and human
IL-6 in which the two moieties were connected by a linker of
18 flexible amino acids (Fig. 3a) [19]. Since there is no species
specificity at the level of gp130 [20], Hyper-IL-6 can be used as a
mimic of IL-6 trans-signaling in mouse, rat, human andmany other
species [21]. The responsiveness of cells to Hyper-IL-6 and IL-6
can be tested side by side to evaluate the requirement of sIL-6R for
STAT3 phosphorylation or cellular proliferation. Using Hyper-IL-
6 it was shown that embryonic, hematopoietic and neural stem
cells, many neural cells and human primary smooth muscle cells
depend on IL-6 trans-signaling in their response to IL-6
[22–26]. Moreover, Hyper-IL-6 has been used in vivo to show
that IL-6 trans-signaling was needed for liver regeneration [27]
and granulocyte generation after exposure to pathogens [28].

IL-6 Classic Signaling

Signaling Signaling Signaling

ADAM17

IL-6

IL-6R

sIL-6R
gp130

IL-6 Trans-signaling

Fig. 2 IL-6 classic- and trans-signaling. In IL-6 classic signaling (left), IL-6 binds to the membrane-bound
IL-6R and the complex of IL-6 and IL-6R associates with gp130, which thereupon dimerizes and initiates
intracellular signal transduction. In IL-6 trans-signaling, the IL-6R is cleaved by the membrane-bound
metalloprotease ADAM17. The resultant soluble IL-6R (sIL-6R) binds IL-6 and the complex of IL-6 and
sIL-6R associates with membrane-bound gp130 on the same cell or on a different cell. Binding of IL-6/sIL-
6R induces gp130 dimerization and intracellular signal transduction
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A second protein called sgp130Fc was generated by linking the
entire extracellular portion of human gp130 to the Fc portion of
human IgG1 (Fig. 3b). The protein bound IL-6 only in the pres-
ence of sIL-6R [20]. Consequently, it turned out that sgp130Fc
was a specific inhibitor of IL-6 trans-signaling. Since IL-6 showed
no measurable affinity to sgp130Fc, classic signaling via the
membrane-bound IL-6R was not affected by this protein
[20]. Importantly, using the sgp130Fc protein, together with the
generation of transgenic mice which express sgp130Fc from a liver
promoter, in a myriad of mouse disease models has demonstrated
that IL-6 trans-signaling promotes many disease states including
inflammatory bowel disease, lupus erythematosus, endotoxemia,
pulmonary emphysema, as well as colon and lung cancers (Fig. 4)
(Table 1) [5, 20, 29, 34, 36, 39, 48, 49, 52–56].

Recently, we have generated transgenic mice, which express
sgp130Fc from the astrocyte specific GFAP promoter. Using
these mice, we could demonstrate that most if not all IL-6 signaling
in the brain is mediated by IL-6 trans-signaling [45]. Moreover,
using these mice, we could show that IL-6 trans-signaling in the
brain decreased stress-induced synaptic inhibition/excitation ratio

Fig. 3 The molecular tools Hyper-IL-6 and sgp130Fc. (a) In Hyper-IL-6, human IL-6 and human sIL-6R are
covalently linked by a flexible peptide linker. The Hyper-IL-6 protein can be used in vitro and in vivo to mimic
IL-6 trans-signaling. (b) The entire extracellular portion of human gp130 is linked to the Fc portion of a human
IgG1 antibody. The sgp130Fc protein blocks IL-6 trans-signaling without affecting IL-6 classic signaling
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[57] and that blockade of central IL-6 trans-signaling affected the
sleep architecture [58].

Injection of a cytokine such as IL-6 into a mouse leads to the
response of many cell types in various tissues making it impossible
to define the specific response of single cells. We have generated at
the cDNA level a constitutively active gp130 molecule named
L-gp130 by replacing the entire extracellular domain of gp130
with the leucine zipper of the c-fos protein (Fig. 5a) [59]. The
resultant cDNA when transfected into IL-6 dependent pre-B-cells
led to the proliferation of these cells in the absence of IL-6. More-
over, when transfected intomurine embryonic stem cells, these cells
highly expressed the Oct4 gene and remained undifferentiated in
the absence of LIF [59]. Ectopic expression of the L-gp130 cDNA
in bone marrow cells resulted in multiple myeloma development
with the characteristics of the human disease including monoclonal
gammopathy, bone marrow infiltration with lytic bone lesions and
protein deposition in the kidneys [60]. We have recently generated
knock-in mice with the L-gp130 cDNA construct in the Rosa26
locus (Fig. 5b). In these mice using appropriate cell-specific cre--
transgenic mice, constitutive gp130 activity can be induced in a cell
autonomous manner without body-wide cytokine stimulation.

Fig. 4 Evaluation of the role of IL-6 classic- and trans-signaling in vivo. Murine models of human inflammatory
diseases are first performed in the presence of IL-6 or IL-6R neutralizing antibodies or in IL-6�/� animals.
These experiments show whether a given disease is based on IL-6 activity. In a next set of experiments, the
same animal models are performed in the presence of the sgp130Fc protein or in sgp130Fc transgenic mice.
These experiments show whether a given disease is dependent on IL-6 trans-signaling. In a final set of
experiments, diseases spontaneously occurring in F/F mice are analyzed. F/F mice are crossed to IL-6�/�

animals or to sgp130Fc transgenic mice. This set of experiments shows whether the spontaneously occurring
diseases are dependent on IL-6 classic- or trans-signaling
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These mice will allow the molecular definition of cellular gp130
responses without the confounding cytokine responses of all other
cells responsive to the cytokine.

2 Materials

2.1 Culture of Ba/F3-

gp130 and Ba/F3-

gp130-IL-6R Cell Lines

1. Cell culture medium: Dulbecco’s Modified Eagles Medium
(DMEM) supplemented with 10% fetal calf serum (FCS).
Ba/F3 cell lines tolerate the addition of 1% penicillin/strepto-
mycin to the medium if this is necessary (termed DMEMþ/þ)
(see Note 1).

2. Phosphate-buffered saline (PBS, sterile): 137 mM NaCl,
2.7 mM KCl, 1.5 mM KH2PO4, 8.1 mM Na2HPO4, pH 7.4.

3. 50 ml falcon plastic tubes.

4. 10 ml sterile serological pipets.

5. Sterile petri dishes (90 mm diameter (see Note 2).

6. Recombinant human IL-6 (see Note 3).

7. Recombinant human Hyper-IL-6 (see Note 4).

2.2 Serum Starvation 1. Sterile PBS.

2. Dulbecco’s Modified Eagles Medium (DMEM) without any
supplements (termed DMEM �/�).

3. Sterile 12-well plates (see Note 5).

Table 1
Efficacy of sgp130Fc mediated blockade of IL-6 trans-signaling in preclinical models of inflammation
and inflammation associated cancer

Intestinal
inflammation
[29, 30]

Pancreatic
cancer
[31, 32]

Ovarian hyperstimulation
[33]

Acute inflammation [34, 35]

Rheumatoid
arthritis
[36–38]

Sepsis [4, 5] Lupus erythematosus [39] Asthma [40, 41]

Nephrotoxic
nephritis
[42, 43]

Arterosclerosis
[44]

Neuroinflammation and
neurodegeneration [45]

Macrophage accumulation in
adipose tissue during obesity [3]

Ovarian cancer
[5, 46]

Pancreatitis-
lung failure
[47]

Lung cancer [48] Lung emphysema [49]

Hepatocellular
carcinoma [50]

Colon cancer
[6, 51]
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2.3 Stimulation

with IL-6 and Hyper-

IL-6

1. Recombinant human IL-6.

2. Recombinant human Hyper-IL-6.

3. Cell lysis buffer: 50 mM Tris–HCl, 150 mM NaCl, 2 mM
EDTA, 1 mM NaF, 1 mM Na3VO4, 1% Nonidet-P40, 1%
Triton-X-100, Complete® protease inhibitor cocktail, pH 7.5
(see Note 6).

2.4 Measurement

of STAT3

Phosphorylation

1. Standard equipment to run an SDS polyacrylamide gel.

2. Standard equipment to transfer the proteins onto a nitrocellu-
lose or polyvinylidene difluoride membrane.

3. Tris-buffered saline (TBS; 10�): 1.5MNaCl, 0.1MTris–HCl,
pH 7.4.

4. TBS-T: TBS containing 0.05% Tween-20.

5. Stripping buffer: 62.5 mM Tris–HCl, pH 6.8, 2% SDS, 0.1%
β-mercaptoethanol.

Fig. 5 Constitutively active gp130 and cell-autonomous gp130 stimulation. (a) In the L-gp130 protein, the
entire extracellular portion of gp130 has been replaced by the leucine zipper of the c-fos protein. Conse-
quently, gp130 is permanently dimerized and activated. (b) An L-gp130 coding cDNA has been inserted into
the ROSA26 locus of the mouse. Transcription of this locus is blocked by a stop cassette, which can be
removed in vivo by crossing the L-gp130 knock-in mice with appropriate cre-transgenic mice. Using these
mice, gp130 activity can be induced in a cell autonomous manner in any cell of the mouse to define the cell-
specific response to gp130 activation

Analysis of IL-6 Signaling in Disease 133



6. An antibody directed against phospho-Y705 of STAT3.

7. A pan-STAT3 antibody.

2.5 Measurement

of Ba/F3-gp130

(-IL-6R) Cell Viability

1. 96 well-plates (flat bottom).

2. 15 and 50 ml falcon plastic tubes.

3. Cell culture medium: Dulbecco’s Modified Eagles Medium
(DMEM) supplemented with 10% fetal calf serum (FCS).
Ba/F3 cell lines tolerate the addition of 1% penicillin/strepto-
mycin to the medium if this is necessary.

4. Recombinant human IL-6.

5. Recombinant human Hyper-IL-6.

6. CellTiter-Blue® Cell Viability Assay (see Note 7).

3 Methods

All experiments should be carried out under sterile conditions, e.g.,
with the help of a laminar flow hood, unless indicated otherwise.

3.1 Permanent

Culture of Ba/F3-

gp130 and Ba/F3-

gp130-IL-6R Cell Lines

1. Grow Ba/F3-gp130 and Ba/F3-gp130-IL-6R cells in 10 ml
DMEM þ/þ cell culture medium in a standard petri dish.

2. Both cell lines need permanent stimulation by a cytokine and
would undergo apoptosis otherwise. Therefore, supplement
Ba/F3-gp130 cells with 10 ng/ml Hyper-IL-6 and
Ba/F3-gp130-IL-6R cells with 10 ng/ml IL-6 all the time.

3. Ba/F3-gp130 and Ba/F3-gp130-IL-6R cells should be pas-
saged two times a week, e.g., on Mondays and on Thursdays.
Here, transfer cells into a 50 ml falcon tube, collect the cells via
centrifugation (1300 � g, 5 min, room temperature), remove
the medium, wash the cells with 10 ml PBS, collect again via
centrifugation, and resuspend the cells in 10 ml DMEM þ/þ.
Count the cells and place 250,000 cells in 10 ml DMEM þ/þ
in a fresh plate. Add the respective cytokines as mentioned
above (see Note 8).

3.2 Serum Starvation

and Stimulation

with IL-6 or Hyper-IL-6

1. In order to analyze the biological activity of IL-6 and Hyper-
IL-6 using the phosphorylation of STAT3 as a readout, Ba/F3-
gp130 and Ba/F3-gp130-IL-6R cells are usually serum-
starved before applying the cytokines. Therefore, transfer cells
into a 50 ml falcon tube, collect the cells via centrifugation
(1300� g, 5 min, room temperature), remove the medium and
wash the cells with 10 ml PBS. Repeat this washing steps two
more times.
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2. Count the cells and place 1,000,000 cells in 1 ml DMEM�/�
per well into a 12-well plate. Put the plate in an incubator for
90 min (see Note 9).

3. Stimulate the cells by adding the respective cytokines to the
cells. Depending on the experiment, different amounts of the
cytokines (usually in the range of 0.1–100 ng/ml) can be used.

4. Put the plate back in the incubator for 15 min (see Note 10).
Afterwards, transfer the cells into 1.5 ml Eppendorf cups and
collect the cells via centrifugation (1300 � g, 5 min, 4 �C) (see
Note 11).

5. Lyse the pellet in 50 μl cell lysis buffer.

3.3 Measurement

of STAT3

Phosphorylation

1. Load an appropriate amount of the protein lysates (e.g., 20 μg
total protein) onto a 10% SDS polyacrylamide gel and electro-
phorese until the dye front arrives at the bottom of the gel. An
appropriate protein standard marker should be added to
every gel.

2. Transfer the proteins onto a nitrocellulose or polyvinylidene
difluoride membrane. Immediately after the transfer, block the
membrane with 25 ml of 5% skim milk powder dissolved in
TBS-T for at least 60 min at room temperature.

3. Wash the membrane for 10 min with 25 ml TBS-T.

4. Incubate the membrane with the primary antibody, which
recognizes the pY705-STAT3 epitope, overnight at 4 �C
under constant movement. The antibody should be diluted in
5% BSA dissolved in TBS-T or 5% skim milk powder dissolved
in TBS-T depending on the manufacturer’s instructions (see
Note 12).

5. Wash the membrane for 3 � 10 min with 25 ml TBS-T.

6. Incubate the membrane for 60 min at room temperature with
an appropriate secondary antibody, which should be coupled to
a peroxidase or a fluorophore depending on the detection
system that is used.

7. Wash the membrane for 3 � 10 min with 25 ml TBS-T and
detect the signals afterwards with the system of choice.

8. Having measured phosphorylated STAT3, it is usually benefi-
cial to detect total STAT3 on the same membrane (see Note
13). In order to do this, the membrane is incubated with 50 ml
stripping buffer for 30 min at 65 �C. Afterwards, it is briefly
washed in TBS-T, blocked again as described above, and incu-
bated with a pan-STAT3 antibody overnight. Detection of total
STAT3 is carried out on the next day as described above.
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3.4 Measurement

of Ba/F3-gp130

(-IL-6R) Cell Viability

1. Transfer cells into a 50 ml falcon tube, collect the cells via
centrifugation (1300 � g, 5 min, room temperature), remove
the medium and wash the cells with 10 ml PBS.

2. Repeat this washing steps two more times.

3. Count cells and dilute them to a concentration of 62,500 cells
per ml in DMEM þ/þ medium in a 15 ml falcon tube.

4. Take a 96 well plate and add 80 μl of the cell suspension
per well.

5. Add IL-6 and Hyper-IL-6 in different concentrations to the
cells (usually in the range of 0.1–100 ng/ml) (see Note 14).

6. Make sure to include at least one positive and one negative
control.

7. Add DMEMþ/þ until each well contains 100 μl total volume.

8. Place the 96 well-plate for 48 h into an incubator.

9. Determine cell viability (or proliferation) according to the
manufacturer’s instruction of the method of choice.

4 Notes

1. In order to minimize the danger of cross-contamination of the
different Ba/F3-derived cell lines which are cultured in parallel,
it is recommended to use an individual bottle of medium for
each cell line.

2. Ba/F3 cells are suspension cells and can in principle be grown
in any plastic dish or flask. For the continuous culture of the
cells, it is neither necessary nor beneficial to use coated dishes
or flasks that are intended for tissue culture and adherent cell
lines.

3. IL-6 should be stored at �80 �C for long term storage at
concentrations of at least 1 mg/ml for optimal stability. Small
aliquots can be stored at 4 �C for 2 weeks without a reduction
in biological activity.

4. Hyper-IL-6 should be stored at �80 �C for long term storage
at concentrations of at least 1 mg/ml for optimal stability.
Small aliquots can be stored at 4 �C for 2 weeks without a
reduction in biological activity.

5. For short-time experiments, also coated dishes or flasks that are
intended for tissue culture and adherent cell lines can be used.

6. Cell lysis buffer can be stored in small aliquots at �20 �C for
longer time periods.

7. Besides the CellTiter-Blue® assay, cell viability and/or cell
proliferation can also be determined with any other applicable
method or reagent.
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8. Ba/F3-gp130 and Ba/F3-gp130-IL-6R start to proliferation
cytokine-independent when they grow too dense. Therefore, it
is recommended to seed an equal number of cells without
cytokine addition in a control plate and to check that these
control cells do not proliferate when passaging the cells the
next time.

9. Serum-starving of the cells for longer time periods results in
increasing number of dying cells, which makes the analysis of
intracellular signaling pathways unreliable and should be
avoided.

10. STAT3 phosphorylation is rapidly turned on after binding of
the cytokines to their receptors, and also rapidly shut down
afterwards. At the 15 min time point, STAT3 phosphorylation
is easily detectable, whereas it already declines when the cells
are collected at later time points.

11. Be sure to carefully collect all cells out of the 12 well plate,
which like to adhere to the bottom of the well.

12. Most primary antibodies against pSTAT3 or STAT3 can be
used several times, and it works fine to store the diluted anti-
body at �20 �C until the next use.

13. The detection of total STAT3 on the same membrane can
either serve as a loading control, or as a method to get an
idea how much of the transcription factor is phosphorylated
in response to the cytokine treatment.

14. It is recommended to perform every experiment with three or
four biological replicates, which should always be put on the
same 96 well plate.
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Chapter 12

Laser Microdissection of Cellular Compartments
for Expression Analyses in Cancer Models

Tae-Su Han and Masanobu Oshima

Abstract

Cancer tissues are composed of various cell types including cancer cells, cancer-associated fibroblasts
(CAFs), tumor-associated macrophages (TAMs) and endothelial cells. These surrounding stromal cells
form the tumor microenvironment, partly through the inflammatory response, which plays an important
role in the development and malignant progression of cancer. It is therefore important to examine the
expression profiles and protein modifications of each cellular component independently to decipher the
interaction between the tumor cells and the microenvironment. We herein describe a protocol for laser
microdissection, which allows for the individual cellular compartments to be collected separately. This will
allow us to perform real-time RT-PCRs and microarray analyses of specific cell types in tumor tissues.

Key words Laser microdissection, Cancer model, Frozen section, Paraffin-embedded section, RNA
extraction, DNA extraction

1 Introduction

It has been established that the tumor microenvironment, which
consists of bone marrow-derived inflammatory cells and activated
residential cells, supports cancer development [1]. CAFs and TAMs
are major components of the tumor microenvironment, and play
important roles, not only in the early stage of tumorigenesis, but
also in the process of malignant progression, including metastasis
and relapse [2, 3]. Recent studies have also indicated that innate
immune responses through Toll-like receptors (TLRs) are activated
both in the immune cells and in cancer cells, and that TLR signaling
in both types of cells is essential for tumorigenesis through the
activation of independent pathways [4, 5]. Moreover, there is
heterogeneity within the same tumor tissue; for example, EMT
cells or cancer stem cells may be present at the invasion front
[6, 7]. Accordingly, it is important to examine the expression in
different cellular compartments within tumor tissues by sampling
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the respective cell types separately, without contamination of other
types of cells.

Previously, in situ hybridization (ISH) of specific mRNA was
the standard method for determining the types of cells expressing
specific genes. However, it was difficult to estimate the expression
levels by ISH. In contrast, the collection of specific cells under a
microscope by laser microdissection (LMD) allows us to prepare
samples for both a real-time RT-PCR and a transcriptome analysis
of mRNA and microRNA (miRNA), or next generation DNA
sequencing. Recent studies that have applied the LMD technique
have revealed useful information about the heterogeneity of tumor
tissues [8, 9]. In our laboratory, we have examined the tumor cell-
specific expression of inflammation-related genes and miRNAs in
gastric tumors [10] and the induction of tumor suppressor-related
genes in the invasion front of intestinal tumors using LMD (unpub-
lished). We herein describe the method that is routinely used in our
laboratory to collect specific cellular compartments of tumor tissues
from mouse gastric and intestinal tumors by LMD for use in real-
time RT-PCRs, and miRNA microarray and genomic DNA
analyses.

2 Materials

For the preparation of all solutions, use ultrapure water (prepared
by purifying deionized water). Store all reagents at room tempera-
ture unless indicated otherwise. Diligently follow all waste disposal
regulations when disposing of waste materials. It is recommended
that commercial extraction kits be used for the extraction of RNA,
miRNA, or DNA from small amounts of microdissected tissue.

2.1 Frozen Sections

and Staining

1. Phosphate buffered saline (PBS) pH 7.4: Dilute 10� PBS
Buffer with ultrapure water.

2. Aluminum foil cups for embedding tissues (Fig. 1) (seeNote 1).

3. O.C.T. compound for embedding tissues.

4. LMD membrane slides covered with PEN-membrane 2.0 μm
(Leica), pretreated for RNase free before use (see Note 2).

5. Fixation solution, 19:1mixture of ethanol:acetic acid (seeNote3).

6. 0.05% Toluidine blue solution, pH 7.0, for staining frozen
sections.

2.2 Paraffin-

Embedded Sections

and Staining

1. 4% paraformaldehyde in 0.1 M phosphate-buffer (pH 7.4) (see
Note 4).

2. Paraffin-embedded tissue blocks with fixed tissues.

3. LMDmembrane slides covered with PEN-membrane (2.0 μm;
Leica), coated with poly-L-lysine (see Note 5).
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4. Xylene deparaffinization solution and rehydration solutions
(100% ethanol, 95% ethanol, 70% ethanol, and ultrapure
water) (see Note 6).

5. Mayer’s hematoxylin solution for staining paraffin-embedded
sections.

2.3 Laser

Microdissection

1. Laser microdissection microscope system with UV-laser.

2. Collection tubes: autoclaved 0.2 mL PCR tubes with a flat cap
(see Note 7).

2.4 RNA/DNA

Extraction Kits

1. RNeasy Plus Micro Kit (Qiagen) for total RNA extraction.

2. miRNeasy Micro kit (Qiagen) for miRNA extraction.

3. High Pure PCRTemplate Preparation Kit (Roche) for genomic
DNA extraction.

4. Qubit RNA HS Assay Kit (Invitrogen) for the measurement of
RNA.

3 Methods

To achieve better results in the expression analysis using LMD
samples, frozen sections of fresh tissues should be used (rather
than formalin-fixed paraffin-embedded sections). This will preserve

Fig. 1 The preparation of aluminum foil cups for embedding frozen tissue in O.C.T. compound. (a) Prepare
square-cut aluminum foil and various sizes of mini glass bottles. (b, c) Make aluminum foil cups using the
bottom of the glass bottles, as indicated. (d) Label the bottom of the aluminum cups to identify the tissues
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the nucleic acids from degradation. We use flash-frozen tissues to
extract RNA and miRNA from LMD samples. For genomic DNA
analyses (cell-type specific genotyping), formalin-fixed paraffin-
embedded sections are routinely used. The microdissection meth-
ods differ according to the microscope system that is used. Please
follow the manual provided by the manufacturer for the precise
microdissection method. We describe the method for LMD for the
Leica LMD 7000.

3.1 The Preparation

of Frozen Sections

for RNA or miRNA

Extraction

1. The tumor tissues of mouse models are dissected immediately
after euthanasia. Wash the tissues briefly in PBS in a petri dish,
immerse the tissue specimen in O.C.T. compound, and place it
into an aluminum foil cup with O.C.T. compound (Fig. 2) (see
Note 8).

2. Freeze the O.C.T. compound-embedded tissues in liquid
nitrogen (LN2) and store the sections in a deep freezer at
�80 �C (Fig. 2) (see Note 9).

3. Adjust the temperature of the O.C.T. compound-embedded
tissue block to �20 �C. Cut the frozen block into 10 μm-thick

Fig. 2 The preparation of O.C.T. compound-embedded frozen sections. After cutting and wash with PBS, the
tissue is placed in O.C.T. compound in an aluminum foil cup and then gradually frozen in LN2, as described in
the Methods (a), without directly touching the LN2 or (b) by soaking initially only the bottom of the aluminum
cup. (c) O.C.T. compound-embedded tissues should be stored in plastic bags at �80 �C. (d) Dry the frozen
sections using slide glass dryer
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slices using a cryostat, and immediately place each section on
the RNase-free membrane of an LMD membrane slide (see
Note 10). Let the frozen sections thaw to adhere to the mem-
brane. If the cut sections are not used immediately, they can be
stored at �80 �C.

3.2 The Fixation

and Staining of Frozen

Sections

1. Fix the frozen sections on the membrane slides in an ice-cold
19:1 solution of ethanol:acetic acid for 3 min on ice by soaking
in a 50 mL tube. Then, wash the sections in ultrapure water for
1 min on ice.

2. Proceed to stain the fixed sections in 0.05% Toluidine blue
(pH 7.0) (see Note 11), and wash twice in ultrapure water for
1 min on ice.

3. Dry the fixed and stained sections using a slide glass dryer or
hair dryer until the tissues are completely dried (Fig. 2). It
usually takes less than 5 min. If the dried sections are not
used immediately, they can be stored at �80 �C.

3.3 Microdissection

from Frozen Sections

We herein describe the method for LMD using a Leica LMD 7000.

1. Add 20 μL of lysis buffer from an RNeasy Micro Kit or miR-
Neasy Micro Kit mixed with 1% volume of β-mercaptoethanol
(β-ME) (mix 10 μL of β-ME in 1 mL of extraction buffer)
inside the caps of autoclaved PCR tubes, and place them in an
appropriate location for LMD (Fig. 3). The buffer is selected
according to the purpose of the experiment.

2. Determine all of the cell compartments of interest, i.e., stromal
cells, cancer cells, or adjacent normal cells. Draw a line around

Fig. 3 An image of LMD sample preparation. When the Leica LMD 7000 is used, dissected tissue samples are
collected inside the cap of a 0.2 mL PCR tube by gravity. Thus, lysis buffer or extraction buffer should be added
to the inside of the cap before LMD
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the cell clusters of interest on the monitor screen, and cut the
cell cluster out using a UV-laser. The dissected cells are then
collected by gravity in the extraction buffer in the PCR tube
cap (Fig. 3) (see Note 12). Take photographs of the tissue
sections before and after microdissection to confirm the cell-
types that were collected (Fig. 4). If a fluorescent LMD system
is used, then LMD should be performed after fluorescence
immunohistochemistry, which allows for the collection of
more specific cell-types, including (but not limited to) Ki-67-
positive proliferating cells, and F4/80-expressing TAMs.

3.4 The Extraction

of mRNA from Frozen

LMD Samples

The extraction of mRNA is performed using an RNeasy Plus Micro
Kit. All steps are performed at room temperature. The indicated
buffers and columns are included in the kit.

1. Transfer solution including dissected cells from the PCR tube
cap to a 1.5 mL tube containing 75 μl of lysis buffer (RLT), and
mix well using a vortex for 30 s.

2. Transfer the lysate to a genomic DNA eliminator spin column
(gDNA Eliminator column) to remove genomic DNA, and
centrifuge at 8000 � g for 30 s. Collect the flow-through
containing total RNA.

3. Add 75 μL of 70% ethanol to RNA solution, mix well by
pipetting. Apply the cell lysate to the column (MinElute spin
column), and centrifuge at 8000� g for 15 s. Discard the flow-
through.

4. Wash the column with 350 μL of washing buffer (RW1) by
centrifugation at 8000 � g for 15 s, and discard the flow-
through. Then, wash the column with 350 μL of washing
buffer (RPE) by centrifugation at 8000 � g for 15 s, and
discard the flow-through.

5. Wash the column with 500 μL of 80% ethanol by centrifugation
at 8000 � g for 15 s, and discard the flow-through. After that,

Fig. 4 Photographs of frozen sections before LMD (left) and after LMD (right). These photographs are
particularly important to confirm and record the cellular compartments by LMD
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centrifuge again at 12,000 � g for 2 min, and discard the flow-
through.

6. Add 10 μL of autoclaved ultrapure water and elute total RNA
by centrifugation at 12,000 � g for 1 min.

7. Measure the RNA concentration using Qubit RNA HS Assay
Kits and a Qubit 3.0 Fluorometer. The amount of RNA that
can be expected to be extracted from LMD sections is indicated
in Table 1.

3.5 The Extraction

of miRNA from Frozen

LMD Samples

The purification of miRNA is performed using a miRNeasy Micro
Kit. Perform all steps at room temperature. The indicated buffers
and columns are included in the kit.

1. Add 200 μL of QIAzol Lysis Reagent in a 0.2 mL PCR tube
containing dissected cells and mix well using vortex for 30 s.

2. Transfer the homogenized cell solution in the 1.5 mL tube and
add 500 μL of QIAzol Lysis Reagent and mix well by vortexing
for 30 s.

3. Add 140 μL chloroform to the tube and shake the tube vigor-
ously for 15 s and centrifuge at 12,000 � g for 15 min at 4 �C.

4. Transfer the upper aqueous phase to a new 1.5 mL tube and
add 525 μL (1.5 volume) of 100% ethanol and mix vigorously
for 15 s.

5. Apply the sample to a column (RNeasy MinElute spin column)
in a 2 mL tube and centrifuge at 8000 � g for 15 s at room
temperature.

6. Add 700 μL of Buffer RWT to the column and centrifuge at
8000 � g for 15 s at room temperature.

7. Add 500 μL of Buffer RPE to the column and centrifuge at
8000 � g for 15 s at room temperature.

8. Wash the column with 500 μL of 80% ethanol by centrifuge for
2 min at 8000� g and discard the flow-through and centrifuge
at 12,000 � g for 5 min.

Table 1
The size of frozen section that are required for each of the experiments

Area (μm2) Concentration (ng/μL) RNA amount (ng) Purpose

200,000 0.05–0.2 0.5–2 miRNA qPCR

1,000,000 1–3 10–30 mRNAs qPCR

40,000,000 40–60 400–600 Microarray and RNA sequencing

70,000,000 180–210 1800–2100
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9. Add 10 μL of RNase-free water and elute the total RNA
including the miRNA by centrifugation at 12,000 � g for
2 min and measure the RNA concentration. The amount of
RNA that can be expected to be extracted from LMD sections
is indicated in Table 1.

3.6 Paraffin-

Embedded Sections

for Genomic DNA

Extraction

1. Using 4% paraformaldehyde-fixed paraffin-embedded blocks,
cut paraffin into 4 μm thick sections using a microtome, and
put the section on the poly-L-lysin-coated LMD membrane
slide.

2. Dry the sections overnight on a hotplate set to 37 �C.

3. Deparaffinize the paraffin sections by soaking in xylene
(5 min � 3 times), and then rehydrate the sections by soaking
in 100% ethanol (5 min), 95% ethanol (5 min), 70% ethanol
(5 min), and water (5 min).

4. Stain the sections with Mayer’s hematoxylin solution for 5 min
and wash the sections with water.

5. Dry the stained sections overnight on a hotplate set to 37 �C
(see Note 12).

3.7 Microdissection

and Extraction

of Genomic DNA

This is a protocol for the isolation of genomic DNA from paraffin-
embedded sections for genotyping by a PCR.

1. Add 20 μL of DNA extraction buffer from a High Pure PCR
template purification kit to the cap of an autoclaved PCR tube,
and place the tube in an appropriate location for laser micro-
dissection (Fig. 3).

2. Determine the cell compartments of interest in the stained
section, and draw lines around the cell clusters on the monitor
screen, then cut the cell clusters out using a UV-laser. The
dissected cells are then collected by gravity in extraction buffer
in a PCR tube cap. Take photographs of the tissue sections
before and after microdissection to confirm the cell-types that
were collected.

3. Incubate the sections overnight with proteinkinase K at 5 mg/
mL at 55 �C to remove of proteins, including nuclease contam-
ination; then inactivate proteinase K by incubation at 99 �C for
10 min.

4. Add RNase at 1% vol and incubate at 37 �C for 10 min to
remove RNA, and then inactivate RNase by incubation at
70 �C for 5 min.

5. Extract DNA according to the protocol provided by manufac-
turer. Usually, LMD samples from 3 to 5 sections are sufficient
for the extraction of genomic DNA for genomic PCR by
amplification of 200–300 bases.

150 Tae-Su Han and Masanobu Oshima



4 Notes

1. O.C.T. compound embedding cups can be made from alumi-
num foil using various small bottles as templates (Fig. 1). After
making the O.C.T. compound embedding cups, label the sam-
ple on the bottom of the aluminum cup for the purpose of
identification. Without labeling, it is difficult to identify the
tissues that are embedded inside the compound.

2. It is recommended that the LMD membrane slide be wiped
with an RNase-removing solution to protect the frozen sec-
tions from RNase. RNase-free LMD membrane slides are also
commercially available.

3. The fixation solution is made by adding 38 mL of ethanol and
2 ml of acetic acid to a 50 mL conical plastic tube and mixing
well. Two slide glasses (back-to-back) can be directly placed in
this tube for fixation.

4. To make 0.1 M sodium phosphate buffer (pH 7.4), add 3.1 g
of NaH2PO4·H2O and 10.9 g of Na2HPO4 to 1 L of distilled
water. The pH should be adjusted to 7.4. Pour 100 mL of
0.1 M sodium phosphate buffer into a flask containing 4 g of
paraformaldehayde. Cover with parafilm and put the flask in a
70 �C water bath and mix until completely dissolved. This
fixation solution should be freshly made.

5. Place a drop of Poly-L-lysin on the membrane of the LMD
membrane slide and coat the surface with Kim wipes.

6. Pour xylene, 100% ethanol, 95% ethanol, 70% ethanol and
ultrapure water into independent staining glass jars with lids.
Prepare three sets of xylene.

7. These PCR tubes are required for the collection of microdis-
sected tissues when using a Leica LMD 7000 (Fig. 3). Please
follow the manual provided by the manufacturer for other
LMD systems.

8. When you plan to make frozen tissue sections of stomach and
intestine, the inside of the tissues should be washed with PBS
using a 10 mL syringe with a needle, and then filled with
O.C.T. compound using a 10 mL syringe without a needle.
This process is particularly important for tissues from the gas-
trointestinal tract, as it avoids the development of bubbles in
the embedded frozen blocks, which is a common issue in
sectioning.

9. O.C.T. compound can be cracked by liquid nitrogen if the
O.C.T. compound-containing aluminum foil cup is rapidly
frozen in LN2. To avoid cracking, prevent direct contact
between the liquid nitrogen and the O.C.T. compound, O.C.
T compound should be gradually frozen from outside for the
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first 2 min; then, the whole cup should be placed in LN2 to
ensure that it freezes completely (Fig. 2a). Alternatively, it is
acceptable to only soak the bottom of the aluminum cup in
LN2 for the first 30 s, and then freeze the whole cup (Fig. 2b).
Store the embedded frozen blocks at �80 �C after labeling the
bottom of the aluminum cups with indelible marker pen.

10. It is recommended that normal slide glass be used (not LMD
membrane slide) for the first section to check the tissue mor-
phology and to confirm that the required cellular compart-
ments are contained within the section by Toluidine blue
staining. After confirmation, cut the section, place it on a
slide, and thaw it to adhere. We usually place three to five serial
frozen sections on the same LMD membrane slide, depending
on the sample size. In the case of a real-time RT-PCR, two
slides (namely, up to 6–10 sections) are sufficient to analyze the
expression levels of several independent genes. In contrast,
more than five slides are required to extract a sufficient amount
of RNA for a microarray.

11. It is crucial to check the Toluidine blue staining time because it
can be difficult to observe the cell morphology in weakly or
strongly stained sections. In the case of mouse stomach speci-
mens, the slide should be loaded in Toluidine blue for 10 min
to distinguish normal epithelial cells, tumor epithelial cells and
stromal cells.

12. Paraffin sections should be dried completely before LMD
because contamination with residual water will affect the
amount of recoverable DNA.
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Chapter 13

Tissue Processing for Stereological Analyses of Lung
Structure in Chronic Obstructive Pulmonary Disease

Mohamed Saad and Saleela M. Ruwanpura

Abstract

Quantitative data on lung structure, such as volume, surface area and length, are used for assessment of the
functional performance of the lung during normal development and inflammatory-related diseases such as
chronic obstructive pulmonary disorder (COPD), and carcinogenesis, in animal models. Stereology is
considered as the gold standard to obtain quantitative data on lung structure, with a key advantage being
to quantify irregular three-dimensional structures on the basis of measurement made on two-dimensional
sections. Therefore, preservation of original tissue dimensions without shrinkage is vital for stereology.
Three steps, fixation, sampling and embedding, are essential requirements to minimise tissue shrinkage to

obtain theoretically unbiased estimates of stereological parameters of lung structures. Perfusion fixation by
intratracheal instillation with 1.5% glutaraldehyde/1.5% formaldehyde at a pressure of 25 cm fluid column
is considered as one of the best methods. A systematic uniform random sampling scheme is then applied to
the fixed lung to ensure each and every part of the lung is analysed, irrespective of homogeneity or
heterogeneity of the structural distribution. The sampled tissue sections are then embedded in glycol
methacrylate to minimise further tissue shrinkage. Here we describe the accurate fixation, sampling and
embedding for stereological methods to quantify lung structures in mice.

Key words Fixation, Intratracheal instillation, Glutaraldehyde, Sampling, Glycol methacrylate, Tissue
shrinkage

1 Introduction

The quantitative lung structural data attempt to understand the
important structural designs in the lung such as volume of air-
spaces, surface of parenchyma, which determine the physiological
function of the lung. The quantitative structural changes in the
lung are highly applied for phenotypic characterization in animal
models of lung inflammatory-related diseases and carcinogenesis, as
the analyses of systemic gene and/or protein expression levels are
not sufficient to characterize the pathology and disturbances of
functional performance [1, 2]. For example, structural changes
such as increase volume of airspaces and loss of parenchymal surface
tissues result in airspace enlargement, leading to poor gas exchange

Brendan J. Jenkins (ed.), Inflammation and Cancer: Methods and Protocols, Methods in Molecular Biology, vol. 1725,
https://doi.org/10.1007/978-1-4939-7568-6_13, © Springer Science+Business Media, LLC 2018
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during breathing which is a hallmark of emphysema, the major
debilitating component of COPD [3]. State-of-the-art stereology
is a well-established method for obtaining quantitative data on lung
structure, which provides unbiased mathematical estimates of lung
parameters based on two-dimensional lung sections extracted from
three-dimensional lung [4]. In that regard, the whole lung should
be adequately inflated, sampled to represent every part of the lung
and processed correctly to avoid any shrinkage that may alter struc-
tural dimensions and thus interpretation of lung pathophysiology.

The first step of tissue processing for lung stereology is the
fixation of lung with sufficient degree of inflation. A fixed lung at a
well-defined state of inflation prevents contraction of the lung
during the sectioning that may have effects on analyses of the
volume of air space and surface area of parenchyma [4, 5]. Perfusion
fixation by intratracheal instillation of fixative at a constant pressure
of 20–25 cm fluid column results in quick and uniform preservation
of lung and is considered to be the best method of fixation [6]. The
choice of fixative should be able to well-stabilize lung tissues to
prevent lung from collapsing during the processing. Since popular
fixatives such as formaldehyde alone is inadequate, glutaraldehyde-
based fixative is used [7–9].

The fixed lung is then sampled to obtain representative sections
of the whole organ. This step is important in many disease models,
especially in emphysema where characteristic lesions are heteroge-
neously distributed [10]. A systematic, uniform random sampling
(SURS) scheme is applied to the fixed lung to ensure that each and
every part of the lung is sufficiently analysed. The final step prior to
stereological assessment is embedding and this should be well
controlled, standardised and monitored for shrinkage affects. Rou-
tinely used embedding reagent paraffin usually leads to consider-
able shrinkage of about 40% of lung [7], therefore other
embedding reagents such as glycol methacrylate or epoxy resins
are used for tissue processing stereology to avoid catastrophic
shrinkage. Here, we provide detailed instructions for fixation with
glutaraldehyde-based fixative via instillation, SURS scheme and
embedding in glycol methacrylate of mouse lung for stereological
assessments which can be employed in inflammatory-related and
carcinogenic disease states of the lung.

2 Materials

Personal protection wear (lab coats), laboratory safety gloves, eye
protection wear and laboratory masks should be worn during the
preparation of all the materials and procedures. Prepare and store all
reagents at room temperature in a fume hood (unless indicated
otherwise). Diligently follow all waste disposal regulations when
disposing waste materials.
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2.1 Fixation 1. Euthanasia: Pentobarbital sodium anaesthetic at a dose of
100 mg per kilogram of mouse weight (see Note 1).

2. 22 gauge cannula.

3. Surgical sutures.

4. Fixative: 1.5% glutaraldehyde/1.5% paraformaldehyde mixture
in 0.04 M phosphate buffer solution (PBS) [9]. First prepare
0.04 M PBS by adding 400 mL of 0.1 M of stock PBS to
600 mL ultrapure water (prepared by purifying deionized
water, to attain a sensitivity of 18 MΩ-cm at 25 �C) (see Note
2). Then weigh 15 g of paraformaldehyde into a conical flask or
a beaker, add 0.04 M PBS to a volume of 1 L and seal with
parafilm. On a heated stirrer, mix until the milky solution turns
colourless. Allow to cool before handling and store at 4 �C for
long term usage. As the final step of the fixative preparation
(prepare fresh prior to use), add 30 mL of glutaraldehyde in
50% solution to a beaker or a glass bottle and then make up
volume to 1 L with 1.5% paraformaldehyde mixture in
0.04 M PBS.

5. A fixative reservoir with a starting fixative level about 25 cm
above the table (see Note 3).

2.2 Sampling 1. Sharp tissue cutting knives.

2. 4% agar: Add 4 g of agar into 100 mL of deionized water in a
beaker and boil in a microwave until it dissolves.

2.3 Embedding 1. 70, 90 and 100% acetone: dilute acetone in deionized water.

2. Technovit®GlycolMethacrylate (GMA) embedding kits (7100
or 8100) developed by Kulzer in Germany. These kits consist of
glycol methacrylate monomer, hardener I and hardener II (see
Note 4).

3. Plastic embedding moulds to hold 1 mL of solution.

4. Technovit® 3040 is a two-component resin based on methyl
methacrylate which is used for making backing blocks for
glycol methacrylate embedded tissues blocks.

3 Methods

Carry out all procedures at room temperature unless otherwise
specified.

3.1 Perfusion

Fixation with

Glutaraldehyde-based

Fixative via Instillation

1. Euthanize the mouse by intraperitoneal injection of pentobar-
bital sodium anaesthetic and place the mouse on a sloped
platform.
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2. Shave the ventral part of the neck area (also disinfect the neck
area with 70% alcohol), make a small surgical incision in the
neck and with forceps gently pull the skin and muscles in the
neck until exposure of the trachea.

3. Make an incision in the trachea proximal to the larynx, and then
insert the 22 gauge cannula via the incision (about 5 mm).
Loosely tie up the trachea around the cannula using sutures
(or use an artery clip) to prevent movement of the cannula
during the fixation procedure.

4. Carefully open the thorax and peritoneal cavity with a midline
incision and induce a bilateral pneumothorax by carefully
making insertions on both side of the diaphragm. Remove
the diaphragm and lateral chest plate carefully to expose the
lung (see Note 5).

5. Connect the cannula to the three way stop cock tap of the
fixative reservoir containing 1.5% glutaraldehyde/1.5% para-
formaldehyde mixture in 0.04 M PBS. Set the top surface of
fixative 25 cm above the level of the mouse (make sure no air
bubbles in the fixation tubing by running fixative).

6. Open the stopcock to inflate the lungs with 1.5% glutaralde-
hyde/1.5% paraformaldehydemixture in 0.04MPBS. Leave the
lungs under pressure until the flow has finished (see Note 6).

7. Tie off the trachea while removing cannula simultaneously.
Then dissect out the intact lungs, heart and thymus, by gently
tugging on the trachea while cutting away connective tissue
(Fig. 1).

Fig. 1 The dissected lung after perfusion fixation via tracheal instillation. Trachea
is tied off with sutures to prevent escape of any fixative. Heart, thymus and
trachea are intact with lungs
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8. Place the intact lungs in a container filled with the fixative 1.5%
glutaraldehyde/1.5% paraformaldehyde mixture in 0.04 M
PBS for least 16 h (or overnight) at 4 �C. Measure the fixed
lung volume (using water displacement method) before further
histological processing (not described in this chapter).

3.2 Sampling of the

Fixed Lung Using SURS

1. Remove as much non lung tissue as possible from the fixed lung
(trachea, heart, thymus, connective tissues).

2. Embed the lung in 4% agar, ensuring that the tissue is
completely immersed in agar. When the agar has hardened,
measure the length of the lung and cut the lung into slabs of
roughly the same thickness (the average thickness is the lung
length divided by the number of slabs) (Fig. 2) (see Note 7).

3. Separate and arrange the agar slabs between right and left lung
always facing the same cut face pointing upwards. Remove the

Fig. 2 The agar-embedded lung is cut into slabs roughly the same thickness. The agar slabs are separated and
arranged between right and left lung facing same cut face pointing upwards. Every second slab from a random
starting position is assigned for glycol methacrylate embedding
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surrounding agar and enumerate all slabs from the first to last
one sectioned. Assign every Xth slab for embedding with a
random start in the interval from 1-X (Fig. 2) (see Note 8).

3.3 Dehydration

of the Sampled Fixed

Lung Slabs

The sampled fixed lung slabs to be embedded are placed into 5 mL
plastic containers with screw cap lids and placed on a roller to gently
agitate tissue during the processing.

1. Place fixed lung slabs in 70% acetone, followed by 90% acetone
for 1 h each.

2. Place fixed lungs slabs in 100% acetone for three times for 1 h
each, followed by one time for 3 h.

3. After the final dehydration step, remove acetone and follow the
embedding (see Note 9).

3.4 Embedding of the

Sampled Fixed Lung

Slabs in Glycol

Methacrylate

1. Prepare infiltration solution from the Technovit® 7100 GMA
kit by dissolving 1 g of Hardener I in 100 mL of Glycol
Methacrylate monomer. This solution is agitated by hand
until the hardener is dissolved.

2. Incubate the dehydrated sampled lung slabs in a 1 mL of
infiltration solution on the roller for at least 48 h (seeNote 10).

3. Place the sampled lung slabs into moulds for embedding. The
lung slabs are oriented so that the largest area faces towards the
bottom of the mould, hence forming the cutting face.

4. Prepare embedding solution by adding 1 mL of Hardener II to
15 mL of the infiltration solution.

5. Working quickly, fill the moulds with embedding solution
using a pipette. It is necessary to watch the lung tissue blocks
for the next 15–20 min and ensure that the lung slabs remain
properly positioned, as often they float to the top. The blocks
are left to polymerise at least overnight.

6. In order to allow proper placement of blocks in the microtome
for sectioning, backing blocks are adhered to the GMA blocks
prior to their removal from the moulds.

7. Prepare backing blocks separately in the same moulds as are
used for GMA blocks. Using Technovit® 3040 at a ratio of 2:1
powder to liquid, quickly prepare the mixture and pour into
the moulds. While the blocks are setting, use a stick to scrape
away excess resin from around each block, otherwise it will be
difficult to remove when fully set. Let the moulds stand for
10 min and then pop out the blocks (see Note 11).

8. Weigh out 5 g of powder and add to 2.5 mL of liquid (Tech-
novit® 3040, at a time), pour this mixture over the back of all
the set lung blocks, and then put on the backing block. Allow
to harden for about 10 min before removing the whole block.
Store blocks at room temperature in a container containing
silica gel desiccant beads (Fig. 3).
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4 Notes

1. Use 27 gauge on 1 mL syringes on pharmaceutical grade
Pentobarbital sodium anaesthetic.

2. There are many different ways to prepare 0.1 M stock PBS with
or without potassium. One of the most common preparations
is addition of 80 g NaCl, 2 g KCl, 14.2 g disodium phosphate
and 2.4 g monopotassium phosphate to 1 L of ultrapure water.
However when diluted to 0.04 M PBS, mix well and adjust pH
to 7.4.

3. To build a fixative reservoir, attached a funnel to the free end of
a 25 cm tubing with a three way stop cock tap. Then use a stand
to keep the tubing above the table.

4. Technovit® 7100 GMA is less sensitive to oxygen during poly-
merization, thus no sealing of the molds is required.

5. It is important not to accidently hit the lungs while making an
insertion to the diaphragm or removal of chest plate. Use saline
(or 0.9% NaCl solution) to flush the pleural cavity to eliminate
and prevent any pleural adhesion.

6. To keep the lungs under 25 cm pressure during the fixation,
top up the fixative reservoir to 25 cm continuously, until the
flow has finished. It will take about 30 s to 1 min for flow to
finish. From our experience delays can lead to sticking of the
fixed lungs to surrounding tissues due to glutaraldehyde, there-
fore removing the lung immediately after the fixation is critical.

7. Use a millimetre ruler or a tissue slicer for cutting as those
enable homogenous and smooth slabs of agar embedded lung.
Each slab is then used for the estimation of the total lung
volume based on the Cavalieri method (not discussed in this
chapter).

8. To determine X, divide the number of slabs by the desired
amount of samples. We usually randomly select about 4–6

Fig. 3 The illustrations of glycol methacrylate embedded sampled fixed lung tissues with back blocks
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slabs from each lung (right and left) and 8–12 slabs all together
from whole lung (based on the arrangement on Fig. 2, every
second piece of slab is assigned for embedding). The random
start is determined by throwing a coin or a dice.

9. Ethanol can also be used as the dehydration solvent, as it is safer
than acetone (less flammable, less injurious to the user). How-
ever, ethanol appears to cause tissue shrinkage of up to 10%,
while such has not seen with acetone [11].

10. Some protocols suggest overnight incubation of dehydrated
fixed tissues with a mixture of infiltration and acetone in equal
amounts, followed by 48 h of incubation with just the infiltra-
tion solution [7]. However, we do 8 h of dehydration through
a series of acetone, therefore fixed lung tissues are immediately
transferred to the infiltration solution following the final
dehydration step.

11. Backing blocks must be made before embedding, usually the
day before during the dehydration procedure. Weigh 10 g of
powder and add 5 mL of liquid from Technovit® 3040 kit at
once for preparation of backing blocks. This resin sets to stiff
consistency in about 1 min, therefore the procedure must be
very rapid.
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Chapter 14

Quantifying Caspase-1 Activity in Murine Macrophages

Dave Boucher, Amy Chan, Connie Ross, and Kate Schroder

Abstract

The caspase-1 protease is a core component of multiprotein inflammasome complexes, which play a critical
role in regulating the secretion of mature, bioactive pro-inflammatory cytokines interleukin (IL)-1β and
IL-18. The activity of caspase-1 is often measured indirectly, by monitoring cleavage of cellular caspase-1
substrates, processing of caspase-1 itself, or by quantifying cell death. Here we describe methods for
eliciting caspase-1 activity in murine macrophages, via activation of the NLRP3, NAIP/NLRC4 or
AIM2 inflammasomes. We then describe a simple fluorogenic assay for directly quantifying cellular
caspase-1 activity.

Key words Inflammasome, Inflammatory caspases, Biochemistry, Protease

1 Introduction

Inflammasomes are key regulators of innate immune system func-
tion [1]. Inflammasomes are large signalling platforms that assem-
ble upon recognition of various stress or danger-associated signals
by inflammasome sensor proteins [e.g., Nod-like receptors (NLRs),
absent in melanoma-2 (AIM2) or pyrin] [2, 3]. Canonical inflam-
masomes enable the activation of the zymogen protease, caspase-1,
by facilitating caspase-1 clustering and proximity-induced autoac-
tivation upon the signalling complex. In turn, caspase-1 cleaves
gasdermin D, which elicits a form of rapid osmotic cell lysis, termed
pyroptosis [4–6]. Caspase-1 also activates interleukin (IL)-1β and
IL-18, which are then secreted to regulate inflammatory responses.
Caspase-1 also cleaves other substrates [7] but the molecular and
cellular function that are modulated by such cleavage events are
poorly characterised.

Several canonical inflammasomes have been characterised. The
NLRP3 inflammasome [8] assembles in response to cell stress
signals (e.g., potassium efflux, reactive oxygen species), which can
also be induced by pathogen-derived proteins (e.g., bacterial toxins
such as nigericin). Experimentally, NLRP3 function can be blocked
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by culturing cells in potassium-rich media, or by treating cells with
the NLRP3-specific inhibitor, MCC950 [9]. The NAIP/NLRC4
inflammasome is triggered by cytosolic bacterial components, such
as flagellin from Salmonella [10, 11]. Flagellin is directly recog-
nized by the NLR protein NAIP, which recruits NLRC4 to assem-
ble the NAIP/NLRC4 inflammasome [12, 13]. The NLRP1
inflammasome is activated by Bacillus anthraxis lethal toxin and
by Taxoplasma gondii [14, 15]. The AIM2 inflammasome assem-
bles upon AIM2 sensing of cytosolic double-stranded DNA
[16–18]. The pyrin inflammasome is activated upon bacterial mod-
ifications of host RhoA GTPase [3]. Inflammasome formation
requires a priming signal (signal 1) to upregulate components of
the inflammasome pathway and to induce the expression of
pro-interleukin (IL)-1β [19, 20]. The priming signal can derive
from Toll-like receptor (TLR) ligation, e.g., TLR4 binding to
bacterial lipopolysaccharide (LPS) [21]. Following priming, a trig-
gering stimulus (signal 2) is required for inflammasome formation.

The activation of inflammatory caspases is generally assessed
indirectly by monitoring cellular outcomes of their activity. These
indicators include caspase self-cleavage, cell death, and
pro-inflammatory cytokine release. Techniques for quantifying
such outcomes are described by others [22, 23]. Here, we discuss
a protocol for direct monitoring of caspase-1 activity in murine
primary macrophages. This method involves a direct fluorogenic
assay for substrate cleavage, and takes advantage of the well char-
acterised, preferred cleavage sequence of caspase-1 [24].

2 Materials

2.1 Generation

of Murine Bone

Marrow-Derived

Macrophages (BMDM)

1. Mice (see Note 1).

2. Ice.

3. Sterile complete macrophage media (CMM), warmed to
37 �C: RPMI-1640 supplemented with 1% Glutamax, 10%
Fetal Calf Serum (FCS) (see Note 2).

4. 150 ng/mL final concentration of recombinant colony stimu-
lating factor-1 (CSF-1) (see Note 3).

5. Surgical scissors and forceps (sterilized in 70% ethanol).

6. 70% ethanol solution.

7. Sterile 50 mL Falcon tubes.

8. Sterile 100 μm cell strainers.

9. Sterile 10 mL syringe bodies.

10. Sterile 18, 21 and 27 gauge needles.

11. Sterile 10 cm square bacteriological dish (e.g., Sterillin, i.e., not
tissue culture coated plastic).
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12. Sterile 6-well plate/cell culture dish (tissue culture grade).

13. Low-lint tissue (Kimwipes™).

14. Sterile red blood cell ACK lysis buffer: 150 mMNH4Cl, 1 mM
KHCO3, 50 μM EDTA, in sterile distilled water, filter-
sterilized.

15. Sterile Dulbecco’s Phosphate-Buffered Saline (DPBS).

16. Trypan blue solution.

17. Hemocytometer.

18. Sterile 1.5 mL Eppendorf tubes.

19. Tissue culture-grade dimethyl sulfoxide (DMSO).

20. Cell freezing media (90% FCS, 10% DMSO).

2.2 Inflammasome

Priming and Triggering

1. Sterile 96-well plate, black (fluorescence grade).

2. Eppendorf tubes.

3. Sterile distilled water.

4. 1 mg/mL stock solution of Ultrapure LPS from K12 E. coli,
prepared in sterile distilled water.

5. 5 mM stock solution (in ethanol) of Nigericin sodium salt.

6. 1 mg/mL stock solution of DNA from Calf Thymus
(CT DNA) in sterile distilled water).

7. 100 μg/mL stock solution of recombinant flagellin, ultrapure
grade in sterile distilled water.

8. Lipofectamine 2000.

9. Lipofectamine LTX.

10. Opti-MEM media.

11. 10 mM stock solution (in water) of MCC950 (see Note 4).

12. 50 mM stock solution (in DMSO) of VX-765 (see Note 4).

2.3 Cellular Caspase

Activity Assay

1. Sterile 96-well plate, black (fluorescence grade).

2. Fluorescence plate reader (see Note 5).

3. 1 M solution Dithiothreitol (DTT) in ultrapure water, filter
sterilized.

4. 100 mM stock solution (in DMSO) of acYVAD-afc (see
Note 6).

5. 2� Caspase activity buffer: 100 mM HEPES pH 8.0, 400 mM
NaCl, 100 mM KCl) (see Note 7).

6. Digitonin.
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3 Methods

3.1 Generation

of BMDM

1. Euthanize a mouse using a CO2 euthanasia chamber or by
cervical dislocation (see Note 8). Check that the blink reflex is
absent by touching the eyes to confirm euthanasia.

2. Place the mouse on its back on a polystyrene foam board, and
immobilize the extended limbs by pinning with 21 gauge
needles.

3. Spray the abdomen with 70% ethanol. Make a small incision on
the abdominal skin with scissors. From this incision, cut the
skin towards the knee and ankle of each leg to expose the
muscle surrounding the tibia and femur. Cut each leg at the
hip joint and at the ankle. Remove the intact tibiae and
the femurs and soak them in 2 mL of 70% ethanol for 15–30
seconds (s). Immediately proceed to the next step to avoid
prolonged incubation of bones in ethanol.

All the following steps should be performed in a biohazard tissue
culture hood.

4. For each mouse to be sacrificed, add 3 mL of 70% ethanol to
one well and 3 mL CMM to the adjacent well of a 6-well plate.

5. Remove the remaining muscle from the bones by rubbing the
muscle away with a low-lint tissue. When each bone is cleaned,
dip the bone in the well containing 70% ethanol for 5 s and
then place in the well containing CMM.

6. Cut each bone proximal to each joint with sterilized scissors.

7. With a 10 mL syringe containing CMM attached to a 27 gauge
needle, flush the bone marrow cavity from each end into a
50 mL falcon tube via a cell strainer to prevent bone fragments
from collecting in the tube. Continue flushing the bone mar-
row until the cavity appears white.

8. Rinse the cell strainer with 5 mL of CMM to maximise cell
recovery.

9. Centrifuge the cells at 500 � g for 5 min.

10. Aspirate the media, and gently resuspend the cell pellet in ACK
buffer (2 mL per mouse) to lyse red blood cells. Incubate the
cells for 5 min at room temperature. Quench with 10 mL
of CMM.

11. Centrifuge at 500 � g for 5 min (see Note 9).

12. Aspirate the media, and resuspend the cell pellet in CMM.
Distribute the cells in 10 cm square plastic plates in a final
volume of 12 mL of CMM per plate (6–8 dishes per mouse).
Supplement media with 150 ng/mL CSF-1.
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13. Place cells in a 37 �C incubator venting 5% CO2 to allow the
cells to differentiate over 5 days.

14. On day 5, add 5 mL of fresh CMM supplemented with
150 ng/mL CSF-1 to each plate.

15. On day 6, aspirate the media and add 10 mL of cold DPBS to
each plate. Incubate the cells for 5 min at room temperature.

16. Using an 18 gauge needle and a 10 mL syringe, harvest the
cells by gently spraying attached cells with cold DBPS. Transfer
cells to 50 mL Falcon tube. Rinse the plates with DPBS and
transfer the remaining cells to the 50 mL Falcon tube.

17. Centrifuge the cells at 500 � g for 5 min.

18. Remove the supernatant and resuspend the cell pellet in
warm CMM.

19. Take a small sample of the cells and stain with 0.2% (final
concentration) trypan blue. Count live (trypan blue-excluded)
cells using a hemocytometer.

20. Adjust the volume of the cell stock with warm CMM (supple-
mented with 150 ng/mL CSF-1) to yield a 1 � 106 cells/mL
cell suspension (see Note 10).

3.2 Activation

of the NLRP3

Inflammasome

1. Add 1 � 106 cells/mL of differentiated BMDM (day 6) to a
black 96-well plate (100 μL/well). Include triplicate wells for
each of the following samples:

Unprimed control.

LPS only (primed control).

Nigericin only (unprimed control).

LPS þ nigericin (priming þ treatment).

LPSþVX-765þ nigericin (Caspase inhibitor negative control).

LPSþMCC950þ nigericin (NLRP3 inhibitor negative control).

See Fig. 1 for a schematic of how cells can be plated.

2. Place the cells in a 37 �C incubator venting 5% CO2 overnight.

3. On the following morning, add 100 ng/mL of ultrapure K12
LPS (from 100 μg/mL working stock; see Note 11), to all
samples to receive LPS (not unprimed controls). Return the
cells to the 37 �C cell incubator for 3 h.

4. Add 5 μL of 500 μM VX-765 (prepared in CMM from a
50 mM stock solution) or 5 μL of 200 μMMCC950 (prepared
in CMM) to the negative control inhibitor samples. Return the
cells to the 37 �C cell incubator for an additional 1 h.

5. Prepare a fresh 50 μM nigericin working solution by diluting
1 μL of the 5 mM stock solution in 99 μL of CMM.
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6. Retrieve the cells from the incubator 4 h after LPS priming
commenced. Remove 10 μL of media from the samples to
receive nigericin treatment, and replace it with 10 μL of the
50 μM nigericin working solution. Swirl the plate gently
to mix.

7. Return the cells to the 37 �C cell incubator for 30 min.

8. The cells are ready for the caspase activity assay (Subheading
3.5).

3.3 Activation

of the AIM2

Inflammasome

1. Add 1 � 106 cells/mL of differentiated BMDM (day 6) to a
black 96-well plate (100 μL/well). Include triplicate wells for
each of the following samples:

Fig. 1 Sample plating guide for inflammasome activation in triplicate wells of a
96-well plate. For activation of the NLRP3 inflammasome (Subheading 3.2):
treatment¼ nigericin, negative controls¼ Caspase inhibitor VX-765 and NLRP3
inhibitor MC9950. For activation of the AIM2 inflammasome (Subheading 3.3):
treatment ¼ DNA transfection, negative controls ¼ VX-765 Caspase inhibitor
and Lipofectamine 2000 transfection control. For activation of the NAIP/NLRC4
inflammasome (Subheading 3.4): treatment ¼ Flagellin transfection, negative
controls¼ VX-765 Caspase inhibitor and Lipofectamine LTX transfection control
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Unprimed control.

LPS only (primed control).

DNA transfection (unprimed control).

LPS þ DNA transfection (priming þ treatment).

LPS þ VX-765 þ DNA Transfection (Caspase inhibitor nega-
tive control).

LPS þ Lipofectamine 2000 (transfection negative control).

See Fig. 1 for a schematic of how cells can be plated.

2. Place cells in a 37 �C incubator venting 5% CO2 overnight.

3. The following morning, add 100 ng/mL of ultrapure K12 LPS
(from 100 μg/mL working stock; seeNote 1), to all samples to
receive LPS (not unprimed controls). Return the cells to the
37 �C cell incubator for 3 h.

4. Add 5 μL of 500 μM VX-765 (prepared in CMM from a
50 mM stock solution) to the negative control samples to
receive VX-765 inhibitor. Return the cells to the 37 �C cell
incubator for an additional 1 h.

5. Prepare the DNA transfection mix in one Eppendorf tube by
adding 250 μL of tepid Opti-MEM and 2.5 μL of 0.25% (final
concentration) Lipofectamine 2000. Incubate at room temper-
ature for 5 min. Add 1 μg of CT DNA to the tube.

6. Prepare the control transfection mix in another Eppendorf
tube by adding 125 μL of tepid Opti-MEM and 1.25 μL of
Lipofectamine 2000.

7. Incubate both transfection mixes for 20 min at room
temperature.

8. Add Opti-MEM to a final volume of 1 mL for the DNA
transfection tube, and to a final volume of 500 μL for the
control transfection tube (lipofectamine only). Add 150 ng/
mL (final concentration) of CSF-1 to both samples.

9. Remove 350 μL of the DNA transfection mix and place into a
new tube. Add 0.18 μL of 50 mM (stock-solution) VX-765.
This reaction mix will be used for the VX-765 inhibited nega-
tive control column.

10. Retrieve the cells from the incubator 4 h after LPS priming
commenced. Aspirate media from the cells to be transfected (all
treatment samples and transfection negative control, columns
3–6, Fig. 1), and replace the media with 100 μL of the appro-
priate transfection mix prepared above. For the remaining
control samples that are not to be transfected (columns 1–2,
Fig. 1), aspirate the media and replace it with 100 μL Opti-
MEM (supplemented with 150 ng/mL CSF-1).

11. Centrifuge the plate at 500� g for 5 min at room temperature.
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12. Return the cells to the 37 �C cell incubator for 30 min.

13. The cells are ready for the caspase activity assay (Subheading
3.5).

3.4 Activation

of the NAIP/NLRC4

Inflammasome

1. Add 1 � 106 cells/mL of differentiated BMDM (day 6) to a
black 96-well plate (100 μL/well). Include triplicate wells for
each of the following samples:

Unprimed control.

LPS only (primed control).

Flagellin transfection (unprimed control).

LPS þ flagellin transfection (priming þ treatment).

LPS þ VX-765 þ flagellin transfection (Caspase inhibitor neg-
ative control).

LPS þ Lipofectamine LTX (transfection negative control).

See Fig. 1 for a schematic of how cells can be plated.

2. Place cells in a 37 �C incubator venting 5% CO2 overnight.

3. On the following morning, add 100 ng/mL of ultrapure K12
LPS (from 100 μg/mL working stock; see Note 11), to all
samples to receive LPS (not unprimed controls). Return the
cells to the 37 �C cell incubator for 3 h.

4. Add 5 μL of 500 μM VX-765 (prepared in CMM from a
50 mM stock solution) to the negative control samples to
receive VX-765 inhibitor. Return the cells to the cell incubator
for an additional 1 h at 37 �C.

5. Prepare the flagellin transfection mix in 1 Eppendorf tube by
adding 250 μL of tepid Opti-MEM and 4 μL of Lipofectamine
LTX (final concentration of 0.40%). Incubate at room temper-
ature for 5 min. Add 1.5 μL of 100 μg/mL recombinant
flagellin to the tube.

6. Prepare the control transfection mix in another Eppendorf
tube by adding 125 μL of tepid Opti-MEM and 2 μL of
Lipofectamine LTX.

7. Incubate both transfection mixes for 20 min at room
temperature.

8. Add Opti-MEM to a final volume of 1 mL for the flagellin
transfection tube, and to a final volume of 500 μL for the
control transfection tube (lipofectamine only). Add 150 ng/
mL CSF-1 (final concentration) to both samples.

9. Remove 350 μL of the flagellin transfection mix and place into
a new tube. Add 0.18 μL of 50 mM stock-solution of VX-765.
This reaction mix will be used for the VX-765 inhibited nega-
tive control column.
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10. Retrieve the cells from the incubator 4 h after LPS priming
commenced. Aspirate media from the cells to be transfected (all
treatment samples and transfection negative control, columns
3–6, Fig. 1), and replace the media with 100 μL of the appro-
priate transfection mix prepared above. For the remaining
control samples that are not to be transfected (columns 1–2,
Fig. 1), aspirate the media and replace it with 100 μLOptiMem
(supplemented with 150 ng/mL CSF-1).

11. Centrifuge the plate at 500� g for 5 min at room temperature.

12. Return the cells to the 37 �C cell incubator for 30 min.

13. The cells are ready for the caspase activity assay (Subheading
3.5).

3.5 Cellular Caspase

Activity Assay

1. During cell stimulation, prepare the 1� caspase activity buffer.
Prepare 100 μL/well of buffer for the different treatment
conditions. Freshly supplement the buffer with 100 μg/mL
digitonin, 10 mM DTT and 100 μM YVAD-afc. For example,
for a 2 mL working stock, add 1 mL of 2� caspase activity
buffer, 978 μL of sterile distilled water, 200 μg of digitonin,
20 μL of 1 M DTT, and 2 μL of 100 mM YVAD-afc. Warm the
buffer to 37 �C and pre-heat the fluorescence plate reader to
37 �C.

2. 30 min after the inflammasome agonist was added to cells,
remove the cells from the incubator.

3. Using a multichannel pipette, transfer the cell culture media
from the black 96-well plate to a new 96-well plate. Retain the
media on ice for future use (see Note 12). Add 100 μL of 1�
caspase activity buffer to each well of the black plate containing
cells, to lyse the cells.

4. Quickly transfer the plate to the fluorescence plate reader. Read
the fluorescence at excitation λ ¼ 405 nm and emission
λ ¼ 510 nm for 30 min in kinetics mode, taking readings
every 15 s.

5. Save the resulting data as a Microsoft Excel file.

3.6 Analysis

of Caspase Activity

1. Open the Microsoft Excel file. For each well, subtract the first
kinetic reading from every other reading for this well (i.e.,
perform background subtraction for each well, setting the
initial fluorescence reading to 0). This will facilitate comparison
between different samples.

2. Using data analysis software (e.g., GraphPad Prism), plot the
corrected fluorescence value (obtained in Subheading 3.6,
step 1) as a function of time. An example of the generated
graphical output is shown in Fig. 2.

3. Identify a section on the curve where the slope is linear (see
Note 13). Calculate the slope to determine the reaction speed
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using the formula: speed ¼ (y2�y1)/(x2/x1) as measured in
mRFU/s (seeNote 14). In this equation, y2 and y1 are fluores-
cence (mRFU) value of the curve generated in Subheading 3.6,
step 2 where the curve is linear and x1 and x2 are the time
(in seconds) corresponding to the fluorescence values selected
(y2 and y1). See Fig. 3 for an example.
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Fig. 2 Representative data obtained with the cellular caspase activity assay following inflammasome
activation. (a) Activation of the NLRP3 inflammasome with nigericin (Subheading 3.2). (b) Activation of the
AIM2 inflammasome upon DNA transfection (Subheading 3.3). (c) Activation of the NAIP/NLRC4 inflammasome
upon flagellin transfection (Subheading 3.4)
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Fig. 3 Example of the calculations required to determine caspase-1 activity (Subheading 3.6)
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4 Notes

1. Various knockout mice are available for studying inflamma-
some signalling pathways. Mice deficient in caspase-1/11 (Ice
[25]) and other signalling components (e.g., Nlrp3, Nlrc4,
Aim2, Asc) are available, and cells derived from these mice are
valuable as assay controls.

2. FCS should be carefully selected when culturing BMDM.
Serum lots should be screened for the presence of endotoxin
and other microbial components that can affect BMDM differ-
entiation and behaviour.

3. We use recombinant human CSF-1 (endotoxin-free) produced
in-house in insect cells. CSF-1 is also commercially available.
We recommend titrating CSF-1 for optimal BMDM yield and
differentiation state (assessed by screening for presence of the
F4/80 surface marker), as different sources of CSF-1 can
exhibit variable potency.

4. Caspase-1 inhibitors, like zVAD-fmk and VX-765 [26], are
commonly used as negative controls. MCC950 can also be
used to inhibit NLRP3-dependent caspase-1 activation [9].

5. We recommend using a heat-controlled plate reader that will
accommodate time-point measurements, as caspase activity
assays involve kinetic measurement at 37 �C. We routinely use
a TECAN M1000 Pro to perform these assays.

6. Substrates should be carefully selected when monitoring the
activity of specific caspases. For example, caspase-1 efficiently
cleaves acYVAD-afc. Fluorophores other than afc (e.g., amc;
7-Amino-4-Methylcoumarin), or chromophores (e.g., pNA;
p-nitroaniline) can also be used. As DMSO can affect caspase
activity, we recommend preparing concentrated substrate stock
solutions (100 mM in DMSO), so that DMSO is diluted
during caspase assays.

7. Other caspase activity buffers can be used to monitor caspase
activity (e.g., activity assays with recombinant enzyme) and
have been described elsewhere [27]. However, for cell-based
assays, we recommend the buffer described in this protocol.

8. We routinely use 6–10 week old mice. Mouse age and sex can
affect BMDM yield and inflammasome responses. We recom-
mend keeping mouse age and sex consistent throughout a
study.

9. It is possible to freeze excess of BMDM progenitor at this stage
using freezing media. We routinely freeze half the bonemarrow
of a mouse in 1 mL of freezing media.
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10. This procedure yields 60–150 � 106 BMDM per mouse,
depending on mouse age and sex. On day 6 of their differenti-
ation, excess macrophages can be preserved and frozen in
freezing media for future experiments.

11. LPS tends to aggregate, and requires vigorous vortexing
before use.

12. The cell culture media can be used at this step to evaluate the
extent of cell death (e.g., by measuring the release of lactate
dehydrogenase) and/or cytokine secretion [22].

13. The selection of a linear slope is important to obtain an accu-
rate comparison between samples. Substrate depletion can lead
to decreased apparent caspase activity over time.

14. The speed can also be determined in nM/s of substrate
degraded instead of mRFU/s. To do so, the substrate and
the spectrophotometer need to be calibrated. Such calibration
is not described in this chapter but the detailed procedure can
be found elsewhere [27].
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Chapter 15

Analysis of Histone Modifications in Acute Myeloid
Leukaemia Using Chromatin Immunoprecipitation

Benjamin J. Shields, Andrew Keniry, Marnie E. Blewitt,
and Matthew P. McCormack

Abstract

Chromatin Immunoprecipitation (ChIP) using antibodies specific for histone modifications is a powerful
technique for assessing the epigenetic states of cell populations by either quantitative PCR (ChIP-PCR) or
next generation sequencing analysis (ChIP-Seq). Here we describe the procedure for ChIP of histone marks
in myeloid leukaemia cell lines and the subsequent purification of genomic DNA associated with repressive
and activating histone modifications for further analysis. This procedure can be widely applied to a variety of
histone marks to assess both activating and repressive modifications in the context of myeloid leukaemia.

Key words Epigenetics, Immunoprecipitation, Chromatin, Histone modifications, Acute myeloid
leukaemia

1 Introduction

Recent advances in decoding the layer of gene regulation written
by epigenetic modifying enzymes have been made possible by
Chromatin Immunoprecipitation (ChIP) techniques that facilitate
the isolation of genomic DNA associated with antibodies which
detect specific histone amino acid modifications [1]. These mod-
ifications include methylation, ubiquitination and acetylation and
are recognized by epigenetic readers as being marks of activated or
repressed chromatin [2–4].

In this chapter, we describe a methodology for stable cross-
linking of protein-DNA interactions and the purification of nuclei
and subsequent shearing of genomic DNA for ChIP of histone
modifications in myeloid leukaemia cell lines. We have successfully
applied this technique to assess marks catalyzed by the epigenetic
writers PRC2 (H3K27Me3) andMLL (H3K4Me3) in mouse mye-
loid leukaemia cell lines [5] by both ChIP-Seq and ChIP-PCR, as
well as in wild-type myeloid progenitors by ChIP-PCR
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(Lin�Sca1+Kit+ cells expanded in vitro for 5 days [6] (seeNote 1)).
However, by empirical testing of different antibodies in the immu-
noprecipitation, this technique can potentially be applied to assess
any histone modification. Moreover, with modifications in fixation
and sonication, the technique can potentially be applied to any
cell type.

2 Materials

2.1 Formaldehyde

Fixation of Cultured

Cells

1. Up to 1� 107MLL-ENLAcuteMyeloid Leukaemia (AML) or
hematopoietic progenitor cells (seeNote 1) in a final volume of
1 mL Iscove’s Modified Dulbecco’s Medium (IMDM) without
added serum.

2. 37% Formaldehyde (see Note 2).

3. 1 M Glycine stock solution: Weigh 7.5 g Glycine and add
100 mL water.

4. Phosphate-buffered saline (pH 7.4, Mg2+, Ca2+ free).

2.2 Chromatin

Immunoprecipitation

(ChIP)

1. Immunoprecipitation (IP) Buffer: 50 mM Tris–HCl (pH 7.5),
150 mM NaCl, 5 mM EDTA, 0.5% (v/v) NP40, 1% (v/v)
TritonX-100 (see Note 3), 1� Roche Complete Protease
Inhibitor Cocktail (see Note 4).

2. Rabbit anti-sera for immunoprecipitations: antibodies against
histones, such as 2 μg/mL final concentration rabbit-raised
anti-histone H3K27Me3 and H3K4Me3. For control antibo-
dies, use 2 μg/mL final concentration isotype-matched Nor-
mal Rabbit IgG (see Note 5).

3. 50% slurry of protein-A-sepharose beads (see Note 6).

4. 2 μg/mL RNAse A.

5. 20 μg/μL proteinase K.

6. Elution Buffer: 1% (w/v) SodiumDodecyl Sulfate (SDS; w/v),
0.1 M NaHCO3 (see Note 7).

7. Qiagen Qiaquick PCR Purification kit (see Note 8).

3 Methods

3.1 Formaldehyde

Fixation of Cultured

Cells

1. Aliquot 1� 107 cultured cells (seeNote 9) in 1 mL IMDM into
a 10 mL tube. Add 40 μL of 37% Formaldehyde solution to the
side of the tube then mix through immediately by vortexing
(final concentration 1.4%). Incubate at room temperature for
10 min on a rolling platform to facilitate efficient mixing of the
sample.
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2. Add 141 μL 1 M Glycine to fixed cells (final concentration
125 mM) to quench any unreacted Formaldehyde. Incubate at
room temperature for 5 min on a rolling platform to facilitate
efficient mixing of the sample.

3. To remove traces of Formaldehyde, wash cells twice with PBS.
Pellet fixed cells by centrifugation in a benchtop swing out
bucket centrifuge at 2000 � g for 5 min.

4. Remove supernatant using a p1000 pipette and disrupt the cell
pellet by gently flicking the tube.

5. Using a 10 mL pipette add 10 mL PBS to tube and mix by
inversion.

6. Pellet fixed cells by centrifugation in a benchtop swing out bucket
centrifuge (2000� g for 5 min) and pour off supernatant.

7. Repeat steps 6 and 7 to complete second wash, then
re-suspend cell pellet in residual PBS and transfer to 1.5 mL
Eppendorf tube.

8. Pellet cells in a benchtop swing out bucket centrifuge
(2000 � g for 5 min) and remove final traces of PBS from cell
pellet using a p200 pipette (see Note 10).

9. At this point in the procedure the fixed cell pellet can be snap
frozen in liquid nitrogen and stored at �80 �C for short
periods (up to 1 week), or processed immediately for ChIP
(Subheading 3.2). Note that chromatin yields are best from
freshly fixed cell pellets.

3.2 ChIP Assay DAY 1.

1. If using frozen fixed cell pellets, allow samples to thaw on ice.

2. Lyse the cells with 1mL of chilled IP buffer by pipetting up and
down ten times then incubate the sample on ice for 10 min.

3. Pellet cell nuclei by centrifugation at 12,000 � g for 1 min at
4 �C in a benchtop fixed angle centrifuge.

4. Remove supernatant and being careful not to disturb the pellet,
wash nuclei with 1 mL IP buffer by pipetting up and down ten
times.

5. Pellet cell nuclei (12,000� g for 1 min at 4 �C) and re-suspend
in 130 μL of IP buffer and transfer the entire sample to a
CoVaris Microtube (see Note 11).

6. Sonicate the sample using the following settings on the CoVaris
S220 system (see Note 12):

(a) Duty cycle ¼ 10%.

(b) Peak power ¼ 125.

(c) Burst/cycles ¼ 200.

(d) Time ¼ 30 min.
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7. Carefully remove the lysate from the CoVaris Microtube using
a p200 pipette and transfer to a pre-chilled Eppendorf tube (see
Notes 13 and 14).

8. Clear the sample of any particulate matter by centrifuging at
12,000� g for 10 min at 4 �C and transfer the supernatant to a
pre-chilled Eppendorf tube.

9. Transfer 10 μL of the sample (Whole Cell Extract (WCE)) to a
new Eppendorf tube, snap freeze in liquid nitrogen and store at
�20 �C (see Note 15).

10. Dilute the remaining sample with IP buffer so that each immu-
noprecipitation is performed with 100 μL of cleared chroma-
tin. For example, if 4 immunoprecipitations are to be
performed then dilute the sample to 400 mL.

11. Transfer 100 μL of the diluted chromatin to a new pre-chilled
Eppendorf tube and add 900 μL of IP buffer.

12. Add 2 μg of either IgG (control) or H3K27Me3 and
H3K4Me3 antibodies to each sample and incubate on a rolling
platform in a cold room overnight.

DAY 2.

13. Clear the sample of any particulate matter by centrifuging at
12,000 � g for 10 min at 4 �C.

14. Equilibrate the requisite amount of protein-A-sepharose beads
for 20 μL for each IP by washing the beads three times in 1 mL
cold IP buffer (see Note 16).

15. Re-suspend the beads in the amount of IP buffer equal to the
original volume (to make a 50% slurry) and aliquot 20 μL into
pre-chilled Eppendorf tubes (see Note 17).

16. Add the top 900 μL of cleared chromatin to the pre-washed
beads and incubate on a rolling platform in a cold room for 1 h.
Beads require six washes with 1 mL IP buffer to remove con-
taminating proteins.

17. Centrifuge the sample at 300� g for 2 min at 4 �C and remove
supernatant (see Note 18).

18. Wash the beads by gently re-suspending them in 1 mL IP
buffer then centrifuge the sample at 300 � g for 2 min at
4 �C and remove supernatant (see Note 18).

19. Repeat this step five times.

20. To elute the DNA, after the final wash step re-suspend the
beads in 250 μL freshly prepared Elution Buffer and place
Eppendorf tubes on a rotating wheel at room temperature for
15 min.

21. Centrifuge the sample at 300� g for 2 min at 4 �C and remove
the supernatant to a fresh Eppendorf Tube (see Note 19).
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22. Add a second volume (250 μL) freshly prepared Elution Buffer
and place Eppendorf tubes on a rotating wheel at room tem-
perature for 15 min.

23. Centrifuge the sample at 300� g for 2 min at 4 �C and add the
supernatant to the first volume (total 500 μL; see Note 19).

24. Remove WCE sample from �20�C storage (from step 9) and
make up to 500 μL with Elution buffer.

25. From this point in the ChIP procedure treat all samples in the
same manner. To reverse DNA-protein crosslinks add 20 μL of
5 M NaCl to each sample.

26. To degrade contaminating RNA, add 2 μL of RNAse A to each
sample.

27. Incubate samples on a heat block at 65 �C for 4 h.

28. To degrade proteins, add 1 μL of proteinase K and incubate on
a heat block at 65 �C for 1 h.

29. Extract the DNA using the Qiaquick PCR Purification kit (see
Note 20). The purified DNA is now able to be used in DNA
sequencing (ChIP-Seq) or quantitative PCR (ChIP-PCR).

3.3 Quantitative PCR

(ChIP-PCR) and DNA

Sequencing (ChIP-

Seq)

1. Quantitative qPCR reactions are performed using Promega
GoTaq qPCR mix and run on a LightCycler 480 Real-Time
PCR System to determine the percentage of input chromatin
that is precipitated in each sample [5].

2. ChIP-Seq DNA libraries can be constructed using Illumina
TruSeq Nano DNA sample preparation according to the man-
ufacturer’s instructions and sequenced on an Illumina NextSeq
500. For chromatin wide differential analysis of chromatin
marks, at least 20 million 150 bp single-end reads should
ideally be obtained for bioinformatic analysis as described [5].

4 Notes

1. For fetal liver derived HSPC ChIP-seq experiments, as few as
250,000 cells have been used [7, 8]. For in vitro cultured
myeloid progenitors [6], to obtain sufficient cells for ChIP,
flow cytometry sorted and purified LSKs were expanded in
IMDM +10% FCS in the presence of IL-3 (10 ng/mL) and
SCF (25 ng/mL) for 5 days prior to analysis. LSK: L¼ Lineage
negative (bone marrow depleted for mature blood cells using
antisera specific for CD4, CD8, B220, CD19, Gr1, Mac1 and
Ter119 markers), S ¼ Sca1 positive, K ¼ Kit positive.

2. Formaldehyde is a possible carcinogen and should be used in a
fume hood to avoid inhalation of vapors.
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3. Allow at least 2 h when making up stock solutions of NP40 and
TritonX-100 in 50 mL tubes. To avoid generating bubbles,
place mixtures on rolling platform and allow mixing to occur
slowly.

4. Protease inhibitors are purchased as tablets from Roche and
inhibit a broad range of serine, cysteine, and metalloproteases,
as well as calpains. Protease inhibitors should be added to
freshly prepared IP buffer.

5. The IgG control is useful in ChIP-qPCR as a negative control.

6. Protein-A-Sepharose beads should be equilibrated in the
desired buffer prior to use. Follow the manufacturer’s instruc-
tions to reconstitute the beads and wash the beads in 1 mL IP
buffer at least three times prior to use. Alternatively, Protein
A/G conjugated-magnetic beads (e.g., ChIP-Grade Protein G
Magnetic Beads) can be used in place of Sepharose beads.

7. SDS is an irritant by inhalation. To avoid breathing dust, SDS
should be weighed out in a fume cupboard and a respirator
should be worn. Elution Buffer should bemade up freshly from
stock solutions before use.

8. Alternatively, the Zymo ChIP DNA Clean and Concentrator
kit can be used for DNA purification and removal of SDS and
0.1 M NaHCO3.

9. The viability of the AML cells should be tested prior to pro-
ceeding with the ChIP protocol. Best results are expected when
viability of cells is 80% or greater. It is recommended that cell
lines be passaged 1 or 2 days prior to the day of the experiment
so that cell density is optimal for viability (i.e., 2–3 � 106 cells
per 10 mL culture).

10. For efficient cell lysis all traces of PBS should be removed from
the pellet. Care should be taken at this point to avoid aspirating
cells in the last few microliters of PBS.

11. The Covaris Microtube is available with re-sealable pre-cut
septa lids to make loading and removal of the small sample
volume easier and to minimize sample loss. To add the sample
to the tube, load a p200 pipette tip with 130 μL sample using a
p200 pipette and push the tip through the pre-cut septa lid.
Push the tip to the bottom of the tube, then as the sample is
dispensed, slowly withdraw the tip from the tube. This will
minimize the incorporation of trapped air in the tube which
reduces the amount of sample that can be loaded and alters the
efficacy of sonication.

12. This protocol has been optimized for DNA fragmentation of
mouse Bone-Marrow derived MLL-ENL AML cell lines and
LSK cultures using the Covaris S220 system. The optimal
technical parameters for DNA fragmentation of cell lines
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from other sources and/or with alternative sonicators will need
to be determined by the user. The Covaris S220 system was
utilized for sample preparation because it prevents sample over-
heating and facilitates shearing of genomic DNA into approxi-
mately nucleosome sized fragments (~150–300 bp), which
provides the highest resolution possible for histone ChIP.

13. To remove the sample from the Covaris Microtube, use a p200
pipette. Push the tip through the pre-cut septa lid and aspirate
the sample whilst pushing the tip into the tube.

14. The sample can be analysed on a 1% agarose (w/v) gel or
Tapestation device (Agilent technologies) or similar Bioanaly-
ser, to determine the size range of sheared chromatin. To do
this, treat the sample as described for the WCE. If using a
different cell type, determine the minimum sonication time
that will facilitate shearing of the genomic DNA to approxi-
mately nucleosome sized fragments (~150–300 bp on
average).

15. The Whole Cell Extract (WCE) chromatin sample is the pre-IP
material. When processed as described in steps 25–29, it is
used as baseline control in qPCR analysis to calculate the
relative amount of signal for a given amplicon pre- and post-
IP (i.e., % enrichment post IP) and used to make a library of the
total input genomic DNA for next generation sequencing
analysis.

16. Wash steps are performed using IP buffer without added pro-
tease inhibitors.

17. To enable accurate aliquoting of small volumes of Protein-A-
Sepharose beads, we recommend that the end 2 mm of the
p200 tip be removed with a clean pair of scissors.

18. When aspirating the wash fractions, it is recommended that a
suction device with a long Pasteur pipette with a p200 tip
attached be used to avoid inadvertently disturbing the beads.

19. Take care when removing the supernatant not to disturb the
pelleted Protein-A-Sepharose beads.

20. A large volume of Binding Buffer (PB) is required. The Qia-
quick PCR Purification kit protocol stipulates that 5 volumes
of PB buffer are required to add to the sample to be purified,
which in this case is 200 μL (5� 200 μL¼ 1 mL). The loading
capacity of the purification columns used in the kit is ~800 μL,
so 750 μL of each sample is loaded, centrifuged at 17,900 � g
for 1 min and the supernatant discarded and this procedure
repeated again until the entire sample is run through.
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Chapter 16

Analysis of DNA Methylation in Tissues Exposed
to Inflammation

Naoko Hattori and Toshikazu Ushijima

Abstract

Induction of aberrant DNA methylation is one of the most important mechanisms mediating the effect of
inflammation on cancer development. Aberrant methylation of promoter CpG islands of tumor suppressor
genes can silence their downstream genes, and that in cancer tissues is associated with prognosis or
therapeutic effects. In addition, aberrant methylation can occur in tissues exposed to specific types of
inflammation, producing a so-called “epigenetic field for cancerization,” and its accumulation is correlated
with cancer risk. Thus, aberrant methylation at specific loci is an important biomarker and mediator of the
carcinogenic effect of inflammation. DNA methylation at specific genomic regions can be analyzed by
various methods based upon bisulfite-mediated DNA conversion, which specifically converts unmethylated
cytosines into uracils under appropriate conditions. Methylation-specific PCR (MSP), quantitative MSP,
and bisulfite sequencing are widely used, and this chapter provides protocols for bisulfite-mediated
conversion, quantitative MSP, and bisulfite sequencing.

Key words DNA methylation, Bisulfite-mediated conversion, Methylation-specific PCR (MSP),
Bisulfite sequencing

1 Introduction

Aberrant DNA methylation is involved in cancer development and
progression because DNA methylation patterns are inherited with
high fidelity in somatic cells and DNA methylation of promoter
CpG islands can silence its downstream genes [1, 2]. In cancer,
methylation silencing of tumor suppressor genes is one of the major
mechanisms of their inactivation, along with mutations and chro-
mosomal losses (Fig. 1). Aberrant methylation at a specific locus is
associated with patient prognosis and therapeutic effects in specific
types of cancers [3]. In addition, aberrant methylation occurs in
non-cancerous tissues, particularly inflammation-associated can-
cers, and produces a so-called “epigenetic field for cancerization”
[4]. The epigenetic field for cancerization is characterized by accu-
mulation of aberrant methylation of various genes in a tissue
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without clonal lesions and its severity is correlated with cancer risk
[5, 6]. These lines of evidence demonstrate the importance of
analyzing aberrant methylation at specific regions.

For region-specific methylation analysis, a variety of methods
are available. Most widely used methods depend on bisulfite-
mediated conversion, which converts unmethylated cytosine
(C) into uracil (U) rapidly but methylated C extremely slowly [7]
(Fig. 2). Therefore, differences in methylation status can be inter-
preted as differences in DNA sequence by bisulfite-mediated con-
version. Differences in DNA sequences can be readily detected by
various methods, such as sequencing (bisulfite sequencing), PCR
[methylation-specific PCR (MSP) and quantitative MSP], restric-
tion enzyme digestion (combined bisulfite restriction analysis), and
other single nucleotide difference-detection methods (pyrosequen-
cing and MassARRAY® analysis).

Among these methods, conventional and quantitative MSP and
bisulfite sequencing are widely used because of their flexibility for
selecting a genomic region to analyze and their technical simplicity.
Conventional and quantitative MSP detect the methylation statuses
of multiple CpG sites at PCR primer sites by using primers specific to
methylated or unmethylated sequences [8] (Fig. 3a). The amounts of
PCR products indicate methylated and unmethylatedDNA. Bisulfite
sequencing can analyze individualCpG sites betweenPCRprimers by
sequencing a PCR product amplified using bisulfite-converted DNA
and PCR primers common to methylated and unmethylated
sequences (Fig. 4) [9]. A combination of bisulfite sequencing and

Fig. 1 Mechanisms for inactivation of a tumor suppressor gene. There are three
major mechanisms for inactivating a tumor suppressor gene: mutation, chromo-
somal loss, and aberrant DNA methylation of its promoter CpG island
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next-generation sequencing (AmpliconBS) enables analysis of a large
number of molecules, and accurately detects methylation levels
[10, 11] (Fig. 4c). The number of sequence reads with cytosine and
thymine at a CpG site indicates the numbers of methylated and
unmethylated C, respectively, in the original DNA.

In this chapter, we provide protocols and tips necessary to
perform bisulfite-mediated conversion, quantitative MSP, and
bisulfite sequencing, which are the most popular methods for
evaluating gene-specific DNA methylation.

2 Materials

2.1 Bisulfite-

Mediated Conversion

Bisulfite-mediated conversion involves DNA denaturation, bisulfite
conversion, DNA purification, and desulfonation. The reagents for
all steps can be prepared in the laboratory, but multiple companies
provide kits for all of the steps.
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Fig. 2 Principles of DNA methylation detection by bisulfite-mediated conversion. Unmethylated cytosines are
converted rapidly into uracil by deamination, whereas methylated cytosines are converted extremely slowly.
The difference in methylation status of a CpG site can be converted into a difference of sequence, UpG or CpG.
After bisulfite-mediated conversion, the upper and lower strands are no longer complementary
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Fig. 3 Principle of MSP and strategies for quantifying methylation levels. (a) Principles of quantitative MSP.
Methylation statuses at several CpG sites within primer sequences are evaluated by performing PCR with
primers specific to methylated or unmethylated sequence (M-primer and U-primer). Methylated and unmethy-
lated CpG sites are shown with closed and open circles, respectively. (b) Quantification of methylated and
unmethylated DNA molecules using standard DNA samples. A test sample, control DNA samples (fully
methylated DNA and fully unmethylated DNA), and standard DNA samples are amplified with M-primer or
U-primer. Numbers of methylated or unmethylated DNA molecules can be quantified by comparing the
amplification curve of the test sample with those of standard DNA samples containing known numbers of
DNA molecules. Methylation level is calculated using the following formula; methylation level
(%) ¼ 100 � (number of methylated DNA molecules)/(number of methylated DNA molecules + number of
unmethylated DNA molecules)
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2.1.1 Conventional

Protocol for Bisulfite-

Mediated Conversion

1. 6 M NaOH: Prepare fresh. Dissolve 3 g of NaOH (pellet) in
12.1 mL of distilled water. This will make 15 mL of
6 M NaOH.

2. Sodium metabisulfite (Na2S2O5).

3. 4.04 M sodium bisulfate (NaHSO3): Prepare fresh. Dissolve
1.92 g of sodium metabisulfite in 4.4 mL of distilled water.
This will make 5 mL of 4.04 M NaHSO3.

4. 10 mM hydroquinone (HQ): Prepare fresh. Dissolve 11 mg of
hydroquinone in 10 mL of distilled water. This will make
10 mL of 10 mM HQ.

5. 1 μg of genomic DNA (see Note 1).

6. Thermal cycler.

7. DNA Purification kit, and 80% ethanol.
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Fig. 4 Bisulfite sequencing. (a) Principle of bisulfite sequencing. Bisulfite-converted DNA is amplified by PCR
with primers covering no CpG sites (universal-primers). For conventional bisulfite sequencing, the PCR product
is cloned and then individual clones are sequenced. Combining this method with next-generation sequencing
is known as amplicon bisulfite sequencing, which leads to more accurate assessment of methylation levels.
(b) Optimization of bisulfite sequencing. The influence of primers on PCR efficiency was examined by
amplifying fully methylated DNA and fully unmethylated DNA by real-time PCR. (c) Representative data of
amplicon bisulfite sequencing. Amplicon bisulfite sequencing can evaluate DNA methylation level of numerous
DNA clones. Aberrant methylation of a CpG island was induced by Helicobacter pylori infection in gastric
mucosae of Mongolian gerbil. The data was adopted from our previous report [11]
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8. 1� Tris-EDTA (TE) buffer (pH 8.0): 10 mM Tris–HCl
(pH 8.0) and 1 mM EDTA (pH 8.0).

2.1.2 Bisulfite-Mediated

Conversion Using a Kit

1. EZ DNA Methylation™ Kit (see Note 2).

2. 1 μg of genomic DNA (see Note 1).

3. Thermal cycler.

2.2 Preparation

of Control DNA

PCR conditions, including optimal primers and the optimal anneal-
ing temperature, should be determined using fully methylated and
fully unmethylated DNA controls [12].

2.2.1 Preparation of Fully

Unmethylated DNA

1. Genomic DNA from normal cells, such as blood DNA, from a
healthy individual.

2. Illustra GenomiPhi HY Kit.

3. Sample Buffer and Reaction Buffer: Supplied with GenomiPhi
HY Kit.

4. Phenol, saturated with TE buffer (pH 7.9).

5. Chloroform.

6. 100%/70% ethanol.

7. 1� Tris–EDTA (TE) buffer (pH 8.0): 10 mM Tris–HCl
(pH 8.0) and 1 mM EDTA (pH 8.0).

8. 3 M sodium acetate, pH 5.2.

2.2.2 Preparation of Fully

Methylated DNA

1. CpG methyltransferase (M. SssI).

2. 200� S-Adenosylmethionine [SAM] (see Note 3). Supplied
with SssI methylase.

3. 10� SssI buffer (see Note 4): 500 mM NaCl, 100 mM
Tris–HCl (pH 7.9), and 100 mM EDTA.

2.3 Preparation

of Standard DNA

for Quantitative MSP

To estimate the degree of DNA degradation during bisulfite con-
version and to quantify DNA methylation levels by quantitative
MSP, standard DNA with known numbers of DNA molecules is
necessary (Fig. 3b). This sample can be prepared in two ways. First,
the PCR product can be conveniently purified with a gel-filtration
column to remove unreacted nucleotides and primers. Second, the
PCR product is cloned into a plasmid, and the plasmid is linearized
by a restriction enzyme to produce accurate amounts of standard
DNA. Because the protocol for standard DNA is not specific for
quantitative MSP but is widely used for real-time PCR, we do not
provide the detailed protocol.
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2.4 Quantitative MSP 1. AmpliTaq Gold (see Note 5).

2. 10� PCR and dNTPs: Supplied with AmpliTaq Gold.

3. SYBR Green I: Prepare by dissolving 10,000� concentrate
SYBR® Green I in DMSO. Dispense into small aliquots in
light-shielding tubes, and store at �20 �C.

4. Real-time PCR machine.

2.5 Bisulfite

Sequencing

Bisulfite-converted DNA is amplified by PCR using primers located
in genomic regions lacking CpG sites. In conventional bisulfite
sequencing, the PCR product is sequenced after cloning. In ampli-
con bisulfite sequencing, the PCR product is used to prepare a
library for next-generation sequencing.

2.5.1 Conventional

Bisulfite Sequencing

1. AmpliTaq Gold (see Note 5).

2. 10� PCR and dNTPs: Supplied with AmpliTaq Gold.

3. PCR cloning kit: e.g., pGEM®-T Easy Vector Systems.

4. Competent Escherichia coli: e.g., XL1-blue.

5. Agar medium for transformation containing IPTG, X-gal, and
appropriate antibiotics.

6. Reagents and equipment for Sanger sequencing.

7. Web tool for analysis of methylation data: e.g., QUMA
(http://quma.cdb.riken.jp/top/index.html); BiQ Analyzer
(http://biq-analyzer.bioinf.mpi-inf.mpg.de).

2.5.2 Amplicon Bisulfite

Sequencing Using a Next-

Generation Sequencer

1. AmpliTaq Gold: (see Note 5).

2. 10� PCR and dNTPs: Supplied with AmpliTaq Gold.

3. Purification kit of PCR product.

4. Reagents for a DNA library preparation: Depends on the next-
generation sequencer platform being used.

5. Tool to map bisulfite-converted sequence reads and determine
cytosine methylation status: e.g., Bismark (Babraham Bioinfor-
matics) (https://www.bioinformatics.babraham.ac.uk/projects/
bismark/).

3 Methods

3.1 Bisulfite-

Mediated Conversion

During bisulfite-mediated conversion, DNA degradation is
induced and the number of DNA molecules that can serve as a
PCR template decreases to 5–10% of the original DNA [13]. There-
fore, two important issues in bisulfite-mediated conversion are
(1) avoiding DNA degradation as much as possible and (2) achiev-
ing complete conversion of unmethylated cytosine to uracil.
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3.1.1 Conventional

Protocol for Bisulfite-

Mediated DNA Conversion

1. Prepare the following reaction mixture. This will make 120 μL
of solution (3.6 M sodium bisulfite and 0.6 mMHQ, pH 5.0).

4.04 M sodium bisulfite 107 μL

10 mM HQ 7 μL

6 M NaOH 6 μL

2. Add 1 μL of 6 M NaOH to 19 μL of a DNA solution contain-
ing 1 μg of DNA.

3. To denature DNA, incubate at 37 �C for 15 min.

4. Add the reaction mixture prepared in step 1 to the denatured
DNA solution.

5. Incubate the sample under condition of 15 cycles of 30 s at
95 �C and 15 min at 50 �C.

6. To purify the converted DNA using a Zymo-spin column,
transfer the DNA solution to a new tube.

7. Add 600 μL of M-Binding Buffer and then mix.

8. Load the sample into a Zymo-spin column and centrifuge at
full speed for 1 min. Discard the flow-through. Repeat this step
to centrifuge the remaining sample.

9. Add 200 μL of 80% ethanol and centrifuge at full speed for
1 min. Discard the flow-through.

10. For desulfonation, prepare the following mixture of NaOH
and ethanol.

Distilled water 10 μL

100% ethanol 100 μL

6 M NaOH 1.7 μL

11. Add 100 μL of the mixture of NaOH and ethanol and let the
mixture stand at room temperature for 15 min.

12. After incubation, centrifuge at full speed for 1 min.

13. Add 200 μL of 80% ethanol and centrifuge at full speed for
1 min. Discard the flow-through.

14. Add another 200 μL of 80% ethanol and centrifuge for an
additional 3 min. Remove the 80% ethanol completely.

15. Place the column into a 1.5 mL tube. Add 22 μL of TE Buffer
directly to the column and let the tube stand at room tempera-
ture for 1 min.

16. To elute the DNA, centrifuge at full speed for 1 min.

17. Repeat steps 15 and 16.

18. The DNA can be stored at �20 �C (see Note 6).
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3.1.2 Bisulfite-Mediated

Conversion Using a Kit

Bisulfite-mediated conversion and DNA purification should be
conducted according to the manufacture’s protocol. The storage
condition of the converted DNA is important (see Note 6).

3.2 Preparation

of Control DNA (Fully

Unmethylated

and Fully Methylated

DNA)

Fully unmethylated DNA is prepared by amplifying normal cell
DNA, such as blood DNA from a healthy individual, 1000 times
twice with the GenomiPhi DNA amplification system. Because
DNA methylation is not introduced during in vitro amplification,
amplification by 106 times eliminates virtually all DNAmethylation
in the original DNA from normal cells.

Fully methylated DNA should be prepared from the fully
unmethylated DNA using SssI methylase. This will eliminate the
concern that fully unmethylated and methylated DNA are present
in different copy numbers at individual genomic loci.

3.2.1 Preparation of Fully

Unmethylated DNA

1. Prepare the DNA solution by adding of 10 ng of genomic
DNA in 2.5–22.5 μL of Sample Buffer.

2. Incubate at 95 �C for 3 min to denature the DNA and then
place the sample on ice immediately.

3. Prepare the following enzyme mixture.

Reaction buffer 22.5 μL

Enzyme mix 2.5 μL

4. Mix the DNA solution (step 1) and enzyme mixture.

5. Incubate the mixture at 30 �C for 4 h.

6. Place the mixture at 65 �C for 10 min to inactivate the enzyme.

7. Perform phenol extraction twice and chloroform extraction
twice and then precipitate the DNA by ethanol precipitation.

8. Dissolve the pellet in 100 μL of TE.

9. Quantify the DNA concentration.

10. Repeat steps 1–7. Prepare multiple tubes for reaction.

11. Dissolve the pellet in 30 μL of TE.

12. Quantify the DNA concentration (see Note 7).

3.2.2 Preparation of Fully

Methylated DNA

1. Prepare the following reaction mixture.

GenomiPhi-amplified DNA 20 μg

32 mM SAM (thaw fresh) 1.5 μL

SssI methylase (4 U/μL) 15 μL

Nuclease-free water to a final volume of 300 μL

2. Incubate at 37 �C for 15 min.
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3. Add 1.5 μL of 32 mM SAM and 15 μL of SssI methylase.

4. Incubate at 37 �C for 1 h.

5. Extract DNAwith phenol twice, chloroform twice, and ethanol
precipitation.

6. After ethanol precipitation, dissolve the DNA pellet in 50 μL
of TE.

7. Repeat steps 1–5.

8. Dissolve the DNA pellet in 50 μL of TE.

9. Quantify the solution.

3.3 Primer Design

for MSP

Primers (M-primer to amplify methylated DNA and U-primer to
amplify unmethylated DNA) can be designed using software [e.g.,
Methyl Primer Express® (Applied Biosystems) (www.appliedbiosys
tems.jp/website/methylprimerexpress.html), BiSearch (http://
bisearch.enzim.hu), MethPrimer (http://www.urogene.org/cgi-
bin/methprimer)].

The following issues should be noted for the design of primers
with high specificity using a top strand. If designing good primers
using the top strand is difficult, the bottom strand can be used.
However, note that C (or T) recognized by a specific primer will
shift from C to G at a CpG site.

l Length of PCR product: 85–150 bp.

l 30 terminal of upper primer: C at a CpG site.

l 30 terminal of lower primer: G at a CpG site.

l G + C content before bisulfite conversion: 50%.

l Number of CpG sites: 2–5 sites per primer.

l M- and U-primers are ideally located at the same positions, but
may be shifted to share some positions.

3.4 Optimization

of Real-Time MSP

Quantitative MSP enables accurate, sensitive, and quantitative
assessment of DNA methylation levels. Under appropriate condi-
tions, DNA methylation levels obtained by quantitative MSP show
�20% variation in the methylation level. The specificity of
M-primers and U-primers is the most important issue. The anneal-
ing temperature and magnesium ion concentration should be opti-
mized using fully methylated and fully unmethylated DNA controls
(Fig. 3b).

1. Prepare the reaction mixture. Fully methylated and fully
unmethylated DNA samples are used as template DNA.
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10� PCR buffer (15 mM MgCl2) 5 μL

2 mM dNTPs 5 μL (final conc. 0.2 mM)

10 μM Forward primer 1 μL (final conc. 0.2 μM)

10 μM Reverse primer 1 μL (final conc. 0.2 μM)

AmpliTaq Gold (5 U/μL) 0.2 μL

Bisulfite-converted DNA 1 μL

SYBR Green I 0.1 μL

Nuclease-free water to a final volume of 50 μL

2. Perform the PCR under the following condition (see Note 8).

Stage Step Temperature Time

Holding Initial denaturation 95 �C 10 min

Cycling (�40) Denaturation 95 �C 30 s

Annealing 53–60 �C 30 s

Extension 72 �C 30 s

Cycling Dissociation 50 ! 95 �C

3. Determine an optimal condition based on the amplification
curve (Fig. 3b) and melting curve. The amplification curve
under appropriate conditions shows a steep increase during
an early PCR cycle, and a flat plateau for target methylated
(or unmethylated) DNA. The derivative of the melting curve of
the target DNA should show a single sharp peak. Non-target
DNA should not be amplified in early cycles, and the derivative
of PCR products produced in late cycles, if any, should not
overlap with that of the target DNA.

4. The PCR product showing good amplification can be used as
the template for standard DNA.

3.5 Quantitative MSP

Using Test Samples

DNA methylation level of test samples can be estimated by real-
time MSP using standard DNAs, test samples, control DNA sam-
ples (fully methylated DNA and fully unmethylated DNA), and a
negative control (nuclease-free water).

1. Prepare the reaction mixture. PCR should be performed sepa-
rately using M-primer or U-primer, which may require differ-
ent conditions.
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10� PCR buffer (15 mM MgCl2) 5 μL

2 mM dNTPs 5 μL (final conc. 0.2 mM)

10 μM Forward primer 1 μL (final conc. 0.2 μM)

10 μM Reverse primer 1 μL (final conc. 0.2 μM)

AmpliTaq Gold (5 U/μL) 0.2 μL

Bisulfite-converted DNA 1 μL

SYBR Green I 0.1 μL

Nuclease-free water to a final volume of 50 μL

2. Perform the PCR under the following condition.

Stage Step Temperature Time

Holding Initial denaturation 95 �C 10 min

Cycling (�40) Denaturation 95 �C 30 s

Annealing x �Ca 30 s

Extension 72 �C 30 s

Cycling Dissociation 50 ! 95 �C
aThe annealing temperature is determined in Subheading 3.4.

3. Make a calibration curve using standard DNA samples.

4. Calculate the absolute copy number of test samples by compar-
ing the amplification curve of the test samples with those of
standard DNA samples. Methylation level is calculated using
the following formula;

Methylation level %ð Þ ¼ 100� number of methylated DNA moleculesð Þ=
number of methylated DNA moleculesþ number of unmethylated DNA moleculesð Þ:

3.6 Primer Design

for Bisulfite

Sequencing

The primers for bisulfite sequencing can be designed using software
[e.g., Methyl Primer Express®, BiSearch (http://bisearch.enzim.
hu), MethPrimer (http://www.urogene.org/cgi-bin/meth
primer)].

The following issues should be noted for designing primers
with high specificity:

l No CpG sites in the primer sequence.

l Inclusion of C of the original DNA in the primer sequence.

l The length of primer: 25–40 mer.

l G + C contents before bisulfite conversion: ~40%.

l Length of the PCR product: 100–300 bp.
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3.7 Optimization

of PCR for Bisulfite

Sequencing

For bisulfite sequencing, depending on the PCR conditions, PCR
bias may lead to preferential amplification of either unmethylated or
methylated DNA [14]. To avoid PCR bias, a PCR condition that
amplifies fully methylated and fully unmethylated DNA controls
equally should be established by selecting optimal primers and an
optimal annealing temperature (Fig. 3b). Additionally, PCR cycles
should be minimized if a sufficient amount of PCR product for
cloning is obtained. Excessive PCR cycles cause denaturation of the
PCR product in the absence of Taq polymerase activity and produce
an amplification of chimeric products not present in the template
DNA. Excessive PCR cycles also exaggerate the differences in PCR
efficiency between methylated and unmethylated DNA.

To optimize PCR condition and cycles, real-time PCR is prefera-
ble using fully methylated and fully unmethylated DNA as template
DNA.

1. Prepare the following reaction mixture.

10� PCR buffer (15 mM MgCl2) 5 μL

2 mM dNTPs 5 μL (final conc. 0.2 mM)

10 μM Forward primer 1 μL (final conc. 0.2 μM)

10 μM Reverse primer 1 μL (final conc. 0.2 μM)

AmpliTaq Gold (5 U/μL) 0.2 μL

Bisulfite-converted DNA 1 μL

SYBR Green I 0.1 μL

Nuclease-free water to a final volume of 50 μL

2. Perform the PCR under the following conditions (seeNote 8).

Stage Step Temperature Time

Holding Initial denaturation 95 �C 10 min

Cycling (�40) Denaturation 95 �C 30 s

Annealing 53–60 �C 30 s

Extension 72 �C 30 s

Cycling Dissociation 50 ! 95 �C

3.8 Bisulfite

Sequencing and Data

Analysis

3.8.1 Conventional

Protocol for Bisulfite

Sequencing

1. After determining the best PCR conditions, perform PCR
using the sample.

2. For cloning, mix the reactions by pipetting.

2� Rapid Ligation Buffer, T4 DNA Ligase 5 μL

50 ng pGEM®-T East Vector 0.2 μL

PCR product 3.8 μL

T4 DNA Ligase 1.0 μL

Nuclease-free water to a final volume of 10 μL

Gene-Specific DNA Methylation Analysis 197



3. Incubate the reactions for 1 h at room temperature.

4. Transform high-efficiency competent cells (e.g., XL1-blue).

5. After overnight incubation, pick at least 24 white colonies.

6. Isolate the plasmid DNA and sequence the DNA with a Sanger
sequencer.

7. Analyze DNAmethylation status by comparing the sequencing
data with the sequence before bisulfite conversion. This com-
parison can be automatically conducted using web tools.

3.8.2 Protocol

for Amplicon Bisulfite

Sequencing Using a Next-

Generation Sequencer

1. Perform PCR using a sample and stop the PCR before the
amplification reaches a plateau.

2. Purify the PCR products following the manufacturer’s
protocol.

3. Prepare a DNA library using the reagents for a next-generation
sequencer.

4. Perform sequencing with a next-generation sequencer.

5. Convert the sequences obtained to CpG methylation statuses
using a tool such as Bismark.

6. Calculate the fraction of methylated molecules in the total
number of DNA molecules (methylated molecules plus
unmethylated molecules).

4 Notes

1. Quantify after restriction digestion (avoid a site that affects
PCR using your primers) and removal of RNA by RNase A
treatment. Fragmented or low-grade DNA does not require
digestion by a restriction enzyme.

2. Among commercially available kits, we found this kit to be
most suitable by assessing both the maintenance of DNA
integrity (number of DNA molecules remaining as a PCR
template) and conversion efficiency (rate of conversion of
unmethylated cytosines to uracils).

3. Dispense into 5 μL of aliquot after the first melting of a
purchased solution and store at �80 �C because SAM is very
unstable. Do not use again after melting the aliquot.

4. This buffer is more effective than the buffer provided by the
manufacture.

5. The most suitable polymerase may differ depending on the
G + C content and length of the regions analyzed, and several
enzymes should be tested.

6. Bisulfite-converted DNA should be stored at�20 �C. To avoid
repeated freeze-thaw cycles, DNA should be aliquoted.
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7. Because the DNA amplified using this kit does not contain
methylated cytosine, it can be used as fully unmethylated
DNA. This kit amplifies approximately 5 ng DNA into approx-
imately 5 μg DNA. We typically perform the amplification step
twice to dilute methylated DNA in the original DNA suffi-
ciently and to obtain a large amount of DNA. If the amount
of DNA after amplification is less than expected, amplification
can be performed using another 5 ng DNA.

8. The annealing temperature can be estimated based on the Tm
of each primer set. However, we recommend performing gra-
dient PCR using a 2 �C difference to determine the optimal
annealing temperature.
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Chapter 17

A Comprehensive Protocol Resource for Performing Pooled
shRNA and CRISPR Screens

Leonie A. Cluse, Iva Nikolic, Deborah Knight, Piyush B. Madhamshettiwar,
Jennii Luu, Karla J. Cowley, Timothy Semple, Gisela Mir Arnau,
Jake Shortt, Ricky W. Johnstone, and Kaylene J. Simpson

Abstract

This chapter details a compendium of protocols that collectively enable the reader to perform a pooled
shRNA and/or CRISPR screen—with methods to identify and validate positive controls and subsequent
hits; establish a viral titer in the cell line of choice; create and screen libraries, sequence strategies, and
bioinformatics resources to analyze outcomes. Collectively, this provides an overarching resource from the
start to finish of a screening project, making this technology possible in all laboratories.

Key words Pooled shRNA, Pooled CRISPR, Lentivirus, Drop out screen

1 Introduction

This collection of protocols is designed to provide the reader with
sufficient resources to be able to perform a pooled short hairpin
RNA (shRNA) or CRISPR screen, to identify hits from these
screens through bioinformatics strategies and to validate the targets
identified from the screen in a high throughput manner. There are
many published screens available, but the fine detail is often lost in a
mainstream publication where the biological consequences of
depletion or deletion of the target genes is more important. Screens
such as these are quite complex to perform, particularly on a large
scale but represent the direction many laboratories are taking to
discover new targets for the biological process under investigation.
The protocols presented here were derived whilst performing a
comparative shRNA versus CRISPR screen study to identify genes
regulating cell viability in OPM-2 cells, a human multiple myeloma
cell line. The libraries used represent a boutique collection of genes
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the research team had identified through their own work, through
association of pathways with the disease model and through reviews
of the literature.

We chose to screen both shRNA and CRISPR resources as the
implications of gene depletion versus complete gene deletion were
unknown (Fig. 1a). In addition, recent publications suggest that
CRISPR screens lead to less biological variation thus simplifying hit
calling [1], but also that CRISPR and shRNA technologies act in a
complementary manner revealing different aspects of cell
biology [2].

The basic steps in setting up a pooled screen (Fig. 1b) include
(1) obtaining/designing a pooled library; (2) lentivirus packaging
and titration of pooled library; (3) lentivirus library transduction
and selection; (4) genomic DNA (gDNA) extraction and PCR
amplification; (5) next-generation sequencing (NGS) of amplified
DNA libraries; (6) bioinformatics analysis of sequencing data for hit

Fig. 1 Basic principles of shRNA and CRISPR screening. (a) shRNA and CRISPR are complementary
technologies with fundamentally different mode of action. (i) Upon transcription in the nucleus a short hairpin
RNA (shRNA) undergoes a series of enzymatic steps until it is processed into a short double stranded molecule
(siRNA). The sense (passenger) strand is degraded, and the antisense (guide) strand is loaded into the
RNA-induced silencing complex (RISC) and directed to mRNA that has a complementary sequence. RISC either
cleaves the mRNA or represses its translation. (ii) CRISPR system, in contrast, operates directly on target DNA
locus. Target specific single-guide RNA (sgRNA) navigates the CAS9 nuclease to the DNA locus of interest,
which subsequently introduces a double-stranded break 3 bp upstream of its recognition site (PAM sequence).
The cell then launches a double-stranded break repair mechanism, which in most cases introduces short
insertions and deletions (indels) in the target locus thus subsequently disrupting gene translation. (b) The
scheme outlines a workflow of performed pooled shRNA and CRISPR screens
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identification; and (7) hit validation. Here we describe in detail each
of the steps and provide associated protocols together with exten-
sive notes and discussion on issues we encountered.

Conceptual considerations for setting up an shRNA screen and
a CRISPR screen are largely the same (Fig. 1b), with an added step
of creating Cas9 expressing cells in CRISPR screens. We therefore
structured the Subheading 3 accordingly: key considerations and
basic protocols are described through setting up an shRNA screen
with additional steps and/or differences pertaining to the CRISPR
arm of the experiment. As CRISPR technology is advancing rapidly,
the CRISPR screening-associated protocols have been further opti-
mized and improved compared with the earlier shRNA screening
pipeline, which is described in detail in the Subheading 4.

Finally, key to any successful screen is the choice of cell line(s).
This set of protocols is focused on screening OPM-2 cells, a human
myeloma line that grows in suspension [3]. The protocols provided
are equally adaptable to cells grown in adherent culture. It is
important to note here that cell lines display varying levels of
transducibility, and difficult-to-transduce cell lines may not be the
best choice for performing a pooled screen, especially at a genome-
wide level. The aim of this compendium is to guide you through
these considerations to design the most effective screen for your
experimental conditions and biological question asked.

2 Materials

2.1 General Cell

Culture

All cells are grown under standard incubator conditions of 37 �C
with 5% CO2 unless otherwise indicated. We recommend under-
taking short-tandem repeat (STR) profiling of the cell line(s) used
for screening to ensure you are working with the correct genetic
line from the outset. We also recommend routine mycoplasma
testing of the cell lines. When producing virus or transducing cells
from commercial virus, you must ensure you are working under
appropriate Institute Biosafety guidelines for the safe and effective
work and virus disposal.

1. HEK293T complete medium: Dulbecco’s Modified Eagle’s
Medium (DMEM), 20 mM HEPES, 10% Tet-free fetal bovine
serum (FBS).

2. OPM-2 complete medium: Roswell Park Memorial Institute
(RPMI) 1640, 10% FBS, 1� sodium pyruvate, 1� penicillin–-
streptomycin, 1� GlutaMAX.

2.2 Pooled shRNA

and sgRNA Libraries

1. GIPZ human whole genome shRNA library (GE Dharmacon).

2. Generation of plasmid DNA (single shRNA construct or
pooled) for virus production: grow bacteria taken from glyc-
erol stocks in standard LB-Lennox broth with 100 μg/mL
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carbenicillin selection for 21 h at 37 �C in a bacterial shaker at
200 rpm.

3. QIAGEN Plasmid Maxi Kit.

4. Custom Edit-R lentiviral sgRNA pooled lentivirus library
(GE Dharmacon).

2.3 Virus Production

Reagents

1. 1 mg/mL polyethylenimine (PEI) stock: Heat ultrapure water
to 80 �C and add 50 mg of PEI powder in 50 mL of water. Stir
until all powder is dissolved. Set pH to 7.4 using drops of
concentrated HCl and store at �20 �C in 10 mL aliquots.
Keep a working stock at 4 �C. If the 4 �C stock or the freshly
thawed stock precipitates, place the solution at 37 �C to redis-
solve. Stock can be maintained at 4 �C indefinitely provided no
precipitation occurs. We recommend testing every new batch
before using it in an actual experiment.

2. Lenti-X HTX Packaging Mix 2.

3. Sequa-brene.

4. The nontargeting control in the pGIPZ backbone sequence:
50-ATCTCGCTTGGGCGAGAGTAAG-30.

2.4 Screening

Reagents

1. Annexin V/PI staining solution: 1:100 dilution of Annexin
V-APC and Propidium Iodide (PI) in Annexin binding buffer.

2. Annexing binding buffer: 10 mMHEPES, 140 mMNaCl, 5M
CaCl2.

3. Puromycin dihydrochloride.

4. DNeasy Blood & Tissue kit.

2.5 Next-Generation

Sequencing

Associated Reagents

1. Phusion HSII Polymerase.

2. Taq Polymerase.

3. UltraPure DNase/RNase-Free Distilled Water.

4. 5 M Betaine solution, PCR grade.

5. NucleoSpin Gel and PCR clean-up kit.

6. Agencourt AMPure XP.

7. HiSeq® Rapid SR Cluster Kit v2.

8. HiSeq® Rapid SBS Kit v2.

9. NextSeq® 500 High Output v2 Kit.

10. D1000 Screen Tape (Agilent Genomics).

11. D1000 Reagents (Agilent Genomics).

12. Qubit dsDNA HS Assay Kit.

2.6 Consumables/

Equipment

1. 96-well cell culture multiwell plate.

2. 24-well cell culture multiwell plate.
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3. 6-well cell culture multiwell plate.

4. 96-well PCR plates.

5. 96-well deep well plate.

6. T175 cm2 and T75 cm2 tissue culture flasks.

7. Flow cytometry tubes.

8. Polycarbonate bottles with cap assembly, 26.3 mL volume.

9. Optima L-100XP Ultracentrifuge, rotor 70Ti.

10. FACSVerse flow cytometer.

11. FACSAria Fusion cell sorter.

12. TapeStation 2200.

13. NanoDrop 2000 UV-Vis Spectrophotometer.

14. Qubit 2.0 Fluorometer.

15. HiSeq 2500.

16. NextSeq 500.

3 Methods

3.1 Creating a

Boutique shRNA

Pooled Screening

Library or Individual

shRNA Constructs

The Victorian Centre for Functional Genomics (VCFG) maintains
a pGIPZ-shRNA-miR30 shRNA library as individual constructs in
arrayed format to create boutique pooled libraries or work with
individual genes. The pGIPZ-shRNA-miR30 vector has a turbo
GFP reporter and puromycin selectable marker. The shRNA con-
structs are maintained as individual glycerol stocks in 96-well plate
format and are cherry picked manually using a p200 disposable tip
to scrape a small crystal into 96-well deep well plates containing
1mL of LB-Lennoxmedium containing carbenicillin. Plates are left
shaking for 21 h (200 rpm) in an aerated 37 �C bacterial shaker. To
create a pooled library, on a per plate basis, 500 μL of each well is
removed and pooled. The remaining 500 μL of culture is used to
generate a glycerol stock source plate for future use (rather than
returning to the primary library plates) by adding 500 μL of glyc-
erol. The pooled culture is pelleted and DNA extracted using a
maxi-prep kit as per manufacturer’s recommendations.

3.2 Lentivirus

Packaging of Pooled

Library

The pGIPZ vector is tat dependent, therefore a packaging system
that expresses the tat gene must be used. For this purpose, we use
Lenti-X HTX Packaging Mix, which provides all the necessary
lentiviral packaging components in optimized ratios, and enables
the generation of high titers of VSV-G pseudotyped lentivirus. It is
important to note that the Lenti-X HTX system utilizes Tet-Off
transactivation to drive the expression of viral proteins, so medium
containing tetracycline-free (Tet-free) serum must be used during
viral production.
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HEK293T cells must be cultured for at least two passages in
Tet-free medium before starting with the virus production to remove
all traces of tetracycline.

1. On day 1 (~4:00 pm), seed 12� 106 HEK293T cells per T175
flask in 25 mL of complete medium (see Subheading 2.1) and
culture overnight at 37 �C with 5% CO2. Prepare 4� T175
flasks for the pooled shRNA library (see Note 1).

2. On day 2 (~4:00 pm), prepare a transfection mix for each
plasmid, and transfect the cells as follows (volumes are based
on each T175 flask): 1.2 mL DMEM with no supplements,
35 μL Lenti-X HTX Packaging Mix, 14 μL of 1 μg/μL pGIPZ
construct/pool DNA.

3. Vortex for 10 s at medium speed. Add polyethylenimine solu-
tion (PEI; see Subheading 2.3) at 4.5 μL per μg of DNA and
vortex again for 10 s at medium speed.

4. Incubate at room temperature for 10 min (at this point, a DNA
precipitate will form but will not be visible).

5. Add the resulting mixture dropwise to the cells while gently
swirling the flasks to evenly distribute the mix.

6. Incubate the cells overnight at 37 �C with 5% CO2.

7. On day 3 (~9:00 am), aspirate the medium and add 25 mL per
T175 cm2 flask of fresh, complete medium. At this point live
virus is being produced and you must strictly adhere to the viral
decontamination rules at your institution until the end of this
procedure.

8. On day 5 (~11:00 am), harvest lentivirus-containing superna-
tant and concentrate if necessary. Collect the lentivirus-
containing supernatant and filter through a 0.45 μm low pro-
tein binding filter to remove cell debris. Either aliquot the
supernatant and store it at �80 �C, or proceed to concentrate
the virus.

9. To concentrate the virus using ultracentrifugation, transfer the
supernatant into appropriate ultracentrifuge tubes, weigh care-
fully and balance them by adding DMEM with no supple-
ments. Use the appropriate rotor and centrifuge the
supernatants at 27000 � g for 2 h at 20 �C.

10. Slowly decant the supernatant and rest the tubes up-side-down
on Kimwipes for 2 min to drain. Try to dry as much medium as
possible off the side walls of the tube.

11. Add 600 μL (or sufficient volume to cover the bottom of the
tube) of DMEMwith no supplements, and incubate for 45min
on a shaker at room temperature.Make sure to place the tubes on
an angle to completely cover the viral pellet.
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12. Complete resuspension by slowly pipetting up and down using
a p1000 pipette tip. Virus particles are fragile and should be
treated with care.

13. Combine supernatants if working with multiple tubes of same
virus and mix well. Aliquot and store at �80 �C (see Note 2).

3.3 Functional

Titering of a Lentiviral

Library

Before any screen can commence, you must determine the relative
viral titer of the library for each cell line. To be able to deconvolute
the screen data and compare the effects of each shRNA, the library
must be transduced so that a single hairpin integrates into a single
cell. Therefore, the multiplicity of infection (MOI) for cells trans-
duced with a pooled screening approach should be between
0.3–0.5 to ensure that a single integration event occurs in the
majority of the cells. Figure 2 shows the relationship between
MOI and the % of infected cells carrying a single integrant. The
aim of the library functional titering is therefore to determine the
amount of virus required to infect ~20–30% of target cells. Below
we outline this procedure for OPM-2 cells (suspension cells).

1. On day 1 (~4:00 pm), seed 2 � 104 OPM-2 cells in 100 μL of
the complete medium (see Subheading 2.1) containing Sequa-
brene (4 μg/mL final concentration) per well in a 96-well
tissue culture plate (see Notes 3–5). Seed as many wells as
needed to test the dilutions outlined below in duplicate.

2. Set up a range of virus dilutions in complete medium: tube one
starts at a 1:10 dilution (450 μL media + 50 μL virus) and all

Fig. 2 Pooled library virus transduction and concept of MOI. Multiplicity of Infection (MOI) refers to the ratio of
viral particles to the target cells during infection. The actual number of virions transducing the cells, however,
is a statistical process: some cells will absorb more than one particle, and some cells will not absorb any virus
particles. (a) This graph gives a relationship between MOI and % of total cell infection including single-event
integration and multiple-event integration. (b) This graph gives a relationship between MOI and % of cells
infected with a single virus particle. In pooled screens, MOI of 0.3–0.5 is used, which corresponds to 22–30%
of cells with a single-integration event
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subsequent tubes are serially diluted 1:2 across 11 dilution
points.

3. For each dilution, add 100 μL of the virus-containing medium
to the cells for a final volume of 200 μL of medium per well (see
Note 6).

4. Incubate the cells for 48 h at 37 �C in 5% CO2.

5. On day 4, perform FACS analysis. Add propidium iodide (PI—
100 ng/mL final concentration) directly in the 96-well plate.
Analyze the cells using a FACSVerse plate reader including the
following parameters: Forward scatter (FCS), Side-scatter
(SSC), GFP expression (FL1), and PI uptake (FL3).

6. Determine the amount of virus required to infect ~20–30% of
the cells.

3.4 Performing a

Pooled shRNA Screen

In the example of the shRNA and CRISPR screens we outline
below, the aim is to identify targets essential for cell viability;
these targets therefore should be “lost” over time and statistically
lower in representation compared to the starting population. To
ensure we can capture the loss of shRNAs or sgRNAs that occur
over a defined time frame, we opted to harvest cells at multiple time
points post selection (see Note 7). For the shRNA screen, the cell
population carrying the individual hairpins was selected by FACS
sorting of GFP positive cells, after which the cells were collected at
a T0 time point (4 days post transduction) as well as at three
subsequent time points T7, T14, and T21 (Fig. 3). A key factor
in performing pooled screens is transducing enough cells to main-
tain full library representation. In our example, the boutique library
contained 1393 shRNAs in total, and we opted to maintain 1000-
fold library representation at each step of the screen (see Note 8).
The reason for this is biased library transduction—in reality the
representation of the library is not even and the hairpins/guides
will not be transduced evenly leaving some overrepresented or
underrepresented. To account for this, you should aim to transduce
each guide in as many cells as needed to be able to subsequently
deconvolute the data and identify true hits. For the same reason, it
is important to perform transductions in at least two independent
biological replicates. Below we outline a protocol taking into
account the above-mentioned factors.

Thaw three vials of the chosen cell line and maintain in culture
independently. Passage the cells in T175 cm2 flasks to raise sufficient
cell numbers for screening.

1. On day 1, perform shRNA library transduction in biological
triplicates. Resuspend OPM-2 cells in complete tissue culture
medium containing Sequa-brene (4 μg/mL final concentra-
tion) at the density of 1 � 105 cells/mL and add 33 mL per
T175 cm2 flask. For each replicate, plate enough cells to
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Fig. 3 Overview of sample collection during shRNA and CRISPR screens. (a) After shRNA lentivirus library
transduction, the infected cells were selected based on GFP expression using FACS sorting and then plated for
screening at a cell number equaling 1000-fold library representation. At each collection point (T0, T7, T14,
T21), the number of cells collected for gDNA extraction should be equal to 1000-fold library representation and
the same number of cells should be plated for further culturing. At the end of the screening process, the
remaining cells were FACS analyzed to verify GFP expression. (b) The same basic flow was followed for the
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achieve 1000-fold library representation taking into account an
MOI of 0.3. In our example, the library contained 1393 con-
structs, requiring ~1.4� 106 transduced cells. With an MOI of
0.3 (equaling ~22% infection rate), ~6 � 106 of cells were
needed per each biological replicate. In each flask, add the
amount of virus sufficient to achieve the desired MOI. To
calculate this amount, use the data obtained from the func-
tional titration experiment described in Subheading 3.3 and
scale up accordingly.

2. Incubate the cells for 48 h at 37 �C in 5% CO2.

3. On day 3, sort cells for GFP expression using flow cytometry
(seeNote 9). Harvest the cells at a density of 2 � 107 cells/mL
in complete medium and sort GFP-positive cells, ensuring
there are no GFP-negative cells in the final cell population.

4. Count the cells and reseed them in fresh complete medium to
expand for further 48 h. This step allows the cells to recover
from the sorting process (see Note 10).

5. On day 5, collect the cells for the T0 time point and seed for
subsequent collections. Harvest sufficient cells to ensure 1000-
fold representation of the library for the T0 time point
(as explained above). Wash the cells with PBS, pellet and
store at �80 �C for gDNA extraction.

6. Return the same number of cells to culture until the
subsequent harvesting point. If the cells are slow growing,
seed 2–3� the required number of cells to ensure sufficient
numbers of cells for collection and further culturing at the next
time point.

7. Repeat the previous step on days 8, 15, and 22 posttransduction
for time points T7, T14, and T21, respectively. It may be
necessary to split cultures between these time points depending
on the growth characteristics of particular cell lines. If so, it is
important to always keep in culture at least the number of cells
required to maintain representation of the library at the chosen
level.

8. At the final time point (T21), analyze the cells not sampled for
gDNA extraction by FACS to confirm that the cells still
retained GFP expression at the end of the study.

9. Store all cell pellets for gDNA extraction at �80 �C until the
screen is finalized and extract simultaneously using the DNeasy

�

Fig. 3 (continued) CRISPR screen. After library transduction, the infected cells were selected using puromycin
and set up for screening adhering to the rules for maintaining library representation at each step of the screen.
Please note that the collection points (T0, T7, T14, T21) in the CRISPR screen fall on different days after
transduction compared to the shRNA screen
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Blood and Tissue kit by strictly adhering to the manufacturer’s
instructions (see Notes 11 and 12).

10. Determine the gDNA concentration in each sample by using
Qubit Fluorometer (see Note 13).

3.5 Preparation

of gDNA for Next-

Generation

Sequencing (NGS)

When performing a PCR amplification of the extracted gDNA, it is
important to maintain the library representation set at the begin-
ning of the screen. In our example, for each sample, the gDNA
extracted from ~1.4 � 106 cells (see Subheading 3.4 for detailed
calculation) would serve as a PCR template divided over multiple
PCR reactions performed according to the protocol below (see
Note 14). Each PCR reaction uses a common forward primer,
and a unique reverse primer containing a barcode to allow sample
multiplexing and identification of the sample during subsequent
sequencing analysis. Forward and reverse primers, in addition,
contain the adapter sequence necessary for attaching to the Illu-
mina flow cell allowing for the sequencing library preparation in a
single PCR step. The primer sequences are listed in Table 1.

1. For each 50 μL PCR reaction prepare the following mix: 10 μL
5� Phusion buffer, 0.4 μL 2.5 M dNTPs, 5 μL 5 M Betaine,
2.5 μL 50 μM forward (universal) primer, 2.5 μL 50 μM reverse
(barcode) primer, 1 μL of 0.8 μg/μL genomic DNA, 2 μL
Phusion HSII Polymerase, 26.6 μL UltraPure water.

2. Perform the PCR according to the following cycling condi-
tions over 25 cycles: one initial denaturation cycle of 98 �C,
3 min; 23 denaturation/annealing/extension cycles of 98 �C,
10 s, 60 �C, 15 s annealing, and 72 �C, 15 s extension; one
extension cycle of 72 �C, 7 min.

3. Pool the PCR reactions belonging to the same sample and
purify using a PCR cleanup kit or AMPure XP beads by follow-
ing manufacturer’s instructions.

4. Quality control-check the libraries by measuring DNA concen-
tration using Qubit and checking DNA size using the agarose
gel or a fragment analyzer. In our example, a good quality
library displays a sharp peak at 578 bp with no primer dimers
when using the DNA1000 assay on a TapeStation 2200 (see
Note 15).

5. Multiplex the samples by pooling the samples together in
equimolar ratios. Sequence the pools on a HiSeq 2500 or
NextSeq depending on availability or the number of reads
needed for true hit identification (see Note 16). As in the
previous steps, library representation must be maintained, so
1000 reads per shRNA is recommended in this example. It is
important to note that pooled libraries are low-complexity
libraries, and different strategies can be employed to enable
their successful sequencing. We used a custom sequencing and
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indexing primer as well as a custom sequencing recipe with the
steps outlined below (see Note 17 and Table 1).

6. Start sequencing with custom primer hybridization and seven
cycles of sequencing with no imaging.

7. Start imaging in cycle 8 and continue for 16 cycles for cluster
identification and mapping.

8. Proceed with template denaturation, rehybridization of the
sequencing primer, and sequencing for 22 cycles with imaging.

9. Proceed with template denaturation, indexing primer hybridi-
zation and six cycles of sequencing with imaging.

10. Demultiplex the samples with bcl2fastq software using Read
2 for the sequence and Read 3 for the index.

Table 1
shRNA PCR and sequencing primer design for NGS

Primer ID
Index
sequence Complement Full primer sequence (50–30)

Universal
forward

aatgatacggcgaccaccgagatctacaccggtgcctgagtttgtttgaa

Reverse index 1 ATCACG CGTGAT caagcagaagacggcatacgagatCGTGATggcattaaagcagcgtatccac

Reverse index 2 CGATGT ACATCG caagcagaagacggcatacgagatACATCGggcattaaagcagcgtatccac

Reverse index 3 TTAGGC GCCTAA caagcagaagacggcatacgagatGCCTAAggcattaaagcagcgtatccac

Reverse index 4 TGACCA TGGTCA caagcagaagacggcatacgagatTGGTCAggcattaaagcagcgtatccac

Reverse index 5 ACAGTG CACTGT caagcagaagacggcatacgagatCACTGTggcattaaagcagcgtatccac

Reverse index 6 GCCAAT ATTGGC caagcagaagacggcatacgagatATTGGCggcattaaagcagcgtatccac

Reverse index 7 CAGATC GATCTG caagcagaagacggcatacgagatGATCTGggcattaaagcagcgtatccac

Reverse index 8 ACTTGA TCAAGT caagcagaagacggcatacgagatTCAAGTggcattaaagcagcgtatccac

Reverse index 9 GATCAG CTGATC caagcagaagacggcatacgagatCTGATCggcattaaagcagcgtatccac

Reverse index
10

TAGCTT AAGCTA caagcagaagacggcatacgagatAAGCTAggcattaaagcagcgtatccac

Reverse index
11

GGCTAC GTAGCC caagcagaagacggcatacgagatAAGCTAggcattaaagcagcgtatccac

Reverse index
12

CTTGTA TAGCTT caagcagaagacggcatacgagatTACAAGggcattaaagcagcgtatccac

Read
1 sequencing
primer

gaaggctcgagaaggtatattgctgttg

Index read
sequencing
primer

ctccttttacgctatgtggatacgctgct
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3.6 CRISPR Screen As mentioned in Subheading 1, the considerations for conducting
an shRNA screen vs a CRISPR screen are essentially the same, the
most important being transducing the library at a low MOI and
maintaining optimal library representation at each step of the
screen. In our OPM-2 screening example, wemodeled the CRISPR
screen based on the shRNA screen described above in detail. Below
we outline the key differences introduced in the CRISPR screening
protocol:

(a) Library origin.

(b) Generation of the Cas9 expressing cells and testing their edit-
ing efficiency.

(c) Performing a puromycin kill curve.

(d) Functional titration of the sgRNA lentivirus library.

(e) Performing the screen.

(f) gDNA PCR amplification and sequencing.

3.6.1 sgRNA Library

Origin

To conduct a CRISPR screen in OPM-2 cells, we obtained a
custom Dharmacon library containing ~10 different sgRNAs
against each of the previously selected targets, as well as additional
100 nontargeting and 33 positive control guides, amounting to
2913 constructs in total. The sgRNA sequences were generated
using a proprietary Dharmacon algorithm optimized to select for
highly functional sgRNAs. Unlike the shRNA library, the vector
backbone of the sgRNA library only contains a puromycin selection
marker. The majority of commercially available sgRNA libraries are
based on the puromycin selection. This requires an additional step
to determine the optimal puromycin dose for the cell line of interest
(see Note 18).

3.6.2 Generation of Cas9

Expressing Cell Lines

Before starting the screening process, the stable Cas9-expressing
cell line needs to be created and tested for its editing efficiency. The
most important factors for successful editing are the cell line of
choice and the level of Cas9 protein expression in the cell popula-
tion. Ensuring that your Cas9-expressing cells are able to efficiently
edit a gene of interest prior to the screen is crucial for the success of
the screen (see Note 19).

Generate the Cas9-mCherry lentivirus as described in Subhead-
ing 3.2 and determine the viral titer (see Note 20).

1. Transduce the cells of interest at a low MOI (0.3–0.5) to
ensure single copy integration per cell. In Subheading 3.3,
the transduction of OPM-2 cells is described.

2. 48 h posttransduction, FACS sort the cells based on mCherry
expression and select the top 10% of cells with the highest level
of mCherry expression. Expand the cells and freeze down for
future use.
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3. To confirm integration and editing efficiency, transduce the
Cas9 stable cells with a virus encoding a sgRNA against the
mCherry protein or a gene of choice (see Note 21), and main-
tain the cells in culture for 7–14 days.

4. After sufficient time has elapsed for editing to be complete,
analyze the cells using FACS and determine the loss of
mCherry expression in edited cells compared to the control
cells (see Note 22).

3.6.3 Generating a

Puromycin Kill Curve

Prior to screening, it is necessary to generate a puromycin kill curve
for selecting the optimal puromycin dose to kill all cells not harbor-
ing the resistance gene within a 3–5 day period. Below we describe
this procedure for OPM-2 cells.

1. On day 1, seed the cells at 2 � 105/mL density in 1 mL of
complete medium in a 24-well tissue culture plate. Add media
containing a range of puromycin doses. For mammalian cells, a
1–20 μg/mL final concentration of puromycin is sufficient for
optimal killing. Culture the cells for at least 5 days and refresh
puromycin every second day.

2. On day 3–5, harvest the cells into microfuge tubes and centri-
fuge them for 3 min at 955�g using a table-top centrifuge.

3. Discard the supernatant and resuspend cells in 1 mL of PBS.
Centrifuge for 3 min at 955�g.

4. Resuspend the cells in 200 μL of Annexin/PI staining solution
(see Subheading 2.3) and incubate for 15 min at room
temperature.

5. Analyze the cells using FACS by measuring APC and PI uptake
(FL-3). Determine the percentage of dead cells compared to
nontreated cells.

6. Based on results, select a minimum dose of puromycin suffi-
cient to kill the cells within 3–5 days (see Note 23).

3.6.4 Functional Titering

of the sgRNA Library

Functional titering of the sgRNA library is performed as described
in Subheading 3.3 but with puromycin selection instead of sorting
for GFP reporter.

1. On day 1 (~4:00 pm), seed 2 � 104 OPM-2 cells in 100 μL of
the complete medium containing Sequa-brene (4 μg/mL final
concentration) per well in a 96-well tissue culture plate. Seed as
many wells as needed to test the dilutions outlined below in
duplicate.

2. Set up a range of virus dilutions in complete medium: tube one
starts at a 1:10 dilution (450 μL media + 50 μL virus) and all
subsequent tubes are serially diluted 1:2 across 11 dilution
points.
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3. For each dilution, add 100 μL of the virus-containing medium
to the cells for a final volume of 200 μL of medium per well.

4. Incubate the cells for 48 hours at 37 �C in 5% CO2.

5. On day 3, for each virus dilution, split the cells into two wells of
a 96-well plate in 100 μL of complete medium.

6. Add complete medium with puromycin into one of the wells
(as determined in Subheading 3.6.3), and medium without
puromycin in the other well.

7. On day 6, add propidium iodide (PI) at 100 ng/mL final
concentration directly in the 96-well plate to be able to distin-
guish between viable and nonviable cells.

8. Analyze the cells on FACSVerse plate reader including the
following parameters: Forward scatter (FCS), Side-scatter
(SSC), and PI uptake (FL3).

9. For each virus dilution, calculate the following:

% infection ¼ (# infected with puromycin/ # infected with-
out puromycin – # uninfected with puromycin/ # uninfected
without puromycin).

10. Determine the amount of virus required to infect ~20–30% of
the cells.

3.6.5 Performing a

CRISPR Screen

As mentioned earlier, considerations for the CRISPR screen were
based largely on the shRNA screening strategy with some modifica-
tions. As per the shRNA screen, we performed three biological
replicates using the same strategy of starting with three indepen-
dent vials of cells. Cells were expanded as per the shRNA screen in
T175 cm2 flasks. In order to achieve a 1000-fold representation
with the library size of 2913 constructs and an MOI of ~0.3 it was
necessary to transduce 1.4 � 107 OPM2 Cas9-mCherry cells per
replicate (as described in Subheading 3.3). Viral transduction fol-
lowed the method described above in Subheading 3.4. The main
difference was selection of the infected cell population, which was
achieved by puromycin addition instead of cell sorting (Fig. 3).

3.6.6 PCR Amplification

of gDNA for Next-

Generation Sequencing

Genomic DNA was isolated for each time point using the same
method described for the shRNA screen (see Subheading 3.4), and
PCR-amplified to prepare the libraries for sequencing. As described
in Subheading 3.5, all gDNA extracted from the minimum number
of cells necessary to maintain representation should be used for
PCR amplification (in our experiment, 1000-fold representation
amounted to a minimum of 3 � 106 cells, which equals ~20 μg of
gDNA per sample). Considering that performing a PCR reaction as
described in Subheading 3.5 would require ~24 PCR reactions per
sample (~300 reactions in total), we optimized the PCR reaction to
increase the amount of gDNA input per each reaction based on the
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protocol developed by the Broad Institute (see Note 24). Primer
sequences, which are specific to the Dharmacon sgRNA vector, are
proprietary, and the barcodes for each reverse primer are displayed
in Table 2. Custom sequencing and indexing primers are compati-
ble with the Illumina platform and are also provided by
Dharmacon.

1. For each 100 μL reaction prepare the following mix: 10 μL
10� ExTaq buffer, 8 μL 2.5 mM dNTPs, 1 μL 50 μM forward
(universal) primer, 1 μL 50 μM reverse (barcode) primer, 1 μL
of 1.0 μg/μL genomic DNA, 0.75 μL ExTaq Polymerase,
76.25 μL UltraPure water.

2. Perform the PCR according to the following cycling condi-
tions: one initial denaturation cycle of 98 �C, 3 min; 28 dena-
turation/annealing/extension cycles of 98 �C, 10 s, 60 �C,
15 s annealing, and 72 �C, 15 s extension; one extension
cycle of 72 �C, 5 min.

3. For each sample, take 15–30 μL out of each 100 μL PCR
reaction and pool into a microfuge tube. Purify the products
by using a PCR cleanup kit or AMPure XP beads according to
manufacturer’s instructions.

4. Quality-control the prepared libraries by measuring the DNA
concentration using Qubit and check DNA size using agarose
gel or a fragment analyzer. For the Dharmacon library and

Table 2
Edit-R Pooled sgRNA Index PCR primers

Primer ID Index number Index sequence

Edit-R Pooled sgRNA Reverse Index PCR Primer 2 2 CGATGT

Edit-R Pooled sgRNA Reverse Index PCR Primer 4 4 TGACCA

Edit-R Pooled sgRNA Reverse Index PCR Primer 5 5 ACAGTG

Edit-R Pooled sgRNA Reverse Index PCR Primer 6 6 GCCAAT

Edit-R Pooled sgRNA Reverse Index PCR Primer 7 7 CAGATC

Edit-R Pooled sgRNA Reverse Index PCR Primer 12 12 CTTGTA

Edit-R Pooled sgRNA Reverse Index PCR Primer 13 13 AGTCAA

Edit-R Pooled sgRNA Reverse Index PCR Primer 14 14 AGTTCC

Edit-R Pooled sgRNA Reverse Index PCR Primer 15 15 ATGTCA

Edit-R Pooled sgRNA Reverse Index PCR Primer 16 16 CCGTCC

Edit-R Pooled sgRNA Reverse Index PCR Primer 18 18 GTCCGC

Edit-R Pooled sgRNA Reverse Index PCR Primer 19 19 GTGAAA
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primers used, a ~357 bp amplicon should be clearly visible
without traces of a primer dimer.

5. Multiplex the samples by pooling the samples together in
equimolar ratios. Sequence the samples on NextSeq aiming to
achieve 1000 reads per each sgRNA. For the Dharmacon
library, proprietary Read1 Primer and Index Primer are used
at 0.3 μM, and the libraries are loaded at a concentration of
1.2–2 pM with 10% of PhiX to increase the library diversity (see
Note 25).

3.7 Bioinformatics

Analysis of Pooled

Screens

There are a number of publications spanning the shRNA and
CRISPR pooled screening field that detail bioinformatics
approaches to screen analysis. We provide here our in-house pro-
tocols that integrate many open sources packages as detailed.

3.7.1 Curation of

Sequencing Reads

1. Trim raw sequencing reads corresponding to the shRNA/
sgRNA to 20 bp and align trimmed sequences to the reference
library. Use the Bowtie 2 algorithm [4] leaving the default
parameters and setting tolerated mismatches to zero. Use all
the multimapped reads.

2. Save the aligned reads in the Sequence Alignment Map (SAM)
format, then convert to a read count table and import into R
for downstream analyses (see Note 26).

3. Before normalizing the data, check the correlation between the
replicates by performing hierarchical cluster analysis in
R. Define the previously imported data from step 1 as a matrix
object and set it as an input for the “hclust” function [5], using
Euclidean distance as the input parameter for the clustering
algorithm.

4. Normalize the aligned raw read counts using median normali-
zation and adjust for differences in sequencing depths (also
referred to as library size), and generate counts per million of
reads per sample (CPM).

5. After data normalization, the next step is to perform represen-
tation analysis. The purpose of representation analysis is to
identify how many shRNA/sgRNAs are present at T0. This is
performed by comparing the read count of each shRNA/
sgRNA against a minimum read count threshold
(we recommend using at least 50 reads per construct). If the
read count for a specific shRNA/sgRNAmatches the threshold
then it is considered sufficiently represented (see Note 27).

3.7.2 Hit Selection

Strategies

To be able to capture hits that dropped out significantly at final time
point as well as hits that displayed modest but consistent dropout
over the experimental time points, we performed both dropout
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trend analysis (see Note 28) and a fold change analysis as described
below.

1. Prepare a sample annotation file including the columns indicat-
ing time points (T0, T7, T14, T21) and biological replicates
(1A, 1B, 1C, etc.).

2. Import the sample annotation file and normalized data frame
into R and combine.

3. Order the samples in the ascending order of time points and
the ascending order of replicates, e.g., T0 (1A, 1B, 1C), T7
(2A, 2B, 2C), T14 (3A, 3B, 3C), and T21 (4A, 4B, 4C).

4. Install and load the “SAGx” R package [6].

5. Input data and sample labels to JT.test() function and run
command.

6. The JT test command returns a set of statistical measures for
each shRNA/sgRNA including rank correlation, median value
for each sample, and a p.value. Pass the p.value column from
this data frame to the p.adjust function and select “fdr” as the
method variable. This data frame can be then exported as an
Excel file.

7. In parallel, calculate the fold change (FC) between T0 and T21
by taking the ratio of the normalized read counts at T21 over
T0. Targets with �50% decrease in read counts at T21 are
considered significant (see Note 29).

3.7.3 Aggregation of

shRNAs/sgRNAs Data to a

Gene Level Summary

Each pooled library has multiple sequences targeting the same gene
and a gene level summary of target activity is the ultimate way to
determine a hit. Since different shRNAs/sgRNAs targeting the
same gene can display varying levels of specificity and knock-
down/knockout efficiency, it is important to factor in the aggre-
gated outcome for each gene target:

1. Aggregate multiple shRNAs/sgRNAs to the gene level and
determine the percentage of shRNA/sgRNAs per gene
showing a significant dropout trend, and percentage showing
�50-fold decrease of T21/T0 read counts.

2. Select hits based on combining the trend and fold change
analysis (see Note 30). Combine both trend analysis and fold-
change methods to select the hits using a significant p-
value � 0.05 for the trend analysis and �50% decrease of T21
compared to T0.

3.8 Target Validation After completing the primary shRNA or CRISPR screen and
obtaining a list of hits, it is necessary to validate each of the hits in
an individual shRNA/sgRNA construct format. Depending on the
number of hits to follow up, this step can be more labor intensive
than the primary screen itself, and developing methods for high-
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throughput viral preparation and transduction becomes essential.
Below we outline a protocol for virus production in a 6-well tissue
culture plate, transduction of individual shRNA/sgRNA constructs
in a 96-well plate and further approaches toward hit validation.

1. On day 1, seed 1.5 � 106 HEK293T cells per well of a 6-well
plate in 5mL of RPMImediumwith supplements (seeNote 31).

2. On day 2, for each well of a 6-well plate prepare the transfection
mix as follows: 170 μL of RPMI with no supplements, 5 μL of
Lenti-X HTX Packaging Mix, and 2 μL of 1 μg/μL DNA
construct.

3. Vortex for 10 s at medium speed. Add 20.3 μL of 1 mg/mL
polyethylenimine (PEI) and vortex again for 10 s at medium
speed.

4. Incubate for 10 min at room temperature.

5. Vortex for 10 s at medium speed and add transfection mix
dropwise to each well in a spiral pattern to distribute evenly.

6. Incubate the cells overnight at 37 �C in 5% CO2.

7. On day 3, remove transfection media and replace with 3 mL of
RPMI with supplements and incubate for 48 h at 37 �C in 5%
CO2.

8. On day 5, harvest the viral supernatant and filter through a
0.45 μm low protein binding filter. Aliquot the supernatant and
store at �80 �C.

Transduction of individual shRNA/sgRNA constructs

9. Seed 2 � 104 OPM-2 cells in 100 μL of the complete medium
containing Sequa-brene (4 μg/mL final concentration) per
well in a 96-well tissue culture plate.

10. Thaw an aliquot of the virus prepared in the previous step, and
add 100 μL of the virus-containing medium to the cells for a
final volume of 200 μL of medium per well (see Note 32).

11. Create a replicate plate by transferring 50 μL of cell suspension
from the source plate and adding 150 μL of fresh medium for a
final volume of 200 μL. Use the rest of the cells in the source
plate for FACS analysis, which should be repeated every
3–4 days.

12. Add PI at 100 ng/mL final concentration directly in the
96-well plate to label dead cells.

13. Analyze the cells using a FACSVerse plate reader. For shRNA
constructs, measure GFP expression and determine a dropout
of fluorescence compared to cells infected with a negative
control virus (see Subheading 3.3 and Notes 33 and 34). For
sgRNA constructs, perform annexin V staining to determine
the % of cell death compared to the negative control cells (see
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Subheading 3.6.3). If verifying increase in cell proliferation/
viability, perform a cell viability assay such as alamarBlue or
Cell-Titer Glo assay according to the manufacturer’s
instructions.

3.9 Summary of

Additional Steps for Hit

Validation

We have outlined strategies toward identifying targets from a
screen; however, identifying a target list is, in one respect, just the
starting point to a screen. Identifying statistically significant targets
and triaging the target list toward a workable number requires
integration of existing genomic datasets, pathway information and
other bioinformatics strategies. We highly recommend performing
transcript profiling on your cell lines of choice in parallel with the
screen, thereby identifying off-target effects by only selecting genes
that are expressed in the cell line and under the experimental
conditions screened. Target specificity can be evaluated at the
transcript and protein levels using standard approaches and the
specific gene editing events should be confirmed by sequencing.
Priorities are generally placed on genes for which multiple con-
structs have a statistically significant outcome and often for which
the known biological pathways have some impact. The thresholds a
researcher will set at this point is guided largely by their down-
stream investment energy and to some extent their willingness to
take a risk. Some great discoveries have come from unknown targets
identified in a screen! Ultimately, each screen is unique and there is
no “one size fits all” process that can be undertaken once a target
list has been defined.

4 Notes

1. Critical for the production of high-titer virus is maintenance of
HEK293T cells; they should not reach over 80% confluency at
any point during regular passaging or virus production. We
typically split the cells every 72 h by seeding 2.5� 106 cells in a
T175 cm2 flask or 1.2 � 106 cells in a T75 cm2 flask and
passage a maximum of ten times before thawing a fresh vial of
cells.

2. Viral aliquots should be frozen in workable volumes. We do not
recommend multiple freeze–thaw cycles for the same aliquot as
virus titers will drop at least 10% after a freeze–thaw. We rec-
ommend using a fresh aliquot of virus for every experiment to
maintain consistent results.

3. When setting up this assay, optimize the seeding cell number
required for your cell line. If the cells are dividing fast, make
sure the cells in the negative control wells are not overgrown at
the point of cell harvest for FACS analysis, or, if the cells are
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slow dividing, ensure there are sufficient cells for a robust
readout.

4. The transduction efficiency can often be enhanced by the addi-
tion of Sequa-brene, a cationic polymer that reduces the elec-
trostatic repulsion between the negatively charged surfaces of
both the viral particles and the target cell membranes. We
compared the transduction of OPM-2 cells with and without
Sequa-brene and showed that at 4 μg/mL Sequa-brene
enhances transduction efficiency. We recommend performing
a similar experiment and determining the optimal Sequa-brene
concentration for your cell lines of interest.

5. Always ensure that the external rows and columns in a 96-well
plate have media in them but no experimental cells to reduce
any possibility of edge effects. We recommend either replicate
plates or replicate wells.

6. In some cases, transduction of cells by the method of spinocu-
lation can enhance transduction efficiency. We recommend
testing this method with your cell lines of interest. Add virus
and centrifuge the plates at 1200 � g for 30–120 min (test for
optimal results) at 32 �C before returning the cells to the
incubator for overnight culturing. In the case of OPM-2 cells
this did not enhance their transduction efficiency.

7. Collection of cells at different time points during the screen
helps identify the optimal time point for harvesting cells and
analyzing the screen. This may be particularly important for
positive selection screens where resistant clones compete
amongst each other within a cell population.

8. The decision on the level of library representation in your
screen will depend on multiple factors including the type of
the screen (negative or positive selection), size of the library
and growth characteristic of your cell lines. Generally, for neg-
ative selection (drop out) screens, such as the example we
describe, 500- to 1000-fold library representation is sufficient
to identify true hits at the end of the screen. In this case, the
cells carrying shRNA or sgRNA that constitute hits gradually
disappear from the population, but occasionally false hits will
occur due to random sampling effects as well as variable trans-
duction and integration site issues. To be able to distinguish
between true and false hits, enough cells have to be transduced
with each of the constructs. In the case of positive selection
screens, where shRNAs or sgRNAs enable cells to grow out in
response to a pressure (e.g., drug treatment), it is easier to
capture true hits and therefore 100- to 300-fold library repre-
sentation is typically sufficient.
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9. Cell sorting instruments should have a laser compatible with
the fluorophore marker being used and should have aerosol
containment for sorting virus infected cells.

10. Howwell the cells recover from the sorting process depends on
the cell line and we recommend testing this in advance. The
challenge is that there has to be enough cells at the T0 time
point for both gDNA extraction as well as further culturing of
the cells at the desired library representation. In our example,
OPM-2 cells did not proliferate well after the sorting process,
and at the T0 and T7 time points there were not enough cells
to harvest at 1000-fold representation. Instead, our represen-
tation dropped to 500-fold, which was still within the recom-
mended limits for a negative selection screen. If your cell line
does not recover well from sorting, consider switching to
puromycin selection (described below for the CRISPR screen)
instead of sorting for GFP. Alternatively, transduce a larger
number of cells at the beginning of the screen to compensate
for the cell loss/reduced proliferation and to achieve sufficient
cell number at T0 and subsequent time points.

11. We highly recommend testing the gDNA extraction protocol
before screening to ensure the anticipated number of cells and
subsequent gDNA yield is sufficient for the library amplifica-
tion steps. We recommend eluting the gDNA from the column
in 200 μL of H2O (or Elution Buffer) for optimal DNA recov-
ery. It is important not to overload to column, and if collecting
more cells than the manufacturer’s recommendation, divide
the cell extract over several columns and combine the eluate
at the end.

12. During gDNA extraction, ensure the samples are well mixed at
each step of the protocol, particularly during the early resus-
pension and lysis steps to prevent the solution from becoming
overly viscous, which can lead to a partial loss of DNA while
extracting from the columns.

13. Using a NanoDrop does not distinguish between DNA and
other impurities present in the sample, which can lead to an
overestimation of DNA concentration. It is important to use a
fluorometric assay such as the Qubit to precisely quantify the
amount of DNA in the samples.

14. As mentioned in the Subheading 3.4 andNote 10, we did not
have enough cells at T0 and T7 time points to maintain 1000-
fold representation, and consequently, we also had less gDNA
as an input for the PCR amplification step. However, we per-
formed a titration experiment and varied the amount of gDNA
in the PCR reaction to determine the lowest amount of gDNA
necessary to maintain the representation of the original library.
As low as 200 ng of gDNA was sufficient to achieve >98.5%
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representation of hairpins and >99% correlation between tech-
nical duplicates. We do recommend, however, to carefully plan
your experiment and optimize the critical steps, so as to be able
to maintain the chosen library representation throughout the
screen.

15. When checking the PCR product of a pooled library on a
fragment analyzer, it is common to observe a second peak of
higher molecular weight adjacent to the “correct” library peak.
In our experience, this does not affect the sequencing process.
In addition, gDNA is frequently copurified with the PCR
amplicon, which can be observed as a peak of much higher
molecular weight compared to the amplicon peak. This will not
impact the sequencing of the samples but can lead to DNA
quantity overestimation when measured by Qubit. In this case,
we recommend determining the proportion of total DNA
belonging to the PCR amplicon based on the TapeStation
trace and adjust the Qubit quantification results accordingly.
Alternatively, qPCR can be performed to precisely quantify the
PCR product before sequencing.

16. In our example, two pools with 12 samples each were created
and loaded at 8 pM on a lane of an Illumina HiSeq Rapid 2500
flow cell using cBot clustering. An Illumina TruSeq Rapid SR
Cluster and TruSeq Rapid SBS Kit HS (50 cycles) were used
per sequencing run.

17. In our example, the custom sequencing primer is designed to
anneal to the conserved region of the pGIPZ vector and start
reading at the first base of the shRNA [7]. However, the
complexity of the shRNA sequences is very low for the first
eight nucleotides and prevents robust cluster mapping. We
have customized the sequencing protocol on the HiSeq to
include eight dark cycles and start imaging in a far more uni-
versally variable region. Once clusters are mapped, the
sequence then runs back through to capture the entire
sequence. This results in a much higher readout performance
without the need to spike in >30–40% of PhiX in each run.

18. In most of our CRISPR experiments we use a two-vector
CRISPR system consisting of a Cas9-expressing vector, which
is initially introduced into the cells to generate a Cas9 stable
cell line, and a sgRNA-expressing vector, which is subsequently
transduced into the Cas9 stable cells to enable sgRNA expres-
sion and the actual genome editing. All-in-one vectors encod-
ing for both Cas9 and sgRNA in the same backbone are also
available commercially through Addgene. Due to their size,
however, the lentiviral packaging is less efficient and the result-
ing titers are typically very low, making the entire screen far
more difficult to manage.
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19. According to the literature and our own experience, some cell
lines are more difficult to edit, and in this case single cell
sorting and selection for individual Cas9 cell clones can help
identify a clone with an improved editing efficiency. In most
cases, however, we do not select for single cell clones but use a
polyclonal pool of Cas9-expressing cells. In addition, the level
of Cas9 expression is the most important factor for successful
editing, which is why we typically use a Cas9-mCherry
(or another fluorescent reporter) construct to identify only
the highest Cas9 expressing cells.

20. In a subset of cell lines, high level Cas9 expression is not
tolerated resulting in a mixed Cas9 cell population that can
contain Cas9 negative cells. In this case, we recommend using a
Cas9-blasticidin construct (Addgene), where the Cas9 positive
cell population can be maintained by blasticidin selection
throughout the screening period.

21. We designed a sgRNA sequence against mCherry to test the
cells’ editing efficiency (50-GGCCACGAGTTCGAGATCGA-
30). The caveat of this approach is that the mCherry protein is
extremely stable, which is compounded by selecting for
mCherry-high expressing cells. This has most likely led to an
underestimation of the cells’ editing efficiency in our case. If
possible, we recommend designing a sgRNA against a gene
that serves as a positive control in your assay to assess the
editing efficiency of your cell lines. In this case, you can use
the same construct to test and optimize different steps in the
screen (e.g., optimal time points for cell collection).

22. It is preferred to have at least 50% of the cell population
showing efficient editing and functional protein knockout to
ensure the success of the screen.

23. It is important to select the minimum dose of puromycin to kill
the noninfected cells in the specified timeframe. Higher doses
of puromycin and therefore more stringent selection condi-
tions could bias the selection of cells with multiple integrated
sgRNAs.

24. This protocol was adapted from the protocol developed by the
Broad Genetic Perturbation Platform (Broad Institute) for
screening of the genome-wide CRISPR libraries (Broad GPP
genome-wide Brunello and Brie library; available through
Addgene). We performed a titration experiment with a range
of increasing amounts of DNA and compared the performance
of the Phusion Polymerase (used for shRNA experiments) and
ExTaq Polymerase. We determined that ExTaq performs bet-
ter, achieving the maximum input of 3 μg gDNA per reaction
with the primers used for this vector.
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25. In most cases, NextSeq offers the most cost-effective way to
sequence samples. The chemistry that NextSeq uses, however,
differs compared to HighSeq, which requires caution when
sequencing low-complexity libraries. Although we used a cus-
tom Read1 sequencing and indexing primer, allowing the reads
to start at a variable region and therefore alleviating the issue of
low complexity during sequencing, we spiked the libraries with
10% PhiX Control to further increase library complexity.

26. Alternatively, newly developed packages such as MAGeCK, the
“Model-based Analysis of Genome-wide CRISPR/Cas9
Knockout” method [8] can be implemented to perform a
start-to-end analysis pipeline including alignment and normal-
ization as well as downstream analysis of essential genes and
pathways. This method displays robust performance against
other computational methods including edgeR, DESeq, and
RIGER, in terms of handling sequencing data with different
sequencing depths and ranking the number of sgRNAs
per gene.

27. Setting the minimum read count threshold should also be
considered in the context of the whole screen and the level of
construct recovery. It is possible that 50 reads per construct is
too stringent and in some cases you may not recover many
constructs. We recommend setting your own cutoff for repre-
sentation analysis.

28. To detect the shRNAs/sgRNAs showing consistent dropout
trends over all the time points, a trend analysis can be per-
formed on the normalized data using the Jonckheere–Terpstra
(JT) statistical test. For each shRNA/sgRNA, this rank-based
nonparametric test provides the median read counts at each
time point and assigns a rank correlation value and False Dis-
covery Rate (FDR) corrected p-value of significanceRank cor-
relation indicates the strength of the dropout trend, with �1
indicating a strong dropout trend and 1 indicating strong
enrichment. JT-trend analysis is generally more powerful
when read counts consistently dropout at each time point,
irrespective of the magnitude of change in read counts at
each individual time point. The JT test can detect significant
strong negative correlation even if a fold-change difference
between T0 and T21 is modest. On the contrary, the JT test
does not identify those targets that show a strong drop out
when comparing T0 and T21 but have inconsistent intermedi-
ate time points.

29. It is important to note that the fold-change values between T0
and T21 may not always reflect or correlate with the rank
correlation. We have found that selecting the hits based on
just the fold change may identify more targets therefore we
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recommend considering both rank correlation and fold-change
based approaches in parallel to stratify the hits.

30. For genome-wide screens, and if testing whether the read
count is significantly different between any two conditions
(e.g., treated vs. untreated) we recommend using advanced
computational methods such as “Second Best Rank,”
“Weighted Sum,” “RIGER,” “RSA,” and “MAGeCK.” As
mentioned earlier, we recommend MAGeCK; however, it
may be less sensitive if there are no replicates or small boutique
screens.

31. For virus production, use the base medium appropriate for the
target cell line. In our case, OPM-2 cells are cultured in the
RPMI medium.

32. Unlike the pooled library, transduction of the individual
shRNA/sgRNA constructs can be performed at a higher
MOI, which will enable a higher infection rate in the cell
population. For instance, at MOI ¼ 10 all cells in the popula-
tion will be infected. For this reason, we typically do not titer
the produced virus but keep the production and transduction
consistent.

33. For validation experiments using individual hairpins we found
it was best to take the first time point at 72–96 h posttransduc-
tion as the percentage of GFP expression appeared to be
increasing during this time frame. For certain cell lines, FACS
analysis was performed only once per week as cells grew too
slowly to ensure sufficient cell numbers for more frequent
analysis.

34. We have noticed that GFP intensity detected in the FL1 chan-
nel can increase over time appearing much brighter at later
time points. This seems specific to the pGIPZ vector as it
encodes for a turbo GFP reporter. This alert is to ensure you
are aware of the possibility and treat cells accordingly.
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Chapter 18

Immuno-detection of Immature and Bioactive Forms
of the Inflammatory Cytokine IL-18

Brendan J. Jenkins and Virginie Deswaerte

Abstract

Gastric cancer (GC) is the third most lethal cancer worldwide, and like many other types of cancers, it is
associated with precursory chronic inflammatory responses. In the context of many inflammation-
associated cancers such as GC, activation of the innate immune response by infectious microbes and/or
host-derived molecules is often characterized by production of the cytokines interleukin (IL)-1β and IL-18,
which can often have divergent and opposing (i.e., pro or anti) roles in inflammation and oncogenesis. The
processing of these mature bioactive cytokines from their inactive precursor polypeptides is dependent upon
the enzyme Caspase-1, which is part of multiprotein complexes called “inflammasomes.” Considering the
recent mounting evidence for the role of IL-18 in the pathogenesis of GC, here, we describe a Western
blotting technique used on genetic mouse models for GC to detect and characterize both pro-Il-18 and
mature IL-18 proteins.

Key words Interleukin (IL)-18, Mouse cancer models, Tissue lysates, Western blotting

1 Introduction

Gastric cancer (GC) is one of many cancers (e.g., colon, liver, and
lung) for which there is a well-established causal link with chronic
inflammation [1, 2]. Activation of the inflammatory response trig-
gered by bacterial infection withHelicobacter pylori (H. pylori) in GC
[3] is associated with activation of the inflammatory Caspase-1 by the
inflammasomes [4, 5]. Active Caspase-1 is a cysteine-dependent
protease that induces the maturation of pro-inflammatory cytokines
interleukin (IL)-1β and IL-18 into mature IL-1β and IL-18 [6],
which in addition to chronic inflammatory responses has also been
intimately linked to the inflammatory form of lytic cell death known
as pyroptosis [7, 8]. In various cancers, it has been shown that IL-18
can display opposing antitumorigenic or protumorigenic effects
dependent upon the tissue and cellular context [9]. In GC patients,
it has been demonstrated that IL-18 levels are increased [10–12]
while experimental data from human GC cell lines also suggest that
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IL-18 may contribute to the malignant progression of tumors
[11, 13, 14]. Despite those findings, a definitive role for IL-18 and
more specifically mature IL-18 in GC remains unproven. While
being able to distinguish between pro-IL-18 (24 kDa) and mature
IL-18 (18 kDa) in tumor tissues (in this case, gastric) is a critical
parameter in determining a causal role for IL-18 in disease patho-
genesis, methods to identify each IL-18 form are currently limited.
Indeed, with existing commercial IL-18 ELISA kits it is not possible
to discriminate active and nonactive form of the proteins. Here, we
describe a Western blot protocol to process stomach tissue from
mouse models of GC in order to specifically detect both pro-Il-18
and mature IL-18 proteins.

2 Materials

2.1 Preparation

of Tissue Lysates

1. RIPA buffer (2�): 100 mM Tris–HCl, 300 mM NaCl, 1%
(v/v) Triton X-100, 1% sodium deoxycholate, 0.2% SDS,
2 mM EDTA, 2 mM EGTA, adjust to pH 7.4 and store at
4 �C. Prior to use, dilute to 1� in Milli-Q water, add one
cOmplete Protease Inhibitor Mini Cocktail Tablet and one
PhosSTOP Phosphatase Inhibitor Cocktail Tablet per 10 mL
RIPA buffer.

2. 10% ammonium persulfate (APS) solution in water (seeNote 1).

3. Laemmli sample buffer (4�): Prior to mixing with the sample,
add 100 μL of 2-mercaptoethanol per 900 μL (final concentra-
tion of 355 mM) (see Note 2).

4. Tissue homogenizer.

5. Flat-bottom tubes.

6. Standard 1.5 mL microcentrifuge tubes.

7. Heat block.

8. Microcentrifuge.

9. 1.5 mL microcentrifuge tubes.

10. 37 �C incubator.

2.2 SDS-PAGE 1. Running buffer (10�): 250 mM Tris, 1.92 M glycine, 1% SDS.
Store at room temperature (RT) and prior to use dilute to 1�
in Milli-Q water.

2. Transfer buffer (10�): 250 mM Tris, 1.92 M glycine. Store at
4 �C prior to use. To obtain 1� transfer buffer, dilute 100 mL
of 10� transfer buffer, 800 mL of water, and 100 mL of
methanol (see Note 3).

3. 1.5 M Tris–HCl buffer, adjust pH to 8.8.
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4. 15% resolving gel: 2.3 ml Milli-Q water, 5 mL 30% Acrylam-
ide/Bis Solution, 2.5 mL 1.5 M Tris–HCl buffer, 100 μL 10%
SDS, 100 μL 10% APS, and 4 μL TEMED.

5. Isopropyl alcohol.

6. 0.5 M Tris–HCl buffer, adjust pH to 6.8.

7. 5% stacking gel: 2.05 mL Milli-Q water, 0.5 mL 30% Acryla-
mide–Bis Solution, 375 μL 0.5 M Tris–HCl buffer, 30 μL 10%
SDS, 30 μL 10% APS, and 3 μL TEMED.

8. Prestained molecular weight standards.

9. SDS-PAGE apparatus and electrophoresis power supply
system.

10. Nitrocellulose membrane.

2.3 Immunoblotting 1. Blocking buffer (Odyssey).

2. TBS 10�: 1.4 M NaCl, 0.2 M Tris pH 7.6. Store at RT and
prior to use dilute to 1� in Milli-Q water.

3. Washing buffer (T-TBS): 0.1% Tween 20 in 1� TBS.

4. Primary antibodies against mouse IL-18 and tubulin.

5. Secondary (fluorescent-conjugated) antibodies against the spe-
cies the primary antibody is raised against (e.g., Alexa Fluor®

anti-rabbit for anti-IL-18, and IRDye® 800CW anti-rat for
tubulin).

6. Infrared imaging system (Odyssey CLx).

7. Tube roller.

8. Rocker.

3 Methods

3.1 Preparation

of Tissue Lysates

1. Transfer frozen tissue samples (see Note 4) into flat bottom
tubes containing 500 μL of RIPA buffer and incubate 20min at
37 �C (see Note 5).

2. Homogenize tissue samples using a small probe at RT. Once all
samples are homogenized, transfer each homogenate to a fresh
1.5 mL microcentrifuge tube and spin down for 20 min at
14,000 � g at RT.

3. Transfer supernatant to fresh 1.5 mL microcentrifuge tubes
and incubate 20 min at 37 �C.

4. Proceed with quantification of protein lysates (see Note 6),
store samples at�80 �C for further use or prepare each samples
at a concentration of 1 μg/μL of protein into new 1.5 mL
microcentrifuge tube with RIPA buffer and Laemmli sample
buffer (see Note 7).
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5. Reduce proteins by boiling at 95 �C for 5 min. Briefly micro-
centrifuge protein samples to collect condensation, put the
samples on ice for 5 min and store at �20 �C.

3.2 SDS-PAGE 1. Prepare the 1.5 mm thick, 15% resolving SDS-PAGE gel (see
Note 8) and pour between glass plates (leaving room for
stacking gel) (see Note 9). Overlay with ~1 mL isopropyl
alcohol to prevent contact with atmospheric oxygen (which
inhibits acrylamide polymerization) and ensure a smooth sur-
face of the resolving gel solution. Leave gel to solidify for
30 min at RT.

2. Remove isopropyl alcohol and carefully dry with Whatman
paper.

3. Prepare the 5% stacking gel to use and pour onto resolving gel.
Insert combs immediately and leave gel to solidify for 30 min
at RT.

4. When gel is fully solidified, remove comb, assemble
SDS-PAGE apparatus and fill with running buffer ensuring
wells are covered (see Note 10).

5. Load equal amounts of protein (20–30 μg) into the wells of
proteins into each well of SDS-PAGE gel. Include 5 μL of the
prestained molecular weight standard in one well.

6. Run the gel at 120 V for 2 h (see Note 11). Stop running gel
just before sample buffer migrate off the bottom of the
resolving gel.

7. Following SDS-PAGE separation, separate the gel from the
plates with the help of a spatula and remove the stacking gel.

8. Gently lay on top of the gel a nitrocellulose membrane (see
Note 12) preliminarily equilibrated in transfer buffer for 5 min
and cut to the shape of the gel. Make sure there are no bubbles
between the membrane and the gel. The polyacrylamide gel
and nitrocellulose membrane are sandwiched between two
filter papers and two sponges, and preliminarily soak in cold
transfer buffer. Place this assembly in the SDS-PAGE apparatus
and electrophoresis power supply system, add a cooling unit
and fill with transfer buffer.

9. Transfer the protein to the nitrocellulose membrane at 45 min
at 30 V.

3.3 Western Blotting 1. Following transfer, briefly wash the membrane in T-TBS and
place it in a 50 mL Falcon tube (or similar) containing 3 mL of
blocking buffer in order to block nonspecific epitopes (seeNote
13). Incubate for 1 h at RT on a tube roller.

2. Following blocking, place the membrane in a new 50 mL
Falcon tube (or similar) with IL-18 antibody diluted to
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1:1000 in 3 mL blocking buffer, for overnight incubation at
4 �C on a tube roller (see Note 14).

3. Remove membrane from Falcon tube and store primary anti-
body at 4 �C (see Note 15). Wash membrane three times in
T-TBS for a minimum of 5 min each wash at RT with gentle
rocking, discarding the buffer between each incubation.

4. Place the membrane in a new 50 mL Falcon tube (or similar)
with α-tubulin antibody diluted to 1:1000 in 3 mL blocking
buffer in order to confirm equal protein loading between sam-
ples. Incubate 1 h at RT.

5. Repeat steps 3 and 4.

6. In a new 50 mL Falcon tube (or similar), incubate the mem-
brane in Alexa Fluor® 680 goat anti-rabbit antibody and
IRDye® 800CW goat anti-rat antibody both diluted to
1:1000 in 3 mL blocking buffer for 1 h at RT on a tube roller
and protected from light.

7. Following incubation, discard secondary antibodies and wash
membrane three times in T-TBS for a minimum of 5 min each
wash at RT with gentle rocking, discarding the buffer between
each incubation.

8. Transfer membrane to infrared imaging system (Odyssey®

Clx), and capture image at a wavelength of 700 and 800 nm
(see Note 16). Figure 1 shows an example of Western blotting
for IL-18 and α-tubulin on mouse stomach samples.

4 Notes

1. APS solution is stable at 4 �C for 2 weeks (freezing is recom-
mended for longer storage).

2. Laemmli sample buffer at 355 mM with 2-mercaptoethanol is
stable at RT for 2 weeks.

3. 1� transfer buffer is put in the freezer 2 h prior to use.

4. Proteins can be easily extracted from tissues snap-frozen in
liquid nitrogen, such as whole stomachs (washed in PBS
first), antrum, or tumor tissue dissected from whole stomach,
via homogenization. If the tissue is large (e.g., whole stomach
or tumor tissue) small pieces can be excised off the main organ
after snap freezing with a scalpel blade in a petri dish on dry ice.

5. This protocol has been tested in cold conditions by keeping the
tissues samples on ice or at 4 �C and the mature form of IL-18
couldn’t be detected.

6. Protein lysates can be quantified by any method desired, such as
the Lowry method.
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7. Dilute three parts sample with one part 4� Laemmli sample
buffer at 355 mM with 2-mercaptoethanol (e.g., add 50 μL of
Laemmli sample buffer to 150 μL of protein lysates).

8. The percentage of acrylamide in the resolving gel depends on
the molecular weight of your protein of interest. For example,
to detect IL-18, knowing that the proform is 24 kDa and the
mature form is 18 kDa, a 15% acrylamide gel can be used.

9. Ensure the apparatus is clean, and wipe glass plates with 95%
ethanol and air-dry prior to use.

10. The gel can be stored at 4 �C when wrapped with wet pepper
towel for 2 days to avoid the gel to dry.

11. Run at low voltage (about 90 V) until proteins enter in the
stacking gel.

12. Polyvinylidene fluoride (PVDF) membranes can be used
instead of nitrocellulose membranes.

13. After transfer, it is possible to stain the membrane with Pon-
ceau red to assess total protein profile and transfer efficiency.

14. The membrane can be incubated in primary antibody for up to
72 h at 4 �C on the tube roller; however, this may also increase

Fig. 1 Western blotting for IL-18 on gastric tumor tissue from mice. The
expression of pro-IL-18 and mature IL-18 along with α-tubulin to confirm
equivalent protein loading, are shown by Western blotting on gastric tissue
extracted from gp130F/F (F/F) and gp130F/F:Il18�/� (F/F:Il18�/�) mice. The
whole blot shows the presence of nonspecific bands (n.s.), as well as the
band representative of proIL-18 (at ~24 kDa) and mature IL-18 (at ~18 kDa).
L ¼ prestained molecular weight standard
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background staining. Alternatively, the membrane can be incu-
bated in primary antibody for 1–2 h at RT on a tube roller if
preferred. This technique may be less sensitive than overnight
incubation at 4 �C however.

15. The primary antibody can be stored at 4 �C for reuse in the
next 2 weeks (up to three times is recommended) or at �20 �C
for longer storage. However, the buffer should be carefully
monitored for contamination and discarded if appears.

16. After immunoblotting the membrane can be stripped by seal-
ing in a plastic envelope with ~5 ml membrane stripping buffer
(contains the following per 100 mL: 20 mL 10% SDS, 12.5 mL
Tris–HCl (pH 6.8), 67.5 mL Milli-Q water and 0.8 mL
β-mercaptoethanol) and incubating for ~20 min in a 55 �C
water bath. Then, wash the membrane thoroughly in TBS-T
and follow method to block and reprobe with another anti-
body (e.g., IL-1β).

References

1. Fox JG, Wang TC (2007) Inflammation, atro-
phy, and gastric cancer. J Clin Invest
117:60–69

2. Mantovani A, Allavena P, Sica A, Balkwill F
(2008) Cancer-related inflammation. Nature
454:436–444

3. Correa P, Piazuelo MB (2011) Helicobacter
pylori infection and gastric adenocarcinoma.
US Gastroenterol Hepatol Rev 7:59–64

4. Latz E, Xiao TS, Stutz A (2013) Activation and
regulation of the inflammasomes. Nat Rev
Immunol 13:397–411

5. Stutz A, Golenbock DT, Latz E (2009) Inflam-
masomes: too big to miss. J Clin Invest
119:3502–3511

6. Martinon F, Burns K, Tschopp J (2002) The
inflammasome: a molecular platform triggering
activation of inflammatory caspases and proces-
sing of proIL-beta: Mol Cell 10:417–426

7. Chen Y, Smith MR, Thirumalai K, Zychlinsky
A (1996) A bacterial invasin induces macro-
phage apoptosis by binding directly to ICE.
EMBO J 15:3853–3860

8. Lamkanfi M, Dixit VM (2010) Manipulation
of host cell death pathways during microbial
infections. Cell Host Microbe 8:44–54

9. Fabbi M, Carbotti G, Ferrini S (2015)
Context-dependent role of IL-18 in cancer
biology and counter-regulation by IL-18BP. J
Leukoc Biol 97:665–675

10. Haghshenas MR, Hosseini SV, Mahmoudi M,
Saberi-Firozi M, Farjadian S, Ghaderi A (2009)
IL-18 serum level and IL-18 promoter gene
polymorphism in Iranian patients with gastro-
intestinal cancers. J Gastroenterol Hepatol
24:1119–1122

11. Kang JS, Bae SY, Kim HR, Kim YS, Kim DJ,
Cho BJ, Yang HK, Hwang YI, Kim KJ, Park
HS, Hwang DH, Cho DJ, Lee WJ (2009)
Interleukin-18 increases metastasis and
immune escape of stomach cancer via the
downregulation of CD70 and maintenance of
CD44. Carcinogenesis 30:1987–1996

12. Thong-Ngam D, Tangkijvanich P,
Lerknimitr R, Mahachai V, Theamboonlers A,
Poovorawan Y (2006) Diagnostic role of serum
interleukin-18 in gastric cancer patients. World
J Gastroenterol 12:4473–4477

13. Kim KE, Song H, Kim TS, Yoon D, Kim CW,
Bang SI, Hur DY, Park H, Cho DH (2007)
Interleukin-18 is a critical factor for vascular
endothelial growth factor-enhanced migration
in human gastric cancer cell lines. Oncogene
26:1468–1476

14. Majima T, Ichikura T, Chochi K, Kawabata T,
Tsujimoto H, Sugasawa H, Kuranaga N,
Takayama E, Kinoshita M, Hiraide H, Seki S,
Mochizuki H (2006) Exploitation of
interleukin-18 by gastric cancers for their
growth and evasion of host immunity. Int J
Cancer 118:388–395

Immuno-detection of Immature and Mature IL-18 235



Chapter 19

Optimization Techniques for miRNA Expression in Low
Frequency Immune Cell Populations

Victoria G. Lyons, Natalie L. Payne, and Claire E. McCoy

Abstract

In this chapter we outline a RNA extraction method for very low immune cell populations isolated from the
central nervous system of mice undergoing experimental autoimmune encephalomyelitis. We compare
various normalization and quantification techniques to examine miRNA expression. Our data highlight
that employing a mean normalization procedure using a number of well-selected housekeeping miRNA
genes, followed by absolute quantification with a standard curve generated from a commercial miRNA
oligo, gave the most robust and reproducible miRNA expression results.

Key words microRNA, Experimental autoimmune encephalomyelitis, Immune cells, RT-PCR, Rela-
tive quantification, Absolute quantification, Mean normalization, Standard curve

1 Introduction

MicroRNAs (miRNA) are small nucleotide (18–25 nt in length)
noncoding RNA molecules that posttranscriptionally regulate cod-
ing mRNA molecules. They play an important role in almost all
cellular functions to regulate differentiation, proliferation, activa-
tion status and effector functions in any given cell type. Due to their
involvement in these processes, it is no surprise that their dysresgu-
lation underpins various diseases [1]. Thus, understanding how to
reliably measure and quantify miRNAs has immense diagnostic
potential, whilst monitoring the changes in expression in models
of disease provides insight into complex regulatory networks and
the identification of novel biological pathways that play a role in
disease pathogenesis. In 2005, a successful real-time RT-PCR
quantification technology was developed to detect miRNA mole-
cules in cells and tissues [2]. The technique involves a two-step
process and remains the most widely used method for fast, accurate
and sensitive miRNA measurement. The first step involves a stem-
loop RT primer that hybridizes to the miRNA and is reverse
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transcribed using a Multi-Scribe reverse transcriptase. The second
step measures the RT products using a conventional TaqMan PCR
[2, 3].

Although TaqMan RT-PCR has become the gold standard for
miRNA detection in cells and tissues, there are numerous prereq-
uisite considerations. The first consideration is deciding on the
method of RNA extraction. Many effective commercial kits and
reagents are available for tissues and/or cells (Qiagen miRNeasy
kit, Ambion miRVana PARIS, Analytik Jena kit, TRIzol reagent).
We have extensively illustrated robust miRNA analysis in RNA
extracted from both primary macrophages and macrophage cell
lines using a modified protocol from the Qiagen RNeasy kit
[4]. This method is ideal for extracting RNA when the starting
material has a typical range of 1 � 105–1 � 106 cells per sample.
However, this method was no longer appropriate when we per-
formed experiments in vivo, with a need to detect miRNA expres-
sion in immune cells with low numbers ranging from
1 � 102–1 � 104. Thus, finding an alternative RNA extraction
method became paramount to our studies. We needed to detect
miR-155 expression in leukocytes isolated from the central nervous
system (CNS) of mice undergoing experimental autoimmune
encephalomyelitis (EAE). The CNS is a tissue with notoriously
low immune cell numbers, particularly in naı̈ve nontreated mice
that are required for comparative analysis. Not only did we need to
measure miR-155 expression levels in total CNS-isolated leuko-
cytes, but also in specific immune cell populations, namely macro-
phages, T and B cells. We compared five methods of RNA
extraction in FACS sorted immune cell populations from
CNS-isolated leukocytes as follows: (1) Qiagen miRNeasy kit,
(2) modified Qiagen RNeasy kit [4], (3) Analytik Jena kit, (4) TRI-
zol reagent, and (5) TRIzol reagent þ carrier protein glycogen.
Consistently in our hands, TRIzol reagent alone extracted RNA
from as few as 100 cells (1 � 102) cells, giving ranges of
20–200 ng/μl of RNA and robust detection of miR-155.

The second consideration is the normalization method. Tradi-
tionally, changes in miRNA expression are determined by normal-
izing Ct values to an internal control, often called a “housekeeping
gene” or in our case a “housekeeping miRNA” [5]. This miRNA
should not vary in the tissues or cells under investigation, nor in
response to the experimental treatment. Investigators often strug-
gle to determine which housekeeping gene is most appropriate for
their experiment in question, due to the divergence of choices that
are available. For example, we ourselves have used a range of
different housekeeping miRNAs such as RNU6B, snoRNA202,
miR-191, and miR-16 depending on the cell type in question and
the type of experiment performed [6–8]. We have realized that
although certain housekeeping miRNAs may be occasionally con-
stant in one particular immune cell type or experimental condition,
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it may vary considerably in another type of immune cell. Thus, we
decided to investigate methods to eliminate these discrepancies by
comparing our data when normalizing to the average of three
housekeeping genes (RNU6B, snoRNA202, and miR-191) rather
than the traditional use of just one (Fig. 1). We found that by
averaging three housekeeping genes we obtained more consistent
and reliable results between experiments. This is not a surprise and
in fact, this method of taking the average of multiple carefully
selected housekeeping genes is validated as an accurate normaliza-
tion method [9, 10]. However, this method is often not sustain-
able, particularly when samples are precious and cost-burdens are a
factor. Yet, by utilizing this method in our preliminary experiments,
it gave us the confidence moving forward to choose a single
housekeeping miRNA that could reliably reproduce the data
obtained when three housekeeping genes were used.

Fig. 1 miR-155 fold induction in CD4+ T cells within the CNS of EAE-induced mice compared to naı̈ve control
mice using the ΔΔCt fold method. Data was first normalized to individual housekeeping genes (a) sno-202,
(b) miR-191, (c) U6, and (d) the average of three housekeeping genes
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Another important consideration is quantification methods.
There are two methods; relative and absolute. Relative quantifica-
tion describes the change in expression of the target gene (in our
case, miR-155) relative to a reference group, often an untreated
group or sample at time zero. This method is useful for determin-
ing how a given treatment increases the expression of a certain
miRNA, where the data is represented as fold-change over non-
treated control. The ΔΔCt calculation method is a convenient way
to assess the relative expression of miRNAs from RT-PCR experi-
ments [5]. Although this method is popular, it does have draw-
backs. The experiment must contain nontreated samples, the PCR
efficiency of your target miRNA and housekeeping miRNAmust be
approximately equal; lastly it cannot accurately determine actual
transcript copy numbers in your samples.

In contrast, absolute quantification determines the absolute
copy number of the miRNA of interest, by relating the RT-PCR
data to a standard curve with known amounts. This method is
important for quantifying the actual amount of transcript between
different cell types and tissues for example. Using miR-155 as an
example, we generated a standard curve using a commercially avail-
able miR-155 oligo. Graphing log concentration against Ct gen-
erates a slope where we can obtain an equation of the line. Using
this equation, we can calculate the concentration of miR-155 in our
samples. It also enables the calculation of samples irrespective of a
nontreated reference sample that is particularly useful. In addition,
we utilized a median normalization method, a method that has
been increasing in popularity due to its success in reproducibility
[11, 12]. This method removes the doubt that housekeeping genes
themselves can be differentially expressed in experimental condi-
tions, and instead relies on normalization by calculating the mean
Ct value from all the housekeeping miRNAs. This method is even
more robust if three housekeeping genes have been used in the
experimental design.

In summary, we outline relative and absolute quantification
methods for determining miRNA expression in low number
immune cells. The relative method is quick and straightforward
for in vitro analysis when, for example, testing agonists and/or
drug responses. However, we believe that the absolute quantifica-
tion method is superior for in vivo analysis where the use of a
standard curve and the mean normalization technique ensures
accuracy, consistency, and reproducibility.

2 Materials

2.1 EAE Induction 1. 9–10-week-old female C57BL/6J mice.

2. Myelin oligodendrocyte glycoprotein (MOG) 35–55 peptide
(lyophilized). Reconstitute lyophilized MOG35–55 peptide in
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sterile PBS to a concentration of 20 mg/ml. Aliquot into sterile
eppendorf tubes and store at �80 ˚C.

3. Complete Freund’s adjuvant (CFA).

4. Mycobacterium tuberculosis H37Ra (killed and desiccated).
Reconstitute M. tuberculosis in 1 mL sterile water to a concen-
tration of 100 mg/ml. Store at 4 ˚C for up to 1 month.

5. Pertussis toxin from Bordetella pertussis (lyophilized).

6. Sterile Dulbecco’s phosphate buffered saline, no calcium or
magnesium (PBS).

7. Sterile water.

8. Glass Hamilton syringes (1 � 1 mL, 2 � 10 mL).

9. Three-way stopcock.

10. 1 mL syringe.

11. 25 gauge needle.

12. Insulin syringe.

13. Sterile 1.5 mL eppendorf tubes.

14. Sterile 50 mL tube.

2.2 CNS Dissection 1. CO2 induction chamber.

2. Surgical instruments: straight dissecting scissors, small blunt
curved serrated forceps, hemostats.

3. 25 gauge butterfly needle.

4. 18 gauge needle.

5. 50 and 10 mL syringes.

6. PBS.

7. 60 mm petri dish.

8. Dulbecco’s Modified Eagle’s Medium (DMEM) with high
glucose.

9. 80% ethanol.

2.3 Leukocyte

Isolation

1. 60 mm tissue culture treated petri dishes to place CNS after
dissection.

2. Sterile stainless steel scalpel blade.

3. Sterile Pasteur pipette.

4. Sterile 70 μm filters.

5. Sterile 15 and 50 mL Falcon tubes.

6. Complete DMEM: 500 mL DMEM supplemented with 10%
fetal calf serum (FCS) and 1% penicillin/streptomycin.
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7. 70% and 30% Percoll stocks diluted in PBS.

8. Trypan Blue to determine cell viability at a ratio of 1:1.

9. PBS.

10. Digestion buffer: 25 ng/mL DNase, 1 mg/mL Collagenase D
in PBS. Digestion buffer needs to be as fresh as possible and
prepared within 6 h of carrying out experiment.

11. FACS buffer consisting of PBS, 5–10% FBS, 1 mM Ethylene-
diaminetetraacetic acid (EDTA), and 0.1%NaN3 sodium azide.

12. Hemocytometer.

2.4 Fluorescence

Activated Cell Sorting

(FACS)

1. Corning™ Falcon™ Round-Bottom Polystyrene Tubes.

2. FACS buffer.

3. 1:150 CD16/CD32 (Fc antibody) freshly prepared and
diluted in FACS buffer.

4. Compatible flow cytometry cell surface markers as highlighted
in Table 1.Make a master mix by diluting all antibodies (1:200)
in 100 μL FACS buffer per sample. Generate 1:500 dilution
single stains for each antibody in 50 μL FACS buffer.

5. FACS CANTO II flow cytometry machine for sample acquisi-
tion and analysis.

6. Cell sorting machine; Beckman Coulter MoFlo XDP.

7. FlowJo Vx 10.0 software for phenotypic analysis.

2.5 RNA Extraction 1. 1.5 mL Eppendorf tubes.

2. 1 mL/sample of TRIzol reagent.

3. 200 μL/sample of chloroform.

4. 500 μL/sample of isopropanol.

5. 1 mL/sample of 80% ethanol.

6. 30 μL/sample of DNase and RNase-free H2O.

Table 1
Compatible flow cytometry cell surface antibodies

Cell marker Fluorescent probe Expression/representative Location

CD45 PerCpCy5.5 Leukocytes Cell surface

CD11b APC Myeloid cells Cell surface

F480 FITC Monocytes/macrophages/eosinophils Cell surface

CD4 PE CD4+ cells Cell surface

CD3 eFluor450 T cells Cell surface

B220 PE/Cy7 B cells Cell surface
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7. Fume hood (TRIzol contains phenol).

8. Heating block (set at 55–60 �C).

2.6 RT-PCR 1. TaqMan® MicroRNA Reverse Transcription Kit.

2. TaqMan MiRNA Assay. Two components comprised within
the assay: 5� primer and 20� FAM-labeled probe per specific
miRNA.

3. SensiFAST™ SYBR® Hi-ROX.

4. miR-155 synthetic oligonucleotide with ZEN modifications (5-
0-rUrUrA rArUrG rCrUrA rArUrU rGrUrG rArUrA GrGrG
rGrU-30). Reconstitute with DNA/RNase free H2O to a
100 nM stock according to the material safety data sheet. Gen-
erate multiple smaller aliquots at 1 nM and store at �80 �C.

5. 1.5 mL Eppendorf tubes.

6. 8-Strip PCR tube caps (0.2 mL) with flat writing surface.

7. MicroAMP™ Optical 384- or 96-well reaction plate.

8. MicroAMP™ Optical Adhesive Film.

9. 7900HT RT-PCR System with 384- or 96-well block.

2.7 Data Analysis 1. SDS v2.2 software.

3 Methods

3.1 EAE Induction EAE is induced by subcutaneous injection of 100 μg of the enceph-
alitogenic peptide MOG35–55 (also called antigen) in CFA sup-
plemented with M. tuberculosis on day 0. A 1:1 ratio emulsion of
MOG35–55 and CFA is prepared and each mouse receives two
injections of 100 μl (total of 200 μl per mouse). 200 ng of pertussis
toxin is administered intraperitoneally in a volume of 200 μl on day
0 and again on day 2 (see Note 1).

1. Dilute the 20 mg/ml stock of MOG35–55 1:20 with sterile
PBS to achieve a working concentration of 1 mg/ml.

2. Thoroughly vortex the 100 mg/ml stock of M. tuberculosis
(from step 4) and add 400 μl to a 10 ml vial of CFA (see
Note 2). This can be stored at 4 ˚C for up to 1 month.

3. Calculate the volume of CFA/antigen emulsion required for
immunization by multiplying the number of mice to be immu-
nized by 200 μl and then multiplying by 1.5 (see Note 3).
Divide this number by half to give the volume of CFA and
the volume of MOG35–55 required. For example:
10 mice � 200 μl per mouse ¼ 2000 μl � 1.5 ¼ 3000 μl
total volume required/2 ¼ 1500 μl CFA þ 1500 μl
MOG35–55.

miRNA Expression in Immune Cells 243



4. To prepare the emulsion of CFA/antigen, connect 2 � 10 ml
glass Hamilton syringes (see Note 4) to a three-way stopcock
and remove the plunger from syringe-1. Secure syringe-2 with
tape so that syringe-1 remains upright.

5. Thoroughly vortex CFA prepared in step 2. To syringe-1, add
equal volumes of CFA and MOG35–55 working solution
(prepared in step 1) according to the volume calculated in
step 3.

6. Slowly draw back the plunger of syringe-2 until the entire
contents have been drawn into the syringe. Disconnect
syringe-2 from the stopcock and expel any air bubbles within
the syringe (see Note 5). Replace the plunger in syringe-1 to
the 0 ml mark and then reconnect syringe-2 to the stopcock.

7. Thoroughly mix the contents between the two syringes by
alternatively pressing down on the plungers to create an emul-
sion. Place on ice until required (see Note 6).

8. Calculate the total volume of Pertussis toxin required by multi-
plying the number of mice to be immunized by 200 μl and then
multiply by 1.2 (to account for loss during loading of syringes).

9. Reconstitute lyophilized Pertussis toxin to a concentration of
100 μg/ml by slowly injecting sterile PBS through the lid with
an insulin syringe. Mix gently and allow to dissolve for 5 min.
This can be stored at 4 ˚C for up to 1 month.

10. Dilute the 100 μg/ml stock of Pertussis toxin (from step 11)
1:100 with sterile PBS in a 50 ml tube to achieve a working
concentration of 1 μg/ml. Place on ice.

11. Immediately prior to immunization, place Pertussis toxin at
room temperature and thoroughly mix the CFA/antigen
emulsion between the two syringes.

12. Expel the entire emulsion into syringe-1, disconnect syringe-
2 and connect a 1 ml glass Hamilton syringe. Slowly load the
1 ml syringe with the emulsion to the 1.2 ml mark (seeNote 7).

13. Disconnect the 1 ml syringe, reconnect syringe-2 and place the
emulsion on ice.

14. Attach a 25 gauge needle to the 1 ml syringe, tap gently and
expel the emulsion to the 1 ml mark to release any air bubbles.

15. Using the 1 ml syringe, inject each mouse with 100 μl of the
CFA/antigen emulsion into each hind limb flank (total of
200 μl per mouse) (see Note 8).

16. Inject each mouse with 200 μl of Pertussis toxin (prepared in
step 12) intraperitoneally. Repeat 48 h later.

17. Monitor mice daily for clinical signs of disease from day 8 post
immunization (seeNote 9). Clinical scores are assigned accord-
ing to the scale in Table 2.
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3.2 CNS Dissection The below protocol details dissection of the brain and spinal cord
separately. Brain and spinal tissue can be processed together for
isolation of leukocytes from the entire CNS, separately or if specific
regions of the brain or spinal cord need to be examined.

1. Euthanize the mouse by CO2 asphyxiation, secure the limbs
and spray with 80% ethanol.

2. Open the chest cavity to expose the heart (see Note 10).

3. Insert a 25 gauge butterfly needle attached to a 50 ml syringe
prefilled with PBS into the left ventricle of the heart and cut the
right atrium of the heart with scissors.

4. Confirm correct placement of the needle be pushing down on
the plunger slowly and observing for efflux of blood from the
right atrium.

5. Perfuse the mouse with PBS until the blood runs clear and the
liver has lost its red color (see Note 11).

6. To remove the brain, secure the limbs and spray the head and
back of the mouse with 80% ethanol.

7. Make an incision through the skin coronally between the eyes
and longitudinally to the base of the tail.

8. Hold the head at the base of the skull and cut the skull between
the two olfactory bulbs by placing one blade of the dissecting
scissors into each eye cavity and cutting coronally.

9. Make a longitudinal cut through the skull along the sagittal
suture (see Note 12). Expose the brain by applying gentle
tangential, lateral pressure to tilt back the frontal and parietal

Table 2
Clinical grading system for assessment of EAE

Score Clinical signs

0 Normal. Curling of the tail when the mouse is picked up

0.5 Partial limp tail. The tip of the tail is limp when the mouse is picked up

1 Limp tail. The tail is completely limp when the mouse is picked up

2 Weak hind limbs. The mouse has an abnormal gait and struggles to right itself when placed on its
back

2.5 Paralysis of one hind limb. The mouse drags one hind limb and there is no response to toe pinch

3 Paralysis of both hind limbs. There is complete loss of movement in both hind limbs and no
response to toe pinch

4 Paralyzed hind limbs and weak forelimbs. Mice are sacrificed for humane reasons

5 Moribund. The mouse is cold to touch and not moving
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bones on each side with either the blade of the scissors or a pair
of curved forceps.

10. Carefully slide forceps under the anterior part of the brain and
tilt the brain upward to cut the cranial nerves with scissors.

11. Hold the interparietal bone with forceps and cut on either side
to expose the area where the brain and spinal cord meet.

12. Make a cut at the base of the brain where it meets the spinal
cord and carefully remove the brain. Place on ice in a 60 mm
petri dish with DMEM.

13. To remove the spinal cord, peel back the skin to the base of the
tail in order to expose the spinal column.

14. Cut the spinal cord where the spinal column attaches to the
pelvis and then cut along the spinal column on each side in
order to remove the column.

15. Insert an 18 gauge needle attached to a 10 ml syringe prefilled
with PBS into the spinal canal at the caudal end of the spinal
column, past the point of resistance.

16. Push down on the plunger to flush the spinal cord into a
60 mm dish containing DMEM with high glucose.

3.3 Leukocyte

Isolation

1. Transfer the intact CNS to new 60 mm petri dishes containing
freshly prepared digestion buffer.

2. Thoroughly dice the CNS using a carbon steel surgical blade.

3. Incubate the diced CNS for 30 min at 37 �C.

4. Add 2 ml of PBS to each sample to terminate the enzymatic
reaction.

5. Within a biological safety cabinet, use a Pasteur pipette to flush
the digested CNS through a 70 μm filter into a 15 ml Falcon
tube. Continue flushing the CNS with PBS until there is a final
volume of 15 ml within the Falcon tube.

6. Centrifuge samples at 4 �C for 5 min at 500 � g

7. Decant the supernatant and add 8 ml of 30% Percoll to resus-
pend the cell pellet.

8. Gently layer the cell suspension at a 45� angle onto the surface
of 3 ml of 70% Percoll within a 15 ml Falcon tube.

9. Centrifuge the layered suspension at room temperature for
25 min at 500 � g with no brake activation (see Note 13).

10. A white buffy coat layer will be visible between the will between
the 30% and 70% Percoll gradients. This layer contains CNS
leukocytes. Using a Pasteur pipette, transfer the buffy coat to a
clean 15 ml Falcon tube (see Note 14).

11. Add PBS to a final volume of 15 ml and centrifuge at 4 �C for
5 min at 1500 rpm.
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12. Resuspend the pellet containing the CNS leukocytes in 1 ml of
FACS buffer.

13. Count the cells using a hemocytometer in a dilution of 1:1 with
Trypan Blue (see Note 15).

3.4 FACS 1. Centrifuge the CNS leukocytes at 4 �C for 5 min at 150 � g
and resuspend in 200 μl 1:150 CD16/CD32 for 30 min at
4 �C (see Note 16).

2. Wash samples with 1 ml of FACS buffer. Remove 2 � 105 cells
from each sample into a separate tube. These samples will be
used for single stains (i.e., you will need six single stain samples
if there are six antibodies in the master mix as highlighted in
Table 1). The remaining cells in the original sample will be used
for cell sorting.

3. Centrifuge all samples for 5 min at 4 �C at 150 � g.

4. Decant supernatants in one swift motion to reduce dead vol-
ume within the FACS tube.

5. Add 100 μl of antibody master mix to the cell sorting sample
and 50 μl of single stain mix to the single stain samples (see
Note 17).

6. Incubate samples for 30 min in the dark at 4 �C.

7. Wash samples by pipetting 1 ml of FACS buffer into each FACS
tube and centrifuging at 150 � g for 5 min.

8. Decant supernatants and resuspend cell pellet in 100–150 μl of
FACS buffer.

9. Bring samples to the cell sorting machine on ice to prevent cell
clumping and death. Most cell sorting machines, i.e., FACS
ARIA and MoFlo XDP Cell Sorters, can collect up to four cell
populations in four separate fractions.

10. Determine the gating strategy to obtain the desired cell popu-
lations. Start by plotting a forward scatter (FS) and side scatter
(SC) plot to determine live cells, then gate on CD45+ cells to
determine all leukocytes. F4/80+CD11b+ positive cells will
represent macrophages. CD3+CD4+ positive cells will repre-
sent CD4+ T cells and B220+ will represent B cells.

11. Run each sample on the cell sorting machine until there is no
sample remaining in the FACS tube.

12. Purified and enriched cell populations are collected into sepa-
rate fractions within FACS tubes (see Note 18).

13. Purified populations should be placed on ice until downstream
experiments are carried out, i.e., RNA extraction.
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3.5 RNA Extraction The following RNA isolation protocol has been specifically mod-
ified to accommodate for low cell numbers using the chemical
reagent TRIzol (see Note 19).

1. Lyse samples in 1 ml of TRIzol Reagent and incubate for 5 min
at room temperature within Eppendorf tubes (see Note 20).

2. Add 200 μl of chloroform to samples and shake vigorously for
30 s to ensure complete mixing between cell lysates, TRIzol,
and chloroform.

3. Incubate Eppendorf tubes for 10 min at room temperature.

4. Centrifuge cell lysates at 12,879 � g for 15 min at 4 �C.

5. After centrifugation samples are separated into three phases; an
organic phase (containing proteins and lipids), an interphase
(containing DNA), and most importantly; the desired upper
aqueous phase (containing RNA).

6. Carefully pipette 400 μl of the aqueous phase into a clean
Eppendorf tube containing 500 μl of Isopropanol. Samples
can be placed at �20 �C which has been suggested to increase
the yield of RNA or you can proceed directly onto the
next step.

7. Centrifuge Eppendorf tubes for 12,879 � g for 10 min at 4 �C
and carefully decant supernatants (see Note 21).

8. Resuspend the pellets in 1 ml of 80% Ethanol.

9. Centrifuge Eppendorf tubes at 5031 � g for 5 min at 4 �C and
decant supernatants.

10. Air-dry samples by inverting Eppendorf tubes onto clean tissue
and maintaining this inversion for 5–10 min.

11. Resuspend samples in 30 μl of DNase and RNase free H2O.

12. Place samples on a heat block set at 55–60 �C.

13. Place samples immediately on ice and measure the RNA con-
centration by placing 1 μl on a NanoDrop. Typical cell num-
bers and RNA concentrations from CNS-isolated immune cell
populations in a wild-type naı̈ve mouse are shown in Table 3.
Store the RNA at �80 �C indefinitely.

Table 3
Cell numbers from immune cell populations enriched by cell sorting with their corresponding RNA
concentration yield (ng/μl) within the CNS of a WT naı̈ve C57/Bl6 mouse

Immune cell population Cell number RNA concentration (ng/μl)

Macrophages 7600 205.5

CD4+ T cells 745 75

B220 cells 1200 120
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3.6 RT-PCR

3.6.1 Sample

Preparation

1. Prepare RNA at a stock concentration of 5–10 ng/μl for
miRNA expression analysis using DNA/RNase free H2O (see
Note 22).

2. Thaw all reagents on ice from the TaqMan® MicroRNA
Reverse Transcription Kit and the TaqMan® Primer from the
TaqMan® MiRNA Assay Kit.

3. Briefly vortex and microcentrifuge dNTPs, 10� buffer, and
TaqMan® MiRNA Primers.

4. In a microcentrifuge tube, prepare an RT reaction master mix
as outlined in Table 4 comprising of: dNTP, 10� buffer, RNase
inhibitor, RT enzyme, and desired primers (see Note 23). It is
essential that at least one housekeeping gene is included such as
snoRNA202, RNU6B, and/or miR-191.

5. Add 12 μl of RT reaction master mix into the correct number of
thin wall 8-Strip PCR tubes (see Note 24).

6. Pipette 3 μl of each RNA sample to each labeled corresponding
PCR tube and mix gently with a quick flick.

7. Microcentrifuge samples at a low speed for no longer than 5 s
to ensure all liquid is gravitated down to the bottom of the
PCR tubes.

8. Run the samples on a PCR machine using the following pro-
gram: 16 �C for 30 min, 42 �C for 30 min, 85 �C for 5 min and
15 �C for 1.

9. Samples may be kept overnight in a PCR machine at a holding
temperature of 15 �C, stored at 4 �C for 1 week or stored at
�20 �C for up to 1 year before proceeding (see Note 25).

Table 4
The reagents and volumes required to generate a 12 μl RT reaction mix for
individual miRNA analysis

Reagent Volume (μl)a

dNTP 0.125

10� buffer 1.5

RNase inhibitor 0.18

RT enzyme 1.0

TaqMan primer (5�) 0.375 (per each primer)b

H2O (DNA/RNase free) Dependent on primer numberc

Total volume 12

aThese volumes should be multiplied by the number of samples you have (þ2 for

pipetting error) to create an RT reaction master mix
bThe reaction can allow multiple miRNA primers (maximum 8) to be accommodated in

the one reaction mix
cThe volume of H2O will depend on the amount of primers included in the reaction mix
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10. Thaw newly synthesized cDNA samples if frozen and keep
on ice.

11. Prepare individual master mixes for each miRNA intended to
be detected. Each master mix comprises of: 2� SensiFAST
Probe HiROX buffer, 20� probe, and DNA/RNase-free
H2O made up according to volumes outlined in Table 5 (see
Note 26).

12. Vortex each master mix to ensure that all reagents are thor-
oughly mixed.

13. Design the experimental layout on a 384- or 96-well RT-PCR
plate (see Note 27).

14. Pipette 8.9 μl of each master mix to appropriate wells (e.g., if
there are ten samples and two probes, each master mix would
be pipetted into 20 wells (technical duplicates) resulting in a
total of 40 wells being used (two probes) in the 384- or 96-well
plate).

15. Pipette 1 μl of each cDNA sample into appropriate wells (2 μl
of each cDNA sample should be used per probe due to dupli-
cates) (see Note 28).

3.6.2 Synthetic miRNA

Standards Preparation

A miR-155 synthetic oligonucleotide can be used as a method of
determining absolute miR-155 expression levels by creating a
miR-155 standard curve.

1. Thaw a 1 nM miR-155 synthetic oligonucleotide aliquot
on ice.

2. Generate a concentration of 32.8 pM from the 1 nM stock by
diluting 4 μl of the 1 nM stock into 118 μl of H2O.

3. Create a fourfold dilution by diluting 25 μl of the 32.8 pM
stock into 75 μl of H2O, this will be the top standard of the
standard curve and contains a concentration of 8.2 pM or
8200 fM.

Table 5
The reagents and volumes required to generate a RT-PCR reaction mix for
individual miRNA analysis

Reagent Volume (μl)a

2� TaqMan Universal Master Mix 10.0

H2O (DNA/RNase free) 8.0

20� probe 0.66

aThese volumes incorporate enough mix to measure one miRNA in duplicate as well as

allowing extra for pipetting error, and should be multiplied by the number of samples in

your experiment to generate a master mix
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4. Create 5–7 more serial fourfold dilutions; a final blank template
control containing only H2O must also be included to distin-
guish background CT noise from the RT-PCR machine.

5. Run these serial dilutions in parallel with experiment samples.
For example, following steps 5–9, Subheading 3.6.1, add 3 μl
of each serial dilution to 12 μl of RT reaction mix. Following
steps 10–15, Subheading 3.6.1, add 1 μl of the cDNA sample
generated onto the appropriate wells of a RT-PCR plate which
contains the miR-155 probe.

3.6.3 Loading the Plate 1. Seal the RT-PCR plate with an optical adhesive film. Once the
film is sufficiently applied (using applicator provided), tear off
the perforated edges.

2. Centrifuge the RT-PCR plate at 150 � g for 1 min. This is to
ensure there are no droplets trapped at the edge of any wells
(the laser within the RT-PCR machine may not identify these
drops causing skewed results).

3. On the 7900HT System, start the SDS v2.2 software. In the
main menu, select File – New. In the new document dialog
box, select the following from the drop-down menu: Absolute
Quantification (ΔΔCt) and 384-well format (or 96-well format
depending on the plate used).

4. On the right-hand side of the screen, open the New Detector
tab; name each miRNA being evaluated within the experiment.
Ensure the FAM tab is also highlighted.

5. On the left-hand side of the screen, highlight the wells that
contain samples from the experiment and label with the appro-
priate miRNA detector and sample number.

6. Save as an SDS 7900 Template (.sdt) file.

7. Load and run the RT-PCR plate using the standard default
thermal-cycling conditions, changing the reaction volume to
10 μl (seeNote 29). This RT-PCR run takes approximately 1 h
20 min.

8. To retrieve data, go to File and Open saved .sdt file. Click
analyze data by pressing the green triangle. Export data as a
.txt file to a USB stick.

3.7 Data Analysis

3.7.1 ΔΔCt Method

1. Once the RT-PCR cycle containing all biological experimental
samples has completed its run, using Microsoft Excel Spread-
sheet, paste the Ct values of the miRNA of interest parallel to
the housekeeping miRNA Ct values. The ΔΔCt method is
shown in the following equation and described in the following
steps.
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CtmiRNA sample � Cthouse‐keeping miRNA ¼ ΔCt :
ΔCtmiRNA sample � ΔCt reference sample ¼ ΔΔCt:

Fold Induction ¼ 2�ΔΔCt:

2. Subtract the Ct values obtained from experimental miRNA
samples away from the chosen housekeeping miRNA Ct values
(termed ΔCt). Analysis is possible using one housekeeping
gene or the average of multiple house-keeping genes, i.e.,
snoRNA202, miR-191, U6. Figure 1 illustrates the difference
between normalizing the data to three housekeeping genes
compared to individual housekeeping genes.

3. Determine the average ΔCt value from your reference group
(nontreated group) only, and subtract this value from the ΔCt
value of the miRNA sample.

4. The fold change (2�ΔΔCt) is calculated by multiplying ΔΔCt
values obtained in the previous step by the power of 2, i.e.,
POWER(2, ΔΔCt).

3.7.2 Absolute

Quantification Method

1. Once the RT-PCR cycle containing all the experimental and
standard curve samples has completed its run, using Microsoft
Excel Spreadsheet, paste all the Ct values onto an excel sheet.

2. Determine the standard curve first by plotting the Ct values
from the serial dilutions against the corresponding concentra-
tion expressed in fM. Convert the fM value to a log value, i.e.,
the top standard of 8200 fM has a log value of 3.9 (see Fig. 2).
This term is often denoted log copy number.

3. Next, calculate the mean Ct value from the entire set of
housekeeping miRNAs used in the experiment. You can calcu-
late this value from the average of one housekeeping miRNA or
use the mean value from multiple housekeeping miRNAs.

Fig. 2 Standard curve demonstrating Ct values vs log copy number of miR-155
Oligo concentration (fM)
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4. Create a Normalization Factor (NF) [12] by subtracting the
mean housekeeping Ct value from the sample of interest from
the mean Ct value generated in step 2.

Mean Ctentire house‐keeping �Mean Ctsample house‐keeping ¼ NF

5. Add the NF value to the raw Ct value generated for the experi-
mental sample (i.e., the Ct value generated for the miRNA of
interest).

NFþ CtmiRNA sample ¼ normalized Ct value

6. The normalized Ct value is then used to calculate the absolute
copy number from the standard curve generated from the
synthetic miRNA oligonucleotide (Fig. 2).

7. From the standard curve, determine the equation of the line,
i.e., y ¼ 1.11x � 22.22 (see Note 30).

8. To solve “x” (log copy number), subtract the numerical value
at the end of the equation, i.e., 22.22 from the normalized Ct
values obtained in step 5 and divide this by the numerical value
adjacent to x, i.e., 1.11. Therefore, this calculation would
resemble the following: (step 4 � 22.22)/1.11 ¼ x. This
gives you a value that equates to log copy number or log fM
concentration.

9. Multiply the log value obtained in the previous step by the
power of 10, i.e., POWER(10, “x”). The value is often too low
to represent on a graph and it is often necessary to multiply the
value by the desired exponential factor to represent the data.
Figure 3 illustrates the exact same data from Subheading 3.7.1
calculated using the absolute quantification method instead of
the ΔΔCt method.

4 Notes

1. Our immunization protocol is sufficient to achieve 100% dis-
ease incidence and clinical severity of score 3 (hind limb paraly-
sis) at our facility. A number of factors can influence the
incidence and severity of disease, including the age and source
of mice, stress, the cleanliness of the animal facility and batch/
source of MOG35–55 peptide, M. tuberculosis and Pertussis
toxin. It is therefore recommended that mice are allowed to
acclimatize for 1 week prior to immunization and that the dose
of reagents is determined empirically by each investigator.

2. CFA contains 1 mg/ml of heat-killed M. tuberculosis.

miRNA Expression in Immune Cells 253



3. Due to its consistency there can be a substantial loss of the
CFA/antigen emulsion during loading of syringes and thus
excess emulsion should be prepared.

4. Additional syringes may be required depending on the number
of mice to be immunized.

5. It is critical that no air bubbles are introduced when preparing
the emulsion.

6. An emulsion is formed if a drop discharged into room temper-
ature water remains intact on the surface. If the drop disperses
additional mixing is required.

7. This is only required the first time the 1 ml syringe is loaded
with the emulsion.

8. A bolus mass should form and persist under the skin for the
duration of the experiment. Ensure the injection site is not
located on the inguinal lymph nodes if they need to be har-
vested for analysis.

9. The tail can be marked to keep track of individual mice.

10. Hemostats can be used to hold the chest cavity open by clamp-
ing the sternum and placing the hemostat over the head.

11. 20 ml is sufficient assuming correct placement of the needle.

12. Ensure the angle of the scissors is as superficial as possible to
avoid damaging the underlying brain.

13. Room temperature is important to ensure complete phase
separation between Percoll gradients and CNS leukocyte
buffy coat layer.

14. It is wise to transfer about 2–3 ml of the buffy coat to maximize
the amount of cells that are contained in this fraction.

Fig. 3 miR-155 copy numbers in CD4+ T cells within the CNS of EAE-induced
mice compared to naı̈ve control mice. Data was calculated using the absolute
quantification method and normalized using the mean normalization of three
housekeeping miRNAs
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15. A naı̈ve mouse contains approximately 0.5 � 106 leukocytes in
the CNS. This increases to approximately 1–2 � 106 in a
mouse undergoing EAE.

16. Adding CD16/CD32 (Fc antibody) prevents nonspecific
binding of FACS antibodies.

17. It is also important to have one sample containing 2� 105 cells
that is unstained and contains no antibody.

18. Confirm with the FACS analyst prior to cell sorting which
FACS tubes are compatible for obtaining and collecting sam-
ples as compatibilities between cell sorting machines differ.

19. It is possible to investigate both miRNA and gene expression
with this optimized TRIzol method. However we only discuss
miRNA expression analysis in this chapter.

20. This step must be carried out in a fume hood, due to the
presence of phenol in the TRIzol.

21. RNA pellets can become easily dislodged in this step.

22. Keep the RNA samples on ice.

23. As multiple primers can be added to this master mix (maxi-
mum 8), the H2O volume should be determined once all other
reagents have been accounted for. For instance, if there is a
master mix prepared for 8 samples (þ2 for pipetting error) with
two primers: (10) 0.125 þ (10) 1.5 þ (10) 0.18 þ (10) 1.0
þ [10 (0.375 � 2)] ¼ total volume of all other reagents.
Required total master mix volume of 120 μl (12 μl � 10 sam-
ples): total volume of reagents � 120 μl ¼ volume of H2O.

24. We have found using 8� strip tubes to be the most useful PCR
tubes for assessing multiple samples and convenient storage.

25. We have experienced significant degradation and destabiliza-
tion of cDNA if kept longer than 1 year. It is better to repeat
steps 1–8, using stored RNA kept at �80 �C rather than reuse
stored cDNA for subsequent RT-PCR analysis.

26. Each sample must be run in technical duplicates for each
miRNA being assessed.

27. The use of a 384- or 96-well RT-PCR plate depends on the
block most frequently used by your gene expression facility
and/or the amount of samples you have.

28. We have found that using the same pipette tip between dupli-
cates gives tighter replicates. However, it is necessary to change
the pipette tip between samples and when moving onto a new
master mix to prevent cross-contamination.
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29. It is recommended by the manufacturer’s that RT-PCR be per-
formed in a final 20 μl volume. However, we have found a final
volume of 10 μl works just as well, thus saving on overall costs.

30. A reliable equation of the lines is generated from standard
curves with an R2 value of 98 or above.
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Chapter 20

Assessing the cGAS-cGAMP-STING Activity of Cancer Cells

Geneviève Pépin and Michael P. Gantier

Abstract

DNA sensing by the STING pathway is emerging to be a crucial component of the antitumor immune
response. Although it plays a key role in the activation of tumor immune cells, exactly how STING is
activated by tumor cells is not fully understood. Recent evidence suggests that cGAS can be directly
engaged and produces 2030-cyclic-GMP-AMP (cGAMP) within certain tumor cells upon stimulation with
DNA damaging agents. Because cGAMP can transfer between adjacent cells, the capacity of tumor cells to
produce cGAMP may activate tumor immune cells, even in the absence of functional STING signaling
within the tumor. Here we describe a simple coculture protocol allowing for the functional characterization
of cGAS/STING activity in tumor cells, together with cGAMP transfer to adjacent cells. This approach will
help define how different tumors engage the STING pathway, and whether synthetic STING agonists
should be used to potentiate the antitumor effects of chemotherapies.

Key words cGAS, cGAMP, STING, Interferon, Connexin, Cancer, Immunotherapy, Innate
immunity

1 Introduction

Stimulator of interferon genes (STING) protein is a key signaling
hub in innate immune responses. Anchored to the membrane of the
endoplasmic reticulum, STING is activated by several signals,
directly sensing bacterial dinucleotides and membranes/lipids traf-
ficking, and indirectly sensing cytoplasmic DNA from bacteria and
viruses, via mechanisms explained below (as recently reviewed by
Tao et al. [1]). STING activation results in NF-κB and IRF3/7
nuclear translocation, promoting the transcriptional induction of
proinflammatory genes and type I Interferons (IFN) [2]. More
recently, STING has been shown to play a leading role in the
detection of endogenous cytoplasmic DNA leaked from the
nucleus after DNA damage [2, 3].

Beyond its role in innate immunity, STING is emerging to be
critical to cancer immunity. STING-deficient mice display impaired
immune cell infiltration and CD8+ T cell priming, key to a produc-
tive immune response against the tumor [4, 5]. Critically, this
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observation was restricted to STING and not seen in mice deficient
in other innate immune signaling pathway components [5]. Indi-
rect activation of STING by DNA relies first on DNA detection by
the cyclic GMP-AMP synthase (cGAS) and its production of the
second messenger cGAMP, which subsequently binds to STING
[6, 7]. Importantly, cGAMP can activate STING endogenously,
i.e. in the cell producing it, but it can also be transferred to adjacent
cells through gap junctions, formed by connexins [8]. If these
adjacent cGAMP recipient cells express STING, they will activate
an immune response, independent of the original response of the
donor cell [8]. This unique property was originally exploited by the
Hornung laboratory to create a functional assay of cGAMP pro-
duction, based on cGAMP donor and reporter-recipient cells
[8]. Critically, because cGAMP is conserved between humans and
mice, coculture strategies relying on cells from the two species
facilitate the distinction between donor and recipient immune
responses [8, 9] (Fig. 1).

cGAS activation in cancer cells can occur upon sensing of
cytoplasmic DNA leaked from the nucleus caused by DNA damage,
either spontaneously, or after chemotherapy treatment
[10, 11]. Recent evidence suggests that certain tumors can directly
produce IFN through activation of cGAS and STING. In line with
this, subsets of patients with spontaneous leukocyte infiltration
have been reported in ovarian cancer [12], breast cancer [13, 14]
and colorectal cancer [15]. Given that IFN production favors

Fig. 1 cGAS-cGAMP-STING activation in human colon cancer cell lines. Human colon cancer cell lines were
transfected with ISD and subsequently cocultured with L929 cells. Human and mouse IP-10 were measured
separately by ELISA. As described in the literature, HCT116 and SW480 do not express cGAS. As a result,
these cells are unable to produce cGAMP under ISD stimulation (and no mIP-10 is produced by L929 cells).
Conversely, HT29 cells are cGAS-STING competent, and produce hIP-10 as well as cGAMP-like activity as
measured by production of mouse IP-10 by the L929 cells. Finally, according to these results, RKO cells are
responsive to cGAS—as seen with mIP-10 production by L929 coculture—but cannot produce human IP-10.
Our analysis of STING expression in RKO by western blotting indicates that these cells are indeed deficient for
STING. Each treatment was carried out in biological triplicates and the data is average from two independent
experiments. Two-tailed unpaired t-tests and standard deviation are shown (***p < 0.001). LF (mock):
Lipofectamine 2000 only; ISD: interferon stimulating DNA
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immune tumor clearance, tumor cells often evolve to escape sensing
by the cGAS-STING pathway (through loss of expression of cGAS,
STING or downstream signaling components) as seen in mela-
noma [16] and colorectal cancers [17]. Impaired cell communica-
tion, whichmay inhibit cGAMP horizontal transfer between cells, is
also common in cancer cells, where connexin expression is often
lost [18, 19].

DNA damaging activities can also potentiate cGAS-STING
engagement. DNA binding agents [9, 20, 21], enzymatic cleavage
of DNA [22], UV exposure [23], and Υ-irradiation [24] lead to
STING activation and type I IFN production. Relying on a func-
tional assay of cGAMP transfer to reporter cells, we have
recently provided the first direct demonstration of cGAS engage-
ment following DNA damage by a DNA binding agent [9]. This
assay relied on the treatment of human cells expressing cGAS, later
cocultured with a mouse reporter cell line (STING competent)
[8, 9]. The following protocol is adapted from this assay to allow
for easy characterization of cGAS and STING functionality in
human cancer cells, together with their capacity to promote hori-
zontal transfer of cGAMP to adjacent cells. As is shown hereafter,
certain cancer cell lines can generate cGAMP, but do not necessarily
have the components to sense it and mount an IFN
response (Fig. 1). Recent evidence suggests that intratumoral
cGAMP administration can stimulate the immune system and
tumor clearance [25–29]. This strategy however bears the risk of
systemic IFN production and associated “flu-like” symptoms in
patients. Making use of the natural capacity of cGAS to be engaged
within tumor cells, if functional, would help alleviate such potential
systemic effects. Beyond this protocol being of interest to this direct
field, the method described here could help stratify cancer patients
and their treatment according to the capacity of their tumors to
make cGAMP.

2 Materials

2.1 Cell Culture 1. L929 cells, HCT 116, HT-29, SW480, RKO.

2. Dulbecco’s Modified Eagle’sMedium (DMEM) supplemented
with 10% sterile fetal bovine serum (FBS), 1� antibiotic/anti-
mycotic; referred to as complete DMEM.

3. Dulbecco’s Phosphate-Buffered Saline (DPBS).

4. Tissue culture plasticware: 100 mm sterile tissue culture dishes,
12-well and 96-well sterile tissue culture plates.

5. Trypsin replacement solution.

6. Hemacytometer.

7. Microscope.
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2.2 Cell

Transfections

1. Lipofectamine 2000 transfection reagent.

2. Opti-Minimal Essential Medium (Opti-MEM).

3. 1 μg/μL final concentration of naked IFN-stimulating DNA
(ISD) made by resuspending 200 μg in 200 μL of endotoxin-
free water.

2.3 ELISA 1. Mouse CXCL10/IP-10 ELISA kit.

2. Human IP-10 ELISA kit.

3. Bovine serum albumin solution in DPBS (hereafter assay dilu-
ent solution for mouse IP-10).

4. Assay diluent solution (BD optEIA) for human IP-10.

5. DPBS containing 0.05% Tween.

6. 1 N H2SO4 0.5 M solution.

7. 0.1 M sodium carbonate, pH 9.5.

8. TMB single solution (Life technologies).

9. Nunc MaxiSorp™ flat-bottom 96-well plates.

10. Microplate reader set at 450 nmwith wavelength correction set
at 540 or 570 nm.

3 Methods

This section details a method to determine cGAS functionality of
human tumor cell lines. Human (h) IP-10 production is used to
assess the capacity of the human cancer cell line to make and
respond to cGAMP. Mouse (m) IP-10 is used to measure cGAMP
transfer to adjacent cocultured Sting competent mouse cells. Col-
lectively, these assays help provide a simple picture of the cGAS
functionality of cancer cells, which can also be correlated to cGAS
expression by western blotting.

3.1 Cell Culture

Maintenance

For each cell line (human cancer cell line and mouse L929 cell line):

1. Grow the cells in complete DMEM at 37 �C in 5% CO2

incubator until the cells reach an 80–90% confluence (see
Note 1).

2. To split the cells, discard the medium, wash with 10 mL of
DPBS. Discard the DPBS.

3. Add 1 mL of TrypLE before incubating for 2–4 min at 37 �C in
5% CO2 incubator.

4. Gently tap the dish and look under the microscope to make
sure the cells are detached. Then, resuspend the cells using
9 mL of complete medium.
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5. To passage the cells use 2 mL of the 10 mL cell suspension and
transfer it into a new 100 mm sterile tissue culture dish. Keep
the rest of the cells and transfer the remaining 8 mL into a
15 mL Falcon tube to perform the reverse transfection.

3.2 Reverse-

Transfection of Human

Cancer Cell Line

with ISD

The protocol and volumes given below are for one human cell line
transfected in one 12-well plate and subsequently transferred into
three wells of a 96-well plate.

1. Dilute 4 μL of Lipofectamine 2000 in 100 μL of Opti-MEM.

2. Dilute 4 μL of ISD solution at 1 μg/μL in 100 μL of Opti-
MEM.

3. Repeat steps 1 and 2 for the mock solution without adding the
ISD (see Note 2).

4. Incubate the Lipofectamine 2000 and the DNA solutions at
room temperature for 5 min.

5. Add the Lipofectamine solution to the DNA solution (result-
ing in a total of 200 μL of ISD–Lipofectamine mix), and mix by
gentle tapping before incubating for 20 min at room tempera-
ture. Do the same with the mock solution.

6. During the incubation time, split the cancer cell line as
described in Subheading 3.1 and count the cell number in the
cell solution with a hemocytometer. Prepare 2 mL of a cell
suspension containing 250,000 cells per ml of complete
DMEM for each cancer cell line.

7. Add the 200 μL of ISD–Lipofectamine mix directly into one
empty well of a 12-well plate. Add 800 μL of the cell suspen-
sion on the top of the ISD–Lipofectamine mix, giving a final
volume of 1000 μL per well. Do the same for the mock
transfection (see Note 3).

8. Incubate the cells for 6 h at 37 �C in 5% CO2 incubator.

3.3 Coculture

of the Transfected

Cells with L929

in the 96-Well Plate

1. Split L929 cells as per Subheading 3.1 and prepare 3 mL of a
cell suspension containing 100,000 cells in 1 mL of complete
DMEM. Add 200 μL per well of 96-well plate at 37 �C in 5%
CO2 incubator. Let the cells adhere for a minimum of 1 h.

2. Following the 6 h ISD transfection, remove the medium of the
transfected cancer cells and wash adherent cells with 1 mL of
DPBS. Discard the DPBS.

3. Add 200 μL of TrypLE and incubate at 37 �C in 5% CO2 until
the cancer cells are detached.

4. Resuspend the cancer cells with 1 mL of complete DMEM and
transfer the cancer cell solution into a 15 mL Falcon containing
9 mL of complete DMEM. Spin the cancer cells at 350 � g for
4 min.
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5. Discard the supernatant and repeat the wash step using 10 mL
of complete DMEM medium a second time.

6. Discard the supernatant and resuspend the cancer cells in
630 μL of complete DMEM medium (set aside).

7. One condition at the time, discard the supernatant of the
adherent L929 cells and replace it with 200 μL of the trans-
fected cancer cell suspension. There should be enough cells to
prepare three wells of coculture per well of cancer cell line
transfected.

8. Incubate the coculture overnight (approximately 20 h) at
37 �C in 5% CO2 incubator.

9. Following incubation, transfer the supernatants into a fresh
96-well plate. The supernatants can be directly analyzed by
ELISA (see Note 4), or frozen at �80 �C for later analysis.

3.4 Mouse CXCL10/

IP-10 ELISA

1. Day 0: Coat the plate using 100 μL of the capture antibody
containing solution diluted in DPBS according to the manu-
facturer’s instructions. Leave the plate sealed with tape at room
temperature overnight (see Note 5).

2. Day 1: Discard the coating solution from the ELISA plate by
flipping and tapping the plate on absorbent paper.

3. Wash the wells three-times using 200 μL of DPBS + 0.05%
Tween and discard the wash solution by flipping and tapping
the plate.

4. Block the plate using 200 μL of a solution containing 1% BSA
diluted in DPBS (assay diluent). Incubate at room temperature
for 1 h and perform three washes as in step 3, immediately
above.

5. Freshly prepare the IP-10 standard curve in assay diluent
according to the manufacturer’s instructions. Standards should
range between 62 and 4000 pg/mL.

6. Add 100 μL of neat supernatant per well or 100 μL of each
standard to separate wells. Incubate at room temperature for
2 h and then perform three washes as in step 3.

7. Add 100 μL of detection antibody in assay diluent according to
the manufacturer’s protocol. Incubate for 1 h at room temper-
ature and perform three washes as in step 3.

8. Add 100 μL of Streptavidin solution in assay diluent according
to the manufacturer protocol. Incubate for 30 min at room
temperature. Perform five washes as in step 3.

9. Add 100 μL of TMB single solution per well and incubate for
30 min at room temperature in the dark.

10. Add 100 μL of 1 N H2SO4 per well to stop the reaction.

11. Measure absorbance using a plate reader set at 450 nm.
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12. Analyse the data by subtracting the optical density (OD) of the
blank to the OD of each samples and determine concentration
relying on standard curve projection.

3.5 Human IP-10

ELISA (BD Opt EIA)

1. Day 0: Coat the plate using 100 μL of capture antibody solu-
tion diluted in 0.1 M sodium carbonate pH 9.5 solution
according to the manufacturer’s instructions. Incubate the
sealed plate at 4 �C overnight.

2. Day 1: Discard the solution containing the capture antibody
from the ELISA plate by flipping and tapping on absorbent
paper.

3. Wash the wells three-times using 200 μL of DPBS + 0.05%
Tween and discard the last wash by flipping and tapping the
plate.

4. Block the plate using 200 μL of assay diluent per well. Incubate
at room temperature for 1 h and then perform three washes as
in step 3.

5. Prepare the standards in assay diluent according to the manu-
facturer’s instructions. Standards should range between 7.5
and 500 pg/mL.

6. Add 100 μL of neat supernatant per well or 100 μL each
standard. Incubate at room temperature for 2 h and then
perform three washes as in step 3.

7. Add 100 μL of the freshly prepared solution containing the
detection antibody and the streptavidin diluted in assay diluent
according to the manufacturer’s instructions. Incubate for 1 h
at room temperature and perform five washes as in step 3.

8. Add 100 μL of TMB single solution per well and incubate for a
maximum of 30 min at room temperature in the dark.

9. Add 100 μL of 1 N H2SO4 per well to stop the reaction.

10. Measure the absorbance using a plate reader set at 450 nm.

11. Analyse the data by subtracting the optical density (OD) of the
blank to the OD of each samples and determine concentration
relying on standard curve projection.

4 Notes

1. Cells should be passaged at least once before use in the assay.
The cell proliferation may vary with the different cell lines
tested.

2. The mock condition should be prepared the same way as the
ISD but by omitting the DNA. This is important since some
cells can be activated by Lipofectamine 2000 leading to false
positive readings in the interpretation of the results.
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3. To control for residual untransfected DNA, a negative trans-
fection control can be used. Here the ISD containing transfec-
tion mix is transferred to a well where 800 μL of medium is
added without cells. The two washes of the transfected cancer
cells prior to the coculture should be enough to get rid of the
residual untransfected DNA. This step will control for potential
residual DNA when we coculture the transfected cells with the
L929 recipient cells.

4. If you intend to do the ELISA the same day, you need to coat
your ELISA plate the day before according to the instructions.

5. At this stage, you can keep your coated ELISA plate at 4 �C and
perform the rest within a week.
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Chapter 21

Expression and Purification of JAK1 and SOCS1
for Structural and Biochemical Studies

Nicholas P.D. Liau and Jeffrey J. Babon

Abstract

Interferon gamma (IFNγ) is a potent inflammatory and immune cytokine. IFNγ signals via the interferon
gamma receptor (IFNGR), which is constitutively bound to Janus Kinase (JAK) 1 and JAK2 via its
intracellular domain. These two JAK proteins then initiate the inflammatory signaling cascade. The most
potent inhibitor of IFNγ signaling is Suppressor of Cytokine Signaling 1 (SOCS1). SOCS1 negatively
regulates IFNγ signaling pathway (and other pathways) by directly inhibiting JAKs. Here, we describe a
protocol for the recombinant production and purification of the JAK1 kinase domain and its inhibitor
SOCS1, for structural and biochemical studies.

Key words Janus Kinase (JAK), Suppressor of cytokine signaling (SOCS), Protein expression,
Protein purification

1 Introduction

1.1 IFNɣ Signaling IFNγ is a proinflammatory cytokine which signals through the
IFNGR, a heterodimer consisting of IFNGR1 and IFNGR2 chains
[1]. Unlike receptor tyrosine kinases (such as the insulin receptor),
the intracellular portion of IFNGR lacks intrinsic kinase activity.
IFNGR thus relies on JAK1 and JAK2, which are attached to the
intracellular portions of each receptor chain, to phosphorylate
downstream substrates and propagate the signal once the receptor
is activated [2, 3].

IFNγ signaling is critical to the immune response, and it causes
the upregulation of many genes required to respond to infection,
such as the major histocompatibility complex class I and II antigen
presentation genes [4]. As IFNγ signaling is a potent upregulator of
a number of immune cell types, excessive levels of IFNγ signaling
can lead to inflammatory and autoimmune diseases [5]. It is thus
important that IFNγ signaling is kept in check. The chief negative
regulator of IFNγ signaling is SOCS1. SOCS1 knockout mice die
neonatally from excessive inflammation characteristic of overactive
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IFNγ signaling and this phenotype is rescued by IFNγ deletion,
highlighting the importance of SOCS1 regulation of this
pathway [6].

1.2 The JAK Tyrosine

Kinases

The JAK proteins are tyrosine kinases, and consist of four family
members: JAK1, JAK2, JAK3 and TYK2 [7]. JAKs are found
constitutively associated with cytokine receptors. The binding of
cytokine to the extracellular portion of the receptor causes JAK to
become activated, and it is then able to phosphorylate downstream
substrates, especially the Signal Transducers and Activators of Tran-
scription (STAT) transcription factors. Upon phosphorylation,
STATs enter the nucleus, where they are able to upregulate the
expression of cytokine responsive genes [8]. In addition to their
role in IFNγ signaling, JAKs are responsible for signaling in
response to a variety of hemopoietic cytokines and mutations in
JAK have been associated with a variety of leukemias, lymphomas,
and myeloproliferative diseases [9].

All JAK family members consist of four domains (Fig. 1). The
N terminal FERM and SH2 domains anchor JAKs to the intracel-
lular portion of the cytokine receptor [10, 11]. The pseudokinase
domain is involved in regulation of catalytic activity, and the cata-
lytically active kinase domain is responsible for phosphorylating
tyrosine substrate residues. To date, few structural and functional
studies have been performed on the full length JAK protein because
of the difficulty in purifying and handling the protein [12].

This protocol describes how to produce the kinase domain
(also known as the JH1 domain) of JAK1. We have previously
shown that JAK1 JH1 produced in such a manner is catalytically
active and can be inhibited by SOCS3, a physiological inhibitor of
JAK1 [13, 14].

1.3 The Suppressor

of Cytokine Signaling

(SOCS) Family

of Proteins

The SOCS family of proteins has eight members, SOCS1-7 and
CIS, each of which possess an SH2 domain, which is responsible for
targeting the protein to specific sequences containing a phosphory-
lated tyrosine residue (Fig. 2). For example, the SOCS3 SH2
domain targets SOCS3 to specific phosphorylated cytokine recep-
tors [13]. In addition, all SOCS proteins contain a SOCS Box
domain at their C termini [15, 16]. This motif binds the adapter
complex ElonginBC and the ternary SOCS-ElonginB-ElonginC
complex (SOCS/BC) then recruits the ubiquitin ligase scaffold

Fig. 1 All JAK family members consist of four domains—The FERM and SH2 domains tether JAK to the
cytokine receptor. The pseudokinase domain regulates JAK activity. The kinase domain is the catalytically
active domain of JAK
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protein Cullin5, thereby forming an active E3 ubiquitin ligase
which targets substrate proteins for ubiquitination and degradation
[17–19]. In addition to their ability to act as E3 ubiquitin ligases,
SOCS1 and SOCS3 are unique among SOCS family members in
that they contain a kinase inhibitory region (KIR) [20]. This motif
allows SOCS1 and SOCS3 to directly inhibit the catalytic activity of
JAK1, JAK2, and TYK2 [13, 21–23].

1.4 Overview

of Protocol

The tyrosine kinase JAK1 is required for signaling by all interferons.
Here, we describe a method for expressing the catalytic domain of
JAK1 in Spodoptera frugiperda 21 (Sf21) insect cells. JAK1 is then
purified using a two-step purification process: firstly by nickel affin-
ity purification and then by size exclusion chromatography. The
most potent inhibitor of interferon signaling is SOCS1; here we
also describe a method for expressing SOCS1 in E. coli. SOCS1 is
produced as a ternary complex with elonginB and elonginC (its
physiological ligands) which greatly assist in stabilizing the purified
protein. The SOCS1 construct also lacks part of the N terminal
domain, as we have found that its omission significantly improves
protein stability. A small molecule phosphotyrosine mimetic, phe-
nyl phosphate, is included during the purification process in order
to bind and stabilize the SH2 domain. Once expressed, the
SOCS1/elonginB/elonginC ternary complex (SOCS1 B/C) is
bound to Glutathione affinity resin, then cleaved from its GST
purification tag using TEV protease. SOCS1 B/C is then further
purified using size exclusion chromatography. The JAK1 and
SOCS1 proteins purified in this way can be used in downstream
structural and biochemical studies.

Fig. 2 SOCS family members. All SOCS family members contain an N terminal domain of variable length, an
SH2 domain and a SOCS box. SOCS1 and SOCS3 also contain a KIR which is able to directly inhibit JAK1
catalytic activity
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2 Materials

2.1 Cloning 1. General cloning reagents (e.g., PCR reagents, restriction
enzymes, E. coli DH5α strain, agar plates, antibiotics).

2. Plasmid suitable for bacmid generation (e.g., pFB-LIC-Bse).

3. Reagents for bacmid generation (e.g., Bac-to-Bac Baculovirus
Expression System).

4. Plasmids suitable for E. coli expression (e.g., pGEX-4T,
pACYCDuet-1).

5. E. coli BL21 (DE3) tuner cells.

2.2 Generation

of JAK1 JH1

Baculovirus

and Expression

of JAK1

1. Spodoptera frugiperda 21 (Sf21) insect cell line.

2. Insect cell media (e.g., Insect-XPRESS™ Protein-free Insect
Cell Medium with L-glutamine, Lonza).

3. General insect cell culture equipment (e.g., sterile pipettes,
27 �C incubators, flasks for culturing insect cells in suspension,
biosafety cabinet, hemocytometer).

4. 15 mL Falcon tubes.

5. 6-well tissue culture plates.

6. 75 cm2 vented cap tissue culture flasks.

7. Insect cell transfection reagent (e.g., CellFectin II, Thermo
Fisher Scientific).

8. Benchtop centrifuge (capable of 1500 � g with capacity for
15 mL Falcon tubes).

9. Large centrifuge (capable of 5000 � g with capacity for 1 L
bottles).

10. 500 mL 0.2 μm sterile disposable filter unit with bottle (e.g.,
Nalgene Rapid-Flow).

2.3 Expression

of JAK1

1. General insect cell culture equipment (e.g., sterile pipettes,
27 �C incubators, flasks for culturing insect cells in suspension,
biosafety cabinet, hemocytometer).

2. 50 mL Falcon tubes.

3. Benchtop centrifuge (capable of 1500 � g with capacity for
50 mL Falcon tubes).

4. Large centrifuge (capable of 5000 � g with capacity for 1 L
bottles).

5. Liquid nitrogen.

2.4 Purification

of JAK1

1. JAK Lysis Buffer: 10 mM Tris pH 7.5, 150 mM NaCl, 10 mM
imidazole, 2 mM tris(2-carboxyethyl)phosphine (TCEP), 1 mM
phenylmethanesulfonyl fluoride (PMSF), one EDTA-free
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Complete protease inhibitor cocktail tablet per 100 mL, 5 U/
mL DNAseI.

2. Sonicator.

3. High speed centrifuge (capable of >40,000 � g with capacity
for 40 mL tubes).

4. Disposable 0.8 μm syringe filter.

5. Peristaltic pump.

6. 1 mL immobilized metal affinity chromatography (IMAC)
cartridge precharged with Ni2+ (e.g., HisTrap 1 mL, GE
Healthcare).

7. Nickel Buffer A: 20% (v/v) glycerol, 20 mM Tris pH 8.0,
500 mM NaCl, 5 mM imidazole, 2 mM TCEP.

8. Nickel Buffer B: 20% (v/v) glycerol, 20 mM Tris pH 8.0,
500 mM NaCl, 500 mM imidazole, 2 mM TCEP.

9. 2% Nickel Buffer: 9 8% (v/v) Nickel Buffer A, 2% (v/v) Nickel
Buffer B.

10. 7% Nickel Buffer: 93% (v/v) Nickel Buffer A, 7% (v/v) Nickel
Buffer B.

11. JAK Gel Filtration Buffer: 10% (v/v) glycerol, 20 mM Tris
pH 8.0, 500 mM NaCl, 2 mM TCEP.

12. Fast Protein Liquid Chromatography (FPLC) apparatus.

13. Centrifugal concentrator, 10 kDa cutoff.

14. Gel filtration column.

15. Adenosine triphosphate (ATP).

16. MgCl2.

17. SDS-PAGE gels and associated apparatus.

18. Liquid nitrogen.

2.5 Expression

of SOCS1 B/C

1. Superbroth: 35 g tryptone, 20 g yeast extract, 5 g NaCl,
2.5 mL 2 M NaOH to 1 L with deionized water.

2. Ampicillin, Chloramphenicol (or other suitable antibiotics for
your chosen expression plasmids).

3. Isopropyl thio-β-D-galactoside (IPTG).

4. 50 mL Falcon tubes.

5. 2 L baffled flask.

6. Centrifuge (capable of 5000 � g with capacity for 1 L bottles).

2.6 Purification

of SOCS1 B/C

1. SOCS1 lysis buffer: Dulbecco’s Phosphate Buffered Saline
(138 mM NaCl, 2.7 mM KCl, 1.5 mM KH2PO4, 8.1 mM
Na2HPO4 pH 7.2), 1 mM PMSF, 5 mM phenyl phosphate,
5 mM dithiothreitol (DTT), 0.5 mg/mL lysozyme, one
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EDTA-free cOmplete protease inhibitor cocktail tablet per
100 mL, 5 U/mL DNAseI.

2. Sonicator.

3. High speed centrifuge (capable of >40,000 � g with capacity
for 40 mL tubes).

4. Glutathione resin.

5. 30 mL gravity flow column.

6. SOCS1 wash buffer: 10 mM Tris pH 7.5, 150 mM NaCl,
5 mM phenyl phosphate, 5 mM DTT.

7. 50 mL Falcon tubes.

8. Tobacco etch virus protease (TEV).

9. Centrifugal concentrator, 10 kDa cutoff.

10. Gel filtration column.

11. SDS-PAGE gels and associated apparatus.

3 Methods

3.1 Cloning This section briefly describes the constructs and vectors used to
clone JAK1 JH1 and SOCS1 B/C for expression. Standard techni-
ques are used to clone genes of interest into appropriate plasmids
for bacmid generation (JAK1 JH1) and E. coli expression (SOCS1
B/C). Plasmids encoding SOCS1 B/C are transformed to an
appropriate E. coli cell line for expression. We have successfully
cloned, expressed and purified proteins with the following
boundaries:

JAK1 JH1: residues 862-1154 (Uniprot P23458).

SOCS1: residues 52-211 (Uniprot O15524).

Elongin B: residues 1-118 (Uniprot P62829).

Elongin C: residues 17-112 (Uniprot Q15369).

1. Clone JAK1 JH1 into a vector suitable for bacmid generation,
containing an N terminal 6� His tag followed by a TEV
protease site (e.g., pFB-LIC-BSE).

2. Using Bac-to-Bac Baculovirus Expression System, introduce
the JAK1 JH1 gene into a bacmid and purify the bacmid for
transformation into Sf21 insect cells.

3. Clone SOCS1 into a vector suitable for E. coli expression,
containing an N terminal glutathione S transferase tag (e.g.,
pGEX-4T) with an engineered TEV protease site between GST
and SOCS1.
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4. Clone Elongin B and Elongin C into a vector allowing for dual
expression of two proteins simultaneously (e.g., pACYCDuet-1)
(see Note 1).

5. Cotransform both SOCS1 and Elongin B/C containing vec-
tors into E. Coli Bl21 (DE3) tuner cells and keep a glycerol
stock for later large scale expression.

3.2 Generation

of JAK1 JH1

Baculovirus

This section describes the generation of baculovirus in insect cells
by the infection of cells with bacmid, which contains the JAK1 JH1
gene, as well as genes required for the generation of virus. Low
infectivity first generation baculovirus (P1) is then amplified
through two cycles of infection (P2 and P3) to generate a high
infectivity virus suitable for liter scale protein expression.

1. In each well of a 6-well tissue culture plate, transfer 2 mL of
Sf21 cells at a density of 0.5 � 106 cells/mL. Allow to adhere
for 30 min in a humidified 27 �C incubator.

2. Add 1 μg of Bacmid DNA to 200 μL of media and 6 μL of
Insect cell transfection reagent in a 1.5 mL Eppendorf tube.

3. Mix gently by tapping and incubate at room temperature for
30–45 min.

4. Add 800 μL media to DNA–media–transfection reagent mix.

5. For each bacmid solution to be transformed, aspirate media
from a well of the 6-well plate and replace with bacmid mix (see
Note 2).

6. Incubate for 5–6 h in a humidified 27 �C incubator.

7. Aspirate the supernatant from each cell monolayer and replace
with 2 mL media.

8. Incubate for 4 days in a humidified 27 �C incubator.

9. Harvest P1 virus by pipetting the supernatant from each trans-
formed well of the 6-well plate to a 15 mL Falcon tube.

10. Centrifuge to remove debris (1500 � g, 5 min).

11. Transfer supernatant to a new 15 mL Falcon tube and store in
the dark at 4 �C (see Note 3).

12. To prepare P2 virus, add 15 mL Sf21 cells at a density of
0.5 � 106 cells/mL to a 75 cm2 tissue culture flask.

13. Add 200 μL P1 virus.

14. Incubate at 27 �C for 4 days.

15. To harvest P2 virus, decant supernatant into a 15 mL
Falcon tube.

16. Centrifuge to remove cell debris (1500 � g, 5 min).

17. Decant supernatant into a new labeled 15 mL Falcon tube and
store in the dark at 4 �C.
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18. To prepare P3 virus, grow 500 mL Sf21 cells in suspension to a
density of 1.0 � 106 cells/mL (see Note 4).

19. Add 5 mL P2 virus.

20. Incubate at 27 �C for 4 days shaking at 90 rpm.

21. To harvest P3 virus, centrifuge to remove cells and cell debris
(6000 � g, 45 min, 4 �C) (see Note 5).

22. Filter-sterilize the supernatant using a 500 mL 0.2 μm sterile
disposable filter unit. Be sure to replace the cap inside a bio-
safety cabinet to maintain sterility.

23. If desired, virus can be titered using standard techniques (see
Note 6).

3.3 Expression

of JAK1 JH1

This section describes the expression of JAK1 from P3 baculovirus.

1. Grow 500mL Sf21 cells in suspension to a density of 3.0� 106

cells/mL (see Note 7).

2. If P3 virus was titered, infect at a multiplicity of infection of
3.0. If P3 virus was not titered, infect with 150 mL P3 virus (see
Note 8).

3. Incubate for 48 h at 27 �C, shaking at 90 rpm.

4. Pellet cells in a 1 L centrifuge bottle (4000 � g, 30 min, 4 �C).

5. Remove supernatant. Resuspend cell pellet in centrifuge bottle
in ~30 mL supernatant. Transfer to a 50 mL Falcon tube (see
Note 9).

6. Repellet cells by centrifugation (1500 � g, 5 min, 4 �C).

7. Discard supernatant. Snap freeze cell pellet on liquid nitrogen.
Pellet can be stored at or below �30 �C indefinitely.

3.4 Purification

of JAK1 JH1

This section describes the purification of JAK1 JH1 from a frozen
cell pellet. JAK1 JH1 has a 6�His tag, which allows the protein to
be purified from cell lysate by binding to immobilized Ni2+ ions.
The protein is then further purified from other impurities using size
exclusion chromatography. All steps should be performed at 4 �C
to ensure protein stability.

1. Resuspend frozen cell pellet in 10 mL JAK Lysis Buffer for
every 100 mL of original cell culture volume (see Note 10).

2. Sonicate with 18 � 10 s bursts followed by 10 s rest at a power
of 40–60 W. Perform sonication in an ice–water bath to ensure
that pellet does not overheat.

3. Pellet the insoluble material by centrifugation in a High speed
centrifuge (40,000 � g, 60 min, 4 �C) (see Note 11).

4. Filter the supernatant through a 0.8 μm disposable filter unit
using a peristaltic pump (see Note 12).
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5. Equilibrate a 1 mL IMAC cartridge with 5 mLNickel Buffer A.

6. Apply filtered supernatant to the IMAC cartridge at a rate of
not more than 1 mL/min.

7. Wash the IMAC cartridge with 20 mL 2% Nickel Buffer.

8. Wash the IMAC cartridge with 15 mL 7% Nickel Buffer.

9. Elute the protein with 4 mL Nickel Buffer B, keeping the flow
through.

10. Optional: if you wish to cleave the 6�His tag from the protein,
determine protein concentration by spectrophotometer and
add TEV protease at a ratio of 1:100 (w/w) TEV:JAK1 JH1.
Allow cleavage reaction to proceed overnight.

11. If required, concentrate the eluted protein in a centrifugal
concentrator to an appropriate volume for your chosen gel
filtration column (see Note 13).

12. Separate the protein from impurities (and free tag and protease
if cleavage was performed) by running on a Gel filtration
column in JAK gel filtration buffer.

13. Immediately add ATP and MgCl2 to fractions suspected of
containing JAK1 JH1 to final concentrations of 1 mM and
2 mM respectively (see Note 14).

14. Analyze fractions by reducing SDS-PAGE.

15. Pool the most pure fractions (as determined by SDS-PAGE,
Fig. 3) and concentrate to >5 mg/mL in a 10 kDa centrifugal
concentrator.

16. To store protein long term, aliquots may be snap frozen on
liquid nitrogen and stored at �80 �C (see Note 15).

3.5 Expression

of SOCS1 B/C

This section describes the expression of SOCS1 B/C from a glyc-
erol stock of E. coli Bl21(DE3) tuner cells, containing plasmids
encoding for SOCS1, Elongin B, and Elongin C.

1. Take a scraping of glycerol stock and inoculate into 3 mL
Superbroth containing 100 μg/mL Ampicillin and 25 μg/mL
Chloramphenicol.

2. Incubate overnight at 37 �C with 180 rpm shaking.

3. Inoculate 1 L of Superbroth containing 100 μg/mL Ampicillin
and 25 μg/mL Chloramphenicol with the 3 mL overnight
culture.

4. Incubate at 37 �C with 180 rpm shaking until A600 reaches
0.8–1.0.

5. Induce expression by adding IPTG to a concentration of
25 μM (see Note 16).

6. Incubate overnight at 18 �C with 180 rpm shaking to express
protein.
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7. Harvest cells by centrifugation at 6000 � g, 20 min, 4 �C.

8. Discard supernatant and transfer cell pellet to a 50 mL
Falcon tube.

9. The cell pellet can purified immediately, or it can be snap-
frozen on liquid nitrogen and stored at or below �30 �C
indefinitely.

3.6 Purification

of SOCS1 B/C

All steps should be performed at 4 �C to ensure protein stability.

1. Resuspend cell pellet from 1 L of original culture in 50 mL
SOCS1 lysis buffer for 1 hour.

2. Sonicate with 18 � 10 s bursts followed by 10 s rest at a power
of 40–60 W. Perform sonication in an ice-water bath to ensure
that pellet does not overheat.

3. Pellet the insoluble material by centrifugation in a High speed
centrifuge (40,000 � g, 20 min, 4 �C).

4. Transfer 2 mL of 50% (v/v) Glutathione resin slurry into a
gravity flow column. This will give a packed volume of 1 mL
resin.

5. Wash with 20 mL SOCS1 wash buffer (see Note 17).

6. Pass supernatant over Glutathione resin.

7. Wash Glutathione resin with 50 mL SOCS1 wash buffer.

8. Take a 5 μL sample of beads for later SDS-PAGE analysis.

Fig. 3 (a) SDS-PAGE gel stained with Coomassie Blue showing crude elution of JAK1 from Ni2+ column, (lane 2),
and selected fractions across the JAK1 JH1 size exclusion elution peak, as shown in panel b (lanes 3–7). (b) A280
absorbance trace of JAK1 JH1 elution from a Superdex200 16/600 size exclusion chromatography column. The
first peak at ~50 mL contains aggregated JAK1 JH1 and contaminants, while the second peak at ~90 mL
contains pure JAK1 JH1. Trace represents protein obtained from approximately 1 L of Sf21 culture
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9. Cap the gravity flow column and resuspend resin in 20 mL
SOCS1 wash buffer. Transfer slurry to a 50 mL Falcon tube.
Keep the gravity flow column for later use.

10. To cleave SOCS1 B/C from resin, add 0.5 mg TEV. Incubate
overnight with gentle rolling to ensure beads do not settle to
the bottom of the tube (see Note 18).

11. Return mixture to the gravity flow column to separate liquid
from beads. The flow through contains SOCS1 B/C cleaved
from the GST tag, which is still attached to the beads.

12. Take a 20 μL sample of flow through and a 5 μL sample of resin
for SDS-PAGE analysis (see Note 19).

13. Concentrate the flow through to an appropriate volume for
your chosen gel filtration column in a 10 kDa concentrator.

14. Separate SOCS1 B/C from impurities by running on a gel
filtration column in SOCS1 wash buffer.

15. Analyze fractions by reducing SDS-PAGE.

16. Pool the most pure fractions (as determined by SDS-PAGE,
Fig. 4) and concentrate to >5 mg/mL in a 10 kDa centrifugal
concentrator.

17. We typically find SOCS1 B/C is stable for several days at 4 �C.
To store protein long term, glycerol may be added to 10%
(v/v), and aliquots may be snap-frozen on liquid nitrogen
and stored at �80 �C.

Fig. 4 (a) SDS-PAGE gel stained with Coomassie Blue showing selected fractions from size exclusion
chromatography peak of SOCS1 B/C, as shown in panel b (lanes 2–9). (b) A280 absorbance trace of SOCS1
B/C elution from a Superdex200 26/600 size exclusion chromatography column. The first peak at ~120 mL
contains aggregated SOCS1 B/C and contaminants, while the second peak at ~220 mL contains purified
SOCS1 B/C. Trace represents protein obtained from approximately 2 L of E. coli culture
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18. Optional: Phenyl phosphate may be removed before using
SOCS1 B/C for biochemical assays, e.g., by PD-10 desalting
column.

4 Notes

1. The vector must have different antibiotic resistance and must
contain a different origin of replication to the vector chosen for
SOCS1 expression.

2. If performing multiple transformations at once, aspirate and
add bacmid mix well-by-well. This prevents the cell monolayers
from drying out. Add the bacmid mix by slowly dropping on to
the monolayer to avoid detaching the adhered cells.

3. Under these storage conditions, all generations of virus will
retain infectivity for >6 months.

4. This protocol can be scaled up or down by adjusting cell culture
and P2 virus volumes accordingly.

5. Since virus will be filtered in the next step, the centrifuge
bottles need not be sterile.

6. There are a number of protocols for titering baculovirus. We
prefer the method outlined in [24], which is less labor-
intensive than a plaque assay. It is advisable to titer at least the
first few P3 viruses made by this method as quality control.

7. This protocol can be scaled up or down by adjusting cell culture
and virus volumes. Accordingly. We typically obtain JAK1 JH1
yields of ~5 mg/L of cell culture. Be sure to allow adequate
volume for oxygenation in your chosen culture flask system.

8. Using this method, our mean P3 titer is 7 � 107

PFU/mL. 150 mL of virus ensures that the multiplicity of
infection remains at least 3.0 in the majority of cases, without
needing to titer each P3 virus. However, titering each virus can
potentially yield greater consistency, albeit at the cost of more
labor.

9. Insect cell pellets are difficult to transfer in solid form. We have
found that resuspension in the used media is the easiest way to
transfer the cell mass from a large centrifuge bottle to a vessel
more appropriate for storage.

10. This purification procedure can be scaled up to a maximum of
approximately two liters of cell culture by increasing buffer
volumes accordingly.

11. We have found that centrifugation for less time, or at a lower
speed than this, results in a supernatant which contains too
much insoluble material for easy purification.
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12. Steps 4–9 can also be performed using a FPLC apparatus with
two pumps and an automatic buffer mixing valve (e.g., ÅKTA-
prime, GE Healthcare). Supernatant can be injected onto the
IMAC column using a Super Loop (GE Healthcare) via appro-
priate luer lock fittings for a disposable 0.8 μm filter.

13. We typically use a Superdex 200 16/600 size column, which
has a maximum sample injection volume of 5 mL. This means
that no concentration is required before the gel filtration step.

14. We have found JAK1 JH1 to be unstable and precipitates readily
when no compounds are bound to the ATP binding site. ATP
and Mg2+ stabilize the protein by binding here. The addition of
a small molecule ATP analogue JAK inhibitor would very likely
have the same (or superior) effect. However be aware that many
small molecule inhibitors may affect downstream applications of
JAK1, for example, catalytic activity assays.

15. Since the gel filtration buffer includes 10% (v/v) glycerol, no
additional cryoprotectant need be added before snap freezing.

16. We have found that the highest SOCS1 B/C yields are
obtained when SOCS1 B/C is allowed to express slowly.
Overly high expression speed results in the vast majority of
SOCS1 B/C forming unfolded aggregate. Tuner cells allow
expression levels to be controlled by the addition of variable
concentrations of IPTG, and we have found that 25 μM IPTG
coupled with overnight expression at low temperature of 18 �C
slows down expression enough to result in a higher level of
folded and stable SOCS1 B/C.

17. Be careful to pour all solutions slowly down the side of the
column to avoid disturbing the packed affinity resin.

18. TEV is generally added at 1/100th of the level of target
protein, by mass. However, the concentration of SOCS1
B/C bound to the Glutathione resin cannot be determined
spectrophotometrically, so we typically find that 0.5 mg of TEV
for every 1 mL resin ensures complete cleavage overnight.

19. Since it is difficult to accurately pipette 5 μL of resin, the differ-
ent samples cannot be quantitatively compared to one another.
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Chapter 22

Production of Recombinant Killer Immunoglobulin-Like
Receptors for Crystallography and Luminex-Based Assays

Phillip Pymm and Julian P. Vivian

Abstract

The killer immunoglobulin-like receptors (KIR) are a highly diverse family of cell-surface receptors that are
of importance to the effector function of Natural Killer cells. KIR have been implicated in the detection and
clearance of malignantly transformed cells and in the immune-control of viruses including HIV, HCV and
CMV. Recently, the mismatching of donor and recipient KIR has been demonstrated to improve success of
hematopoietic stem cell transplantation treatments of leukemias. Due to the high degree of diversity
amongst the KIR, a number of strategies are required for the production of recombinant protein for
medical, biochemical and structural applications. Each of these strategies has advantages and limitations and
is suitable for different subsets of the KIR and their intended use. Here we describe the preparation of these
proteins for crystallography and the novel adaptation of tetramer production for this protein family that is
suitable for a number of assays including single-antigen bead binding by Luminex. These methods are
intended to provide comprehensive details for the production and characterization of each KIR and to be
broadly applicable to other cell surface receptors of the immune system.

Key words Recombinant protein expression, HEK 293S, Baculovirus, Inclusion bodies, Tetramer,
Luminex, Protein purification, Killer immunoglobulin-like receptors (KIR)

1 Introduction

The killer immunoglobulin-like receptors (KIR) are a family of cell-
surface proteins expressed primarily on natural killer (NK) cells,
which are central to innate immune function. KIR interact with
human leukocyte antigen class I (HLA-I) ligands on target cells and
influence NK cell activation and effector function [1–3]. KIR family
members have been associated with altered outcome and progres-
sion in viral infection [4–6], are important in determining outcome
following human stem cell transplants for several leukemias, partic-
ularly acute myeloid leukemia (AML), and are also involved in
successful placentation during pregnancy [7–10]. The KIR family
display a remarkable diversity, being polygenic (14 members) and
highly polymorphic within the population, with consequent
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divergence in structure and function between family members
[11]. The extracellular portions of the KIR consist of three differ-
ent immunoglobulin domains D0, D1, and D2, which can be
arranged in three combinations, the two domain (D0–D2) and
(D1–D2) KIR or the three domain (D0–D1–D2) KIR (Fig. 1)
[12–14].

These differing combinations of extracellular domains give the
individual KIR family members diverse properties that have neces-
sitated the use of several strategies for successful expression and
purification. The production of high-quality, pure recombinant

Fig. 1 Structural diversity of the members of the killer cell immunoglobulin-like receptor (KIR) family.
Structures showing the arrangement of the KIR extracellular immunoglobulin domains (a) KIR2DL4 [12]
a D0-D2 arrangement. (b) KIR2DL2 in complex with HLA C*03:04 a D1-D2 arrangement [39]. (c) KIR3DL1
in complex with HLA B*57:01 a D0-D1-D2 arrangement [13]. (d) Schematic representation of the structural
features of KIR family members
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KIR proteins has been essential for many scientific and medical
applications, including assay development, biochemical and bio-
physical characterization, protein crystallography, and development
of protein-based treatments and drug target identification. This
recombinant protein expression has been achieved in a variety of
systems, including both bacterial and eukaryotic cell lines.

Bacterial expression, particularly in E. coli, is the most common
system in use, providing fast expression and high yields for many
intracellular proteins [15–17]. The absence of glycosylation
machinery in this system also simplifies processing for many crys-
tallographic applications [18]. However, there are many limitations
to production of proteins in conventional E. coli expression sys-
tems, particularly for mammalian proteins and extracellular pro-
teins that require chaperones for correct disulfide formation and
folding. Further, correct posttranslational modification can also be
essential to create a folded, mature protein in certain cases
[18]. Some of these limitations can be overcome in bacterial sys-
tems through the expression and purification of insoluble protein in
the form of inclusion bodies, which can then be solubilized and
refolded in vitro under appropriate conditions [19, 20]. Indeed,
this approach has been extremely useful in the production of anti-
gen presenting proteins such as HLA-I, where individual antigens
can be introduced in the refolding process to create single species
for the investigation of specific immune responses [21]. Indeed, the
D1–D2 arranged two-domain KIR can be successfully refolded
in vitro following expression as insoluble inclusion bodies. How-
ever, this has not been the case for KIR containing a D0 domain.
For these we have had greater success with eukaryotic expression
systems, with the ultimate application of the recombinant protein
further determining the production method.

For the D0-containing KIR, as for proteins that cannot be
successfully refolded or where posttranslational modification/gly-
cosylation is desired, expression in eukaryotic systems is the most
common option, although modification of prokaryotic expression
systems to replicate one or more of these steps has been undertaken
[15, 22]. Three well-established approaches for eukaryotic expres-
sion are yeast, insect, and mammalian systems. Each of these has
distinct advantages and drawbacks in terms of ease and speed, the
yield and similarity of the final protein to that found in vivo. While
mammalian systems offer the highest physiological relevance for
mammalian proteins, particularly with regard to the posttransla-
tional modifications to the protein, these systems can be time-
consuming and expensive. The use of the relatively inexpensive
polyethylenimine (PEI) as a transfection reagent has somewhat
improved this in recent years [23–25]. Insect and yeast systems,
while differing in final glycosylation and modification, are often
faster approaches with greater final yield [26–28]. Indeed, insect
cell expression is the preferred approach for noncrystallographic
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applications of D0-containing KIR. For crystallographic applica-
tions involving D0-containing KIR, glycosylation hinders the for-
mation of regular crystal lattices due to the heterogeneity of
attached carbohydrate moieties and their inherent flexibility
[18]. Therefore, expression of these D0-contaning KIR is per-
formed in the N-acetylglucosaminyltransferase I deficient human
embryonic kidney cell line HEK293S [29, 30] which reduces the
complexity of the carbohydrate chains and facilitates their enzy-
matic cleavage prior to crystallization.

Prior biophysical characterization and assaying of ligand inter-
actions by individual KIR has primarily been performed using
KIR-Fc fusion proteins [31]. Here, we describe a protocol for the
production of tetrameric KIR constructs. These constructs provide
an advantage over Fc fusion constructs by increasing avidity. This is
particularly useful in light of the relatively low affinity of KIR for
their ligands [13, 32]. Further, we describe a Luminex-based assay
that has proven invaluable in studies of the KIR family for both
ligand discovery and examination of the effects of polymorphism
on ligand recognition [31, 33–36]. These assays rely on precisely
calibrated fluorescent signatures applied to a latex bead that is
conjugated with a specific protein. The bead is then incubated
with a fluorescently tagged molecule of interest and both the tag
on the bead and analyte are read to assess interaction. The unique
fluorescent signature of each bead allows for up to 500 bead con-
jugates to be assessed simultaneously, creating a highly multiplexed
assay. Whilst we have utilized bead-bound HLA to assess KIR
binding, the fundamentals of the assay are broadly applicable to
protein ligands of immune-receptors.

2 Materials

2.1 Protein

Expression Using

E. coli BL21 Cells

1. Chemically competent E. coli BL21 cells.

2. Luria broth media.

3. 50 mg/ml kanamycin sulfate stock solution.

4. 250 ml to 1 l Erlenmeyer flasks.

5. Plasmid DNA (insert in suitable vector for bacterial expression,
e.g., pET30).

6. Luria Broth Agar plates with 50 μg/ml kanamycin sulfate.

7. Isopropyl β-D-1-thiogalactopyranoside (IPTG).

8. Plasmid DNA (Insert in suitable vector such as pET 30b).

2.2 Inclusion Body

Purification

and Refolding

1. Lysis Buffer: 50 mM Tris–HCl pH 8.0, 100 mM NaCl, 0.5%
Triton X-100.

2. Triton Wash Buffer: 50 mM Tris–HCl pH 8.0, 100 mMNaCl,
0.5% Triton X-100, 1 mM EDTA, 1 mM DTT.

284 Phillip Pymm and Julian P. Vivian



3. Resuspension Buffer: 50 mM Tris–HCl pH 8.0, 100 mM
NaCl, 1 mM EDTA, 1 mM DTT.

4. Solubilization Buffer: 6 M Guanidine–HCl, 10 mM Tris–HCl
pH 8.0, 1 mM DTT.

5. 10 mg/ml lysozyme in dH2O.

6. 1 mg/ml DNase in 50% glycerol, 75 mM NaCl.

7. Refolding Buffer: 100 mM Tris–HCl pH 8.0, 400 mM L-
Arginine, 0.5 mM oxidized glutathione, 5 mM reduced
glutathione.

8. Cellulose Membrane Dialysis Tubing.

9. DEAE sepharose resin.

10. 50 ml Econocolumn.

11. Elution buffer: 10 mM Tris pH 8.0, 300 mM NaCl.

12. 10 mM Tris–HCl.

13. 1 l Schott Bottles.

14. Magnetic stirring block.

15. Cell homogenizer.

16. Centrifuge flasks, 50 ml to 1 l volumes.

17. 1 M MgCl2.

2.3 Protein

Expression Using

Hi5 Cells

1. Hi5™ cells (BTI-TN-5B1–4).

2. Sf9 cells (ATCC® CRL-1711™).

3. Insect expression medium, Insect-XPRESS™ protein-free
insect cell medium with L-glutamine.

4. Electrocompetent DH10Bac cells.

5. KGTC Blue-White Selection plates: LB Agar plates containing
50 μg/ml kanamycin, 7 μg/ml gentamycin, 10 μg/ml tetracy-
cline, 50 μg/ml chloramphenicol, 100 μg/ml X-gal, 40 μg/
ml IPTG.

6. Cellfectin™ II.

7. T25 tissue culture flask.

8. T175 tissue culture flask.

9. 200 ml to 3 l Erlenmeyer cell culture flasks.

10. Plasmid DNA (Insert in suitable shuttle vector such as
pFastBac1).

2.4 Protein

Expression Using

HEK 293S Cells

1. HEK293S GnTI-cells (ATCC® CRL-3022™).

2. Dulbecco’s Modified Eagle’s Medium (DMEM).

3. Fetal calf serum (FCS).
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4. Nonessential amino acids: 100� MEM Nonessential Amino
Acids Solution.

5. 200 mM GlutaMAX™: (L-glutamine, L-alanyl-L-glutamine
dipeptide).

6. PSG: Penicillin–Streptomycin–Glutamine (10,000 IU Penicil-
lin, 10 mg/ml Streptomycin, 29.2 mg/ml L-Glutamine).

7. Multi-layer master mix: 40 mM GlutaMAX™, 20�Nonessen-
tial amino acids, 200 mM HEPES, 20 mM sodium pyruvate,
1 μM β-mercaptoethanol in DMEM.

8. T300 tissue culture flask.

9. Expanded surface roller bottles or multilayer flasks.

10. Plasmid DNA (Insert in suitable vector such as PhlSec).

11. Polyethylenimine (PEI).

12. Phosphate buffered salt (PBS): 10 mM phosphate buffer,
2.7 mM KCl, 137 mM NaCl, pH 7.4

2.5 Purification

of Secreted

His-Tagged Proteins

from Eukaryotic Cell

Lines

1. Tangential Flow Filtration (TFF) unit.

2. 1 l Centrifuge bottles.

3. 0.1 M phenylmethylsulfonyl fluoride (PMSF).

4. Complete™ protease inhibitor cocktail tablets.

5. TFF buffer: 10 mM Tris pH 8.0, 500 mM NaCl.

6. His-Trap FF 5 ml column.

7. Nickel A buffer: 10 mM Tris pH 8.0, 500 mM Nacl, 30 mM
imidazole.

8. Nickel B buffer: 10 mM Tris pH 8.0, 500 mM NaCl, 30 mM
imidazole, 100 mM EDTA pH 8.0.

9. P1 peristaltic pump.

10. Fast protein liquid chromatography (FPLC) unit.

11. Size exclusion chromatography columns, e.g., G.E® 16/60
Superdex 200 and 26/60 Superdex 200.

12. Centrifugal filter units, e.g., Amicon® Ultra-15.

13. TBS-300, 10 mM Tris pH 8.0, 300 mM NaCl.

14. 500 U/μl Endglycosidase H.

15. 3 M sodium acetate pH 5.5.

2.6 Biotinylation

and Tetramerization

of BirA Tagged

Proteins

1. Avidin, NeutrAvidin®, PE conjugate, Molecular Probes®.

2. 0.5 mg/ml biotin ligase.

3. Biotinylation buffer A: 0.5 M Bicine pH 8.3.

4. Biotinylation buffer B: 100 mM ATP, 100 mM Mg-Acetate,
500 μM d-biotin.
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5. TBS-100: 10 mM Tris–HCl, 100 mM NaCl.

KIR3DL2 buffer: Tris–HCl 10 mM, K-Glutamate 500 mM.
6. 5 ml GE® HiTrap Desalting Columns.

7. Desalting Buffer: 10 mM Tris–HCl pH 8.0, 300 mM NaCl.

8. Streptavidin beads.

9. SDS-PAGE 18% acrylamide gel.

10. 4� SDS loading dye.

11. 1 M DTT.

2.7 Luminex Assay

Using OneLambda

Single Antigen Bead

Assay HLA Class I

1. Staining Buffer: 10 mM phosphate buffer, 2.7 mM KCl,
300 mM NaCl, pH 7.4, 5% FCS.

2. Wash Buffer: 10 mM phosphate buffer, 2.7 mM KCl, 300 mM
NaCl, pH 7.4, 0.25% Tween 20.

3. Analysis Buffer: 10 mM phosphate buffer, 2.7 mM KCl,
300 mM NaCl, pH 7.4.

4. LABScreen Single Antigen HLA Class I Beads.

5. PE-Conjugated Goat Anti-Human IgG.

6. Quantiplex reference beads for instrument calibration.

3 Methods

3.1 Expression

and Refolding of KIR

in E. coli

For expression in E. coli, the extracellular domains of KIR genes are
subcloned into the pET30b expression vector (Fig. 2). Expression
in E. coli is suitable only for two domain KIR with a D1-D2
extracellular domain arrangement. Three domain KIR and those
containing a D0 domain refold poorly and must be expressed as a
secreted soluble protein from a eukaryotic expression system.

1. Thaw one 50 μl aliquot of chemically competent E. coli BL21
cells on ice and add 1 μl (10–100 ng) plasmid DNA.

2. Incubate on ice for 5–15 min.

3. Induce uptake of plasmid DNA by heat shocking the cells.
Using a water bath or heat block, incubate the cells at 42 �C
for 45 s. Immediately return to ice and incubate for 2 min.

4. Add 250 μl sterile SOC media to the cells using aseptic tech-
nique and incubate at 37 �C for 1 h with shaking.

5. Plate 10–100 μl of the cells onto a room temperature LB-agar
plate containing 50 μg/ml kanamycin.

6. Incubate overnight at 37 �C.

7. Pick a single colony from the plate and add to 150 ml LBmedia
containing 50 μg/ml kanamycin. Incubate for 8 h or overnight
at 37 �C with shaking.
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8. Measure the optical density of the culture at a wavelength of
600 nm (OD600) with a spectrophotometer and transfer suffi-
cient volume to flasks containing 800 ml LB media (50 μg/ml
kanamycin) to give a final OD600 of 0.05. Six flasks totaling
4.8 l provide approximately 0.5–2 g protein for refolding in our
experience.

9. Incubate at 37 �C with shaking until an OD600 of 0.5–0.8 is
reached. A sample may be taken for comparison of post-
induction KIR expression. At this point add IPTG to the flask
to a final concentration of 0.5 mM to induce expression of the
KIR protein.

10. Incubate for a further 4 h at 37 �C with shaking. A sample may
be taken to assess KIR expression by SDS-PAGE.

11. Transfer cultures to 1 l centrifuge flasks and spin for 15 min at
4500 � g, 4 �C. Discard the supernatant.

12. Pool cell pellets and resuspend in 100 ml lysis buffer. Freeze
overnight to enhance cell lysis or proceed directly to inclusion
body purification.

13. Thaw resuspended cell pellets and add 10–30 mg Lysozyme,
2 mgDNase and 5mMMgCl2. Incubate at room temperature,
shaking for 2 h. This should ensure complete lysis of the cells.
Following this step, keep sample on ice at all times to reduce
degradation of the expressed protein by cellular proteases.

Fig. 2 Insert design for KIR D0-D1-D2, D0-D2, and D1-D2 family members for insertion into their respective
vectors. Incorporated restriction sites are shown in italic font. Domain boundaries, tags and linker regions
between tags or protein are shown where applicable
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14. Transfer lysed mixture to 250 ml centrifuge tubes and spin at
15,000 � g, 4 �C for 15 min.

15. Discard the supernatant and resuspend the cell pellet in 100 ml
triton wash buffer using a cell homogenizer.

16. Spin sample at 10000 � g, 4 �C for 10 min.

17. Repeat steps 15 and 16 twice more or until the supernatant is
clear and colorless (see Note 1).

18. Resuspend the cell pellet from the final wash step in 100 ml
resuspension buffer. Spin at 10000 � g, 4 �C for 10 min and
discard the supernatant.

19. Solubilize the pellet in 10–20 ml solubilization buffer. If solu-
bilization is incomplete, incubate overnight at 4 �C on a rotat-
ing/roller platform.

20. Transfer the solubilized sample to a 50 ml centrifuge tube and
spin at 30,000 � g, 4 �C for 20 min. Discard any pelleted
material. This is solubilized denatured KIR protein and is
now suitable for refolding. If the supernatant is not clear
following this step, the sample may be filtered before storage
at �80 �C in suitable aliquots.

21. To refold the KIR, cool 500 ml refolding buffer to 4 �C and
place on a magnetic stirrer at medium–high speed.

22. Add in 30 mg solubilized KIR dropwise to the buffer.

23. Incubate stirring overnight at 4 �C.

24. Add in 30 mg solubilized KIR dropwise to the buffer and
incubate for 8 h before adding a final 30 mg KIR to the refold.

25. Incubate stirring overnight at 4 �C.

26. Prepare 15 l of 10 mM Tris pH 8.0 and cool to 4 �C.

27. Transfer refold into prewetted dialysis tubing and place into
the 10 mM Tris for buffer exchange.

28. Leave overnight at 4 �C and replace the 10 mM Tris twice
more, incubating 4 h-overnight to allow buffer exchange.

29. Transfer the refold into a 1 l flask and filter excess precipitated
material prior to purification.

3.2 Expression of KIR

in Insect Cells

For insect cell expression, the extracellular domains of KIR genes
are subcloned into a modified baculoviral pFastBac-expression vec-
tor (Invitrogen, Carlsbad, CA) containing a secretion signal pep-
tide sequence, an N-terminal hexahistidine tag and a C-terminal
BirA-tag [37] (Fig. 2).

1. Thaw 100 μl E. coli DH10Bac electrocompetent cells on ice.
Add approximately 10 ng of plasmid DNA in 1 μl.
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2. Transfer to a precooled electrocuvette and electroporate at
1800 V, following the pulse, the time constant should be
approximately 5 ms.

3. Immediately add 1 ml LB media and transfer to a sterile
eppendorf, incubate at 37 �C for 4 h with shaking.

4. Plate out 10–100 μl cells on KGTC-blue/white selection
plates.

5. Incubate at 37 �C for 48 h. Prior to colony selection, place
plates at 4 �C for 2 h to increase the color intensity.

6. Select white colonies for colony PCR screening using M13
forward and reverse primers in addition to gene specific
primers.

7. Transfer a gene-containing colony into 5 ml LBmedia contain-
ing 50 μg/ml kanamycin, 7 μg/ml gentamycin, and 10 μg/ml
tetracycline. Incubate at 37 �C overnight with shaking.

8. Purify the bacmid DNA using a Qiagen plasmid midiprep kit or
equivalent. To sterilize the resulting DNA, perform the final
ethanol wash of the protocol in a tissue culture cabinet and
dissolve the DNA in 50 μl sterile TE buffer or sterile MQwater.

9. In an eppendorf tube, mix 30 μl Bacmid DNA with 300 μl
insect expression media. In a separate tube mix 24 μl Cellfectin
II with 300 μl insect expression media.

10. Mix the two tubes and incubate for 30 min at room
temperature.

11. Transfer 2.5 � 106 Sf9 cells into a T25 tissue culture flask in
5 ml insect expression media. Allow to adhere to the flask for a
minimum of 15 min at 27 �C.

12. Remove the media and wash gently with 1–2 ml fresh insect
expression media. Do not disturb the cells. Remove the wash
and add the 600 μl DNA–Cellfectin mix onto the cells.

13. Incubate the flask at 27 �C for 5 h.

14. Wash the cells with 5 ml insect expression media, remove and
replace with 5 ml fresh insect expression media.

15. Incubate the flask at 27 �C for 3 days without shaking.

16. Transfer to a falcon tube and centrifuge at 1000� g for 10 min
at room temperature. Decant the supernatant, this forms the
P1 stock. Store in aliquots with 2% FCS at �80 �C until ready
for use.

17. Add 2 ml P1 stock to 200 ml Sf9 cells at 2 � 106 cells/ml in
insect expression media. Incubate at 27 �C for 3 days with
shaking.

18. Transfer to falcon tubes and centrifuge at 1000 � g for 10 min
at room temperature. Decant the supernatant into a T75 tissue
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culture flask, this forms the P2 stock and can be stored at 4 �C
in the dark for future use.

19. Add 5 ml P2 stock to 500 ml Sf9 cells at 2 � 106 cells/ml in
insect expression media. Incubate at 27 �C for 3 days with
shaking.

20. Transfer to falcon tubes and centrifuge at 1000 � g for 10 min
at room temperature. Decant the supernatant into a T175
tissue culture flask, this forms the P3 stock and can be stored
at 4 �C in the dark for future use.

21. For expression of KIR, grow 4 l Hi5™ cells to a density of
2 � 106 cells/ml in insect expression media. Add 25 ml P3
stock per liter of Hi5™ cells.

22. Incubate at 27 �C for 3 days with shaking.

23. Transfer cultures to 1 l centrifuge flasks and spin at 4500 � g
for 25 min.

24. Pool supernatant for purification. Supernatant can be stored at
4 �C with 0.1 mM PMSF and/or Complete EDTA free prote-
ase inhibitor cocktail tablets overnight.

3.3 Expression of KIR

in Mammalian Cells

For mammalian expression, the extracellular domains of KIR genes
are subcloned into the pHLSec-expression vector containing a
secretion signal peptide sequence and an N-terminal hexahistidine
tag [38] (Fig. 2).

1. HEK293S cells are grown to 70% confluency using two T300
tissue culture flasks in DMEM supplemented with 10% FCS,
2 mM GlutaMAX™, and 5 ml PSG.

2. Wash the cells using PBS and trypsinize to remove them from
the flask. Stop this reaction with 20 ml DMEM containing
10% FCS.

3. Add 10 ml of the DMEM-cell mix to each multi-layer flask
(total 4) and fill with 240 ml DMEM supplemented with 10%
FCS, 2 mM GlutaMAX™, 2.4 ml PSG, and 15 ml Multi-layer
Master mix.

4. Incubate at 37 �C, 5% CO2 for 48 h.

5. For each flask used, mix 300 μg sterile plasmid DNAwith 10ml
serum-free DMEM and add 450 μl PEI (1 mg/ml). Vortex and
incubate at room temperature for 15 min.

6. Remove media from multilayer flasks and wash carefully
with PBS.

7. Add DNA-PEI mix to the multilayer flask and top up with
240 ml DMEM supplemented with 2% FCS, 2 mM Gluta-
MAX™, and 15 ml Multi-layer Master mix (see Note 2).

8. Incubate at 37 �C, 5% CO2 for 72 h.
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9. Prepare 500 ml DMEM supplemented with 2% FCS, 2 mM
GlutaMAX™, 5 ml PSG, and 30 ml Multilayer Master mix.

10. Transfer media into 1 l centrifuge flasks. Replace media in flasks
with media prepared in step 9 for a second passage. Incubate at
37 �C, 5% CO2 for 72 h.

11. Spin collected media at 4500 � g, 4 �C for 25 min. Discard
pelleted material. Supernatant can be stored at 4 �C with
0.1 mM PMSF and/or Complete EDTA free protease inhibi-
tor cocktail tablets overnight.

3.4 Purification

of Refolded Protein

1. Load a clean Econo-Column with 10 ml 50% DEAE slurry and
allow to drain.

2. Equilibrate DEAE with 50 ml 10 mM Tris pH 8.0.

3. Load dialyzed refold onto DEAE through gravity flow at 4 �C.
Following loading, wash the resin with a further 50 ml 10 mM
Tris pH 8.0.

4. Elute captured protein from the DEAE using 50 ml elution
buffer.

5. Concentrate the eluted protein to 5 ml total volume using an
Amicon centrifugal filter unit with a 10 kDa cutoff for loading
onto a size exclusion column.

6. Load protein onto a 16/60 superdex 200 size exclusion col-
umn equilibrated in TBS and collect 1ml fractions for 1 column
volume.

7. Run fractions containing peaks at 280 nm on an SDS-PAGE
gel to determine fractions containing the KIR protein.

8. Pool these fractions and exchange into 10 mM Tris pH 8.0
using a centrifugal concentrator for anion exchange.

9. Load pooled fractions onto a 5 ml HiTrap Q column equili-
brated in Tris pH 8.0. Elute the protein through an increasing
salt gradient up to 0.5 MNaCl over 40 min at a 1 ml/min flow
rate. Collect 0.5 ml fractions throughout the gradient.

10. Run fractions containing peaks at 280 nm on an SDS-PAGE
gel to determine fractions containing the KIR protein. Pool,
concentrate and buffer exchange KIR containing fractions as
appropriate for downstream applications.

3.5 Purification

of His-Tagged Protein

1. Filter supernatant using a 0.8 μm filter and Buffer exchange
into TFF buffer using dialysis or through use of tangential flow
filtration.

2. Filter buffer exchanged supernatant to remove any precipitated
material (0.8 μm pore size maximum) and add Imidazole to a
final concentration of 30 mM. Equilibrate a 5 ml HisTrap FF
column in Nickel Buffer A.
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3. Load sample onto the Nickel column using a P1 peristaltic
pump at 4 �C at a 5 ml/min flow rate.

4. Wash nickel column with 100 ml Nickel buffer A.

5. Elute KIR with 50ml Nickel Buffer B. This buffer will also strip
the nickel from the column.

6. Concentrate the eluted protein to 5 ml total volume using an
Amicon centrifugal filter unit with a 10 kDa cut-off for loading
onto a size exclusion column.

7. Load protein onto a GE 16/60 superdex 200 size exclusion
column equilibrated in TBS and collect 1 ml fractions for
1 column volume.

8. Run fractions containing peaks at 280 nm on an SDS-PAGE
gel to determine fractions containing the KIR protein.

9. KIR may need further purification using a 26/60 superdex
200 size exclusion column dependent upon contaminants
remaining at this stage, otherwise KIR fractions can be pooled,
concentrated and buffer exchanged as appropriate for down-
stream applications.

3.6 Preparation

of Protein

for Crystallography

KIR produced in 293S cells has glycans suitable for cleavage by
Endoglycosidase H. Deglycosylation of the KIR will increase the
homogeneity of the sample and increase its suitability for
crystallization.

1. Buffer exchange KIR into 10 mM Tris pH 8.0, 300 mM NaCl
(TBS-300) using a centrifugal concentrator and concentrate to
5–10 mg/ml.

2. Add 100 mM sodium acetate pH 5.5 to adjust the pH of the
sample.

3. Add 100 units endoH per 25 μg KIR and incubate for 5 h at
room temperature.

3.7 Biotinylation

of Purified KIR Protein

KIR produced with a BirA tag attached at the C-terminus can be
biotinylated and subsequently tetramerized for applications includ-
ing flow cytometry, fluorescent microscopy and Luminex assays (see
Note 3).

1. Buffer exchange KIR into TBS-100 using a centrifugal concen-
trator and concentrate to 200 μl. Two-domain D1-D2 KIR can
be buffer exchanged into 10mMTris pH 8.0 only. KIR3DL2 is
biotinylated most effectively in KIR3DL2 buffer (see Note 4).

2. Add 1 part biotinylation buffer A and 1 part biotinylation
buffer B to 8 parts KIR (25 μl each buffer if KIR is concen-
trated to 200 μl). Add 10 μl Biotin ligase (0.5 mg/ml).

3. Incubate at 20 �C overnight or 4 �C for 48 h.
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4. Equilibrate a 5 ml HiTrap Desalting column with desalting
buffer running at 1 ml/min.

5. Load biotinylation mix onto the desalting column using a
250 μl loop. Collect 0.2 ml fractions from injection, KIR will
elute in the first peak with free biotin eluting in a second, large
peak (see Note 5).

6. Pool the KIR containing fractions, and concentrate as required
(1 mg/ml for tetramerization).

3.8 Assessment

of Biotinylation

A streptavidin pull-down can be run to determine efficiency of the
biotinylation reaction. Native gels cannot be run for most three
domain KIR due to their high net positive charge (isoelectric point
above 9.0).

1. For each sample add 20 μl streptavidin coated sepharose beads
to an eppendorf tube. Add 180 μl TBS-300 to beads.

2. Spin at 1000 � g for 2 min to pellet beads. Remove buffer
carefully and repeat wash.

3. Add 10 μg protein sample to beads with buffer removed and
incubate for 10–30 min at room temperature.

4. Add 180 μl buffer and mix briefly. Spin at 1000 � g, 2 min as
before.

5. Remove buffer and save in a tube marked “wash 1”.

6. Repeat steps 4 and 5 three times, saving buffer from each wash
in separate tubes marked washes 2–4.

7. Add 180 μl buffer to beads, mix well and remove 10 μl from
this mix for SDS-PAGE.

8. Take 10 μl of saved wash buffers for SDS-PAGE.

9. Samples containing the streptavidin beads should be prepared
for a reducing SDS-PAGE gel and incubated at 90 �C for
30 min to remove protein from the beads and dissociate strep-
tavidin from the KIR.

10. Wash samples should be prepared for a reducing SDS-PAGE
gel and heated at 90 �C for 5 min.

11. Run bead and wash samples in adjacent wells to compare the
ratio of biotinylated to nonbiotinylated protein (Fig. 3).

3.9 Tetramerization

of KIR Monomers

For this procedure, all fluorescent conjugates should be kept away
from light and incubations should take place in a dark container at
room temperature.

1. Adjust the concentration of the KIR to 1 mg/ml of fully
biotinylated protein using TBS 300. Unbiotinylated protein
may be present in your sample but should not be included
when calculating the neutravidin required for tetramerization
(see Note 6).
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2. Calculate the amount of neutravidin required to tetramerize
the KIR using the following calculation:

(a) Mw of KIR (including any glycosylation)/Mw neutravi-
din PE (approx. 308 kDa) ¼ 0.12.

(b) Amount of KIR in μg/0.12 ¼ volume neutravidin
required for a 1:1 molar ratio assuming both KIR and
neutravidin are at same concentration (e.g., 1 mg/ml).

(c) Volume required/4 ¼ to obtain a 4:1 ratio KIR: neutra-
vidin as each neutravidin molecule will bind four KIR.

3. Only for three domain KIR and those with a D0 domain: adjust
NaCl concentration in the KIR buffer for a final concentration
of 300 mM following tetramerization (as the neutravidin
buffer has no NaCl). Lower NaCl concentrations will cause
protein precipitation during tetramerization.

4. Divide the total required neutravidin into 10 aliquots and add
sequentially to the KIR, follow each addition with an incuba-
tion for 10 min at room temperature in the dark.

5. Repeat the addition of the aliquots until all 10 have been
added.

6. Store the tetramer at 4 �C until needed (see Note 7). Spin
briefly before use to remove any precipitated protein.

3.10 OneLambda

Single Antigen HLA

Class I Luminex Assay

1. In a Luminex-compatible 96-well plate add 5 μl of each tetra-
mer in 15 μl Staining Buffer.

2. Add 5 μl vortexed OneLambda Single antigen HLA class I
beads to each tetramer mix.

Fig. 3 SDS-PAGE gel visualizing protein bands resulting from streptavidin pull-down. KIR3DS1 is eluted in the
bead fraction when biotinylated, indicating binding of the protein to the streptavidin beads through the biotin
tag. KIR3DS1 without biotin added is eluted in the first wash fraction, indicating a lack of binding to the
streptavidin beads
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(a) For a negative control, use 5 μl neutravidin-PE or a suit-
able secondary antibody in place of the tetramer (e.g.,
anti-human IgG-PE secondary).

3. Cover plate with plastic film and gently vortex.

4. Incubate at room temperature away from light for 30 min.

5. Add 175 μl wash buffer to each well; cover plate in plastic film
and vortex.

6. Spin at 1800 � g for 5 min.

7. Flick off buffer and blot plate, bead pellets should be visible in
the wells following the blotting. Cover the plate with plastic
film and dry vortex the beads after this step the pellets should
have dispersed and no longer be visible. Resuspend in 200 μl
wash buffer and re-cover plate. Repeat vortex.

8. Repeat the wash steps (6 and 7) twice.

9. Following the final wash step resuspend the beads in 100 μl
resuspension buffer.

10. Run the samples on a pre-calibrated Labscan 100 instrument
using a prepared single antigen HLA class I template. Ensure
that the bead lot on the template matches the current batch
in use.

11. Data is processed using HLAFusion software; both raw and
normalized values are outputted in a format for statistical
software of choice (e.g., EXCEL) for further analysis. Normal-
ized fluorescence values are obtained by subtracting back-
ground values using the following formula.

S#N� SNC beadð Þ � BG#N� BGNC beadð Þ:
(S#N ¼ Sample-specific fluorescence value (trimmed mean) for

bead #N; SNC bead ¼ Sample-specific fluorescence value for Neg-
ative Control (nude) bead; BG#N¼ Background Negative Control
fluorescence value for bead #N; BGNC bead ¼ Background Nega-
tive Control fluorescence value for Negative Control bead). Nega-
tive control samples were obtained using unconjugated
streptavidin-PE in place of the conjugated KIR tetramer.

4 Notes

1. The pellet should be off-white and dry/powdery in consis-
tency. Mucilaginous brown/green pellets through the wash
steps may indicate incomplete lysis, DNA contamination or
poor protein expression. Repetition of the lysis step (13) may
be necessary. Ensure complete removal of EDTA from the
sample before repeating this step.
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2. 3.8 mM valproic acid added tomedia can enhance expression in
a protein dependent manner.

3. KIR containing the D0 domain are often salt-sensitive and
precipitate in low salt buffers. However, biotin ligase is inhib-
ited by high salt concentrations. 100 mM NaCl with double
the usual amount of ligase is effective for biotinylation of the
majority of these KIR, alternatives are noted where they have
been found.

4. This buffer has not been suitable in our experience for three-
domain KIR other than KIR3DL2, causing precipitation dur-
ing overnight incubation.

5. Larger injection volumes at this step will reduce separation
between the protein and biotin peaks and should be avoided.
For larger volume samples consider using a size exclusion
column to separate the free biotin from the KIR.

6. If a large percentage of the sample is unbiotinylated, consider
adding a size exclusion step following tetramerization.

7. Tetramers should not be frozen and should be used as soon as
possible following production. While signal in our assays is
detectable for several months, the signal strength drops sub-
stantially over a 2-week period.
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Chapter 23

Isolation and Characterization of Mouse Intrahepatic
Lymphocytes by Flow Cytometry

Florian Wiede and Tony Tiganis

Abstract

In the field of cellular immunology multicolor flow cytometry is a frequently applied method that allows for
the simultaneously detection of multiple parameters on an individual cell basis. Flow cytometry can be used
to characterize a wide range of immune cell subsets using fluorophore-conjugated antibodies to a wide
range of cellular antigens. The isolation of immune cells from nonlymphoid tissue and their preparation for
flow cytometry can be a challenging process with respect to immune cell yields and viability. Here we
describe a method for the efficient isolation of viable mouse intrahepatic lymphocytes (IHL) from normal
liver tissue and liver cancer and their subsequent characterization by multicolor flow cytometry.

Key words Flow cytometry, Intrahepatic lymphocyte isolation, Liver tumors, Hepatocellular carci-
noma, Fluorophore-conjugated antibodies

1 Introduction

Multicolor flow cytometry allows for the simultaneous detection of
multiple surface and intracellular proteins on a single-cell level with
the help of fluorophore-conjugated reagents [1]. The commercial
availability of fluorophore-conjugated monoclonal antibodies for
almost any given cell antigen has contributed to flow cytometry
being widely used in the biological sciences.

The basic principle of flow cytometry is the transport of parti-
cles (usually cells) in a stream of sheath fluid and their interrogation
by a beam of monochromatic laser light [2]. When fluorescent cells
pass through the laser beam, they simultaneously scatter and emit
light. Both events are collected by lenses and passed through a
combination of beam splitters and filters that channel the light to
detectors. The detectors convert the light into an electronic signal
and data is collected on each event. The characteristics of each event
are based on its light scattering and fluorescent properties. The
scattered light serves to measure cell size and the internal complex-
ity (granularity) [3]. If for example a fluorophore-conjugated
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antibody was used to detect an antigen, the intensity of the emitted
fluorescent light would be proportional to the level of antigen
expression [4, 5].

The introduction of flow cytometry in the 1960s has made an
enormous impact in the field of immunology [6–8]. Flow cytome-
try has become an indispensable method for the phenotypic char-
acterization of immune cells and their subsets [9, 10]. The isolation
of immune cells from lymphoid organs such as thymus, lymph
nodes and spleen is well established and can be simply done by
the mechanical disruption of the tissue. The extraction of immune
cells from nonlymphoid tissues however is more challenging as
mechanical disruption can result in decreased cell viability and
poor immune cell yields [11]. Enzymatic tissue digestion usually
improves immune cell recovery, but can alter the phenotype of the
immune cells caused by ligand shedding.

Here we describe nonenzymatic and enzymatic methods that
allow for the isolation of intrahepatic lymphocytes (IHL) from
normal liver tissue (Figs. 1 and 2a, b), liver cancer and tumor
adjacent tissue (Fig. 2c) without compromising cellular viability
and the immune cell phenotype. The quantification of intrahepatic
lymphocyte infiltrates by flow cytometry provides an accurate
method to assess immune cell contributions and inflammation in
liver diseases such as hepatitis, hepatic steatosis and primary liver
cancers such as hepatocellular carcinoma (HCC) [12–14].

2 Materials

2.1 IHL Isolation 1. Isoflurane.

2. 80% (v/v) ethanol.

3. 10� PBS: Dissolve 400 g NaCl, 10 g KCl, 57.5 g Na2HPO4,
and 10 g KH2PO4 in 5 L autoclaved Milli-Q water and stir
until chemicals have dissolved. Adjust pH to 7.2.

4. 1� PBS: Dilute 100 mL 10� PBS with 900 mL of autoclaved
Milli-Q water.

5. PBS–2% FBS (v/v): Resuspend 20mL FBS in 980 mL 1� PBS.

6. Heat-inactivated fetal bovine serum (FBS).

7. 33.75% (v/v) isotonic Percoll® in 25 mL: 8.438 mL Percoll®,
0.938 mL 10� PBS, 15.625 mL 1� PBS. Always prepare fresh
and use on the same day. Keep working solution on room
temperature (see Note 1).

8. Red blood lysing buffer: 0.83% (m/v) ammonium chloride,
0.01 M Tris (see Note 2).

9. Sieve made of wire mesh, 200 μM pore size.

10. Petri dish 90 mm.

11. 10 mL syringe.
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12. 26 G needles.

13. Curved forceps.

14. Curved scissors.

15. Sharp-tipped scissors.

16. Vacuum pump with trap.

17. Pasteur pipettes.

18. 50 mL Falcon™ tubes.

19. 15 mL Falcon™ tubes.

20. Hemocytometer.

21. Trypan blue.

Fig. 1 Percoll® isolated IHL from normal liver tissue acquired with a flow cytometry analyzer and analyzed with
flow cytometry analysis software. (a) Single-cells were electronically gated for propidium-iodide (PI) negative
(live cells). Live lymphocytes were identified according to their FSC/SSC profile. (b) Analysis of immunosuppres-
sive T cells. Cells were stained with fluorophore-conjugated antibodies against CD4, CD25 and FoxP3 or CD4,
CD8 and IL-10 and CD4+CD25hi/loFoxP3+ regulatory T cells or CD4+IL-10- and CD8+IL-10-producing cells were
determined. (c) Analysis of previously activated memory T cell subsets and natural killer (NK) T cells. Cells were
stained with fluorophore-conjugated antibodies against CD4, CD8, CD69, CD44, CD62L, and KLRG-1 and CD4+

and CD8+ naı̈ve (CD62LhiCD44lo) central/memory (cen/mem; CD62LhiCD44hi) and effector/memory (eff/mem;
CD62LloCD44hi) T cells, CD8+KLRG-1hiCD127lo terminally differentiated memory T cells (TDMT) and recently
activated CD4+CD44hiCD69hi and CD8+CD44hiCD69hi memory T cells were determined. Fluorophore-conjugated
CD1d/αGC tetramer and anti-TCRβ was used to detect NK T cells (CD1d/αGChiTCRβhi). (d) Analysis of proin-
flammatory cytokine producing memory T cells. Cells were stained with fluorophore-conjugated antibodies
against CD4, CD8, CD44, IFN-γ, TNF, and IL-17A, and IFN-γ-, TNF-, and IL-17A-producing CD4+CD44hi and
CD8+CD44hi memory T cells were determined
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Fig. 2 Percoll® isolated IHL from normal liver tissue (A, B) and tumor versus tumor adjacent tissue (C) acquired
with a flow cytometry analyzer and analyzed with flow cytometry analysis software. (a) Cells were stained with
fluorophore-conjugated antibodies against CD11b, CD11c, Gr-1, NK1.1, and CD3 and CD11b+CD11c�

(A) CD11c+CD11b+/� dendritic cells (B, C) and NK1.1+CD3� NK cells (H) were determined. CD11b+CD11c�

(A) were further analyzed for eosinophils (D), neutrophils (E), macrophages (F), and monocytes (G) subsets. (b)
IHL were stained with fluorophore-conjugated antibodies against CD11b, F4/80, Ly6G, and MHC class II and
monocytic myeloid-derived suppressor cells (B, C) and granulocytic myeloid-derived suppressor cells (A, D)
were determined. (c) Cells from tumor and adjacent tissue were stained with fluorophore-conjugated
antibodies against CD4, CD8 and PD-1. PD-1 histogram overlays from CD4+ and CD8+ T cells isolated from
tumor versus adjacent tissue are shown. PD-1 is a marker for T cell exhaustion and activation and is increased
on tumor-infiltrating T cells compared to T cells isolated from tumor-adjacent tissue
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2.2 IHL Isolation

from Mouse Tumor

Tissue

1. Hank’s balanced salt solution (HBSS) containing Ca2+ and
Mg2+.

2. Liberase™ TM (Enzyme blend made of class I and II collage-
nases and thermolysin) reconstituted in HBSS (0.05 mg/mL).

3. Shaker at 37 �C.

4. 70 μM cell strainer.

2.3 Flow Cytometry

Staining Procedure

and Analysis

1. 96-well round bottom polystyrene microtiter plate.

2. Benchtop centrifuge including two plate holders.

3. Vortex mixer.

4. Fridge or ice esky.

5. 12-well multichannel pipette.

6. Incubator at 37 �C/5% CO2.

7. In vitro T cell activation: Complete RPMI 1640 T cell medium
[supplemented with 10% FBS, 2mM L-glutamine, 100 units/mL
penicillin, 100 μg/mL streptomycin, nonessential amino acids,
1mMNa-pyruvate, 10mMHEPES, 50 μM2-mercaptoethanol];
500� Cell Stimulation CocktailTM containing phorbol
12-myristate 13-acetate (PMA), ionomycin, brefeldin A, and
monensin (eBioscience).

8. Detection of cytosolic proteins: BD Cytofix/Cytoperm™ Fix-
ation/Permeabilization Solution (BD Biosciences).

9. Detection of nuclear proteins: FoxP3 Transcription Factor
Staining Buffer Set™ (eBioscience).

10. 5 mL Polystyrene round-bottom tubes with 40 μM cell
strainer caps.

11. Flow cytometry cell analyzer.

12. Flow cytometry analysis software.

2.4 Fluorophore-

Conjugated Antibodies

1. T cell panel: The following fluorophore-conjugated antibodies
were used for flow cytometry: Allophycocyanin (APC)-
conjugated TCRβ (H57-597), Pacific Blue (PB)-conjugated,
APC-conjugated or phycoerythrin-cyanine 7 (PE-Cy7)-conju-
gated CD4 (RM4-5), allophycocyanin-cyanine 7 (APC-Cy7)-
conjugated or APC-conjugated or PB-conjugated CD8
(53-6.7), phycoerythrin (PE)-conjugated or APC-conjugated
CD62L (Mel-14), Fluorescein isothiocyanate (FITC)-
conjugated CD44 (IM7), FITC-conjugated CD25 (PC61),
PB-conjugated CD69 (H1.2F3), APC-conjugated KLRG-1
(2F1), PE-conjugated CD127 (SB/199), PE-Cy7-conjugated
IFN-γ (XMG1.2), Brilliant™ Violet 605 (BV605)-conjugated
TNF, PE-conjugated IL-10 (JES5-16E3), Horizon™ V421-
conjugated IL-17A (TC11-18H10.1) and PE-conjugated
FoxP3 (MF23). Peridinin chlorophyll protein-cyanine 5.5
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(PerCP-Cy5.5)-conjugated CD1d/αGC (α-galactosylceramide)
tetramer was used to detect NK T cells [15, 16].

2. Macrophage/monocyte panel: The following fluorophore-
conjugated antibodies were used for flow cytometry: FITC-
conjugated CD11b (M1/70), APC-conjugated CD11c
(N418), PE-conjugated Ly-6G/Ly-6C (Gr-1), PB-conjugated
NK1.1 (PK136) and PE-conjugated CD3 (145-2C11).

3. Myeloid/granulocyte derived suppressor cell panel: The fol-
lowing fluorophore-conjugated antibodies were used for flow
cytometry: PB-conjugated CD11c (N418), FITC-conjugated
CD11b (M1/70), PE-conjugated Ly-6G (1A8),
APC-conjugated F4/80 (BM8) and PE-Cy7-conjugated
MHC class II (M5/114.15.2).

3 Methods

3.1 Isolation

of Mouse IHL from

Normal Liver Tissue

1. Anesthetize mouse with isoflurane.

2. Euthanize mouse by cervical dislocation.

3. Pin down all four limbs with abdomen facing up and wet with
80% (v/v) ethanol. Use forceps to lift the skin anteriorly to the
urethral opening and cut along the ventral midline from the
groin to the chin using sharp-tipped scissors. Make two
Y-shaped incisions toward the legs and arms and pull the skin
back. Open the peritoneal wall and cut the aorta located in the
thoracic cavity.

4. Expose the visceral surface of the liver by pushing all four lobes
to the upper right and hold the hepatic portal vein with curved
forceps. Perform a liver perfusion by injecting 10 mL of
ice-cold PBS using a 26 G needle into the hepatic portal vein.
The liver will swell up and its color will change from red to
straw-brown as the hepatic blood is being cleared (seeNote 3).

5. Remove liver and cut and dispose gallbladder located on the
right liver lobe. Store liver in 10 mL PBS–2% (v/v) FBS.

6. Place sieve in 90 mm petri dish and pour liver including 10 mL
ice-cold PBS–2% (v/v) FBS storage buffer onto the sieve. Dice
liver tissue into 0.5 cm pieces using curved scissors. Using the
plunger of a 10 mL syringe mash liver pieces through the wire
mesh. Wash with 40 mL ice-cold PBS–2% (v/v) FBS and
transfer liver homogenate to a 50 mL Falcon™ tube.

7. Spin at 500 � g for 5 min and aspirate supernatant using a
Pasteur pipette attached to a vacuum pump.

8. Resuspend cell pellet in 50 mL ice-cold PBS–2% (v/v) FBS and
spin at 500 � g for 5 min on 4 �C and aspirate supernatant.
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9. Resuspend cell pellet in 25 mL isotonic 33.75% (v/v) Percoll®

and spin cells at 693 � g for 12 min at 20 �C. Set centrifuge
acceleration and brakes to 4.

10. Aspirate supernatant (see Note 4).

11. Resuspend cell pellet in 10 mL ice-cold PBS–2% (v/v) FBS
transfer to a 15 mL Falcon™ tube and spin at 340 � g for
5 min at 4 �C.

12. Aspirate supernatant and resuspend cells in 1 mL red blood cell
lysing solution and incubate for 4 min at room temperature (see
Note 5).

13. Underlay with 1 mL heat-inactivated FBS and spin at 340 � g
for 5 min at 4 �C.

14. Aspirate supernatant and resuspend cells in 0.5 mL ice-cold
PBS–2% (v/v) FBS.

15. Perform cell count using a hemocytometer. Exclude dead cells
with trypan blue (see Note 6).

16. Proceed to flow cytometry staining and analysis.

3.2 Isolation

of Tumor-Infiltrating

and Tumor-

Adjacent IHL

1. Isolate liver as described in Subheading 3.1, steps 1–5 and
carefully remove all tumors using sharped-tipped scissors with-
out cutting into adjacent tissue.

2. Remove tumor-adjacent tissue.

3. Wash tumors and tumor-adjacent tissue twice with PBS.

4. Optional: Weigh adjacent and tumor tissue (see Note 7).

5. Place tumors and tumor-adjacent tissue in separate 90 mm
petri dishes and add Liberase™ TM buffer dropwise (500 μL
to 1 mL per tumor) while mincing the tissue using curved
scissors.

6. Transfer to 50 mL Falcon™ tubes and shake for 90 min at
37 �C at 180 rpm.

7. Pass tissue through 70 μM cell strainer and wash with 30 mL
PBS–2% (v/v) FBS.

8. Spin at 500 � g for 5 min at 4 �C.

9. Aspirate supernatant and resuspend cell pellet in 25 mL iso-
tonic 33.75% (v/v) Percoll®.

10. Perform Percoll® gradient as described in Subheading 3.1,
steps 9–15.

11. Proceed to next section below.

3.3 Flow Cytometry

Staining and Analysis

1. Transfer 1–3 � 106 cells to a 96 well Falcon™ round bottom
microtiter plate (see Note 8).

2. Spin at 340 � g for 3 min at 4 �C.
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3. Surface staining: Flick plate to remove supernatant and resus-
pend the cell pellet by gently pushing the plate against the
rubber cup of a vortex mixer. Resuspend cells by adding
30 μL PBS–2% FBS containing the antibody cocktail (see
Note 9). Push 96 well plate against the rubber cup of a vortex
mixer to thoroughly mix the cells (seeNote 10). Incubate cells
for at least 20 min on ice or at 4 �C in the fridge in the dark.

4. Resuspend cells in 200 μL PBS–2% FBS using an 12 well
multichannel pipette and spin at 340 � g for 3 min at 4 �C.

5. Flick plate to remove supernatant and resuspend the cell pellet
by gently pushing the plate against the rubber cup of a vortex
mixer.

6. Repeat step 4.

7. Repeat step 5.

8. If in vitro T cell activation and intracellular staining are not
required, proceed to step 13.

9. In vitro T cell activation: Resuspend cells in 200 μL complete T
cell medium supplemented with Cell Stimulation Cocktail™.
Incubate for 4 h at 37 �C/5% CO2 (see Note 11).

10. Spin at 340 � g for 3 min at 4 �C.

11. Flick plate to remove supernatant and resuspend the cell pellet
by gently pushing the plate against the rubber cup of a vortex
mixer.

12. Intracellular staining of cytoplasmic or nuclear proteins: For
the detection of cytoplasmic proteins (IFN-γ, TNF, IL-17A,
IL-10) use the BD Cytofix/Cytoperm™ Fixation/Permeabi-
lization Solution and for the detection of nuclear proteins
(FoxP3) use the FoxP3 Transcription Factor Staining Buffer
Set™. Resuspend cells in 100 μL fixation/permeabilization
buffer and incubate for 30 min on ice followed by one wash
with 100 μL 1� permeabilization buffer. Resuspend cells in
30 μL 1� permeabilization buffer containing the antibody
cocktail and incubate 30 min on ice followed by two washes
with 1� permeabilization buffer.

13. Resuspend cells in 200 μL PBS–2% FBS and proceed to sample
acquisition (see Notes 12 and 13).

14. Analyze data with flow cytometry analyzing software (Figs. 1
and 2).

4 Notes

1. It is important to always keep the isotonic Percoll® solution at
room temperature and to ensure that the centrifuge is set to
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20 �C when spinning cells in isotonic Percoll®. If the isotonic
Percoll® solution is used cold, cells can form aggregates and the
cell separation will not work efficiently.

2. We use a commercial red blood lysing buffer (Red blood lysing
solution, Sigma-Aldrich) as we have noticed fluctuations in the
quality of home-made lysis buffers, which can impact on lym-
phocyte viability.

3. To achieve sufficient yields of certain lymphocyte subsets (e.g.,
NK T cells) and to reduce the contamination with red blood
cells to a minimum, an efficient and successful liver perfusion is
essential.

4. At this stage, the hepatocytes float on top and the lymphocytes
have formed a loose pellet. Take extra care when taking tubes
out of the centrifuge as the floating hepatocytes can easily sink
to the bottom when disturbed and the lymphocyte pellet can
detach. Start aspirating at the very top of the surface and slowly
work your way down to the pellet to prevent the hepatocytes
from resuspending with Percoll® solution.

5. Red blood cells interfere with the flow cytometry analysis as
they are difficult to discriminate from lymphocytes by size. To
remove red blood cells 1 mL of red blood lysing solution and
4 min incubation time at room temperature per perfused liver
are sufficient. If there is an unusual high level of red blood cell
contamination, buffer volume and incubation time can be
increased to 2 mL and 7 min without impacting cell viability.

6. We add a known number of unlabeled beads (e.g., CaliBRITE®

beads, BD Biosciences) to each sample before flow cytometry
analysis which will provide a more accurate method of quanti-
fication when comparing immune cell infiltrates between dif-
ferent mouse genotypes. Unlabeled beads can be easily
detected in the forward scatter (FSC) versus side scatter
(SSC) during flow cytometry analysis and the total cell number
per liver can be calculated with following formula: total cell
number/liver ¼ (number of added beads/number of acquired
beads) * acquired cell number * (total sample volume/sample
volume used for analysis).

7. If absolute cell numbers are required, the number of immune
cell infiltrates can be normalized to tissue weight.

8. Using microtiter plates instead of flow cytometry tubes for the
staining procedure saves time and reagents and should be the
method of choice, if flow cytometry analysis is performed on
many samples. Make sure to leave the blank wells around each
sample well to avoid spill overs and cross-contaminations in
between samples. The sample size should not exceed 24 wells
per 96-well plate.
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9. We generally add 2% (v/v) FBS to our flow cytometry staining
buffers without sodium azide. When biotinylated antibodies
together with fluorophore-conjugated Streptavidin are used,
we recommend using 0.1% (m/v) BSA instead of FBS to avoid
unspecific binding. We also strongly recommend determining
the working concentration of each antibody individually before
use. We have noticed that many fluorophore-conjugated anti-
bodies can be used in a much lower concentration than recom-
mended by the manufacturers.

10. Our general flow cytometry staining protocol has been opti-
mized for 1� 106 cells per 10 μL antibody cocktail. This allows
for a quick cell resuspension by using the vortex mixer without
risking spillages. If the staining volume exceeds 30 μL, we
recommend resuspending the samples using a 12-well multi-
channel pipette to avoid spillages.

11. Incubation with Cell Stimulation Cocktail™ increases the
abundance of intracellular cytokines which would be otherwise
undetectable by flow cytometry. For the detection of nuclear
proteins (e.g., FoxP3) incubation with Cell Stimulation Cock-
tail™ is not required.

12. We recommend adding a dead cell exclusion marker (e.g.,
1 μg/mL propidium iodide, final concentration) to live cells
before flow cytometry analysis. For intracellular staining fixable
viability dyes from BD Biosciences or eBioscience can be used.

13. We filter the samples by passing the cell suspension through a
40 μM cell strainer prior to sample acquisition. This helps to
avoid blockages of the flow cell during sample acquisition.
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