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Preface to the Fourth Edition

A generation is a lifetime in the history of a textbook. I wrote the first edition
of this work in the late 1980s, long before the advent of online resources and
well before the handbooks, encyclopedias, companions, and guides to every
discipline and subdiscipline began to proliferate. The persistence of an old-
fashioned conventional introduction to the philosophy of social science in
the online informational environment of the twenty-first century requires
explanation. Some hypotheses are disobliging and disconfirmed: it can’t be
that no one cares enough about the subject; there are, after all, by Google
Scholar’s account, eleven books with titles that are variations on The Philos-
ophy of Social Science. Nor can it be that no one plugged into the Web is in-
terested in this subject or my take on it: I once had to threaten legal action to
get a plagiarized version of the second edition taken down from a website.

To explain the persistence of this book across twenty-four years and four
editions I propose that we consider this hypothesis: its particular approach
to the philosophy of social science has persisted because of the merit of the
book’s central premises: that social scientists must take sides on philosophi-
cal problems, whether they like it or not, even whether they know it or not,
and that the problems of the philosophy of social science are all versions of
one or another fundamental problem of philosophy—problems of meta-
physics, of epistemology, of ethics.

A great deal has changed in the social sciences since the eighties, when
the first edition was gestating. Economics, for example, has been greatly
changed, because of both events in the economy and changes in social sci-
ences it long refused to take seriously, especially in cognitive social psychol-
ogy, experimental economics, and evolutionary game theory. Economics
has also succumbed to attacks on its moral neutrality and indifference to
application in human development. These too have made that field recog-
nizably more like the other social sciences it used to pretend to distain.

Meanwhile, anthropology, sociology, and social psychology, along with
politics, have been swept up in a tsunami of Darwinian analysis originating

ix
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from tectonic changes in evolutionary biology and biological anthropology.
Owing to the zeal—perhaps trop de zèle—of the second and third genera-
tion of sociologists, evolutionary psychologists, and gene-culture coevolu-
tionary theorists, there is after thirty or forty years still no end in sight to the
Darwinization of the social sciences.

Another of the great changes in social science since the first edition of this
book is the increasing willingness of European students of human affairs to
be influenced by naturalistic, empirical, and data-based approaches to social
science. The empiricist and quantitative approaches to the sciences of hu-
man affairs had their origins in European thinkers—Durkheim, Weber,
Walras. But that approach was eclipsed and effaced in the middle years of
the twentieth century by Marxism, the Frankfurt School, phenomenology,
structuralism, postmodernism, deconstruction, and critical theory. Now the
movement that is here called philosophical anthropology is moving back to-
ward an appreciation of the older European tradition of social research car-
ried through the twentieth century by English-language social science. But
the Europeans bring their intellectual tradition along to this new exchange.
This raises questions of compatibility that few address.

All the social sciences have become much more sensitive to, and much
more influenced by, theories and findings that reflect the experience and per-
haps also the special information—if not exclusive knowledge—of women,
ethnic, racial, and other hitherto and still largely marginalized groups. How
to incorporate these new voices and thoughts remains a vexed matter.

However, these changes in the social sciences have brought along with
them not so much changes in the philosophical questions they raise, but a
new vocabulary with which to express the persistent philosophical questions
that face the social scientist. This edition reflects the new vocabulary of the
human sciences, while continuing the previous editions’ insistence that the
problems social science faces are old wine in new bottles, but just as intellec-
tually intoxicating as ever.

Readers of previous editions will find much new material on the role of
models and equilibrium explanations in economics; new discussions of how
speech acts create norms and thus construct social practices and institutions;
treatment of the work of Foucault, Bourdieu, and Habermas as continuing a
tradition that began with Hegel; the problem of spontaneous order in the
creation of institutions; and the relationships of Rawls’s moral theory to so-
cial research and Sen’s capacity theory to the broad problem of how facts
and values intersect.

Veteran readers will, I hope, find the prose generally clearer, since the
writing of each edition reflects less and less patience with longer and longer
sentences.

x Preface to the Fourth Edition
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As in previous editions, I begin with an explanation of why philosophy is
relevant to the human sciences, and then I explore the problems raised by al-
ternative explanatory strategies of the human sciences. In the twentieth cen-
tury these problems spawned familiar theoretical and methodological
movements: behaviorism, structuralism, and a variety of interpretational
theories including critical theory, to name only a few. Even among social sci-
entists who accepted no labels for their views, these problems facing their
explanations led to significant shifts in the aims and methods advocated for
the social sciences. Despite the changes described briefly above, the chal-
lenges facing social science in the twenty-first century remain the same as
those that confronted sociologists such as Emile Durkheim and Claude Lévi-
Strauss, psychologists such as B. F. Skinner, economists such as Milton
Friedman, and cultural theorists such as Michel Foucault or Pierre Bour-
dieu. The thinking of all these figures and others is sketched in this book,
where it confronts fundamental problems of method and theory raised by
the philosophy of science.

The major departure from previous editions of this work is to be found in
its organization. Previous editions structured this introduction as a sus-
tained argument in eight chapters. Although this had its dialectical advan-
tages, it came with pedagogical drawbacks. Having conceded priority to its
role as a textbook, I have reorganized this edition into fifteen chapters whose
titles make very clear exactly how they relate to the agenda of problems
treated in a one-semester academic course.

Previous editions mention my debts to many scholars—social scientists
and philosophers. The ones whose lessons have stuck with me the longest
include David Braybrooke, Donald T. Campbell, Martin Hollis, Jonathan
Bennett, Dan Hausman, Harold Kincaid, Martin Trow, Alasdair McIntyre,
and Amartya Sen.

Preface to the Fourth Edition  xi
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C H A P T E R  O N E

What Is the Philosophy 
of Social Science?

Most sociologists and anthropologists will agree on the definition and the
domain of their disciplines; the same holds true for many psychologists, po-
litical scientists, and almost all economists. The same cannot be said for
philosophers and philosophy. Philosophy is a difficult subject to define,
which makes it difficult to show social scientists why they should care about
it—the philosophy of social science in particular. This chapter provides a
definition of philosophy that makes the subject inescapable for the social sci-
entist. It shows that, whether as an economist or an anthropologist, one has
to take sides on philosophical questions. One cannot pursue the agenda of
research in any of the social sciences without taking sides on philosophical
issues, without committing oneself to answers to philosophical questions. At
a minimum, social scientists need to recognize this fact about themselves. It
is even better if the choices made are based on evidence and argument.

WHAT IS PHILOSOPHY?

Philosophers do not agree among themselves on the definition of their sub-
ject. Its major components are easy to list, and the subjects of some of them
are even relatively easy to understand. The trouble is trying to figure out
what they have to do with one another, why combined they constitute one
discipline—philosophy—instead of being parts of other subjects, or their
own independent areas of inquiry.

The major subdisciplines of philosophy include logic, the search for well-
justified rules of reasoning; ethics (and political philosophy), which con-
cerns itself with right and wrong, good and bad, justice and injustice, in the

1
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conduct of individuals and states; epistemology or the theory of knowledge,
the inquiry into the nature, extent, and justification of human knowledge;
and metaphysics, which seeks to determine the most fundamental kinds of
things that exist in reality and what the relations between them are. Despite
its abstract definition, many of the questions of metaphysics are well known
to almost all people. For example, Is there a God? or, Is the mind just the
brain, or something altogether nonphysical? or, Do I have free will? are all
metaphysical questions most people have asked themselves.

But these four domains of inquiry don’t seem to have much to do with
one another. Each seems to have at least as much to do with another subject
altogether. Why isn’t logic part of mathematics, or epistemology a compart-
ment of psychology? Shouldn’t political philosophy go along with political
science, and isn’t ethics a matter ultimately for people who deliver sermons?
Whether we have free will or the mind is the brain is surely a matter for neu-
roscience. Perhaps God’s existence is something to be decided upon not by
an academic inquiry but by personal faith. The question thus remains: What
makes them all parts of a single discipline, philosophy?

The answer to this question organizes this book, and it is pretty clear. Phi-
losophy deals with two sets of questions: first, questions that the sciences—
physical, biological, social, behavioral—cannot answer now and perhaps
may never be able to answer; second, questions about why the natural and
social sciences cannot answer the first set of questions.

There is a powerful argument for this definition of philosophy in terms of
its historical relationship with science. The history of science from the an-
cient Greeks to the present is that of one compartment of philosophy after
another breaking away from philosophy and emerging as a separate disci-
pline. But each of these separated disciplines has left philosophy with a set of
distinctive problems, issues the discipline cannot resolve, but must leave
either permanently or at least temporarily for philosophy to deal with: Math-
ematics leaves philosophy questions like, What is a number? Physics leaves to
philosophy questions like, What is time? There are other questions science
appears to be unable to address—the fundamental questions of value, good
and bad, rights and duties, justice and injustice—that ethics and political phi-
losophy address. Questions about what ought to be the case, what we should
do, and what is right and wrong, just and unjust are called normative. By con-
trast, questions in science are presumably descriptive or, as is sometimes said,
positive, not normative. Many of the normative questions have close cousins
in the social and behavioral sciences. Thus, psychology will interest itself in
why individuals hold some actions to be right and others wrong; anthropol-
ogy will consider the sources of differences among cultures about what is
good and bad; political science may study the consequences of various poli-
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cies established in the name of justice; economics will consider how to maxi-
mize welfare, subject to the normative assumption that welfare is what we
ought to maximize. But the sciences—social or natural—do not challenge or
defend the normative views we may hold.

In addition to normative questions that the sciences cannot answer, there
are questions about the claims of each of the sciences to provide knowledge,
or about the limits of scientific knowledge, that the sciences themselves can-
not address. These are among the distinctive questions of the philosophy of
science, including questions about what counts as knowledge, explanation,
evidence, or understanding. The philosophy of science is that subdiscipline
of philosophy devoted to addressing these questions.

PHILOSOPHICAL PROBLEMS OF SOCIAL SCIENCE

If there are questions the sciences cannot answer and questions about why the
sciences cannot answer them, why should a scientist, in particular a behavioral
or social scientist, take any interest in them? The reason is simple. Though the
sciences cannot answer philosophical questions, individual scientists have to
take sides on the right answers to them. The positions scientists take on an-
swers to philosophical questions determine the questions they consider an-
swerable by science and choose to address, as well as the methods they employ
to answer them. Sometimes scientists take sides consciously. More often, they
take sides on philosophical questions by their very choice of question, and
without realizing it. The philosophy of science may be able to vindicate those
choices. At the least, it can reveal to scientists that they have made choices, that
they have taken sides on philosophical issues. It is crucial for scientists to recog-
nize this, not just because their philosophical positions must be consistent with
the theoretical and observational findings of their sciences. Being clear about a
discipline’s philosophy is essential because at the research frontiers of the disci-
plines, it is the philosophy of science that guides inquiry.

As Chapter 2 argues, the unavoidability and importance of philosophical
questions are even more significant for the social scientist than for the natural
scientist. The natural sciences have a much larger body of well-established,
successful answers to questions and well-established methods for answer-
ing them. As a result, many of the basic philosophical questions about the
limits and the methods of the natural sciences have been set aside in favor
of more immediate questions clearly within the limits of each of the natural
sciences.

The social and behavioral sciences have not been so fortunate. Within
these disciplines, there is no consensus on the questions that each of them is

Philosophical Problems of Social Science  3
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to address, or on the methods to be employed. This is true between disci-
plines and even within some of them. Varying schools and groups, move-
ments and camps claim to have developed appropriate methods, identified
significant questions, and provided convincing answers to them. But among
social scientists, there is certainly nothing like the agreement on such claims
that we find in any of the natural sciences. In the absence of agreement
about theories and benchmark methods of inquiry among the social sci-
ences, the only source of guidance for research must come from philosoph-
ical theories. Without a well-established theory to guide inquiry, every
choice of research question and of method to tackle it is implicitly or explic-
itly a gamble with unknown odds. The choice the social scientist makes is a
bet that the question chosen is answerable, that questions not chosen are
either less important or unanswerable, that the means used to attack the
question are appropriate, and that other methods are not.

Chapter 2 outlines the alternative choices, bets, and wagers about the best
way to proceed that face the social scientist. When social scientists choose to
employ methods as close as possible to those of natural science, they commit
themselves to the position that the question before them is one that empiri-
cal science can answer. When they spurn such methods, they adopt the con-
trary view, that the question is different in some crucial way from those
addressed in the physical or biological sciences. Neither of these choices has
yet been vindicated by success that is conspicuous enough to make the
choice anything less than a gamble.

Whether these gambles really pay off will not be known during the life-
times of the social scientists who bet their careers on them. Yet the choices
must be justified by a theory, either one that argues for the appropriateness
of the methods of natural science to the question the social scientist ad-
dresses, or one that explains why these methods are not appropriate and
supplies an alternative. Such theories are our only reasonable basis for
choosing methods of inquiry in the social sciences.

But these theories are philosophical, regardless of whether the person
who offers them is a philosopher or a social scientist. Indeed, social scientists
are in at least as good a position as philosophers to provide theories that jus-
tify methods and delimit research. In the end, the philosophy of social sci-
ence not only is inevitable and unavoidable for social scientists, but it must
also be shaped by them as much as by philosophers.

The traditional questions of the philosophy of social science reflect the
importance of the choice among these philosophical theories. And in this
book we shall examine almost all of those questions at length. By contrast
with this approach to social science, which very self-consciously takes its in-
spiration from the natural sciences, there are disciplines that make the

4 1—WHAT IS THE PHILOSOPHY OF SOCIAL SCIENCE?
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meaning and intelligibility of human affairs central to their explanations.
These social scientists (and the philosophers who embrace their aims and
methods as the right way to proceed) contrast their commitment to under-
standing with demands for prediction. They are indifferent or hostile to the
notion that their disciplines should provide predictive knowledge about in-
dividuals or groups. In Chapters 7 and 8 we look at this approach.

In Chapters 8 through 10 we also turn to questions about whether the pri-
mary explanatory factors in social science should be large groups of people
such as social classes or communities and their properties—so-called struc-
tural properties, as Marx, Durkheim, and other social scientists have argued—
or whether explanations must begin with the choices of individual, often
“rational” human agents, as contemporary economists and some political
scientists argue. The differences between the various social sciences, espe-
cially economics and sociology, on this point are so abstract and general that
they have long concerned philosophers. The social scientist who holds that
large-scale social facts explain individual conduct, instead of the reverse,
makes strong metaphysical assumptions about the reality of groups inde-
pendent of the individuals who compose them. Such a theory—called
holism—also requires a form of explanation called functionalism, which
raises other profound questions about differences between the explanatory
strategies of social and natural science. As a theory that gives pride of ex-
planatory place to social wholes, holism might seem quite unappealing. But
the alternative to it, individualism, as advanced by economists, political sci-
entists, and biologically inspired social scientists, for instance, also faces
equally profound philosophical questions.

Problems of functionalism, holism, and individualism are exacerbated by
the ever-increasing influence of biological science, and especially Darwin’s
theory of natural selection, on all the social and behavioral sciences. This is
the subject of Chapters 11 and 12, which report on several lively debates at
the intersection of biology and the social sciences and their philosophies.

In Chapters 13 and 14 we turn to the relation between the social sci-
ences and moral philosophy. We examine whether we can expect the social
sciences themselves to answer questions about what is right or fair or just
or good. Many philosophers and social scientists have held that no con-
clusions about what ought to be the case can be inferred even from true
theories about what is the case. Others have asserted the opposite. No mat-
ter who is right, it will still turn out that alternative approaches to social
science and competing moral theories have natural affinities to, and make
strong demands on, one another as well. We must also examine the ques-
tion of whether there are morally imposed limits to legitimate inquiry in
the social sciences.

Philosophical Problems of Social Science  5
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Finally, in Chapter 15 we try to show why the immediate choices that so-
cial scientists make in conducting their inquiry commit them to taking sides
on the most profound and perennial questions of philosophy. If this is right,
then no social scientist can afford to ignore the philosophy of social science
or any other compartment of philosophy.

ONE CENTRAL PROBLEM OF 
THE PHILOSOPHY OF SOCIAL SCIENCE

The central philosophical dispute about the scope, aim, and prospects for
each of the social sciences taken separately, and all of them together, is what
sort of knowledge they should or can seek. The debate takes place against a
background argument about the nature of understanding in the natural sci-
ences. There it is widely held that increases in understanding are certified by
improvements in prediction.

Among social scientists who accept the requirement that their disci-
pline provide the kind of knowledge natural science provides—demographic
sociologists, econometricians, experimental social psychologists, or political
scientists interested in voting behavior, for instance—there is a strong com-
mitment to improving prediction as the mark of increasing understanding.
Among social scientists there are debates about how reliable and precise their
respective disciplines’ predictions can be and whether they can get better. But
other social scientists reject the demand that their discipline provide the same
kind of understanding natural science offers. These social scientists offer al-
ternative explanations of why their subjects cannot, and should not, seek pre-
dictive knowledge and improvements in it. They provide quite different
accounts of what the aims and objectives of their disciplines can be.

The question centers on the fact that it is human beings, in groups and in-
dividually, whose behaviors, actions, and their consequences we are trying
to understand that make the difference between natural and social science. It
is what shapes the nature and scope of the knowledge social science can pro-
vide. Should the subject matter of these disciplines make the aims and meth-
ods of the social sciences as a whole radically different from those of the
natural sciences?

The natural sciences are often alleged, especially by natural scientists and
others impatient with social science, to have made far greater progress than
the social sciences. Questions naturally arise as to why that is so and what
can be done to accelerate the progress of social science toward achievements
comparable to those of natural science. But one should notice that these two
questions have controversial philosophical presuppositions: they presup-

6 1—WHAT IS THE PHILOSOPHY OF SOCIAL SCIENCE?
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pose (1) that we know what progress in natural science is and how to mea-
sure it; (2) that, based on our measurements, the natural sciences have made
more progress; and (3) that the social sciences aim for the same kind of
progress as the natural sciences.

If you agree that progress in the social sciences leaves much to be desired
compared with the natural sciences, then you must be able to substantiate
those three presuppositions. However, if you consider that the social sci-
ences cannot or should not implement the methods of natural science in the
study of human behavior, you will reject as misconceived the invidious com-
parison between the natural and the social sciences, along with the presup-
positions on which it is based. But if you conclude that the study of human
action proceeds in a different way and is appraised with different standards
than the natural sciences, then you will have equally strong presuppositions
about the aims and achievements of social science to substantiate.

Chapters 2 through 4 of this volume outline the arguments both for and
against the claims that the social sciences have failed to progress and that
this failure needs explanation. Both arguments have one view in common: a
neat compromise is impossible. Such a compromise would suggest not that
social science has made as much progress as have the natural sciences, but
that it has made some. It would suggest that very broadly the methods of the
social sciences are the same as those of natural science, though their specific
concepts are distinctive and the interests the social sciences serve are some-
times different. The compromise view holds that the lack of progress in so-
cial science is a consequence of the complexity of human processes, which is
much greater than that of natural processes. It also identifies limits on our
understanding that stem from the regulations, mores, and inhibitions bar-
ring controlled experiments on human beings. If this view is right, the prob-
lems of social science are mainly practical instead of philosophical. Though
this is a possible view, much of the work of philosophers and social scientists
who have dealt with the philosophy of social science suggests that this nice
compromise is a difficult one to maintain. Most of the rest of this book ex-
pounds arguments that one way or another attempt to undercut this philo-
sophically deflationary compromise. We shall reconsider it often.

Some philosophers and social scientists reject as uninteresting or unim-
portant the question of whether the social sciences have progressed as fast as
natural science. They hold that the question is peripheral to the philosophy
of social science. On their view, the social sciences raise distinctive philo-
sophical problems that have nothing to do with any comparison to other
disciplines. On this view, the chief goal of the philosophy of social science is
to understand the disciplines involved, without casting an eye to compara-
tive questions that are at best premature and at worst a distraction.

One Central Problem of the Philosophy of Social Science  7
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Those social scientists and others who demand predictive improvement
as the litmus test of advancement in the social and behavioral sciences con-
demn this attitude as complacent: it is indifferent to human needs and aspi-
rations, which social science is called upon to serve, for the extent to which
social science can ameliorate and improve the human condition is a func-
tion of its similarity to natural science as a source of predictively useful
knowledge that can be applied in the way physics is applied to engineering.

There are several controversial counterarguments to this demand that so-
cial science show the sort of predictive improvement that natural science
manifests and provide us with the sort of technological mastery that natural
science confers.

First, this demand seems to assume that the social sciences are all of one
piece, and most stand or fall together in regard to their predictive powers. It
may be that some social sciences are rightly viewed as potential sources of
predictive knowledge if conducted according to the “right methods.” But
in others, the appropriate methodology may not by any means aim at or
produce this sort of technologically applicable information about human
affairs. Not all the social sciences should be assessed along the same limited
set of dimensions.

Second, demanding that the social sciences show persistent increases in
predictive power can’t make them do it. If there are any impediments to
predictive success and technological application in the nature of human
affairs, then no matter how hard anyone tries, predictive improvements
can’t happen. Third, it is often argued that the misguided belief that we al-
ready have such knowledge has been used in the past not to ameliorate the
human condition but to worsen it. Even if we ever acquire such knowl-
edge, the prospects of its beneficent use are dim. Finally, it is argued that
the understanding of human affairs may ameliorate the human condition
even if it does not confer on us useful tools for manipulating the social en-
vironment, however well intentioned. The sort of understanding some of
the social sciences provide is precisely of this type—it enhances our lives
without necessarily enabling us to control our own, or for that matter oth-
ers’ lives, any better.

SUMMARY

Philosophy deals with two sorts of questions, ones the sciences cannot an-
swer and ones about why the sciences cannot answer all questions. Since the
social sciences are domains of greater methodological debate, and of greater
immediate relevance to daily life and to matters about which people really
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care a great deal, the philosophical questions about what the social sciences
can and cannot tell us about human life are even more pressing than ques-
tions raised by the limits of the natural sciences.

Perhaps the leading question the philosophy of social science faces is
whether we should seek the kind of understanding of human affairs that nat-
ural science gives us about nonhuman processes in nature—knowledge that
enables us increasingly to predict and control phenomena.

Introduction to the Literature ____________________________________

The account of the nature of philosophy and its relationship to science de-
fended here is elaborated in Alex Rosenberg, The Philosophy of Science: A
Contemporary Introduction, in any of its three editions. This text and Peter
Godfrey-Smith’s Theory and Reality introduce the philosophy of science in
two ways: Rosenberg’s book is thematic, identifying the problems and alter-
native answers to them that philosophers of science have provided. Godfrey-
Smith’s book is organized historically.

The two classical introductions to the philosophy of science are Carl
Hempel, Philosophy of Natural Science, and Ernest Nagel, The Structure of
Science. The latter work is somewhat more difficult and far more compre-
hensive than Hempel’s. It includes an extended defense of naturalistic phi-
losophy of social science. The appendix to Daniel Hausman’s The Inexact
and Separate Science of Economics is a particularly clear introduction to the
philosophy of science, with special relevance for the social sciences, within
the compass of fifty pages.
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C H A P T E R  T W O

The Methodological Divide:
Naturalism Versus Interpretation

The main lines of dispute about how the social sciences should proceed turn
on disputes in epistemology—the theory of knowledge—in particular,
whether predictive success should be a necessary condition for knowledge,
as in natural science, or whether we should adopt a different theory of
knowledge to assess the progress of the social sciences. Which theory of
knowledge we choose determines how we assess the progress the social sci-
ences have made in understanding phenomena in their domains.

NATURALISM VERSUS INTERPRETATION

Epistemology, as noted in Chapter 1, is the study of the nature, extent, and
justification of knowledge. Competing epistemologies are supposed to have
implications for methodology, that is, for choosing the methods that will
provide knowledge, as epistemology defines it. If the epistemology of natu-
ral science is the only correct one, then the methods of the natural sciences
are the only ones that will provide knowledge in social science. If there are
other epistemologies, other conceptions of knowledge, ones more appropri-
ate for understanding human affairs, then the methods and the theories of
the social sciences will inevitably differ from those of natural science.

Any comparison of progress in advancing knowledge by social and natu-
ral sciences requires an epistemological starting point: a thesis about what
constitutes knowledge and how to acquire it.

First we’ll outline the epistemology behind the argument that under-
standing is the same in the natural and the social sciences. Then we’ll set out
the counterargument that the comparison is based on several epistemologi-
cal mistakes about both social and natural sciences. Finally we will see why
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all social scientists must, willy-nilly, take sides on this dispute and what it
means, not just for the epistemologies of their disciplines, but for metaphys-
ical issues raised by their decisions about epistemology.

PROGRESS AND PREDICTION

Natural science has provided increasingly reliable knowledge about the
physical world since the seventeenth century. From precise predictions of
the positions of the planets, the natural sciences have gone on to predict the
existence and properties of chemical elements and the mechanisms of the
molecular biology of life. These predictions have given weight to the increas-
ingly precise explanations the natural sciences provide as well. In addition to
systematic explanation and precise prediction, natural science has provided
an accelerating application in technologies to control features of the natural
world. This sustained growth of knowledge and application seems absent
from the sciences of human behavior.

In social disciplines, there seem to be moments at which a breakthrough to
cumulating knowledge has been achieved: Adam Smith’s Wealth of Nations,
Durkheim’s work in Suicide, perhaps Keynes’s General Theory of Employment,
Interest, and Money, or Skinner’s Behavior of Organisms, for instance. But
subsequent developments have never confirmed such assessments. Though
the social sciences have aimed at predicting and explaining human behavior
and its consequences at least since the Greek historian Thucydides in the fifth
century BC, some say we are really no better at it than the Greeks.

Therefore, the argument concludes, something is the matter with the so-
cial sciences; probably they are not “scientific” enough in their methods.
They need to adopt methods that more successfully uncover laws or, at any
rate, models and empirical generalizations, which can be improved in the
direction of laws or brought together in theories that explain their applica-
tions and improve on our predictive and explanatory power when it comes
to human affairs.

Why models, generalizations, and laws? It’s pretty clear that technological
control and predictive success come only through the discovery of general
regularities, which enable us to bend the future to our desires by manipulat-
ing present conditions and, perhaps more important, enable us to prevent
future misfortunes by rearranging present circumstances. The only way that
is possible is through reliable knowledge of the future, knowledge of the sort
that only laws can provide.

There are two other less practical and more philosophical arguments for
the importance science attaches to laws. First, the kind of explanation sci-
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ence seeks is causal, and causal knowledge requires regularities. Second, the
certification of scientific claims as knowledge comes from observation, ex-
periments, and the collection of data. Only generalizations that bear on the
future can be tested by new data.

Why does causation require laws or regularities? Consider how we dis-
tinguish a causal sequence from an accidental one. Suppose I strike a wooden
match, which breaks in the middle and ignites into flame. Why do we say
that the striking caused the ignition, not the breaking in half? Because match
strikings are generally followed by flames, whereas match breakings rarely
are. Even this regularity is not exceptional. Sometimes a struck match will
not light. But to explain these failures causally and to prevent them from
happening in the future, we search for further regularities, for example, that
wet matches will not ignite. Our search ultimately leads to laws of chemical
reactions expressed in terms that don’t mention matches and their being
struck. These laws have few or no exceptions and ultimately underwrite the
rough generalizations that experience leads us to frame.

The eighteenth-century British philosopher David Hume was the first to
argue that, independent of our past experiences, there is nothing we can di-
rectly observe in any single, observed sequence of events that enables us to
detect that the first event causes the second; there is no detectable glue at-
taching a cause to its effects that allows us to distinguish between causal and
accidental sequences. Hume’s observation is reflected in the methods all the
sciences have developed to distinguish causation from mere correlation: by
identifying well-confirmed regularities that stand behind individual causes
and that are absent in cases of mere correlation. Because strict, exceptionless
laws are hard to find in everyday life, we make do with rough-and-ready em-
pirical regularities to underwrite particular causal claims. In the sciences—
natural and social—these rough regularities often take the form of statistical
generalizations. Much statistical methodology is devoted to distinguishing
merely coincidental statistical correlations from correlations that reflect real
causal sequences.

According to Hume, when science traces observed causal sequences back
to fundamental physical regularities, such as Newton’s law that bodies exert
gravitational attraction on one another, there is nothing more to them than
universality of connection. When we reach the most fundamental laws of
nature, they will themselves be nothing more than statements of constant
conjunction of distinct events. In science, a causal explanation must in the
end appeal to laws connecting the event to be explained with prior events.
Indeed, there is no stopping place in the search for laws that are more and
more fundamental. The role accorded to laws has been a continuing feature
of empiricist philosophy and empirical methodology in science ever since
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Hume. And the importance of generalizations, models, and other approxi-
mations to laws in all the sciences—natural as well as social—has been
grounded on the role that laws play in underwriting causation.

Since, even in individual cases, our knowledge of causation is based on
the preliminary identification of generalizations, which themselves are re-
fined through the repeated observation of similar sequences, it is no surprise
that such observation is what tests our explanatory and predictive hypothe-
ses and certifies them as justified knowledge. Hume’s analysis of the nature
of causation as constant conjunction means that our knowledge of individ-
ual causal sequences is justified only if we can successfully predict further
effects when we observe their causes. If Hume is right about causation, pre-
diction is the sine qua non of causal knowledge.

EMPIRICISM AND LOGICAL POSITIVISM IN 
THE PHILOSOPHY OF SOCIAL SCIENCE

After 1900, Hume’s two insights blossomed into a philosophy of science that
held sway for half a century or more and set the agenda of problems in the
philosophy of natural and social science. This philosophy of science was la-
beled by its exponents “logical positivism” and sometimes “logical empiri-
cism” or just “positivism” for short.

Logical positivists adopted Hume’s epistemology—empiricism. This is
the thesis that our knowledge of the world can be justified only by the testi-
mony of the senses—that is, by experience, observation, and experiment.
Logical positivists extended this thesis to a more radical one, that theories
that one could not verify or falsify by experience are, strictly speaking,
meaningless. Using this principle, logical positivists stigmatized much
nineteenth-century philosophy, especially the work of Hegel and his follow-
ers, who advanced theses like, “All history exhibits the self-development of
reason,” which seemed not only grandiloquent but also so vague that one
couldn’t know whether to disagree with it. Logical positivists held that such
sentences were meaningless, more like, “Colorless green ideas sleep furi-
ously,” or, “‘Twas brillig and the slivy toves did gyre and gimble in the
wabe,” than technical claims of scientific theory we can’t understand till we
have learned calculus and quantum theory. Positivists wanted to limit mean-
ingful discourse to what could be tested by the methods of science and to
the logical analysis of the discourse that can be provided by the methods sci-
ence uses.

Thus, positivists devoted much effort to analyzing the nature of theory
testing in the natural sciences. Part of their motivation for this effort was
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their epistemological commitment to Hume’s empiricism, which accorded
scientific findings the status of best-established knowledge.

Positivists also devoted much time to developing accounts of the nature
of scientific theories and the structure of scientific explanation. Since scien-
tific explanation uncovers causal mechanisms, it must involve laws. The
theory of explanation they advanced is called the “deductive-nomological”
or “covering-law” theory: to explain a particular event, one deduces its oc-
currence from a set of one or more laws of nature together with a descrip-
tion of the “initial” conditions that the laws require for the occurrence of the
event to be explained. Thus, we can explain why a car’s radiator burst by de-
ducing from the facts that the temperature fell below freezing, and the radi-
ator was full of water, and the law that water expands when it freezes into
ice. Similarly, the positivists pointed out, given the law about the expansion
of water at its freezing temperature, we can predict that the full radiator will
break if we know that the temperature is falling below freezing. Thus, ac-
cording to positivists, explanation and prediction are two sides of the same
coin. The role of successful prediction in certifying that explanations are
correct was only the beginning of its importance for the positivists’ concep-
tion of knowledge.

The covering-law model of explanation can be extended to account for
how science explains laws, and it can be developed into an analysis of scien-
tific theories. Laws are explained by derivation from other, more general
laws. Thus, we can derive a chemical law—for example, that hydrogen and
oxygen will combine under certain conditions to produce water—by deduc-
ing it from more general physical laws governing the chemical bonds pro-
duced through the interaction of electrons. A scientific theory is just a set of
very general laws that jointly enable us to derive a large number of empirical
phenomena. According to the positivists, a theory has the structure of an ax-
iomatic system—rather like Euclidean geometry with its postulates, or ax-
ioms, and its theorems derived from them by logical deduction. But unlike
geometry, the axioms of a scientific theory are not taken to be known for
certain. Rather, positivists held that such axioms are hypotheses, which are
tested by the deduction from them of predictions about observations. If ob-
servations corroborate the predictions, the theory is confirmed to some de-
gree. But no theory is ever conclusively verified once and for all. Theories, like
laws, make universal claims. Our evidence for these claims about everywhere
and always is limited to here and now and in the past. Therefore, scientific
knowledge is fallible, always subject to revision, correction, improvement,
as guided by its predictions that go wrong.

To emphasize the hypothetical nature of the basic laws of a theory and
the logical relations between these laws and the observations that test them,
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positivists named their account of theories “hypothetico-deductivism.” De-
spite the fallibility of science, the positivists (along with pretty much every-
one else) held that the history of science is a history of progress, a history of
increasingly powerful predictions and increasingly precise explanations of
the way the world works. And positivists parlayed their analysis of the na-
ture of theories into an account of this progress. Galileo’s laws and Kepler’s
laws could be mathematically derived from Newton’s, and Newton’s from
Einstein’s theories of relativity—special and general, and from quantum me-
chanics, while all three of these could be deduced from superstring theory.
The progressive accumulation of knowledge in science is thus certified by
its increasing predictive success.

The history of science is the history of narrower theories being “re-
duced” to broader theories. One theory is reduced to another when the
distinctive fundamental assumptions of the first theory—its axioms—can
be derived as theorems from the fundamental assumptions of the broader
theory. This will ensure that the predictive successes of a theory are pre-
served by its successors. Thus, Galileo’s theory of terrestrial mechanics and
Kepler’s theory of the planetary orbits can be derived as special cases from
one theory of mechanics—Newton’s. And Newton’s theory turns out to be
a special case derivable from Einstein’s special theory of relativity. Simi-
larly, the balanced equations of chemistry follow from the physical theory
of the atom, and Mendelian genetics, discovered in the nineteenth century,
turns out to be derivable from molecular genetics. Or so positivists
claimed. Most students of science accepted this picture of the progress of
science as accumulating more and more knowledge by incorporating and
preserving the predictive successes of older theories in newer ones. But the
positivists attempted to make the picture precise by giving a formal ac-
count of the reduction of theories as the logical derivation of one ax-
iomatic system from another.

As noted above, the positivists sought to parlay their empiricist theory of
knowledge, which made predicting observations central, into a theory of
meaning—the so-called principle of verification. This theory of meaning has
its origins in the seventeenth- and eighteenth-century British empiricist no-
tion that the meaning of a word is the image in the mind that it names. So
“red” means the color experience one has looking at stop signs. The posi-
tivists developed this notion into the thesis that words have “empirical”
meanings, roughly given by their roles or the contributions they make to
testable sentences—whole statements whose truth or falsity can be deter-
mined by making observations, that is, predicting them and seeing whether
they are borne out. Prediction is thus built into the positivist theory of
knowledge, of explanation, and even of language.

16 2—THE METHODOLOGICAL DIVIDE

0813345925-Rosenberg_layout  10/17/11  9:34 AM  Page 16



One serious problem for positivists was reconciling their empiricism—
the requirement that meaningful statements be testable in observation—
with the unobservable entities, processes, and properties of scientific
theories. It is clear that theoretically indispensable concepts like electron,
charge, acid, and gene name unobserved things that we can make no ob-
servational predictions about. Are we to stigmatize the statement, “Elec-
trons have negative charge” as meaningless because it cannot be tested?
No. Positivists held that statements that use such concepts can be indi-
rectly tested by the derivation from them of statements that are about
observations. The trouble with this approach is that no particular obser-
vations follow from any single theoretical statement; experimental obser-
vations follow only from large sets of theoretical statements working
together. So we cannot give the observational pedigree of a single term
like “electron” or of just one statement, like “Electrons have quantized an-
gular momentum.”

The realization of this fact about the relation between observations and
theory began the unraveling of positivism as a philosophy of science. If it is
through their predictions that scientific claims face the court of experience,
not one by one but in large groups, then we cannot distinguish the theoreti-
cal statements or individual concepts in the group that are meaningful from
the ones in the group that may not be. Moreover, when observations discon-
firm a set of theoretical statements that work together to imply observations
that don’t occur, they force us to give up one or more members of this set.
But they don’t point to the one we have to give up, and we can always save
our favorite hypothesis from disconfirmation by making any one of a large
number of other possible changes in our theory.

This “underdetermination of theory by evidence” has serious conse-
quences for empiricist philosophy of science. Most important, it suggests
that theory choice may not be governed exclusively or perhaps even
largely by observation, as empiricism requires. That is because scientists’
observational evidence does not confirm the theory scientists actually en-
dorse any more strongly than it does any number of alternatives we can
construct by making slight changes in the theories scientists actually be-
lieve. Accordingly, when scientists embrace specific theories, it cannot be
just because those are more strongly confirmed by observation than oth-
ers. It must be that the scientists’ theoretical choices are driven by non-
empirical factors.

What might the nonempirical factors be? By the 1970s, many philoso-
phers of science were beginning to search for these factors. Searching for the
nonempirical factors means, in effect, giving up positivism and its empiri-
cist epistemology as an account of scientific method. In fact, it may involve
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giving up the positivist and empiricist claim that science provides ever in-
creasing objective knowledge. For if the factors that govern theory choice
are, say, psychological or social or ideological instead of empirical and log-
ical, then the source of insight into the nature of science will be psychology
or sociology or political science or economics or history. Certainly the only
way to tell how science has actually proceeded is to explore the history of
science. So, by the 1970s, the history of science had become a crucial com-
ponent of any attempt to understand the nature of natural science. Soon af-
ter that, sociologists began to seek nonevidential factors that determine
scientific consensus among social forces. Eventually, each of the social sci-
ences could boast of a subdiscipline devoted to understanding the character
of science and scientific change. Besides the sociology of science, there
emerged, for example, the economics of science, which sought to show how
scientific research reflects the rational distribution of scarce research re-
sources in the face of uncertainty. Students of gender and gender politics
sought to show that scientific practices, and in some cases scientific
theories, were the result of male domination and discrimination based on
race, class, and gender. These enterprises had little influence on the course
of the philosophy of science itself, though they had a good deal of impact
on the ways in which each of these social sciences viewed itself as a science.
And all of them reduced the influence of logical positivism within the social
and behavioral disciplines.

Meanwhile, for quite different reasons, logical positivism as a viable
movement among philosophers had disappeared by the 1970s. This disap-
pearance was not due to the acceptance among philosophers of views that
cast doubt on science’s objectivity or improvement. The eclipse of logical
positivism was due much more to philosophers’ own studies of the history
of science, and especially sciences such as biology. What they learned was
that scientific developments in these disciplines do not honor the narrow
strictures of positivism. Moreover, no one could solve the problems required
to vindicate its philosophical program. What former positivists and their
students remained wedded to was a vision of science as objective knowledge,
which, though fallible, is characterized by persistent improvement in ex-
planatory depth, as revealed in its predictive power for observations. In its
expansion and deepening of our understanding, models, general laws, and
universal quantitative theories continued to be recognized as playing an in-
dispensible role. For these philosophers and for social scientists influenced
by them, the question remains why the same sort of progress in providing
models, laws, and theories of ever-increasing predictive power with respect
to observations—which is a feature of natural science—does not character-
ize the social sciences.

18 2—THE METHODOLOGICAL DIVIDE

0813345925-Rosenberg_layout  10/17/11  9:34 AM  Page 18



THE EMPIRICIST’S DIAGNOSIS: 
WHY SOCIAL SCIENCE FAILS TO DISCOVER LAWS

Why have the social sciences not provided increasing amounts of cumulat-
ing scientific knowledge with technological payoff for predicting and con-
trolling social processes? The social sciences have failed, despite long
attempts, because they have not uncovered laws or even empirical general-
izations that could be improved in the direction of real laws about human
behavior and its consequences. This diagnosis calls for both an explanation
of why no laws have been discovered and a proposal about how we can go
about discovering them.

One compelling explanation is that social science is just much harder
than natural science: the research object is us, human beings, and we are
fiercely complicated systems. It is therefore no surprise that less progress can
be made in these disciplines than in ones that deal with such simple objects
as quarks, chemical bonds, and chromosomes. After all, the human being is
subject to all the forces natural science identifies as well as those of psychol-
ogy, sociology, economics, and so forth. Teasing out the separate effects of
all the forces determining our behavior is more formidable a task than that
which faces any other discipline.

Add to this the restrictions of time, money, and morality on the sorts of
experiments needed to uncover causal regularities, and the relatively under-
developed character of social science should be no surprise. Perhaps the
complexity of human behavior and its causes and effects are beyond our
cognitive powers to understand. Perhaps there are laws of human behavior,
but they are so complicated that human beings are not clever enough to un-
cover them. Or perhaps we haven’t given social science enough time and ef-
fort; perhaps breakthroughs in, say, computer simulation will enable us to
extract models, generalizations, and eventually laws from data about human
behavior. On this view, the social sciences are just “young sciences.” By and
large, they are or can be scientific enough in their methods, but they just re-
quire more time and resources to produce the social knowledge we seek.

These explanations for the failure of social science to enable us to dis-
cover the laws governing human behavior have not convinced many stu-
dents of the social sciences. Is human behavior so much more complicated
than nonhuman processes? Sure, but science has always successfully coped
with complexity in other cases. Are the social sciences really young by com-
parison with the natural sciences? From when should we date the social
disciplines? From the post–World War II infusion of research money, statis-
tical methods, cheap computation, and improved scientific education of so-
cial scientists? Should we date social science from the self-conscious
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attempts, like Durkheim’s in the late nineteenth century, to establish a quan-
titative science of society? Or should we go back to the eighteenth-century
Marquis de Condorcet’s or the seventeenth-century Thomas Hobbes’s de-
velopment of rational choice theories of human behavior? Some will argue
that the search for laws in social science goes back to Thucydides and the
Peloponnesian War in the fifth century BC. Certainly the desire to under-
stand and predict human behavior is at least as old as the desire to under-
stand natural phenomena, and the search for laws of human behavior goes
back past Machiavelli for sure.

For some philosophers and for even more social scientists, the claim that
human behavior is too complicated to understand or that the social sciences
are young rings hollow. Twentieth-century behaviorists in all the social sci-
ences provided good illustrations of these attitudes. These social scientists
offer a different explanation for the failure to discover laws. To begin with,
behaviorists didn’t accept the argument from the complexity of human be-
ings to the difficulty of discovering laws about them. They note that as nat-
ural science developed, its subject matter became more complex and more
difficult to work with. Indeed, to advance knowledge in physics nowadays,
vast particle accelerators must be built to learn about objects on which it is
extremely difficult to make even the most indirect observations. But the in-
creasing complexity of research in the natural sciences has not resulted in
any slowdown in scientific advance. Quite the contrary, if anything the rate
of “progress” has increased over time. Thus, by itself, complexity can hardly
be an excuse for the social sciences.

Moreover, the argument continues, the social sciences have had a great
advantage over the natural sciences. It is an advantage that makes their com-
parative lack of progress hard to explain as merely the result of complexity
and the difficulties of experimentation. In the natural sciences, the greatest
obstacle to advancement has been conceptual, not factual; that is, advances
have often been the result of realizing that our commonsense descriptive
categories needed to be changed because they were a barrier to discovering
generalizations. Thus, the Newtonian revolution was the result of realizing
that commonsense notions about change, forces, motion, and the nature of
space needed to be replaced if we were to uncover the real laws of motion.
We had to give up our commonsense suppositions that there is a preferred
direction in space, that the earth is at rest, that if something is moving there
must be a force acting on it. Instead we must view motion at constant veloc-
ity as the absence of net forces, consider “down” as just the direction toward
the strongest local source of gravity, and accept that Earth is moving at
about seven hundred feet per second. Similarly, the pre-Darwinian concep-
tion of unchangeable, immutable species must be surrendered if we are ever
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to coherently entertain an evolutionary theory, still less to accept one that
explains diversity by appeal to blind variation and natural selection chang-
ing old species into new ones.

But in the social sciences, the change of fundamental categories has not
been thought necessary. In fact, since the very beginnings of the philosophy
of social science in the late nineteenth century, it has been argued by impor-
tant social scientists and philosophers that these disciplines must invoke the
same framework of explanatory concepts that people use in everyday life to
explain their own and other people’s actions—the categories of beliefs, de-
sires, expectations, preferences, hopes, fears, wants, that make actions mean-
ingful or intelligible to ourselves and to one another. The reason often given
for insisting on explanations of behavior that show its meaning for the
agents who engage in it is that the perspective of social science is fundamen-
tally different from that of natural science. The perspective of natural scien-
tists is that of spectators of the phenomena they seek to discover. The social
scientist is not just a spectator of the social domain, but a participant, an
agent, a player in the human domain. Theories in natural science cannot
change the nature of the reality that the physicist or chemist or biologist
studies, but theories in social science can and often do. As participants in
social life learn about these theories, their actions may change in light of
them. This goes for social scientists as well as those whose actions and be-
havior they study. If laws and theories in social science must be ones that re-
veal the meaning of behavior and make it intelligible to the human agents
who engage in it, they will have to employ the categories and concepts in
which we humans have always understood our own actions and their conse-
quences for others. Notice that those who hold this view need to give us an
argument for why the social scientist cannot adopt the perspective of ob-
server and must adopt the perspective of participant. The fact that many so-
cial scientists do so is not an argument that they inevitably must.

On the other hand, even those who seek a social science that, like natural
science, provides only an observer’s perspective and not that of a participant,
more often than not embrace the conceptual repertoire of common sense.
For what they seek are the causes and consequences of our actions, and they
agree with common sense that these actions are determined by our desires
and our beliefs. Accordingly, almost all social scientists have long searched
for models, generalizations, and ultimately laws connecting actions, beliefs,
and desires.

It is therefore hard to avoid the conclusion that the social sciences never
had to face the greatest obstacle to advancement in the natural sciences: the
need to carve out entirely new ways of looking at the world. Thus, we might
expect progress to have been possible or perhaps even more rapid in the
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social than in the natural sciences. The absence of progress makes the excuse—
that these are young disciplines that face subjects of great complexity—
unconvincing to many social scientists and some philosophers.

In fact, behaviorists and others argue that the basic categories of social
science are wrong. The reason no laws have been uncovered is that the cate-
gories of action, desire, belief, and their cognates have prevented us from
discovering the laws. And many social scientists seek to supplant those cat-
egories with new ones, for example, operant conditioning, sociological func-
tionalism, and sociobiology.

It is easy to see how a category scheme can prevent us from uncovering
laws or regularities, even when they would otherwise be easy to find. Sup-
pose we define fish as “aquatic animal” and then attempt to frame a general-
ization about how fish breathe. We do so by catching fish and examining
their anatomy. Our observation leads to the hypothesis that fish breathe
through gills. Casting our nets more widely, we begin to trap whales and
dolphins, and then we modify our generalization to “all fish breathe through
gills, save whales and dolphins.” But then we start to drag along the ocean
floor and discover lobsters, starfish, and crabs, not to mention jellyfish
floating at the surface, all breathing in different ways. There’s no point in
adding more and more exceptions to our generalization. There isn’t just
one generalization about how all fish breathe, not as we have defined fish.
The trouble is obvious: it’s our definition of fish as aquatic animal. A nar-
rower definition, such as “scaly aquatic vertebrate,” will not only, as Aris-
totle says, “carve nature closer to the joints”—that is, reflect its real divisions
more accurately—but also enable us to frame simple generalizations that
stand up to testing against new data. Indeed, the difference between a “kind-
term” like gold, which reflects real divisions in nature, and one like fake gold,
which does not, is that there are laws about the former and not the latter.
Philosophers call the kind-terms that figure in laws “natural kinds.” The
search for generalizations and laws in science is at the same time a search
for these natural kinds.

What if the terms desire, belief, action do not name natural kinds? What
if they just don’t carve nature at the joints? Then, like our example, fish,
every generalization that employs those terms will be so riddled with excep-
tions that there are no laws we can discover stated in these terms. In conse-
quence, the explanations that employ them would inevitably have little
predictive power. One solution to the social sciences’ problem would be to
find new explanatory variables to replace the “unnatural” kinds. Social sci-
entists are infamous for introducing such neologisms—terms like reinforcer
from behaviorism, repression from psychoanalysis, alienation from Marx-
ian theory, or anomie from Durkheim’s sociological tradition. Advocates of
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each of these theories promise that the application of their preferred de-
scriptive vocabulary will enable the social sciences to begin to progress in
the way the natural sciences have. If these social scientists are correct, their
disciplines will indeed turn out to be young sciences. For in the absence of
their preferred system of kinds and categories, the social sciences are rather
like chemistry before Lavoisier: trying to describe combustion in terms of
“phlogiston” instead of “oxygen,” and failing because there is no such thing
as phlogiston.

It is important to keep in mind that social scientists and philosophers have
challenged every step in this chain of reasoning: the claim that the natural
sciences show progress and the social sciences do not; the assumptions about
what progress in the growth of knowledge consists in; the role of laws in pro-
viding knowledge; the purported explanations of why the social sciences have
not yet uncovered any laws; and the prescriptions about how they should
proceed if they hope to uncover laws. Let us examine this challenge.

REJECTING EMPIRICISM FOR INTELLIGIBILITY

Those who reject the argument that natural science has progressed and so-
cial science has languished take up their counterargument at the very foun-
dations of the philosophy of natural science. To begin with, it is sometimes
held that the natural sciences have not in fact made the kind of progress or-
dinarily attributed to them. In making that point, they sometimes exploit the
account of science advanced in Thomas Kuhn’s Structure of Scientific Revo-
lutions. This book has been the most heavily cited work among social scien-
tists writing about method and philosophy in the years since 1962 when it
was published. Kuhn’s book did more to undermine the dominance of logi-
cal positivism in the philosophy of natural and social science than any other
single volume. It challenged several of the details of the positivist picture of
science sketched in our discussion above. In particular it raised two chal-
lenges against the claim that predictive success is a universal criterion in all
disciplines of progress in attaining knowledge. First, Kuhn gave reason to
suppose that natural sciences do not really progress in the way orthodox his-
tory of science portrays. Second, and more radically, he challenged the role
of prediction in the epistemology of natural science altogether, arguing that
the demand for it was a temporary fashion of Enlightenment science. Some
of Kuhn’s readers, especially social scientists, interpreted Kuhn as claiming
that instead of progress, the history of scientific theories from Aristotle to
Einstein has been characterized by change without overall improvement.
Thus the history of science is the succession of very general theories, or what
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Kuhn called “paradigms,” that replace one another, without making net im-
provements on their predecessors.

According to the opponents of the thesis that science shows cumulative
“progress,” the reason scientific theories do not build on their predecessors
is very roughly that they constitute irreconcilably different conceptual
schemes. Their notion is that scientific theories are more like poems, mean-
ingful in one language but never adequately translated into another. Accu-
rate comparisons between theories is impossible, for too much is lost in
translation from one to another. Of course, a theory-free language to de-
scribe observations would enable us to compare two theories for predictive
success if they shared the same observation language. But there is no such
theory-neutral stance, and therefore one theory’s confirming data will be
another theory’s experimental error. In retrospect, the absence of a theory-
neutral language of observation can explain most of the failures of the log-
ical positivists’ program for understanding science and vindicating an
empiricist epistemology. The claim that science shows persistent improve-
ments in predictive success about what can be observed certainly becomes
more controversial.

The appearance of progress in science, Kuhn held, is the result of scien-
tists in each generation rewriting the history of their subjects so that the lat-
est view can be cloaked in the mantle of success borne by the scientific
achievements it replaces. Positivists failed to see this situation because they
accepted the early twentieth-century rewrite of the history of physics as the
objective truth about what actually happened in the history of science. In-
stead, it was just part of the new paradigm’s attempt to obscure its victory
over the old one. Careful study of the cases of what positivists called the
reduction of narrower theories by broader ones—like the reduction of New-
ton’s theory to Einstein’s—will show that no such thing took place. Succeed-
ing theories are incompatible with one another, so neither can be derived
from the other. What can be reduced to the later, newer theory is just the
newer theory’s inadequate “rewrite” of the older theory.

In fact, Kuhn seemed to claim that the whole idea that predictive success
should constitute a transdisciplinary criterion for scientific knowledge is
part of a conceptual scheme: positivism, or empiricism, associated with
Newtonian science. But this paradigm has now been replaced in physics by
the theories of relativity and quantum mechanics. The conceptual schemes
of those theories deprive Newtonian demands on scientific method of their
authority. Newtonian science made prediction a requirement of scientific
achievement because it was a deterministic theory of causal mechanisms.
But quantum mechanics has revealed that the world is indeterministic; thus,
definitive prediction can no longer be a necessary condition of scientific suc-
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cess. Nor does it make sense to search for causal mechanisms described in
strict and exceptionless laws. The fundamental laws of quantum physics are
statements of probabilities.

For the same reasons that scientific standards change within each of the
natural sciences, they differ extensively between them and across the divide
between natural and social sciences. Indeed the differences between stan-
dards in the natural and social sciences must be wider than the others. The
reason for these differences is of course the vastly different “paradigms” that
ground theory in each discipline. Thus, the charge that the social sciences
have made less progress than the natural sciences is often said to rest on a
myopic absolutism—a view that improperly generalizes from the methodo-
logical recipes of the obsolete paradigm of Newtonian physics.

Of course, within some disciplines prediction and practical application
are important ways of “articulating the paradigm.” But to identify what
kinds of predictions, if any, are appropriate to a social science, we must first
identify its “ruling paradigm.” If we find the right paradigm, we will be able
to see that in the light of its standards, the social sciences are progressing
perfectly well, thank you. We will see that whether there is as much progress
in the social as in the natural sciences is a question not worth answering.
The differences between progress in physics or biology and the type of
progress that characterizes the human sciences are too great even to allow
comparison.

Unlike the natural sciences, which aim at causal theories that enable us to
predict and control, the social sciences seek to explain behavior by rendering
it meaningful or intelligible. They uncover its meaning, or significance, by
interpreting what people do. The interpretation of human behavior, in this
view, is not fundamentally causal. Nor is intelligibility provided by the dis-
covery of laws or empirical generalizations of any interesting sort.

The social sciences are concerned with the part of human behavior ordi-
narily described as action and not with mere movements of, or at the surface
of, the body. Speech, not snoring; jumping, not falling; and suicide, not mere
death, are the subject matter of some of the social sciences. The parts of so-
cial science that do not deal directly with individual action—demography,
econometrics, and survey research, for example—deal with actions’ conse-
quences and their aggregation into large-scale events and institutions.

Though understanding the meaning of actions is not directed at uncover-
ing causes, it certainly satisfies some standards of predictive success: the cor-
rect interpretation of human actions enables us to navigate successfully in a
society of other human beings. When we step back and consider how reli-
able are our predictions of the behavior of others, we cannot fail to be im-
pressed with the implicit theory that growing up in society has provided us.

Rejecting Empiricism for Intelligibility  25

0813345925-Rosenberg_layout  10/17/11  9:34 AM  Page 25



This theory, known as “common sense” or “folk psychology,” tells us obvi-
ous things we all know about ourselves and others. For instance, people do
things roughly because they want certain ends and believe their actions will
help attain them. Folk psychology includes such obvious truths as that being
burned hurts, medium-sized objects in broad daylight are detected by nor-
mal observers, and thirst causes drinking.

Folk psychology is a theory in which we repose such great confidence that
nothing in ordinary life would make us give it up. That leads some people to
hold that folk psychology isn’t a theory, but something more fundamental, a
“form of life,” a way of living. After all, a theory is something we could give
up; it is composed of models, empirical generalizations, or even laws that are
subject to testing by experience. But when we try to express the central prin-
ciples of folk psychology, we seem to produce only banal and obvious prin-
ciples or ones with gaping exceptions. It’s probably true by definition that
people act in ways that they believe will attain their desires. And it’s plainly
false that thirst always causes drinking. We can dream up lots of exceptions
to that generalization. If folk psychology is a theory, it’s surely very different
from theories in the natural sciences.

Whether it is a scientific theory or not, folk psychology is still the best
theory we have for predicting the behavior of people around us, and it’s the
one we employ when we explain our own and others’ behavior. What is
more, folk psychology had already reached a high degree of predictive power
well before the dawn of recorded history, long before we acquired a compa-
rably powerful theory in natural science. Folk psychology enables us to pre-
dict by identifying the meaning of behavior—by showing that it is action
undertaken in the light of beliefs and desires.

Social science, it is argued, is and should be the extension and develop-
ment of this resource. It inherits the predictive strength of folk psychology.
But unlike natural science, the main aim of social science is not to increase
the predictive power of folk psychology. Rather, the aim is to extend folk
psychology, from the understanding of everyday interactions of individuals,
to the understanding of interactions among large numbers of individuals in
social institutions, and among individuals whose cultures and forms of life
are very different from our own.

Opponents of a “scientific” approach to the social sciences claim that
much of the apparent sterility and lack of progress in these disciplines is the
result of slavish attempts to force folk psychology into the mold of a scien-
tific theory of the causes and effects of action. The social scientists and
philosophers who oppose the scientific approach and those who support it
agree that in certain areas the social sciences have not progressed. But the
diagnosis of the former does not blame the lack of progress on the complex-
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ity of social life, the inability to undertake experiments, or the failure to find
the appropriate “natural kinds.” Rather, opponents of naturalism hold that
many social scientists have misunderstood folk psychology, mistakenly
treating it as a causal theory, to be improved by somehow sharpening its
predictive power. The result, as occurred in microeconomic theory, for ex-
ample, has been to produce general statements that are not laws: they are
either vacuous definitions or flatly false statements. In other disciplines,
such as psychology or parts of sociology, that misunderstanding has pro-
duced jargon-ridden pseudoscience.

The explanation of why parts of social science seem to find themselves at
a dead end can be found here. Folk psychology has reached its maximal level
of predictive power. That is because folk psychology is not a causal theory, to
be improved by the kind of means scientists employ to improve theory in nat-
ural science. The predictive power of folk psychology is a sort of by-product
of its real goal, which is to provide understanding through interpretation.
When we accept this as the aim of social science, we will recognize the im-
portant advances it has attained. Doubts about progress will be shown to be
not only groundless but also fundamentally misconceived.

Proponents of this view invite us to consider how much more we now
know about other cultures, their mores, morals, institutions, social rules and
conventions, values, religions, myths, art, music, and medicine, than we
knew a century ago. Consider how much more we know about our own so-
ciety as a result of what we have learned about other societies. Our under-
standing of these initially strange peoples is not the product of “scientific
investigation.” It is the result of the cultural anthropologist’s “going native,”
attempting to learn about a foreign culture from the inside, coming to un-
derstand the meaning of his subject’s actions in the terms his subject em-
ploys. Our understanding also reflects important discoveries about the
hidden, deeper meanings behind behavior, meanings that social scientists
have revealed.

This hard-won knowledge represents progress in two ways. We can un-
derstand people of differing cultures. Indeed, we can acquire as much pre-
dictive confidence about them as our own folk psychology provides us
about ourselves. For what we are learning is in effect their folk psychology.
Moreover, learning about other cultures teaches much about our own.
Specifically, it leads us to see that what we might identify as universal or
true or optimal in our beliefs, values, and institutions is really parochial, lo-
cal, and merely convenient for some of us. Coming to understand another
and very different society by learning the meaning of its features is a cure
for moral absolutism, xenophobia, racism, and other ills. That is how social
science progresses. It is not meant to provide us with the means to control
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the behavior of others. Indeed the understanding it provides may enable us
to free ourselves from the (often unnoticed) control of others or society it-
self. Rather, social science is meant to provide interpretations of the actions
of others and of ourselves that will enable us to place our own society in
perspective.

Another thing that a scientific approach to human behavior misses, by
substituting causal inquiry for understanding the meaning of human action,
is the moral dimension of social science. The natural sciences aim, in part, at
technological progress. That’s what makes predictive power so important
for them. The social sciences aim at improving the human condition. This
aim entails choices the natural sciences are not called upon to make, moral
choices about what will count as improvements and what will not. Making
these choices requires us to identify the real meaning of social institutions,
as opposed to their apparent meaning. That is why so much social science
involves the critique of social arrangements and institutions as unjust to one
group or another. This critique will eventually emancipate human beings
from their mistaken beliefs about the meanings of social events and institu-
tions of control and exploitation.

Influential social scientists since Max Weber have argued that theories
about human behavior, human action, and human institutions need to un-
cover both causal laws and interpretative meanings, and that this dual re-
quirement is what distinguishes social from natural sciences. But many
social scientists have held that the conceptual apparatus we need to uncover
the meaning of human events, individual or aggregate, is irreconcilable with
the search for causal laws. In their view, the idea that we should replace our
explanatory system with one that “carves nature at the causal joints” is based
on a fundamental misunderstanding of the nature and aims of social sci-
ence. One central philosophical problem for this view is very clear: What
sort of conceptual confusion has led so many philosophers and social scien-
tists down the blind alley of attempts to construct and advance a discipline
that apes the wildly inappropriate methods of natural science? How could so
many smart people be so wrong about what they are doing?

TAKING SIDES IN THE PHILOSOPHY OF SOCIAL SCIENCE

The two arguments summarized in this chapter cover a lot of ground, in-
cluding both very practical questions of social scientific method and the
most fundamental problems of philosophy. The arguments reflect polar ex-
tremes on a continuum along which most social scientists should be able to
locate themselves. But though they are extreme views, these positions have
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real proponents. More important, all social scientists take sides on the prob-
lems the positions reflect, whether they want to or not. And that is what
makes the philosophy of social science relevant to social science.

The extreme views, that social science is not scientific enough and that it
is not supposed to be scientific at all, disagree on too much ever to be recon-
ciled. No one is going to convince a proponent of either extreme that the
view on the other end of the continuum is right. The reason is that the dif-
ferences between them rest on very fundamental issues of philosophy,
claims about epistemology, metaphysics, and ethics. Since these issues were
first raised by Plato almost 2,400 years ago, philosophers have not been able
to settle them.

Why should the rest of us bother about these issues? They cannot be set-
tled, and we don’t occupy the extreme positions in the philosophy of social
science. For these reasons, many social scientists aren’t interested in the sub-
ject at all. They seem to have a good reason not to be, if the problems of phi-
losophy are insoluble. And yet, however insoluble these problems may be,
they certainly are not irrelevant.

Between the polar extremes in the philosophy of social science, there are
many intermediate theories of the nature of social science that seek to rec-
oncile the social sciences’ differences from natural science with the demand
that they be truly scientific in the natural scientist’s sense of the term. But
partisans of the extreme views agree with one another that such compro-
mises are in one way or another incoherent—attempts to have one’s cake
and eat it, too. In trying to give the differences and the similarities between
the sciences—social and natural—their due, the compromises turn out to
be contradictory or inconsistent, or just plain false. In philosophical mat-
ters, the policy of finding a happy medium that splits the difference be-
tween rival theories is often impossible, for the positions are logically
incompatible. Picking and choosing components of these two philosophies,
with a view to developing a “third way,” may result in an incoherent posi-
tion. Or if the position is coherent, the resulting theory may not be strong
enough to withstand the arguments advanced by proponents of one or both
of the extreme positions.

For example, economists and political scientists are committed to ex-
plaining action in terms of the quantitative models of “rational choice
theory,” according to which individual expectations and preferences cause
human actions. These social scientists need to explain why we have secured
no predictively reliable laws about the causes of individual action. It won’t
do simply to say that rational choice models are idealizations or approxima-
tions like those of, say, physics—approximations that will eventually be im-
proved in the direction of laws. For ideal models in physics have what
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economic models conspicuously lack: great predictive power. In addition,
physical, chemical, and biological models seem capable of refinement in
ways no rational choice theory has yet manifested.

Of course, economists might try to show why no regularities governing
human action are necessary to explain economic choice causally. Such an
argument would in effect claim for economic processes a sort of causality
unknown in natural science. That causality would need a significant and
unavoidably philosophical explanation. Alternatively, economists could
adopt the view that the knowledge they provide is not causal but, at best, in-
formation that helps us interpret the actions of consumers in late capitalist
society. Anyone acquainted with modern economic theory will recognize
that view as unacceptable to economists. But unless they can provide some
philosophical underpinning for their theory, economists are vulnerable to
the charge that their explanatory variables are not natural kinds. That is,
the explanatory variables of rational choice theory need to be surrendered
in any serious causal theory of human behavior. In effect, finding an inter-
mediate position for economics involves facing several classical metaphys-
ical problems about causation.

The sociologist or cultural anthropologist faces a different sort of philo-
sophical problem. Anyone who brings back an account of the meanings of
actions, rituals, or symbols of other cultures must assure us that the account
is correct, that it constitutes an addition to knowledge about the culture re-
ported. How can we tell whether it is information or misinformation? This
question becomes especially pressing if we, like some anthropologists, reject
the demand that our theories about cultural meanings identify causes and
have predictive consequences we can test. Social scientists who reject im-
proving predictive success as a mark of knowledge have taken sides willy-
nilly in the most profound disputes of epistemology. For certification as
knowledge by means of observed predictions is the touchstone of empiri-
cism. The only alternative these social scientists can adopt is some version of
rationalism, the epistemology according to which at least some of our
knowledge is justified independently of experience, a priori.

Social scientists who wish to embrace the natural scientific approach to
human behavior often also hope to learn from their research how morally
to better the human condition. They must face several of the thorniest
problems of moral philosophy. First, they must show how to derive what
ought to be the case—the moral improvement—from what is the case, as
revealed by social research. This is a derivation widely held to be impossible
by philosophers. What is needed is nothing less than an explanation of how
we can acquire moral knowledge “scientifically.” Moreover, if acquiring
moral knowledge is possible, they must show why such knowledge does not
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justify paternalistic imposition of its particular claims on a potentially un-
willing society.

NATURALISM VERSUS INTERPRETATION

Most empirical social scientists believe that prediction and interpretation
can be reconciled. They believe that there is a causal theory of human be-
havior and that we can uncover models, regularities, and perhaps eventually
laws that will enable us to predict human action. Let us call such social scien-
tists “naturalists” to indicate their commitment to methods adapted from
the natural sciences. Naturalists believe they can endorse the methods of
natural science while doing justice to the meaningfulness and significance
of human action. Thus, they do not think anything can force them to choose
between these two commitments.

Naturalism’s pursuit of reconciliation of prediction and interpretation
has been subject to repeated objection over the course of the past hundred
years. Many current controversies about social science are but reiterations of
this objection and replies to it. Prominent social scientists, historians,
philosophers, and cultural critics have held that we cannot do justice to ac-
tions as meaningful while at the same time seeking a naturalistic or scientific
explanation of them. These critics of naturalism hold that the aim of the so-
cial sciences must be interpretation, and this means they cannot be experi-
mental, empirical, or predictive sciences. They have adopted a succession of
labels since the late nineteenth century: idealists, phenomenologists, struc-
turalists, ethnomethodologists, and students of semiotics, hermeneutics,
postmodernism, and deconstruction. These views share a rejection of natu-
ralism and a commitment to interpretation. Therefore, we may refer to their
views as antinaturalism or interpretative social science.

The history of science presents both naturalists and antinaturalists with
the same problem. Prehistoric civilizations explained all natural events—
especially catastrophes—in terms of the purposes of supernatural agents. To-
day, religions continue to do so. In each of the revolutions in Western
science, the greatest obstacle to scientific advance has been the conviction
that only purposes or meanings that made things intelligible could really ex-
plain them. The history of natural science is one of ever-increasing explana-
tory and predictive power. Science has achieved that by successively
eliminating meaning, purpose, or significance from nature. After Galileo, the
stars and planets were deprived of the goals Aristotelian science attributed to
them; then Newton showed that force, acceleration, and gravitational attrac-
tion were enough to explain all motion. Eventually Darwin showed that the
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fitness of flora and fauna to their environments was to be explained without
attributing purpose to them or intentions to their creator. Contemporary
molecular biology has revealed the purely chemical underlying mechanism
for all the biological processes that seemed originally to be explained by the
goals they seek. Now the only arena in which explanations appeal to pur-
poses, goals, intentions, and meaning is their “home base,” human action.

The record of the history of science requires every social scientist to face
the question, Why should human behavior be an exception to this alleged
pattern? Why should meaning, purpose, goal, and intention, which have no
role elsewhere in science, have the central place they occupy in social sci-
ence? The obvious answer is that people, unlike (most) animals, vegetables,
and minerals, have minds, beliefs, desires, intentions, goals, and purposes.
These things give their lives and actions meaning, significance, make them
intelligible. But what is so different about minds from everything else under
heaven and earth that makes the approach to understanding people so dif-
ferent or so much more difficult than everything else? Every potential an-
swer to this question is general enough, metatheoretical enough, and
abstract enough to count as an exercise in the philosophy of social science.

Introduction to the Literature ____________________________________

Among introductions to the philosophy of social science, the best of the ear-
lier generation of texts is Alan Ryan, Philosophy of Social Sciences. Ryan has
also edited an anthology on the subject, The Philosophy of Social Explana-
tion. Michael Martin and Lee McIntyre, eds., Readings in the Philosophy of
Social Science, is by far the most complete anthology of influential papers
written in the past generation on the subject. It supersedes two older an-
thologies that include many papers discussing topics treated in this book,
L. I. Krimerman, ed., The Nature and Scope of Social Science, and M. Brodbeck,
ed., Readings in the Philosophy of Social Sciences. Introductions to the litera-
ture in subsequent chapters will identify relevant papers in Martin and
McIntyre. Papers in Martin and McIntyre of special relevance to this chap-
ter are F. Machlup, “Are the Social Sciences Really Inferior?” and M. Scriven,
“A Possible Distinction Between Traditional Scientific Disciplines and the
Study of Human Behavior.” Steel and Guala’s recent The Philosophy of Social
Science Reader reprints many important articles. Introductions to the litera-
ture in future chapters will identify appropriate readings from Krimerman,
MacIntyre and Martin, and Steel and Guala.

The locus classicus of the naturalistic view of method in social science is
David Hume, Treatise of Human Nature and Enquiry Concerning Human
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Understanding. In these works one will also find the account of causation as
law-governed that motivates much empiricist philosophy of science.
Hume’s approach is in many ways developed in John Stuart Mill, A System
of Logic, especially Book 6, “On the Logic of the Moral Sciences.” Among so-
ciologists, the most famous defense of a naturalistic position is Emile
Durkheim’s The Rules of the Sociological Method. David Papineau, For Sci-
ence in the Social Sciences, and David Henderson, Interpretation and Expla-
nation in the Human Sciences, advance recent arguments for naturalism.
Robert Brown, The Nature of Social Laws, provides a concise account of the
history, from Machiavelli to Mill, of the claim that there are such regulari-
ties. In Science and Human Behavior B. F. Skinner carries the argument for
this approach to social science further than any other social scientist has.
Among philosophers, a different argument with similar conclusions is pro-
vided in Paul Churchland, Scientific Realism and the Plasticity of Mind.

The antinaturalistic view has closely embraced T. Kuhn’s Structure of Sci-
entific Revolutions as a counterweight to postpositivist philosophy of sci-
ence. An anthology tracing the influence of Kuhn’s book in social science is
G. Gutting, ed., Paradigms and Revolutions. Interpretive social science is a
tradition that goes back to the nineteenth century. Its history is traced and
defended in R. G. Collingwood, The Idea of History. Among social scientists,
its locus classicus is by Alfred Schutz. Papers by Schutz defending this view
are anthologized in M. Natanson, ed., Philosophy of Social Science, and
David Braybrooke, ed., Philosophical Problems of the Social Sciences. An in-
fluential work elaborating on this view is P. Winch, The Idea of a Social Sci-
ence. A. Giddens, Sociology: A Brief but Critical Introduction, sketches a
position that brings this approach together with critical theory (see his Chap-
ter 4, “Critical Theory”). More recently, a radical version of interpretativism
has been championed by Richard Rorty, Contingency, Irony, and Solidarity.
For a cogent introduction to recent arguments for interpretativism, see
James Bohman, New Philosophy of Social Science. D. Braybrooke, Philosophy
of Social Science, attempts to reconcile the two traditions, naturalism and an-
tinaturalism, as does Daniel Little, Varieties of Social Explanation. Both of
these books are recommended as somewhat more intermediate texts in the
philosophy of social science. M. Hollis, The Philosophy of Social Science, pro-
vides a powerful but difficult treatment of the competition between four
sorts of research programs in social science: the structural versus the indi-
vidual, and the causal versus the interpretive. It is strongly recommended
for students with further interests in the philosophy of social sciences.
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C H A P T E R  T H R E E

The Explanation of 
Human Action

The social sciences seek to understand human actions and their conse-
quences. This makes it difficult to do justice to the demand for improve-
ments in predictive power. The reasons have nothing to do with free will.
They have much to do with the kind of explanations we want in social sci-
ences, explanations that provide interpretations of human actions in terms
of the desires and beliefs that lead to them.

ACTION, NOT BEHAVIOR

We can divide human activities roughly into two classes: “mere” behavior
and action. Mere behavior includes what happens inside our bodies, such as
the beating of our hearts, or at the body’s surface, reflexive withdrawal from
painful stimuli, or the opening and closing of the eye’s iris. Action differs
from mere behavior. It is what we do as opposed to what happens to our
bodies. Actions are behaviors that are somehow under our control or could
be, if we gave them enough thought. The difference between action and be-
havior is difficult to state. Some things we do seem to fall on the borderline
between these two categories—yawns, for example. And sometimes actions
and mere behavior are hard to tell apart: there could be no difference in the
body’s movement between a blink and a wink. But the difference between
them is crucial for the social sciences.

Social science begins with the aim of explaining human action—not mere
behavior. When and why the eye blinks is a matter for physiology, not social
science. But when and why people wink at others is a question that does
concern the anthropologist, the sociologist, and the psychologist. This is
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because winking is an action. Social science begins with the objective of ex-
plaining action, but it does not end there. Much social science is concerned
with explaining large-scale events, for example, inflation or war. It is also
concerned with institutions, such as the jury system or marriage rules. Social
scientists also try to uncover and explain statistical findings about large
groups. But the large-scale events, social institutions, and statistical regular-
ities are made up of organized aggregations of individual actions.

Some social scientists, especially psychologists, have been unhappy with a
hard-and-fast distinction between action and behavior. They have sought to
explain human action by showing that it is nothing but “mere” behavior, al-
beit more complex than blinks and twitches. Other social scientists have no
interest in explaining what single or small numbers of people do—regardless
of whether it is action or behavior; still other sociologists and economists
hold that their disciplines should focus only on large-scale social phenom-
ena, not what single or small numbers of people do. In Chapters 8, 9, and 10
we examine these arguments. But because the action/behavior distinction is
so deeply entrenched in our conception of ourselves as human, it takes a
profound and powerful argument to undermine social science’s interest in
explaining what people do as human action.

To see why some social scientists are tempted to surrender an interest in
explaining action, we need to see how action is explained in ordinary life and
in social science. Long before the self-conscious attempts of the social scien-
tist, common sense had provided us all with a theory about the behavior of
our fellow human beings. It is a theory we use every day to form our expec-
tations about the behavior of others and to explain to others our own behav-
ior. This implicit theory is what we labeled “folk psychology” in Chapter 2. It
has always been the natural starting place for explanations social scientists
have given.

In fact, some social scientists, like historians, explain human actions with-
out any explicit theory at all. Although often unaware that they are doing so,
they employ folk psychology as an implicit theory for the events they explain.
Of course, many social scientists have been well aware of the commonsense
theory they were endorsing and have made great efforts to improve it. Mi-
croeconomic theory is perhaps the best example of this approach, and we
shall consider its improvements on common sense in Chapter 6. But first we
need to identify the commonsense theory and consider how it works, what
kind of a theory it is, and what sorts of explanations it provides.

We will discover that there are serious obstacles facing any effort to treat
folk psychology as a theory of the sort we are familiar with in natural science,
or even as a first approximation to such a theory. The consequences of this
difficulty for the view we have called naturalism are serious and troubling.
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MAKING FOLK PSYCHOLOGY EXPLICIT

We explain human actions by identifying the beliefs and desires that lead to
them. Often, such explanations are elliptical or abbreviated or proceed by
means of tacit assumptions that most people can be expected to share. Sup-
pose we explain why someone moved her king in a game of chess simply by
saying she did it to avoid being in check. The explanation works because it
assumes that whoever seeks the explanation knows a fair amount about
chess and about human motivation. The explanation also assumes that the
player wanted to avoid check and believed that moving her king was a way
of doing so. Usually we don’t mention the desire to avoid check because it is
obvious. We don’t even say there is a desire. We simply attribute a purpose
(to avoid check). And we don’t bother to make it explicit that the player be-
lieved that moving the king would attain this purpose. Those features of
commonsense explanations “go without saying.” We don’t need to make all
the assumptions explicit, because they are part of a form of explanation even
children understand by the time they are four or five years old. In fact, the
form is so well understood that it is often difficult to self-consciously expose
all its assumptions, presuppositions, and implications.

We can find the same form of explanation in many a classic of social sci-
entific explanation. For example, in The Protestant Ethic and the Spirit of
Capitalism, Max Weber sought to explain why capitalism emerged first in
western Europe, and not elsewhere in the world—for example, in India and
China, where levels of population, wealth, and trade appeared to be more fa-
vorable to commerce. Weber found the critical factors present among Euro-
peans and absent among Asians to be a peculiar combination of beliefs and
desires, ones that do not directly motivate or identify the means to the accu-
mulation of wealth.

First Weber noted that attitudes fostering capitalism appeared earliest in
the seventeenth century and eventually flourished among certain Protestant
sects, particularly Calvinist denominations, ones excluded from the political,
military, and ecclesiastical power of the Catholic Church and nobility. Then
he sought to identify the specific beliefs and desires of these seventeenth-
century Calvinists that turned them toward a new mode of economic orga-
nization, one characterized by persistent investment of wealth and not
consumption. Calvinism is distinctive in its commitment to predestination:
God’s omniscience means that he knows which individuals are to be saved
and which damned long before their birth, indeed at the beginning of time.
Accordingly, there is nothing individuals can do to ensure their fate after
death. Of course Calvinists had an intense desire to know their predestined
fate as saved or damned. This led to a belief that worldly success may be a
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sign of salvation, especially when the successful person was indifferent to the
material rewards and did not consume them, but instead sought to employ
them efficiently in ways that would reassure the person that he or she had in-
deed already been elected for salvation. The combination of the desire to know
one’s predestined fate and this belief about how to attain that knowledge make
intelligible to us their commitment to “rational accumulation” in the face of
traditional objections to it. Weber’s explanation for the greatest change in
western European history from the Renaissance to the present exploits a folk
psychological theory he does not even need to articulate explicitly.

Even psychologists have adopted folk psychology as the first step in scien-
tific psychological theory. Freud sought to substitute a deeper psychoanalyt-
ical explanation of our actions for the one common sense provides.
Nevertheless, he adopted its commitment to desires and beliefs as the deter-
minants of behavior. However, in Freud’s theory, the determinants are un-
conscious, repressed desires and neurotic beliefs. They explain our actions,
which, according to Freud, we don’t even really understand ourselves.

Therefore, we explain an action by identifying the desires and beliefs that
give rise to it. It is typical of philosophers to go beyond this point—on
which all agree—to ask why. That is, why does citing the agent’s desire and
belief explain the agent’s action? What connection obtains between the de-
sire and belief and the action they together explain that makes them rele-
vant to the action? Why does the connection between them satisfy our
curiosity about why the action happened? It is hard to have patience with
this question. It seems so obvious that citing the desires and beliefs explains
the actions that nothing further need be said or could be said, for that mat-
ter. In fact, there is a great deal to be said about why and how desires and
beliefs explain actions.

Naturalistic philosophers and social scientists have one set of answers to
this question. Interpretationalist philosophers, historians, and interpretative
social scientists have another. Naturalists hold that if we can identify the link
between beliefs and desires on the one hand and action on the other, then
we will be able to improve upon folk psychology’s explanations of human
action. Their opponents will argue that only by identifying this link can we
convince misguided social scientists that understanding human action is a
matter of meaning and intelligibility, not a matter of causation. Both sides to
our dispute about the progress of the social sciences agree that we cannot ig-
nore the question of what enables beliefs and desires to explain actions.

Will the connection among desires, beliefs, and actions be more like one
described in a mathematical truth or more like a general law? Mathematical
truths, such as 42 = 16, state connections that exist in virtue of definitions;
we can “see” their truths or work them out for ourselves, once we know what

38 3—THE EXPLANATION OF HUMAN ACTION

0813345925-Rosenberg_layout  10/17/11  9:34 AM  Page 38



the concepts of number, exponent, and equals mean. These truths express
connections among concepts that are intelligible to us. General laws express
connections, too: for instance, copper melts at 1,083°C, but this connection
is not one we could work out just knowing the meanings of the concepts
copper and melting, and the centigrade scale. We need to conduct experi-
ments that reveal the causal connection between copper’s change of state
and measurements of its temperature.

We should ask whether the explanatory connection between desires, be-
liefs, and actions will be different from either mathematical or empirical
ones. On our answer will hinge the proper research strategy for social sci-
ence: Should it be more like natural science, focused on observation and
experiment to discover laws; or more like mathematics, focused on logical
connections and the meanings of its concepts; or should it be different
from both?

Go back to the explanation of why the chess player moved her king. Con-
sider why you took your umbrella today after checking the weather forecast.
Why did Hitler invade Russia? Why do young self-employed males decline
to purchase health insurance? Why do white southerners in the United
States tend to vote for Republicans? The answers to these questions offered
in ordinary life, in the analysis of chess matches, and in history, economics,
and political science, all share an explanatory theory. Let’s try to extract it
and state it explicitly.

Something like the following oversimplified general statement seems to
lie behind our ordinary explanations of human action, and the explanations
in social science that trade on folk psychology:

[L] If any person, agent, individual, wants some outcome, d, and believes that
an action, a, is a means to attain d under the circumstances, then x does a.

[L] is an if  .  .  . then statement in which we fill the if-part—the an-
tecedent—with what the person wants and believes, and in which we fill the
then-part—the consequent—with a description of what the person does.
Other equivalent ways to express [L] are, “Whenever an agent wants d and
believes a is a means to attain d, then the agent does a,” or “All agents who
want d and believe a is a means to attain d, do a.”

[L] is supposed to be a general statement that is true about every human be-
ing’s actions, and not just ones around now. It makes a claim about the actions
of the earliest Australian Aborigines, Ancient Greeks, ninth-century Norse
Vikings, eleventh-century Arab traders, contemporary Kalahari Bushmen,
Samurai warriors in the seventeenth century, even other hominid species, like
Neanderthals, so long as they engaged in complex voluntary actions.
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[L] looks like a law of the sort familiar from the sciences, such as, “If an
object is in free fall, it has constant acceleration,” or “Whenever metals are
attached to electrical sources, they conduct current,” or “All copper melts at
1,083 degrees centigrade.” [L] looks like a law, but it may not be a law, as we
shall see.

We may not realize that our ordinary explanations in everyday life are
underwritten by [L]. Nor, for that matter, is it often recognized that much
history and all biography assumes everyone accepts something like [L] for
their explanations of what people do to actually provide understanding.
Even much anthropology, sociology, and political science helps itself to the
use of [L] without even mentioning it. As we will see, the only social science
that is always explicit about [L] and its explanatory role is economics. One
reason almost no one is explicit about [L]’s role in explanation in ordinary
life, history, or social sciences is that when you think about it, [L] is obvi-
ous, and learned so early in life that it’s hard to notice its role in explaining
our own or other people’s actions. In fact, it seems a bit pretentious to call
[L] a “law” and describe it as part of a theory.

Nevertheless, if [L] stands behind our explanations of human action,
making explicit why they came about, then we are treating [L] as some-
thing like a law of nature, part of a general theory about human behavior
and action. That’s why this book uses the letter L, from law, as the label
for [L].

[L] may be the leading principle of folk psychology, but it isn’t the only
one. There are others, ones that connect our desires and beliefs to our envi-
ronments and to our past experiences. For example, there’s the “generaliza-
tion” that under normal conditions we can see medium-sized objects placed
before our eyes. Or again, if someone has been deprived of water for several
hours, then other things being equal, the water-deprived human desires to
drink. There are, of course, many more such generalizations about our per-
ceptual abilities, beliefs, desires, memories, fears, hopes, regrets, and so forth
embedded in folk psychology. But as we shall see, the most central of them
to our explanatory needs in social science is [L]. For it is [L] that connects
what happens around us, in the circumstances of our environment, to the
movement of our bodies in actions (including speech). [L] makes this con-
nection by identifying our desires about how we want to rearrange our cir-
cumstances, and our beliefs about how our circumstances can be shaped to
satisfy our desires, to narrow down the range of actions that will attain the
desires in light of the beliefs.

Like other generalizations of folk psychology, [L] must be understood
either as embodying a pretty strong “other things being equal” (or ceteris
paribus clause). That is because, as it stands, [L] is false. To see the falsity,
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consider how easy it is to construct exceptions to [L]. Suppose that x wants
d, but x wants something else, d’, that conflicts with d, even more strongly
than he wants d. Then x won’t do action a even though x wants d and be-
lieves that a is the way to attain d. If two quite different actions, a and a’, are
equally good means to attain d, x may not undertake action a but instead
undertake action a’ to attain d’. Or suppose x believes that a is a means of at-
taining d, but not the best, most efficient or enjoyable, or cheapest means of
attaining it. Then x won’t do a even if he wants d, has no overriding incom-
patible wants, and believes a is a means of attaining d. Things can get even
worse for [L]. Even if x believes that a is the best means of securing d, x may
not know how to do a or, knowing how, may be unable to do it. There are
lots of other ways [L] can go wrong.

We can, of course, “improve” [L] to avoid all these problems, by adding
clauses to it covering each of them. The result will be a much more complex
statement like this:

For any agent x, if

1. x wants d,
2. x believes that doing a is a means to bring about d under the circum-

stances,
3. there is no action believed by x to be a way of bringing about d that un-

der the circumstances is more preferred by x,
4. x has no wants that override d,
5. x knows how to do a,
6. x is able to do a,

then

7. x does a.

This is quite a mouthful, but even the four clauses we have added to [L]
still may not be enough. An acute philosopher could doubtless construct a
counterexample, a case that shows that the first six conditions are not suffi-
cient for someone’s doing a, so that we need to add a seventh, and perhaps
an eighth, et cetera.

Instead of adding clauses to [L], we could simply treat [L] as bearing an
“other things being equal” clause that implicitly excludes each of the excep-
tions covered by (3) through (6) and any further clauses [L] needs. But
when, one wants to ask, can we be sure other things are equal, so that [L]
can explain why the desire for d and the belief about a lead to the doing of a?
When can we be sure that other things are not equal, so that the desire’s and
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the belief’s failure to produce the action doesn’t undermine our confidence
in [L] as a causal law? An unremovable ceteris paribus clause, requiring that
other things be equal for the desire for d and the belief about a together to
lead to x’s doing a, opens up [L] to a potentially serious charge of vagueness.
This is a point to which we shall return.

It’s worth noting right away that economists avail themselves of [L] under
the label “rational choice theory.” When they do so, their version often in-
cludes all the provisions mentioned in the expanded version. Microeco-
nomic explanations of, say, consumer choice attribute to economic agents
perfect information about available alternative choices, complete informa-
tion about the constraints within which the consumer operates, and a con-
sistent preference order—a ranking of wants—that lead the consumer to a
unique choice. Though the theory is expressed in terms like expectations and
preferences, they are just cognates for the beliefs and desires that figure in
[L]. We’ll return to economics and the role [L] plays in it in Chapter 6.

REASONS AND CAUSES

We have identified a general statement (with or without a ceteris paribus
clause) that connects beliefs and desires to actions and thus can serve to un-
derwrite our explanations, both ordinary and social scientific. What kind of
a general claim is it? [L] certainly looks like a statement that identifies the
causes of actions, and thus bids fair to be a law about human action, or at
least to be an important approximation of a law. And that is just what the
naturalist needs to vindicate a scientific approach to explaining action. Sci-
entific explanation is causal. Therefore, any scientific approach to explana-
tion in social science should attempt to establish a causal connection to
underwrite its explanations. That will be the function of [L]. It is a causal
law or a good approximation of one.

This naturalistic approach to the relation between folk psychology and
a science of human action has long been associated with the views of Max
Weber. Weber insisted that the sort of explanation that desires and beliefs
provide must be like those provided in the explanations characteristic of
natural science. Weber viewed a general statement like [L] as an “ideal
type”—an unrealistic model. Like models in natural science, [L] needs to
be filled in and refined in its application to individual actions. (The role of
ideal types and models generally is discussed in the “Instrumentalism and
Modeling in Economics” in Chapter 6 and throughout Chapters 11 and
12.) But what is crucial to Weber was the insight that scientific explanation
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requires laws, or approximations to them that we can eventually improve
into laws.

However, as Weber recognized, unlike (other) causes, beliefs and desires
are also reasons for actions: they justify them, show them to be rational, ap-
propriate, efficient, reasonable, correct. They render them intelligible. So,
perhaps explanations in ordinary life and social science work by showing
that actions are reasonable, efficient, appropriate, or rational in the light of
the agent’s beliefs and desires. In this case, [L] will certainly not work like a
model, a regularity, or the precursor to a causal law. For causal laws don’t
provide “intelligibility.” Rather, [L] will reflect the fact that beliefs and de-
sires justify or underwrite some action as reasonable. If that is how [L] works,
then the fundamental explanatory strategy in social science is not that of re-
vealing causes and effects. The aim is, instead, to make the action rationally
intelligible. If [L] also mentions causes, perhaps that is a by-product of its
role in making actions intelligible.

In fact, [L] has often been identified as a defining mark of rationality: an
agent is rational to the extent that he undertakes the actions that are best jus-
tified, given his ends—that is, his desires or wants. Thus, far from being a
contingent law describing the causes of actions, [L] turns out to be true by
the definition, implicit or explicit, of what it means to be a rational agent.
On this view, the social sciences that exploit [L] are not inquiries into the
causation of various actions. Rather, the social sciences are investigations
into the degree to which people’s behavior reflects the actions of a rational
agent as defined by [L].

The difference between reasons and causes is crucial, and every account
of the explanation of human action must face it. The difference between
them is sometimes difficult to keep clear, especially if, as most social scien-
tists hold, beliefs and desires are at the same time both the reasons for ac-
tions and their causes.

But if they are both, then why distinguish between reasons and causes?
We make the distinction because we need to identify where the explanatory
power of action explanations lies. Even if beliefs and desires are both rea-
sons and causes, their explanatory power with respect to actions may rest on
only one of these two features. And on which of them it rests will determine
much about the methodology of social science. If reasons for actions explain
because they bring about actions, then the naturalism described in Chapter 2
is vindicated: the social sciences must search for causal models, generaliza-
tions, and laws; if the causes of actions explain because they are reasons for
actions, then the aim of science is interpretation and intelligibility, and the
antinaturalist approach to social science turns out to be correct.
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So, what’s the difference between reasons and causes? It’s more easily il-
lustrated than expressed. Let’s consider three cases in which both reasons
and causes are present. In the first, the causes explain the action and the
reason does not; in the second, the reason is the cause, but the explanation is
not causal; in the third case, there is a hidden reason that does the explain-
ing. The three cases should make clear how causes and reasons differ in their
explanatory roles.

Suppose we ask a jogger why she runs ten kilometers a day. She replies,
“Because it’s good for me.” There is a fair amount left unsaid in this typical
explanation. First, it’s not just that running is good for her, it’s that she be-
lieves it is. Second, she wants to do things that are good for her. Third, she
believes that jogging won’t prevent her from doing other things equally good
for her. Doubtless there are other things she wants and believes that are “un-
derstood” in this explanation. All these things justify her jogging ten kilo-
meters a day. They make it seem intelligible, reasonable, rational: if we were
in her shoes, that is, had her beliefs and desires, we’d jog that much, too.

But suppose the “real reason” she jogs every day is physiological. Suppose
that unnoticed changes in her body have over the years addicted her to it, so
that if she doesn’t jog, she feels lousy all day. Though she never notices this
correlation, it keeps her running by physiologically punishing her for skip-
ping a day and rewarding her with a “runner’s high” when she does run.
This is a typical explanation of a behavioral psychologist. In this explana-
tion, there are quotes around “real reason” because the physiological facts
aren’t reasons at all. If they explain her jogging, then clearly they do not do
so by justifying her running, making it reasonable, but by causing it in virtue
of some contingent causal law she is not even aware of. In this case, reasons
do not explain behavior; causes do.

But now compare the case of the runner free of this physiological com-
pulsion, one who really does run because she believes it is good for her, be-
lieves it most efficiently fulfills her desire to stay healthy in the light of her
other beliefs about how to do so. Presumably, her beliefs about running and
her desire to remain healthy are stored in her brain. As such, these beliefs
and desires are physical states that cause her running in accordance with as
yet unknown laws of neurophysiology. We do not know these laws, but we
don’t need to. They are irrelevant to our explanation of why she runs. Our
explanation works because the desire to be healthy and the belief that run-
ning contributes to health justify running. They make it rational in their
light. They enable us to see that we would want to run if we had the same de-
sires and beliefs. In short, these reasons explain because they make the ac-
tion intelligible to us. We could reconstruct the reasoning that leads from
the belief and the desire to the jogging in an argument, a chain of reasoning:
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Belief: If you want to stay healthy, then jog.
Desire: You want to stay healthy.
Therefore
Action: Jog.

These logical connections are not to be found in causal sequences. It is
these connections that distinguish reasons from mere causes.

Consider a third case, one more interesting to the social scientist. Imagine
a woman who hates the smell of cigarette smoke and claims that secondary
cigarette smoke is harmful. Suppose this person believes that there is no sci-
entific evidence for her claim. If asked to explain why she thinks cigarettes
are harmful to nonsmokers, the woman claims to have beliefs about evi-
dence that secondary smoke is harmful. But what if her “real reason” for say-
ing that cigarettes are harmful is her hatred of cigarette smoke’s smell, which
she has no reason to think harmful. How does this “real reason” explain her
claim? It does so via [L] or something like it: a principle to the effect that it is
reasonable to do the things that one believes will lead to the attainment of
one’s desires. In this case it leads one to say that cigarette smoking is harm-
ful because the statement may reduce the smoking of others and thus reduce
the woman’s exposure to the smell she hates.

Much social science is devoted to ferreting out the “real reasons” from the
ones people offer to explain or excuse their actions. But for us the question
is, How do real reasons explain the actions they bring about? Is it because of
the logical argument we can use to reconstruct the real reasons that justify
people’s actions, or is it because real reasons cause their actions? Does the
action-justifying character of reasons make them a special subclass of causes,
which in the end work like other causes, or does it make reasons a different
sort of explainer entirely?

That is a question about [L]. For [L] is what connects people’s real rea-
sons, their beliefs and desires, to their actions. Does [L] underwrite our ex-
planations of actions because it describes causal relations—that is, lawlike
connections—in virtue of which actions are brought about by beliefs and de-
sires? Or does [L] underwrite these explanations because it helps us identify
the reasons that make a particular action justified, intelligible, rational,
meaningful, or somehow significant to us?

It would perhaps be neatest and simplest if [L] does both: helps us iden-
tify the causes for actions and the reasons for them. It would thus be the key
to both the prediction of much human behavior and the intelligibility of all
human action. That is the view that Weber and his successors among the
naturalists have embraced. But as we shall now see, this happy reconcilia-
tion is difficult to defend.
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CAN REASONS WORK LIKE CAUSES?

Chapter 2 identified a distinctive problem of the philosophy of social science
to be that of explaining or explaining away the alleged lack of progress of the
human sciences by comparison to natural science. This problem has
haunted the social sciences largely because it has vexed folk psychology’s
theory of human action. The problem of progress is actually two: (1) the
problem facing attempts to improve [L] into a general theory of human be-
havior with increasing explanatory unity and predictive precision; and (2)
the problem of why, in the absence of improvement of [L], no replacement
for it has been found—or indeed sought. To see what these problems are, let
us try to apply [L] to the causal explanation of a particular action. In doing
so we need to recall what Hume’s analysis of causation showed us about the
connection between causation, generalization, and prediction. Our knowl-
edge of what causes particular individual events requires us at least implic-
itly to frame hypotheses that have some generality, and to confirm those
hypotheses by successful prediction. This process need not reach the level of
physical law to provide causal knowledge. But to count as knowledge of
causes, our beliefs about causes must have some predictive consequences
borne out by experience.

There is a standard “recipe” given in the philosophy of science for
causally explaining an individual event, the “deductive-nomological,” or
“covering-law,” account: the occurrence of the event should be derivable
from one or more general laws and a statement of “initial” conditions. The
latter are roughly the set of circumstances or conditions that constitute the
cause of the event to be explained. For example, we can explain why the gas
in a certain container maintains a given pressure by deriving that pressure
from the ideal gas law, PV = nRT, and a statement about the temperature of
the gas and the volume of the container. This model is called deductive-
nomological because it is a deductive argument from the initial conditions
and a law that “covers” the events to be explained—connects the initial con-
ditions to the explained event as their effect. Note that the information in a
deductive-nomological explanation of the gas’s pressure would have just as
well enabled us to predict it as to explain it.

Of course, natural science isn’t generally interested in explaining particu-
lar events, and that is true to a lesser extent of many of the social sciences.
Only history is explicitly devoted to explaining particular events. But such
explanation is important because it provides a means of testing and improv-
ing the laws and theories that must be employed in explaining these events.

Scientifically explaining a particular human action presumably involves
deriving a statement describing the action from [L] and a set of statements
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about the agent’s desires and beliefs. Let us take a prosaic example: Smith is
carrying an umbrella as he goes to work. Why? Here is an explanation:

Initial conditions:

1. Smith wants d, to stay dry today.
2. Smith believes that a, carrying an umbrella, is the best way for him to d,

stay dry today.

Law:
3. For any agent x, if x wants d and x believes that doing a is the best way

for him to secure d, then x does a.

Therefore:
4. Smith does a, carries an umbrella today.

This explanation may be stilted. But it is what stands behind the briefer
explanation, Smith thinks it’s gonna rain. Now, how good a scientific expla-
nation is it?

Suppose it were challenged. What if we were to demand evidence to show
that the initial conditions actually obtained. For all we know, Smith might
always carry an umbrella, rain or shine. He would do so if he were a British
merchant banker, who always carries an umbrella because it’s part of the re-
quired uniform. Or maybe Smith thinks he needs a cane to walk but doesn’t
want to look like an invalid, so he uses an umbrella. It’s even possible that
Smith wants to get wet today and superstitiously thinks that if he carries an
umbrella it will rain. We can go on and on forever dreaming up far-fetched
combinations of beliefs and desires to attribute to Smith. Any one of these
packages of belief and desire will work equally well with [L] to explain why
Smith is carrying an umbrella today. To confirm our explanation as the right
one, we need evidence that Smith has the wants and desires it attributes to
him instead of the far-fetched alternatives.

Suppose we want to be able to predict whether Smith will carry an um-
brella tomorrow. To do that, we also need to be able to establish exactly what
Smith will want and believe tomorrow morning before he passes the um-
brella stand in his front hall. Without this information, we cannot employ
[L] to predict what Smith will do. For we can’t determine the initial condi-
tions that we need along with [L] to generate a prediction about what Smith
will do.

How do we find out exactly what people believe and desire? The most
convenient way is of course to ask them. But sometimes people don’t want
to tell us what they believe and what they want. Instead, we have to just wait
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till their behavior reveals their beliefs and desires. In some cases we can per-
form experiments: we can try to arrange their circumstances so their behav-
ior will reveal their beliefs and desires. One thing we cannot do is read their
minds. All three methods, asking, experimenting, and observing, are really
aspects of the same strategy: they all involve inferring back from action to
desire and belief.

Sometimes, in the case of asking, this fact escapes our notice. But a little
reflection reveals that asking is just a version of arranging subjects’ circum-
stances and then watching their actions. After all, speech is itself action. Sup-
pose we ask Smith whether he wanted to stay dry today or will want to
tomorrow. He emits the noise “yes.” Is this an assent to our inquiry? That is,
is producing the noise “yes” an action Smith undertook to attain his desire
to answer our question in the affirmative, with the belief that producing that
noise would do it?

Let’s treat the noise that Smith produced as an answer to our question,
instead of, say, a funny-sounding sneeze. That involves attributing to Smith
at least the following beliefs and desires: (1) the belief that the noise we pro-
duced, “Do you want to get wet?” expressed a question in English; (2) the
belief that we understand English; (3) the belief that we want an answer to
the question; (4) the belief that in English one way to signal assent is to pro-
duce the noise “yes”; (5) the desire to signal assent to our question. But even
this catalog is not a complete list of desires and beliefs we need to attribute to
Smith. Treating the noise he makes as a sign of his desire to stay dry today
requires us to add to our assumptions about Smith’s desires: (6) the desire to
tell us what he believes; and (7) the desire to be sincere and not to lie to us.
There are other beliefs and desires we need to attribute to Smith. Identifying
them is left as an exercise to the reader, with a warning that the list is too
long to complete.

But that means that the easiest way to establish exactly what someone be-
lieves and wants is fearfully complex. And what is more, even the sort of first
approximation to what people want and believe that we need for everyday
life requires us to employ [L] itself. But that raises a brace of serious method-
ological problems.

The first is a regress problem: to explain an action, we need to identify
the beliefs and desires that produced it, in accordance with [L]. To identify
those beliefs and desires with any precision, we need to know more about
further beliefs and desires. If to do that, we need to know about still further
desires and beliefs, the original problem faces us all over again. We have
made little progress in answering the challenge to our original explanation.
In everyday life we don’t face this problem because our explanations are not
held to very high standards of accuracy and there is little interest in reducing
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their vagueness and imprecision. But science requires both challenge and
improvement.

Moreover, there is the problem that in order to employ [L] in the expla-
nation of an action, we need to use [L] to establish that the action’s causes—
the initial conditions—actually occurred. But that means that as long as
what is to be explained is an action, nothing could even conceivably lead us
to surrender [L] itself. The impossibility of ever being able or willing to sur-
render [L] casts doubt on its claims to be a causal law. Recall that we want to
use Smith’s answers to questions as a guide to what he believes and desires.
We don’t want to treat his “yes” noise as an irrelevant sneeze. Therefore, we
have to assume that he wanted to answer our question sincerely and cor-
rectly, and that he believed that the way to do so was to use the noise “yes.”
The reason we have to make these assumptions is that we employ [L] as a
guide to understanding Smith’s very words. Smith’s verbal behavior consti-
tuted action, speech, as opposed to “mere” movement of the body, noise, be-
cause it was produced in accordance with [L] and Smith’s beliefs and desires.

The employment of [L] as a guide to what people believe and desire is
even clearer when we have to rely on nonverbal behavior to guess people’s
beliefs and desires. How can we tell that people believe a ten-dollar bill is
worth more than a five, or prefer (desire more) the former to the latter? Of-
fer a choice of one of each to passersby. They all pick the larger bill. But is
their behavior a reliable mark of their belief that the ten spot is worth more
than the fiver? Only if their behavior reflects their beliefs and desires in ac-
cordance with a principle like [L].

In fact, the situation is rather more complicated. To employ behavior as a
guide to belief, we have to hold the agent’s desires constant. And to use be-
havior as a guide to his desires, we have to hold his beliefs constant. Any ac-
tion can be the result of almost any belief, provided the agent has the
appropriate desire, and vice versa. Thus, someone might light a cigarette be-
cause, say, she believed that the theory of relativity is false. How is this pos-
sible? Well, suppose (1) she also believed that someone was asking her
whether the theory of relativity was true, and (2) she believed that the way to
signal dissent in the language of the questioner was to light up, and (3) she
wanted to signal dissent. Bizarre? Well, of course. But that’s the point. By it-
self an action never identifies a single belief or desire. It only does so against
the background of a large number of other beliefs and desires.

It’s worth emphasizing this point: if we know what someone’s beliefs and
desires are, then [L] will tell us what actions she will undertake. If we know
what actions a person has performed, and we know what her beliefs were,
then [L] will tell us what her wants were. And if we know what she wanted
and what actions she performed, then [L] will tell us what she believed. But
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without fixing two of the threesome of belief, desire, and action, the third is
not determinable. That is why in explaining action, our aim is to render it
intelligible by identifying its meaning or significance. Our aim is to fill in a
“hermeneutical circle” of beliefs, desires, and actions, in which coherence
among the three variables is the criterion of explanatory adequacy.

It should now be clear why commonsense explanations of human action
are so disputable and fallible, and why folk psychology’s predictive powers
are so difficult to improve. The number of specific beliefs and desires that
bring about any particular action is very large. The difficulty of identifying
them exactly is great. Accordingly, our explanations of particular actions
cannot help being sketchy and lacking in detail. Additionally, they will be
subject to considerable doubt, since it is so difficult to nail down much of
what a person actually believed and wanted on a given occasion. Our predic-
tions will be no stronger than our explanations. For they rest on nothing but
guesswork about the vast number of specific beliefs and desires that are
needed for a precise prediction using [L].

Of course, [L] has some predictive content: we can predict with consider-
able confidence that our professors will not strip off their clothes in the mid-
dle of the next lecture; that the driver of the oncoming car will hit the brake
as it approaches the stop sign; that a hundred-dollar bill left on the pave-
ment will be picked up; that Dad will have dinner ready when we get home.
The reasons for these sorts of predictive success are clear. We can with con-
fidence attribute a certain number of widely held packages of beliefs and de-
sires to everyone, including strangers. And we can attribute more specialized
packages to people we know quite well. The number of such predictions we
can make with great confidence is indefinitely large. Professors won’t strip
in class tomorrow, or the next day, or the day after that. Does that mean that
[L] has great predictive power?

Predictive power isn’t just a matter of numbers of successful predictions.
It is based on at least two things: ratio of confirmed to disconfirmed predic-
tions and increasing success in providing highly precise and surprising ones.
On both these counts, [L] fares poorly. Beyond obvious predictions, the ap-
plication of [L] fares poorly. Even knowing a great deal about your family
and friends, you cannot predict exactly what they will do next; you probably
can’t even predict roughly what they will do next, except in very stereotyped
conditions. Strangely enough, most people have been well satisfied with [L]
for most of recorded history, despite its weakness. Only twentieth-century
social and behavioral scientists have been troubled by their inability to im-
prove [L]’s predictive power. But that’s because [L]’s predictive weakness
undermines the claim that it is a causal law and thus undermines a scientific
approach to human action that employs [L].
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It’s clear that in order to improve our predictions of human action, we
need to do one or both of two things: we need to be able to “measure”
people’s beliefs and desires with greater precision, and/or we need to im-
prove [L] itself. For example, we need to develop models of rational choice
that fill in [L]’s ceteris paribus—other things being equal—clause. That is
how all causal explanations and causal laws are improved.

To see that, consider a model from physics: the ideal gas law, PV = nRT.
Suppose we want to explain why the pressure gauge on the gas container
reads 15.2885 atmospheres. To do so we measure the temperature with a
thermometer, discovering it to be 99.5°C, and measure the volume of the
container, discovering it to be 2.001 liters. When we plug the temperature
and volume into the equation, the result is that the pressure is 15.3101. This
value is probably close enough to the true value for most purposes. Indeed,
all measuring instruments, thermometers, manometers, and meter sticks,
have margins for error. For all we know, the theoretically derived value for
pressure may be closer to the real value than the pressure gauge’s reading.
How can we decide which is more accurate—the value predicted by plug-
ging the data into the equation or the value observed on the pressure gauge?
The only way to decide is by improving our measuring instruments. Substi-
tute a thermometer that reads out digitally to more decimal places; a mi-
crometer instead of a meter stick to measure length, breadth, depth, for
volume; and a digital pressure gauge instead of an analog dial. Any of these
changes will help give more accurate measurements of the initial conditions.
If the more accurate numbers provided by these new measuring instruments
are plugged into the equation, the resulting calculation may be much closer
to the observed values. In other words, the precision of our explanation will
have been improved, and the accuracy of future predictions using the ideal
gas law will also have been increased by these new instruments.

Even more important is what happens when improvements in measure-
ment of initial conditions do not result in calculated values closer to ob-
served ones. Such an outcome disconfirms the law. When improved
measurements do not vindicate the equation into which they plug data, we
try to improve the equation, model, or generalization. In fact, the history of
improvements and complications in the kinetic theory of gases involves suc-
cessive refinement of the equation to bring its predictions into line with the
data provided by better measuring instruments on more and different gases.
When new variables and constants are added, the theory can explain and
predict the behavior of a gas to a greater degree of accuracy, over a wider
range of values of pressure, temperature, and volume. These improvements
rest on our ability to measure initial conditions with increasing accuracy
over wider and wider ranges.
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But neither of these sorts of improvements is possible for [L] or for the
explanations and predictions in which it figures. PV = nRT can be applied to
explain and predict in part because there are thermometers to measure ini-
tial conditions. What functions as the “thermometer” for [L], the means for
measuring its initial conditions? In too many cases, the only measuring in-
strument available is [L] itself. In almost all cases, [L] must serve as its own
“thermometer”: To measure people’s beliefs and desires we have to use [L].
Moreover, although we use different instruments to measure temperature,
pressure, and volume, we need the same instrument—[L]—to measure all
three of our explanatory and predictive variables.

But that means that we start out with a “law,” [L], of limited predictive
power, given the difficulty of establishing its initial conditions of application
with any precision. Then there is little chance to improve it. For to improve
it, we need first to find cases where [L] has gone wrong in its prediction; sec-
ond, to “measure” the values of the initial conditions and the actual behavior
that it failed to predict correctly; and third, to revise our “measurement” to
accommodate the observed action. But in order to “measure” beliefs and de-
sires, we must use [L] itself, plus the observed action we failed to predict,
and then work back to a more accurate determination of the beliefs and de-
sires. Once we’ve done that and plugged the more accurate initial conditions
into the predictive argument, [L] gives us the observed action. But then
there is nothing to correct about [L] after all. There is never an opportunity
to add to or subtract from [L] in order to improve it.

One popular way of describing this problem for [L] is to say that it is un-
falsifiable: there is no conceivable evidence about human action that could
lead us to surrender it.

We can imagine what it would be like to falsify a scientific model, gener-
alization, or law. Imagine jumping off a cliff and just hanging in midair in-
stead of falling with constant acceleration. That would falsify Newton’s first
law. The demand that to be a law or to describe any causal relationship, a
statement must be falsifiable is probably the most held methodological prin-
ciple in the social sciences. Everyone recognizes that a law can never be fully
confirmed or verified since it is about an indefinite number of events in the
future, the present, and the past. But apparently it takes only one wrong pre-
diction to falsify a proposed law.

The methodological principle is that to be a real law with explanatory
power, a generalization must be one we could imagine or conceive to come
out false under some circumstances. Notice two things: First, the require-
ment is not that to be a law a statement has to actually be falsified; no, the
test is whether we can describe circumstances that would show it to be false,
not that we actually find such circumstances. Second, notice that the truths

52 3—THE EXPLANATION OF HUMAN ACTION

0813345925-Rosenberg_layout  10/17/11  9:34 AM  Page 52



of mathematics, though completely general, are not falsifiable. We cannot
imagine circumstances under which 42 = 16 is false. That is why mathemat-
ical truths can’t by themselves explain particular facts in the world. The
same goes for definitions: “All bachelors are unmarried” won’t explain why
some single male friend of yours is a bachelor. And part of the reason pre-
sumably is that “All bachelors are unmarried males” has no empirical con-
tent; it’s a definition that no possible factual evidence could overthrow. It’s
unfalsifiable.

But it is hard to think what could falsify [L]. Remember, irrational behav-
ior isn’t action at all. But if [L] is unfalsifiable, then it cannot provide empir-
ical, scientific knowledge. Therefore, if it does provide knowledge essential
to social science, then social science’s explanations of human action that use
[L] are not ultimately empirical ones. Rather, they are interpretative. They
help us see the meaning of the actions [L] explains. What is more, social sci-
ence’s failure to provide predictions beyond those of folk psychology reflects
no discredit upon it. The lack of predictions merely reflects the differences
in its aim from that of the natural sciences. That of course is the interpreta-
tionalist’s or antinaturalist’s view of [L].

Introduction to the Literature ____________________________________

The centrality of action explanations to social science is emphasized in both
the methodological and the substantive work of Max Weber, one of the
founding fathers of sociology. The debate about what Weber called Verste-
hen (empathetic understanding) and “ideal types”—unrealistic assumptions
in explanatory models—began before his work, but its twentieth-century
form is a result largely of his formulation of the issues. See Weber, The
Methodology of the Social Sciences. The role and nature of idealizations and
models in social science are treated in his Chapters 3 and 6.

Several papers in Martin and McIntyre’s Readings in the Philosophy of So-
cial Science are directly relevant to the question whether there are or can be
laws of any kind in the social sciences. Of particular value are the papers by
B. Fay, “General Laws and Explaining Human Behavior,” which argues for a
causal account of reasons without laws; and H. Kincaid, “Defending Laws in
the Social Sciences,” and McIntyre, “Complexity and Social Scientific Laws,”
which defend the possibility of naturalism about reasons and actions. Papers
in Martin and McIntyre focusing on whether folk psychology can provide
laws include D. Davidson, “Psychology and Philosophy,” and W. Dray, “The
Rationale of Actions.” D. Henderson, Interpretation and Explanation in the
Human Sciences, is an extended attempt to reconcile the holism of the
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mental with naturalism and to defend the lawlike status of [L]. Paul Church-
land’s paper “The Logical Character of Action Explanations” defends [L] as a
lawlike statement cogently. Papers by Hempel and Kincaid on this subject are
also reprinted in Steel and Guala, The Philosophy of Social Science Reader.

The demand that there be a law connecting desires, beliefs, and actions re-
flects the thesis that scientific explanation must involve laws. For a long time
this question was the most widely discussed topic in the philosophy of social
science. Several of the most influential arguments in favor of the covering-
law model’s applicability to human action were written by Carl Hempel and
have been collected in an anthology of his papers, Aspects of Scientific Expla-
nation. See especially “The Function of General Laws in History.” See also his
essay, “Rational Action,” in Proceedings of the APA, 1962. These views are
challenged in William Dray, Law and Explanation in History. Dray’s Philos-
ophy of History discusses this issue lucidly. Karsten Stueber updates this de-
bate in “The Psychological Basis of Historical Explanation: Reenactment,
Simulation, and the Fusion of Horizons” in Steel and Guala’s anthology, The
Philosophy of Social Science Reader.

For a contemporary discussion of alternative approaches to the under-
standing of belief/desire explanations as they are involved in interpreta-
tion, see Alvin Goldman, “Interpretation Psychologized” in Steel and Guala’s
anthology.
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C H A P T E R  F O U R

Intentionality and Intensionality

Any attempt to reconcile a causal treatment of the explanation of action in
terms of desires and beliefs faces deep problems that require a certain
amount of complex philosophical apparatus. This chapter introduces and
employs some much-needed technical vocabulary that will recur later in the
book. Using this philosophical equipment enables us to trace the problems
facing the social sciences regarding the question of how the mind is related
to the body, a problem with a long pedigree in philosophy.

THE LOGICAL CONNECTION ARGUMENT

In the roughly two decades before 1970, arguments like the one at the end of
Chapter 3 provided the main challenge to the notion that social science is a
form of causal inquiry. The arguments were simpler than that just given and
were unsound, but they reflected a partial realization of the complex prob-
lems facing a causal approach to the explanation of action. In fact, the more
complex argument just given is the result of reflections on the simpler ones.
The simpler arguments began with the assertion that causal claims had to
be contingent truths, not necessary truths or definitions, and that causal ex-
planations required contingent generalizations. Thus, for example, no one
could causally explain why Smith is a bachelor by pointing out that he is an
unmarried man and all unmarried men are bachelors. Being a bachelor and
being an unmarried male are logically connected. It is inconceivable that a
bachelor not be an unmarried male. An instance of the first is identical to
some instance of the second. The generalization here is a definition, and the
initial conditions in effect redescribe the fact to be explained. But just as
nothing can be its own cause, nothing can causally explain itself. Thus, what-
ever enlightenment is provided by the information that Smith is unmarried,
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it cannot be part of a causal explanation of why Smith is a bachelor. If [L] is
not a causal law about action, how does it function in explanations?

Every explanation of a human action is in fact tantamount to a redescrip-
tion of the event to be explained. It does not identify other distinct and log-
ically independent events, states, or conditions that determine the action. If
a statement like [L] is essential in the explanation of human action, it is be-
cause [L] is part of what we need to make the redescribing explanations. [L]
defines what it is to be an action in terms of the notions of desire, belief. [L]’s
function is to show us what counts as having a reason for doing something
and to show us when a movement of the body is an action. Thus, desires,
beliefs, and actions are logically connected, not contingently connected, by
[L]. Therefore desires, beliefs, and actions are not causally connected by [L]
or by any single causal law.

The role [L] plays in identifying beliefs and desires seems to testify to this
claim. So does the fact that no failures to predict human action would lead
us to give up [L] or to identify some improvement on it. It is pretty evident
that [L] is not the result of any self-conscious experimentation, observation,
or data collection a social scientist undertook with a view to framing a gen-
eral law about human behavior. It is, as we have noted, a piece of folk psy-
chology, embedded in our consciousness as far back as we know. [L] is a
principle that reflects our conception of ourselves as responsible agents, as
persons who act on reasons. If nothing could lead us to give it up, then the
connection [L] expresses between desires, beliefs, and action cannot be the
sort of causal link reported in our scientific laws. For science is fallible, and
any of its generalizations can be given up.

Recall the brief account of causation in Chapter 2 (“Progress and Predic-
tion”). Its claim was that causal links must be contingent. That is, when
event a causes event b, it must be conceivable for either to have occurred
without the other’s having done so. That is why being an unmarried male
will not explain why someone is a bachelor. It is inconceivable for someone
to be one and not the other. There is a logical connection between them. If
that were not the case, then knowledge of the occurrence of the effect would
be enough to establish the occurrence of the cause, and vice versa. But in sci-
ence, knowledge about any single event never is enough to establish the
character or occurrence of another event.

To determine something’s effects or causes, we need to do empirical re-
search, undertake experiments, conduct observations, collect data. This em-
pirical evidence is expressed in contingent laws and generalizations,
propositions that could conceivably be false, unlike definitions. These laws
sustain our singular causal claims, even when they are unmentioned in the
claims. Consider the true statement that striking an iceberg caused the Ti-
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tanic to sink. This claim about two particular, distinct events, the striking
and the sinking, is justified by a large number of physical laws. Of course
none of these laws mentions the Titanic or ships of any kind. They are laws
of buoyancy, principles about the tensile strength of materials like cast iron
and ice, and so forth. Most people who correctly claim that the Titanic’s
striking the iceberg caused its sinking don’t know any of the physical laws.
Nevertheless, making the claim that it was the striking of the iceberg that
caused the Titanic to sink commits those people at least to the existence of
such laws, even if they don’t know what the laws state.

Now, the argument continues, return to the explanation of actions by ap-
peal to beliefs and desires. It’s clear that our description of Smith’s belief that
carrying an umbrella today will help keep him dry is logically connected
to Smith’s carrying the umbrella, the alleged effect of that belief. For the de-
scription of the belief makes reference to the action itself. We could not
characterize or describe this belief except in a way that refers to one or an-
other of its alleged effects. And we cannot describe what a person does as an
action without thereby committing ourselves to the existence of desires and
beliefs that contain a description of what the person does as an action. But,
the logical connection argument holds, this commitment precludes the exis-
tence of contingent connections between desires, beliefs, and actions. For
they can be described only in terms that refer to one another. Accordingly,
such connections will not be causal, and any generalizations that link them
will not be general laws either.

Rather, [L], statements like it, and their consequences will be necessarily
true definitions and their consequences that provide some form of non-
causal explanation. That is why [L] is not open to rejection or improvement
as a result of empirical findings about contingent matters of fact. Philosoph-
ical analysis of [L] thus reveals it to be a definition, one useful for interpret-
ing action and rendering it intelligible. It is a philosophical confusion to
view it as a contingent generalization, a mistake that leads to the sterility and
frustration characteristic of naturalistic social science.

However, this argument is too strong. It doesn’t really prove that beliefs
and desires can’t be causes of action. Nor does it establish that statements
like [L] can’t be treated as causal generalizations. But it does reflect a real
difficulty for the attempt to treat [L] and its explanatory applications in the
way the naturalist wants to: as laws or precursors to them.

To see what is wrong with the logical connection argument, we have to
distinguish events and processes from the descriptions we give of them. An
event, a thing, or a person can be described in many ways: George Wash-
ington may be described as the father of his country, the first president of
the United States, the owner of Mount Vernon in 1799, Martha Washington’s
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husband. Sometimes the description of one thing includes reference to an-
other. Thus, describing George Washington as “Martha’s husband” makes
reference to Martha as well as to George. Sometimes a description may refer
to a future time and place, as when we say, “The man who was to become the
first president of the United States was born in 1732.”

Similarly, a cause and its effect can be described in many ways. The sink-
ing of the Titanic can be described both as “the disappearance beneath the
waves of the pride of the White Star Line” and as “the greatest loss of life at
sea in 1912.” Thus, we say the same thing when we say, “the Titanic’s strik-
ing the iceberg caused it to sink,” and when we say, “the striking of an ice-
berg by the fastest ship on the Atlantic in 1912 caused the sinking of the
largest vessel in the White Star Line.” Someone ignorant of the fact that the
fastest ship on the Atlantic in 1912 was also the largest ship in the White Star
Line might find the second causal claim less informative than the first. Some
people might even believe the first claim true while denying the second.
Most of us would consider the second claim misleading because it seems to
suggest that two ships were involved, the fastest one and the largest one. But
both statements are true, and both report the same causal sequence.

Let’s consider the following claim: The sinking of the Titanic was caused
by the event that caused the Titanic to sink. Well, that looks like the degen-
erate case of an uninformative claim. Is it still a causal statement, one assert-
ing a contingent connection between two distinct events? Or is it true by the
definition of the word cause? Once we bear in mind that the same event may
be described in many ways, our answer to this question must be that it still
reports a contingent causal claim. For the Titanic’s striking the iceberg is
identical to the event we describe as “the cause of the Titanic’s sinking.” If
we put the former description into the sentence above, we get the right an-
swer: the sinking was caused by the striking.

But in our degenerate case, the events are logically connected in that the
description of the cause refers to the effect. Yet the connection it claims to
obtain is still causal. True, it is no longer explanatory; it is, as we said, unin-
formative, useless in any significant inquiry; it tells us almost nothing more
than we already knew. But it does tell us something nontrivial, nondefini-
tional, namely, that the event, the Titanic’s sinking, occurred and that it had
a cause.

Suppose, however, that we didn’t know any more about the Titanic than
that it sank and that this event had some cause or another. This is the situa-
tion we would be in if we knew nothing else about the event that caused the
sinking besides the uninformative one that it caused the sinking. We would
be in the position of insurance investigators or detectives who are con-
fronted with, say, a fire and must find an explanation for it. They search for
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another true and informative description of the event uninformatively de-
scribed as “the cause of the fire.” Causal inquiry always starts with this sort
of ignorance, reflected in an uninformative description of the cause logically
connected to the effect. But the investigator’s inquiry is still a causal inquiry.
It aims at identifying another distinct event by providing at least one de-
scription that is not logically connected to the description of the fire. So, just
because some true descriptions link two or more distinct events logically, it
does not follow that all descriptions of the same events do. Nor does it follow
that where logical links between the descriptions of events obtain, there can
be no causal links between the events they describe.

The moral of the story for beliefs, desires, and actions should be clear. Be-
liefs and desires are usually described in terms that make reference to the ac-
tions they produce. So there is a logical link between the descriptions we
actually use to identify beliefs and desires, on the one hand, and descriptions
of actions, on the other. But from the existence of the logical link, it does not
follow that beliefs and desires are not causes of actions or that [L], some im-
provement on it, or perhaps an altogether different generalization about ac-
tions and reasons cannot be laws of human action.

Thus, the logical connection argument turns out to be too weak to show
that beliefs and desires cannot be causes. But it does reveal something very
important about explanations of actions by beliefs and desires. It reveals why
they often seem so empty. If I say, “Smith carried an umbrella because he
wanted to,” that may be a causal claim, but it is as close to empty a descrip-
tion of the cause of Smith’s action as one can come without getting there
completely. It’s like saying, “The Titanic sank because it was caused to sink.”
Saying, “Smith carried an umbrella because he believed doing so would help
attain his desires,” is only slightly more informative. The explanation em-
ploys information that would provide a means to predict what Smith will do
the next time he has a chance to carry an umbrella.

Beliefs, desires, and actions are distinct, causally connected states and
events. But what if we can never actually discover any descriptions of beliefs,
desires, or actions that link them contingently in laws instead of logically in
definitions? Then we will be in the position of detectives who know in prin-
ciple that their arson case won’t be solved, because they can’t uncover any
informative description of the fire’s cause. All they can ever know is that the
fire had a cause, because fires don’t start spontaneously.

This conclusion, that there are no descriptions of beliefs, desires, or ac-
tions that can even conceivably be independent of one another, is one that
the philosophy of psychology has had to take very seriously. In the next sec-
tion we will see why independent descriptions of reasons and actions are
hard to uncover. The ramifications of this fact for the social sciences are very
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great. For if this conclusion is right, even though desire/belief explanations
of actions do link causes to their effects, there are no general models, regu-
larities, or laws we can discover to link them together. But in the absence of
such laws, the explanatory power of reasons—desires and beliefs—cannot in
the end be causal. That suggests to some social scientists, especially behav-
iorists, that we should surrender the goal of explaining actions by uncover-
ing desire/belief combinations. Instead, they hold, we should search for
more satisfactory causal explanations of human behavior, ones that appeal
to laws we can discover.

Among interpretationalists, this same failure to uncover laws about rea-
sons is an argument for surrendering the aim of finding causal explanations
of action. Instead, we should attempt to determine in what the evident and
unarguable explanatory power of folk psychology consists. This is the strat-
egy of interpretative social science. Chapters 7 and 8 take up these strategies
in turn.

INTENTIONALITY

Why suppose that we can never find descriptions of actions and the reasons
that cause them that are independent enough from one another to enable us
to frame laws about them? All three of the variables of folk psychology, de-
sire, belief, and action, are intentional. This term has a special meaning in
philosophy, though one related to its ordinary meaning of “purposeful-
ness.” To say that a belief is intentional in the philosopher’s sense is to say
that it has “propositional content,” that beliefs “contain”—in some sense—
propositions or statements or sentences. Thus, there cannot be a belief with-
out a proposition believed. Belief, it is often said, is a relation between a
sentient creature and a statement: x believes that p. When we state one of
our own beliefs or claim another has a belief, there is linguistic expression
following the “that” in our statement. That expression is a grammatically
complete sentence, one that expresses some proposition—true or false.
Thus, “Stalin believed that Hitler would not attack Russia” is a sentence that
contains another sentence within it: “Hitler would not attack Russia.” The
belief that the whole sentence attributes to Stalin presumably must itself
“contain” this statement. That desires are intentional is less obvious. But that
is because we frequently abbreviate the whole sentence and the “that” that
desires contain. Thus, when I say, “I want an ice cream cone,” what I desire
is that it be the case that I have an ice cream cone—notice the “that” clause
and the whole sentence. English allows us to abbreviate the “that” clause into
its object-noun. Or, to give another example, my desire to go to the movies
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is the desire that I go to the movies. Here the content of my desire is again a
whole grammatical sentence that expresses a complete proposition. English
grammar obscures this fact by dropping the “that” and changing the present
indicative form of the verb “I go” to the infinitive “to go”: “I want to go to
the movies.” Desires, beliefs, hopes, fears, almost all cognitive states, are in-
tentional: they have “propositional content”; they are “psychological atti-
tudes” toward statements.

The quotation marks around the words contain and content remind us
that no one understands exactly how the physical matter in our brains can
“contain”—store and retrieve—statements. The use of the term contain may
turn out to be at best metaphorical. The puzzle about how the gray matter of
the brain can represent the way the world is or, in the case of a desire, the
way someone wants it to be has been a central problem for philosophy since
its beginnings. It is not an easy problem to recognize. But many of those who
oppose a naturalistic approach in the behavioral and social sciences base
their opposition on the alleged insolubility of the problem of how the brain
represents the world.

When we say that brain states contain statements about, or representa-
tions of, the world, the term contain is metaphorical because it is hard to
take seriously the suggestion that the statement is “written” in any language
on or in the synapses of the brain. Why? Because to take this claim literally
seems to involve an absurdity. Recall library card catalogs, before the days of
computerized catalogs. Each of the ink-marked cards in the catalog repre-
sented a book. But they did so because there were library users who inter-
preted the ink marks. The ink marks and the cards they were on didn’t
intrinsically and directly represent anything; they were just pigment on
pieces of wood pulp. It’s perfectly conceivable for such ink marks to have
been formed on pieces of wood pulp by accident, in the way that a cloud
might resemble a face, or a tree might naturally take on the shape of the let-
ter Y, without the intervention of an agent who wanted it to represent the
letter Y. Only the existence of creatures who treated the ink marks as having
a meaning could give the cards their representational character.

Now consider the gray matter of the brain. When a statement about the
world, like “the sun is setting,” is represented in one part of the brain, b’,
who is the interpreter who treats the configuration of synapses at b’ as ex-
pressing this statement? Can we say that the mind reads the meaning off the
configuration at b’? Yes, but then if we think the mind is distinct from the
brain, we face the problems of how a nonphysical mind can represent and
how it can possibly influence physical matter like the brain.

Is it more attractive to suppose that there is some other part of the brain,
b”, “reading” the statement from the gray matter at b’? If we are tempted to
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say yes, we must face the same question all over again for b”, the part of the
brain that does the reading. For it to read the statement from b’, it must rep-
resent, somewhere within it, the meaning of what it reads in the synapses at
b’. Let’s call the part of b” that represents the statement that b” reads from b’
the subsystem b’”. But the same question arises for b’”. We are on an infinite
regress, and we have explained nothing about how physical matter can rep-
resent the world to itself.

Because of this problem, some philosophers and psychologists hold that
the representational powers of human thought will never be explained in
terms of neural processes in the brain or by any other purely physical sys-
tem. They argue forcefully that psychology and the social sciences cannot be
naturalistic enterprises. For these disciplines deal in beliefs and desires, the
very vehicles of representation that cannot be explained in a scientific way.

The philosophy of psychology and many psychologists grapple with the
mystery of how we represent the world to ourselves while viewing ourselves
as purely physical systems. Until they solve this puzzle, we will not under-
stand how beliefs and desires “contain” statements. But we will continue to
identify and distinguish beliefs and desires from one another on the basis of
their propositional content. Thus, the difference between your belief that
Paris is the capital of France and your belief that Warsaw is the capital of
Poland is given by these two different sentences that your beliefs “contain.”
And presumably your belief that Paris is the capital of France is an instance
of the same type as my belief that Paris is the capital of France because the
statements they contain are identical.

One indication that desires and beliefs “contain” statements is grammat-
ical: the sentences that describe them literally contain sentences, introduced
by “that” clauses. But being described by sentences containing “that” clauses
is not what makes beliefs and desires intentional. Lots of sentences in which
“that” clauses figure are not intentional: “The Titanic’s striking the iceberg
caused it to be the case that the Titanic sank.” This is a nonintentional sen-
tence containing a “that” clause introducing another whole sentence: “The
Titanic sank.” What shows that a belief or a desire is intentional is not the
grammar of the sentence describing it. The intentionality of psychological
attitudes is revealed when certain apparently innocent substitutions are
made in the sentences that describe them.

This is easier to explain by illustration. Take the sentence “Lois Lane be-
lieves that Superman is courageous.” Now, there are many things that Lois
Lane does not know about Superman. In particular, she does not know that
Superman is identical to Clark Kent. But he is. Now suppose we substitute
“Clark Kent” for “Superman” in our statement of Lois Lane’s belief. This
substitution will turn our description of Lois Lane’s belief from a truth to a
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falsity, for she does not believe that Clark Kent is courageous. Indeed, she
believes the contrary. By contrast, make the substitution of “Clark Kent” for
“Superman” in the statement “Superman is courageous” and the result will
remain true: Clark Kent is courageous; it’s just that few people know it. We
might be tempted to say that Lois Lane does believe that Clark Kent is coura-
geous, but not under that description. Our example shows that the terms
used to express a belief are crucial to correctly identifying it, in a way that
they are not crucial to identifying nonintentional facts. An intentional de-
scription is one that can be changed from true to false just by substituting
nouns, adjectives, verbs, and adverbs that refer to the same things. An in-
tentional state—like a belief—is one whose description is intentional.

This sensitivity of intentional states to the descriptions and terms we use
to identify them is even clearer in the case of desires. Thus, “Lois Lane wants
to marry Superman” is a true statement about that enterprising reporter’s
desire. But Superman is identical to Clark Kent. And under that description
of Superman, Lois Lane wants no part of him. If we substitute “equals for
equals” in the true statement that she wants to marry Superman, we get the
false one, “Lois Lane wants to marry Clark Kent.” Lois Lane wants to marry
Superman “under one description,” but under another she does not want to
do so.

Thus, intentional states are ones of which we cannot freely substitute syn-
onymous descriptions without risking the chance of changing a truth to a
falsity. That should not really be surprising. Beliefs and desires are “subjec-
tive.” They reflect the ways we look at the world, our points of view, which
differ from one another and change as our perspectives change, as we ac-
quire different information about the world. A representation of how things
are or could be must always be drawn from a perspective, one that is partial
and incomplete. The subjectivity of our beliefs about the world is reflected in
this curious feature—that substitutions that make no difference to truths
about objective states of the world make a great deal of difference in descrip-
tions of subjective states.

Philosophers have a special term to indicate the sensitivity of intentional
statements to substitutions. They call those statements “intensional”—with
an s instead of a t. The terminology is regrettable because it breeds confusion
between intentionality, a property of psychological states, and intensionality,
a logical property of statements that report psychological states. One reason
philosophers use this new term intensionality is that there are other state-
ments besides those reporting intentional, that is, psychological, states; those
other statements are intensional, that is, sensitive to equals-for-equals sub-
stitutions in their terms. We shall not concern ourselves with these other
statements.
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The intentionality of desires and beliefs makes the explanation of actions
intentional as well and thus makes actions derivatively intentional. Consider
the Spanish explorer Ponce de León, who searched for the Fountain of
Youth. In this case, searching cannot have been a relation between Ponce de
León and any particular object hidden in the uncharted jungles of southern
Florida. For there is no such object. Yet the description “searching for the
Fountain of Youth” must be related to Ponce de León’s behavior, for that is
what he was doing. What makes his behavior the action of searching for the
Fountain of Youth is that it was produced by beliefs and desires that con-
tain statements about the Fountain of Youth. So the explanation of action is
intentional because it results from intentional states like desire and belief.

Intentionality turns “mere” behavior into action. Action is intentional,
for behavior is only action if there are intentional states—desire and belief
that lead to it. Since desires and beliefs “contain propositions,” their effects—
actions—reflect the propositions they contain as well. Thus all the apparatus
that common sense and social science employ to describe what people do
(as opposed to what merely happens to them) has an intimate connection
with language. For it is the sentences of a language that give the content of
desires, beliefs, that express the relation between us and propositions about
the world. It’s not just that these states “contain” statements. The statements
psychological attitudes contain give them their identity. What distinguishes
one belief or desire from another is the difference in the sentences each con-
tains. When two different people have the same desire or belief, the same-
ness is due to the identity of the statement they believe or want to be true.
Change the terms in which a statement someone believes is expressed, and
you may well change the belief itself.

To explain an action with full precision, one must identify the very sen-
tence in which the agent would describe his action and therefore the very
sentences that the agent would use to describe his beliefs and desires. The
fact that we can rarely if ever do that certainly puts limits on the precision
with which we explain actions after the fact and restricts even more our
powers to predict actions as yet not taken.

It will come as no surprise to many social scientists that language is inti-
mately connected with action and its explanation. This account of intention-
ality may be the strongest argument for such a claim. Many social scientists
and philosophers have long held that the aim of social science is to reveal
the meaning of behavior, or its significance. And they have usually con-
trasted meaning and significance to causation as incompatible alternative
aims. The analysis of the description and explanation of action as intentional
doesn’t just give new force to this idea. It provides a concrete argument for
the indispensability of meaning to action. To give the meaning of an action
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is now taken out of the realm of the metaphorical and made an essential step
in explaining it. We cannot explain an action till we know what action it is.
We cannot know what action it is unless we know how the agent views it,
that is, under which linguistic description the agent brings it. Once we know
that, we can explain the action by showing its significance, its role in meet-
ing the agent’s desires, given his beliefs. Since both desires and beliefs are
meaningful states of an agent, the explanation they provide action gives its
meaning in a very literal sense.

Some philosophers, and many cultural anthropologists, have likened so-
cial science to language learning. Others have held the stronger view that so-
cial inquiry is nothing but language learning. Thus, once anthropologists
had gone native and learned the language of a hitherto strange culture, they
acquired all the resources needed to explain the actions of their subjects. The
anthropologists have uncovered as much theory as there is to uncover, for
now they know the terms in which their subjects describe behavior and ex-
press to themselves the beliefs and desires that produce it. This view of social
science is pretty clearly an interpretationalist one, and we shall return to it in
Chapter 8. For the moment, it is enough to see how much this view is fos-
tered by the intentionality of human action and what problems it makes for
naturalism.

INTENSIONALITY AND EXTENSIONALITY

The immediate upshot of the intensionality of action and its determinants is
that it seems to make the causal approach to human action impossible. For
it shows that there is no way, even in principle, of providing a description of
the beliefs and desires that cause action in which they are independent of
one another and independent of the action they are said to cause.

Recall the admission that [L] is employed in everyday life and in social
science to establish initial conditions, which are then harnessed together
with [L] again to explain an action. Indeed, [L] is also employed to deter-
mine whether a bit of behavior is action. For [L] not only links desires and
beliefs to the action they explain; it is also our tool for identifying what be-
liefs and desires the agent has. This multiple use of [L] to carve out its own
domain of explanation, as well as to establish its own initial conditions, is
not logically illegitimate. But it is methodologically suspect, for it makes it
difficult to surrender [L] in the light of any possible empirical evidence. That
means [L] lacks much empirical content. Among social scientists who de-
mand that their theories have substantial testable content, [L] will not fare
well. [L] certainly does not seem to be falsifiable by any conceivable observable
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evidence: whenever a person does something that looks utterly irrational,
given the beliefs and desires we have attributed to him, the reasonable thing
to do is change our estimate of his beliefs and desires; in the light of really
crazy beliefs and/or desires, any action will look rational. We could, of
course, decide that the behavior really is irrational, but then we wouldn’t ex-
plain it as action, but rather as a form of pathological behavior. What we
cannot do is give up [L] to preserve the original estimates of an agent’s be-
liefs and desires. For [L] is what we use to estimate the beliefs and desires
we would be giving up [L] to preserve. If our explanatory generalizations
must be falsifiable, then [L] must be surrendered as a causal law.

But the requirement that our explanatory hypotheses be falsifiable is gen-
erally viewed as too strong a demand on scientific theorizing. It neglects the
fact that scientific hypotheses do not make claims about observations by
themselves. To test a hypothesis, we need to add initial conditions, just as
we need to add initial conditions to a law when we explain an event. But this
actual or merely conceivable falsification would cast doubt on a set of state-
ments, including the hypothesis being tested and the assumptions we used
to establish or measure the initial conditions. Under these circumstances, a
favored hypothesis can be retained, no matter what observations are made,
by making suitable adjustments in the assumptions we must make in order
to test it.

For example, as we saw in Chapter 3, PV = nRT cannot be tested by ob-
serving the temperature, pressure, and volume of a gas unless we measure
the gas’s temperature. But using a thermometer is adopting a hypothesis
about how heat affects the length of a column of mercury, because that is the
hypothesis that guides thermometer construction. Any divergence between
observed and predicted values for pressure, given temperature and volume,
can always be blamed on faulty measuring devices or on the falsity of the hy-
pothesis about thermal expansion of the mercury columns. After all, if we
use water instead of mercury in our thermometer, we will not find any gas
whose temperature will exceed the boiling point of water. Without realizing
that our hypothesis about a thermometer using water is false, we might con-
clude that PV = nRT is falsified. Clearly, in this case we must revise our mea-
suring hypothesis instead of the ideal gas law.

Because of the role of auxiliary hypotheses, no general law is strictly falsi-
fiable. Therefore, [L] can hardly be held to this standard. The real problem
for [L] isn’t testability; it’s that in applying and improving [L], we need to
formulate the right sort of auxiliary hypotheses about desires, beliefs, and
actions, ones that will enable us to test and improve it. Even in the absence
of such auxiliaries, [L] conveys some minimum causal information. Its em-
pirical content is illustrated in its powers to guide our most basic everyday
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expectations about how others will and will not behave. But if we could pro-
vide an alternative means to establish [L]’s domain and its initial conditions,
then we could in fact proceed to test [L] and begin to improve it.

Now, what the intensionality of our descriptions of beliefs, desires, and
actions suggests is that no such alternative means will ever be found. There
are only two sources for a determination of what a person believes or de-
sires: behavior and brain states. What we need is something that will “mea-
sure” what a person believes by some distinct effect of the belief, in the way
that a thermometer measures heat by its quite distinct effect, the height of a
column of mercury or alcohol. We need an equation with a belief (or a de-
sire) on one side of the equal sign and a brain state or description of behav-
ior on the other. Some neuroscientists and others, including participants in
the growing field of neuroeconomics, believe that we are on the way to pro-
viding ourselves with such identities. Functioning magnetic resonance im-
aging, fMRI, already enables us to localize mental processes to distinct brain
regions. Why should it or some successor not eventually enable us to read
particular thoughts “off ” the brain by imaging techniques?

Skeptics about the powers of neuroscience or behavioral science to do
this will argue that such an equation is impossible because something will
always be missing from the brain or behavior side of the equation: inten-
sionality. The description of behavior or brain states is never intensional. It
is, in the philosopher’s lingo, “extensional.” In fact, all the rest of science—
biological, chemical, physical, and mathematical—can be expressed in ex-
tensional terms. Consider any true description of a bit of mere behavior or
of a brain state, whether in the language of anatomical size, shape, location,
physiology, cytology, molecular biology, chemistry, or electromagnetic
theory. The description will remain true even when we substitute equivalent
descriptions into it, no matter how far-fetched.

Providing an equation that identifies the extensional facts about brain
states or behavior in which a belief or desire consists in fact constitutes a so-
lution to the mind-body problem. Of course, we can just assert that every
intentional state is identical to some brain state or other. But that is no solu-
tion to our problem, for it does not enable us to identify the belief or desire
that any particular brain state constitutes.

Recall the point from Chapter 3. If what I believe is a function of all or
most of my other beliefs and desires, then my belief state is identical with
the state of my whole cerebrum. But no description of that much of my
brain could be used to provide a useful “thermometer” to measure a single
psychological attitude toward a particular proposition.

If the intensionality of mental-state descriptions is missing from the descrip-
tion of the brain states we attempt to use as indicators, then the equation
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must be wrong. In contrast, if the description of brain states or behavior is
intensional, we have not solved our problem but simply shifted it to a new
level. For now we will need a test for the intensional content of a piece of be-
havior or a brain state. And no amount of extensional neuroscience can give
us such descriptions.

Philosophers of psychology have expressed this point by saying that men-
tal states are not reducible to behavior or brain states. The problem they face
is the ancient one of the mind and the body: How is the former related to the
latter, and what kind of a thing is the mind anyway? Philosophers of the
other social sciences may think they can ignore such arcane questions. But
in the end they cannot. For the modern version of the mind-body problem is
that of how physical matter can have content (can “represent”) in light of
the fact that a complete description of it will be extensional and never inten-
sional. It becomes a problem for the philosopher of social science when the
role of folk psychology in the explanatory strategy of social science is made
clear. For the only way to improve on folk psychology’s unity and precision
is by showing the “measurability” of its causes by means that the rest of sci-
ence recognizes. Only if such linkage is possible will there be, even in princi-
ple, alternative means for identifying [L]’s domain of application. Only if
such linkage is possible will there be means independent of [L] to determine
the occurrence of its initial conditions. Since such linkage is impossible, it
looks as if the conclusion of the logical connection argument is right after
all, even though the argument is unsound. For there is no description,
known or unknown, of the intentional causes of action, no description that
is itself extensional and thus none that is independent of a description of
their effects. [L] therefore turns out not even to be of limited use as a causal
regularity, for the elements it connects cannot, even in principle, be shown
to bear contingent relations to one another.

This is a pessimistic conclusion for the naturalist who hopes to meet sci-
entific standards in the explanation of human action. Whether it is too pes-
simistic hinges on the resolution of fundamental metaphysical problems
about the nature of the mind and its relation to the body. The pessimistic
conclusion rests equally on deep epistemological issues about the possibility
of empirical testing and its relation to scientific knowledge.

Some naturalists believe that [L] and intentional folk psychology gener-
ally can still be reconciled with a broadly empiricist approach to psycholog-
ical theory. They accept the fact that folk psychology will always be with us;
no one can give it up. Indeed, no one should give it up. To begin with, for all
its predictive weakness, there is no other theory of human behavior avail-
able that is predictively more powerful; second, folk psychology has in fact
been improved in the way required for science in at least some areas of cog-
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nitive psychology. Accordingly, those naturalists argue, our conception of
the nature of scientific theories needs to be changed, improved, enriched,
until it can accommodate statements like [L] as lawlike generalizations.
They argue that we need to rethink our conception of science until [L] and
its like are rightly viewed as laws, despite their predictive weakness and the
difficulty of linking them up to models, generalizations, and laws in nonin-
tentional psychology and the rest of science. The largely philosophical de-
bate that this approach has generated cannot alleviate the pessimism about
folk psychology that has characterized much empirical social science in the
second half of the twentieth century.

In Chapters 5 and 6 we will explore the effects of this sort of pessimism
on some naturalistic social scientists. In Chapters 7 and 8 we turn to the
ramifications of this pessimism about naturalistic theories of human action
for the opposing view. We shall see how antinaturalists draw optimistic con-
clusions from it about the character of a nonscientific approach to human
behavior.

Introduction to the Literature ____________________________________

The claim that [L] and propositions like it are necessary truths is defended
in several works, including P. Winch’s The Idea of a Social Science, R. S. Pe-
ters’s Concept of Motivation, A. Melden’s Free Action, and most ably in
Charles Taylor’s Explanation of Behavior. These works are the source of
what has come to be called the logical connection argument. The most pow-
erful rejoinder to these arguments is to be found in D. Davidson, “Actions,
Reasons, and Causes,” in Essays on Actions and Events. More recent discus-
sion of [L] as an interpretative principle is to be found in papers by Taylor,
“Interpretation and the Sciences of Man,” and Michael Martin, “Taylor on
Interpretation and the Sciences of Man,” in Martin and McIntyre. The logi-
cal connection argument is no longer widely advanced in the philosophy of
social science, and to that extent the discussion of this chapter has the char-
acter of an exposition of a bit of the twentieth-century history of the subject.
The eclipse of the argument is due largely to developments in the philosophy
of psychology, including especially the work of Dennett and Fodor. Most of
the debate about whether reasons can be causes, nomological or otherwise,
has shifted to the question of how purely mathematical models of rational
choice characteristic of economics can explain. This is the subject of parts of
Chapter 3 of this book.

Problems of intentionality and intensionality are among the most vexed
in philosophy. An excellent introduction to the contemporary philosophy
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of psychology and to the problems of intentionality is Paul Churchland,
Matter and Consciousness. Problems facing the causal analysis of the mind
have been expounded by W. V. O. Quine, Donald Davidson, Daniel Den-
nett, and others. Important papers by these figures are anthologized in N.
Block, ed., Readings in the Philosophy of Psychology. The contemporary locus
classicus of the debate is D. C. Dennett, Content and Consciousness. S. Stich’s
From Folk Psychology to Cognitive Science pursues the matter further and ex-
pounds as well as criticizes alternative accounts of intentionality, including
the view that there is a language of thought written into our brains. This
view is defended by J. Fodor, especially in The Language of Thought and A
Theory of Content. By contrast, John Searle, Intentionality, draws conclu-
sions about belief and desire very different from those drawn by these
philosophers. So does Thomas Nagel, in The View from Nowhere. Authors of
both works argue against a naturalistic approach to reasons. An important
recent defense of naturalism about reasons with a naturalistic account of in-
tentionality is F. Dretske, Explaining Behavior.

Students interested in the debate in the philosophy of psychology about
the character of folk psychology should consult Scott Christensen and Dale
Turner, Folk Psychology and the Philosophy of Mind. A selection from this
anthology of particular interest in the present context is “Folk Psychology Is
Here to Stay,” by Terence Horgan and James Woodward, which argues that
the theory is compatible with a thoroughgoing causal cognitive science. S.
Stich and T. Warfield, eds., Mental Representation, is an excellent collection
of papers addressing the philosophical problem of how it is possible for the
brain to represent the world.
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C H A P T E R  F I V E

Behaviorism in the 
Behavioral Sciences

The most influential twentieth-century attempt to circumvent the difficulties
that the mind/body problem raises for social science was behaviorism. This
chapter traces the important motivations for this research program, which
influenced all the social sciences. The reasons for its eventual eclipse as a re-
search program reemphasize the problem of how beliefs and desires explain,
and how central that problem is to the understanding of human action.

BEHAVIORISM IN THE BEHAVIORAL SCIENCES

Behaviorism was a widely adopted label for a variety of social scientists’ re-
sponses to the problems of intentional explanation described in the last two
chapters. In the second half of the twentieth century many scientists attrib-
uted the difficulty of developing a predictively powerful science of human
action to the inability to observe and control mental states—beliefs, desires,
etc. Inspired by the logical positivist demand that science base itself on what
we can observe and control, many social scientists determined to restrict
their explanations of behavior to those factors that can be observed: envi-
ronmental factors that modulate, modify, elicit, trigger, or otherwise bring
about the behavior to be explained. These social scientists, in psychology,
sociology, political science, and elsewhere in the study of human affairs,
called themselves behaviorists.

What behaviorists seemed to agree on was that the test of good social sci-
ence should be a predictively successful, explanatory unification of observ-
able behavior, whether of individuals or of groups. They held that social
science should at least aim for consistent improvement in that direction.
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Behaviorists held that taking intentional explanation seriously made it im-
possible to meet this challenge. Some gave explanations of this fact rather
like (though less sophisticated than) the ones offered in Chapters 3 and 4.
But most behaviorists simply expressed skepticism about theory in general.
Others were explicitly dubious about “mentalistic” hypotheses, ones that
involve attributing undetectable mental mechanisms to people, not just be-
cause there seems to be no way to test such claims directly and indepen -
dently. Some behaviorists seemed to think explanations of action in terms
of beliefs and desires were rationalizations or even confabulations irrele-
vant to the causes of the behavior. Other sophisticated behaviorists found
intentional states especially objectionable because they could not see how
mental states, especially conscious ones, could be physically embodied
causes of behavior. All behaviorists held that it is such physical causes that
we should seek.

For about twenty-five years after the middle of the twentieth century, the
term behaviorist, as well as its variant, behavioralist, was a fashionable one.
But like positivism, it came to have an unfavorable connotation after the
1970s. Though many social and behavioral scientists continue to endorse its
philosophy of science, few any longer accept the label. We shall use it here
for convenience, and without any pejorative suggestion. Although behavior-
ism went into eclipse in almost all parts of social science by the 1990s, the
problems of explanation and prediction to which it was a response remained
serious, and the reasons for its failure are highly instructive. In exploring so-
lutions to the continuing problems facing a predictively improving social
science, we need to be aware of why behaviorism failed. What is more, if be-
haviorism is a dead end and there are no alternatives to the sort of science its
proponents sought, the prospects for a noninterpretative, predictively pow-
erful social science may well be dim.

Not all behaviorists used that term to describe themselves, and some
would not have accepted the label. But it is not hard to identify movements
in each of the social sciences that endorsed the position described here as
behaviorist.

In experimental psychology, behaviorism was a well-known label. As a
methodology, behaviorism dates back to the early twentieth century, but its
most visible exponent was B. F. Skinner. Following Skinner, psychological
behaviorists held that the aim of their science was not to understand the
mind but to systematize observable behavior. Systematizing behavior means
providing models, general statements, and eventually laws that enable us to
correlate observable environmental conditions with the behavior they trig-
ger. Behaviorists like Skinner had specific arguments that this systematiza-
tion cannot be accomplished by any intentional theory. Important social
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psychologists and behavioral sociologists adapted the theory that psycholog-
ical behaviorists formulated to deal with general social phenomena.

In political science the label was slightly changed: behavioralism was
widely held to be a revolutionary development with much the same goals and
effects in the study of politics as it had in psychology. Behavioralists advo-
cated substituting the study of observed political behavior for the study of po-
litical institutions through the documents that codify them. In general they
were more concerned with explaining what people do than with what they
say they do. The behavioralists’ aim was generalization with predictive power.
Of course many behavioralist political scientists had no animus against in-
tentional theories to account for the data their research generated. But that is
because, as we shall see, behaviorism in political science—and economics—
often employed an intentional theory without taking it seriously.

In economics and the part of political science that takes its methodologi-
cal inspiration and its theory from economics, behaviorism has two forms.
Sometimes it embodies a certain interpretation of a part of folk psychology—
the theory of rational choice—that purports to circumvent the difficulties
intentionality raises. Sometimes behaviorism in economics excludes from
the intended domain of its theory the actions of individual economic agents
altogether, so that the problem of explaining their actions is not one eco-
nomics need deal with at all.

The origin of behaviorism as a methodological response to problems of
explaining human action was, of course, in psychology. Therefore, let us be-
gin by sketching its claims.

CAUSATION AND PURPOSE

Behaviorism began with despair about the limits of folk psychology and
other intentional theories that attempt to improve upon it. Such theories all
too often substitute jargon terms like drive for the ordinary notion of “de-
sire” or “want.” But it turns out the substitute terms mean exactly the same as
the original ones and make no improvement in the explanatory powers of the
theory. Often theories inspired by folk psychology rely on introspection—
looking into our own minds—for hypotheses that explain our actions and
for evidence testing such hypotheses. But, the behaviorist argues, introspec-
tive testing makes the “mind” the judge, jury, and executioner of its own
theories about itself, when in fact we know almost nothing about our own
minds and nothing directly about other people’s minds.

Behaviorism takes seriously the philosophical problem of “other minds,”
the question of how we can know the private mental states of others, if all we
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have access to is their behavior. The philosophical skeptic challenges us to
prove that others even have minds: “For all I know, everyone else might be a
robot.” Behaviorism resolves this issue by arguing that for purposes of psy-
chology we don’t need to solve the problem. We don’t need the hypothesis
that people have minds—mental states like belief and desire, sensations like
feeling pain or noting colors. The reason we have no need of such hypotheses
is that psychology is not the study of the mind. It is the science of behavior.

One argument for this view is known as philosophical behaviorism be-
cause it is a thesis about the definitions of psychological terms. According to
this view, even statements that look as if they are about the mind are really
disguised claims about behavior or are translatable into statements about be-
havior. Thus, when we say someone believes it will rain, that is not a report
of some inaccessible inner state; rather, it means that he will carry an um-
brella or a raincoat or stay indoors, et cetera.

But even if we allow an “et cetera” in a definition, this one will not do.
For the belief will be expressed by such behavior only if the agent wants to
stay dry. The definition must include, along with descriptions of behavior, a
statement about the person’s wants. But as we saw in Chapter 4, what a per-
son wants turns on other desires and beliefs. So, the clause about a person’s
beliefs that is required to make the definition correct reintroduces the men-
tal states the behavioral definition sought to remove. Thus it deprives the
definition of its behavioral character.

The idea that we can translate away statements about the mind into state-
ments about behavior did not last long among either philosophers or psy-
chologists. It’s worth mentioning only to distinguish it sharply from
“psychological behaviorism,” a far more substantial doctrine. Psychological
behaviorism does not deny that there is a mind. Rather, it declares that ques-
tions about the mind are irrelevant to scientific psychology. That is because,
first, human behavior can be explained without appeal to the mind; second,
it cannot be explained by such appeals; and third, questions about the mind
are themselves unanswerable in any case. So, for purposes of science, we
might as well just ignore them and the mind.

The upshot is that intentional hypotheses like [L] cannot explain human
actions because [L] is “mentalistic,” that is, it refers to mental states of belief
and desire. Behaviorists like Skinner are generally in agreement with the
reasons discussed in Chapter 4 for [L]’s failure as a causal hypothesis. But
they locate the problem at an even deeper level than the difficulty of testing
[L] or improving its predictive power. Behaviorists view intentional expla-
nations as the last refuge of an outdated form of scientific theory. This
theory, according to behaviorists, started out with Aristotle in the fourth
century BC as the ruling explanatory strategy for everything. But it has been
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shown by five hundred years of scientific advance to be incapable of really
explaining anything.

In Aristotle’s physics, his biology, and his explanation of human behav-
ior, the crucial notion is that of purpose or goal. The behavior of all things is
to be explained in terms of the purposes it serves. Thus, objects fall to earth
because they seek their “natural place”; birds migrate to survive the winter;
and people do the things that serve their ends. Such explanations are called
teleological—from the Greek telos, meaning “end” or “goal.”

We can see the difficulty of such explanations: they involve later, future
states of a thing explaining its earlier, past states. Such an explanation can-
not be causal. For the future cannot cause the past. Therefore, how future
effects explain past causes is a mystery. One traditional solution to this mys-
tery among “prescientific” peoples was to extend the desire/belief model of
human action to the explanation of natural processes. Explaining human be-
havior in terms of prior states of belief and desire seems to avoid the prob-
lem of future goals explaining past acts. In the human case the goals are
“represented” in the mental states that cause the acts.

So one way to underwrite teleological explanations of why rocks fall to
earth or birds fly south is to appeal to God as an intelligent creator of the
universe and to explain what happens in the world in terms of his purposes,
his desires. Thus, birds fly south because God designed them that way, and
he did it so that they would survive the winter. The purpose that flying south
serves isn’t the birds’—it’s God’s. It is relatively easy to explain anything that
happens by this strategy: “It’s God’s will.”

One problem with such explanations in terms of the purposes of the cre-
ator is to identify exactly which purpose is served by any particular natural
process. For example, William Harvey’s discovery that the function—the
purpose—of the heart’s beating is to circulate the blood required careful lab-
oratory investigation and theoretical hypothesis formation. Teleological ex-
planations thus leave lots of real work for the scientist. But the work has to
be harnessed together with assumptions about God, or some intelligent de-
signer of the universe, in order to have any explanatory power.

The history of natural science reflects the persistent shrinking of the do-
main of this explanatory strategy. It’s not just that atheists, who do not be-
lieve in an intelligent designer, objected to explanations that required God in
order to work. It was scientists who did believe in God who gave up this ex-
planatory model. They discovered that they could provide more accurate
and more powerful explanations of phenomena that were not teleological,
that didn’t involve attributing purposes to anyone. These discoveries started
with Galileo, Kepler, and Newton, who showed that the motion of objects
could be explained and predicted to extraordinary degrees of accuracy by
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appeal to their position, mass, acceleration, and gravity, without any reference
to what purposes their motions might have served. This kind of mechanistic
theory has no need for teleology. It has been the dominant explanatory strat-
egy in physical science to the present day.

Mechanism has been preferred to teleological explanations, not because it
needs no hypothesis about God or about inanimate objects having purposes.
Rather, it has become dominant because mechanism is so much better at
predicting phenomena than teleological theory. After all, even if we can be
sure what God’s purposes are, we still can’t tell how he will attain them—
exactly what behavior aimed at this purpose will be produced. For example,
if God wants birds to survive the winter, there are lots of ways he could have
arranged it besides having them fly south in September—a thick fur coat, hi-
bernation, or a milder winter in the north would all do the trick. Once we
see what animals do, we can explain it after the fact. But before we see what
they do, knowing God’s purposes doesn’t narrow down the alternatives
enough to enable us to make a prediction.

But, of course, since Newton, few scientists of any kind have been willing
to appeal to God to explain phenomena, which has long made teleological
explanations even more problematic. That is especially true in biology,
where teleological description and explanation are impossible to eliminate.
Biology begins with the identification of functions: wings are for flight, the
liver stores sugar, and so on. But functions are just the things that organs do
in order that the animal can move or breathe or store energy, for example.
That is, functions are things organs do to serve purposes. But whose? In the
absence of someone’s intentional states, there seems no basis for identifying
the purposes and functions served by, say, an organ’s behavior. And yet it
seems undeniable that biological behavior serves purposes. Once God’s in-
tentions are ruled out, biology needs an alternative explanatory strategy that
makes no appeal to teleology or a theory that provides a purely causal un-
derlying mechanism for biological teleology. Charles Darwin’s theory of nat-
ural selection is sometimes said to have been the former and sometimes the
latter. In either case it solved the biological problem of teleology.

Darwin’s theory teaches that the purposive appearance of biological phe-
nomena is the result of a large amount of blind, unpurposeful, heritable vari-
ation. In an entirely random way, many different heritable traits, including
behavior, are produced in every generation, and nature—the environment—
selects the fittest of them. By fittest, Darwin meant the likeliest to survive
and enhance the organism’s chances of reproduction. Thus, flying south
came about because the birds that just happened to be genetically pro-
grammed to move away from cold weather survived and reproduced. Those
not so programmed didn’t fly south and didn’t survive. And how did the ge-
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netic programming for flying south when it got cold arise? It arose, along
with many other less adaptive behavioral traits, through the random recom-
bination of genes, or mutation, or some other entirely causal, nonteleologi-
cal process.

Some biologists and philosophers argue that Darwin’s theory showed that
teleology is just as unneeded, indeed, just as unscientific, in biology as it is in
physics. With this view, when we talk about biological functions, we are not
really describing purposes or goals. We are just invoking shorthand for Dar-
winian adaptation—variation and natural selection. There are no real pur-
poses in nature. Biology is thus every bit as causal as physics. Other
biologists hold a less radical thesis. They claim Darwin’s theory didn’t ex-
plain away the appearance of teleology; rather, it justified teleological expla-
nation in biology. For the natural selection of blind variations underlying
such explanations is a purely causal mechanism. Thus, Darwin is held to
have naturalized purpose—reconciled its existence with the purely mechan-
ical processes we recognize in physics.

We don’t need to settle the dispute about whether Darwin eliminated
purpose or naturalized it. For our purposes, the moral of the story is that the
appeal to intentions has been as ruthlessly read out of biology as it was cast
out of physics. Both the life sciences and the physical ones are thoroughly
causal disciplines, committed to the search for laws that will provide causal
explanation.

That leaves only the social sciences as the last refuge of an explanatory
strategy that started, over 2,000 years ago, as the ruling paradigm in all sci-
ence. The behaviorist wants to rid social science of purpose as well, to substi-
tute causal theory for teleological theory on its home territory. Why? It is
because of a conviction that appeal to intentional states won’t provide for
human behavior the kind of causal theory the rest of science aims at.

In fact, despite the appearance of being causal, the explanations of folk
psychology are really teleological after all. Desires and beliefs may be causes,
but it is their content—the statements they are about—that does the explain-
ing in an explanation of action. And these statements describe future pur-
poses, not prior causes. First of all, behaviorists argued, folk psychological
explanations cannot be underwritten by appeal to an underlying causal
mechanism like the one Darwin provided for biological explanations. Recall
the problem of Chapter 4: we cannot identify beliefs and desires in terms of
brain states or other signs independent of their effects, which are actions.
Desires and beliefs look like distinct prior causes of action, but there are no
descriptions of them distinct enough from their future effects. Therefore,
behaviorists argued, such explanations cannot be informative: they do not
describe causes in terms logically independent of our descriptions of effects.
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The behaviorist claims that intentional explanations are uninformative be-
cause they are disguised teleological explanations. To see that, suppose I ex-
plain someone’s going to a food store by pointing to his desire to get food and
his belief that food is available in the store he’s heading for. The only way I
can identify his desire for food is by citing the food he eventually gets. There-
fore, the cause of his behavior, the desire to get food, is identified only by ref-
erence to an event that occurs later than the action his desire explains: heading
to the store. This reveals that the apparently causal explanation, in terms of
prior desire, must make covert reference to a future event, getting the food
that satisfies his desire, in order to explain an earlier event, his going to the
store. The apparently causal explanation is really a disguised teleological one.
And the teleology cannot be eliminated because the only way to identify his
desire is in terms of the event that later satisfies it. Of course, sometimes de-
sires are unfulfilled. For instance, our hungry person may be run over on the
way to the store and never fulfill his desire. But that makes matters worse. For
now if his going to the store is explained by the desire to get food, it is ulti-
mately explained by an event that never happens at all, his getting the food.

Therefore, intentional explanations are at least covertly teleological, be-
haviorists argue. And in their objections to teleology, history is on their side.
The replacement of teleological forms of explanation by causal ones has
been a consistent trend over the past four hundred years. Not only that, but
it has been a trend with big payoffs for the increase of explanatory depth,
unification, and predictive precision that teleology cannot obtain. So, it
should make sense to effect this replacement of causes for purposes in the
social sciences as well.

Some philosophers and social scientists will add philosophical arguments
to the historical one. They read the historical record as vindicating a meta-
physical worldview known as physicalism. That is the idea that the world is
composed of nothing but matter in motion, from quarks to stars, matter be-
having in accordance with the laws of physics, which, together with initial
conditions, determine the world’s future completely—or if quantum me-
chanics is right, to precisely determined levels of probability. This is a world
with no room for teleology and with no room for irreducible intentional
states. Our belief that there are such states is an illusion, fostered by a mis-
leading reliance on introspection. Behaviorists do not openly acknowledge
such a view, for they claim to be agnostic about matters of metaphysics,
which have no direct relevance for observation. But to the extent that a sci-
entific method and the arguments for it do reflect metaphysical commit-
ments, physicalism is a view behaviorists should be comfortable with.
Psychology is thus the science of behavior, because in the end, that’s all there
is for any science to study: matter in motion—behavior.
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Behaviorists rejected teleology and sought a research strategy that would
avoid it. The one they hit on did not work, as we shall see. In fact, it can be
accused of smuggling in the very teleology they rightly rejected. Behavior-
ists, like other empiricist scientists and philosophers, were right to reject
teleology, and right for the reasons that they gave. Wherever the appearance
of purpose unexplainable by nonteleological, causal processes arises—in the
social sciences or in commonsense explanation—we need an explanation of
how it is possible. For we know that the future cannot cause the past and
that invoking God’s design is never an acceptable explanation. This prob-
lem is particularly serious in the social sciences, for in almost all of them de-
scriptions and explanations of the emergence and the behavior of social
institutions accord them functions, that is, purposes, usually ones that are
not the same as the purposes of the human beings who participate in these
institutions. The problem of underwriting and justifying such functional,
purposive explanations will be the focus of Chapters 9, 10, and 11.

THE EXPERIMENTAL ANALYSIS OF BEHAVIOR

What theory of human behavior do behaviorists offer in place of folk psy-
chology and its reliance on [L]? One alternative ruled out by most behav-
iorists is a theory that explains human behavior in terms of neurological
events and processes in the brain. The reasons for this elimination are not
philosophical; they are purely tactical. We could, to be sure, eventually
provide the neurological causes for any particular action of any particular
person at any particular place and time. But for the purposes of social sci-
ence, this explanation would be useless, even if we were prepared to wait
for the time in the distant future when neuroscience will be able to pro-
vide this information.

The fine structure of the brain differs so much among people that the ex-
act details of our neurological explanation in one case would probably not
be applicable to anyone else doing exactly the same thing—saying, “Please
hold the door,” for instance. But these details are just what are crucial to
neurology’s claims to improve on the predictive weakness of folk psychol-
ogy. As scientists, psychologists want to explain kinds of behavior, not indi-
vidual instances of it. Explaining individual instances is crucial to testing our
theories. But predicting future events requires laws and theories about the
“natural kinds” these future events will exemplify. The kind-vocabulary of
neuroscience will include synapse firings and acetylcholine production, but
it won’t include “deciding to vote Democratic,” “preferring coffee ice cream
over vanilla,” or “believing that eleven is a prime number.”
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The behaviorist aims to develop a theory of behavior that can be systemati-
cally linked up with neuroscience. In fact, in the ideal case, the theory’s laws
and theories will themselves be explainable by neuroscientific ones, in the way
that the behavior of chemical substances is explained by the laws governing the
atoms that compose them. But this “reduction” of psychology to neuroscience
is a long way off. It will never be accomplished anyway, unless behavioral psy-
chology first finds some laws and theories that will supersede and improve on
folk psychology. Otherwise, there is nothing to link to neuroscience.

Behaviorists hold that there is another reason we can neglect neuro-
science in the short run. They say that behavior, both human and animal, is
in fact largely a function of environmental factors alone; at any rate, we can
ignore the intervening neural details and still explain almost all of what in-
terests us in human behavior. For there are predictively powerful explana-
tory generalizations about behavior that link it directly with observable
environmental variables. In fact, behaviorists like Skinner and his followers
lay claim to having formulated a generalization of this sort to replace our in-
tentional law [L]. This is the “law of effect,” the leading principle of “operant
behaviorism.” Examining the law of effect will be a convenient way to assess
the claims and prospects for behaviorism as a more scientific alternative to
folk psychology.

Let’s return to the distinction that specifies the domain of social science,
the difference between “mere” behavior and action—the product of beliefs
and desires. According to behaviorists, the distinction between mere be-
havior and action needs to be replaced, just as Aristotle’s distinction be-
tween rest and motion was superseded by Newton’s distinction between
rest (including rectilinear motion) and acceleration. Skinner’s distinction
is between “mere” behavior—roughly, reflexes like blinking—and what he
calls “operant behavior.” Reflex behavior can generate relatively compli-
cated results, provided that it is properly linked to environmental condi-
tions. Recall the famous experiments of the Russian psychologist Pavlov: by
associating the sound of a bell with the presentation of food, Pavlov was
able to get dogs to salivate when the bell rang alone, in the absence of food.
However, it’s clear that little of what we call human action can be the result
of conditioned reflex.

But, claim behaviorists, complex human actions can be the result of con-
ditioning operant behavior. Operant behavior is behavior emitted by the
organism as a result of neural causes that are complex, varied, and too irreg-
ular to be of interest at the present level of neuroscience. Thus, operant be-
havior differs from reflex behavior, which is produced at least originally as
the routine result of a single, easy-to-identify neurological reaction to a sin-
gle, easy-to-identify stimulus. Operant behavior is the sort of thing we might
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describe in ordinary terms as “voluntary.” But once emitted, the more com-
plicated bit of behavior becomes subject to environmental conditioning, in
accordance with the law of effect:

[LE] If emitted behavior is reinforced, it will be repeated with greater fre-
quency (or intensity or duration). If it is punished, it will be repeated with
lower frequency (or intensity or duration).

Roughly, the law of effect claims that once emitted, for whatever cause, a
bit of behavior is likely to be repeated (or otherwise strengthened) if it is fol-
lowed by some sort of benefit—the reinforcement—to the organism. Behav-
ior whose frequency, intensity, or duration can be increased by such reward
or reinforcement is operant behavior. The term also covers behavior that,
once emitted, is reduced in frequency if it is followed by some sort of loss or
cost to the organism. All human actions, on this view, are instances of oper-
ant behavior. The rate of occurrence of any particular action can be ex-
plained by the frequency with which similar actions have been reinforced or
punished in the past.

Skinner first exploited the law of effect in the explanation of the relatively
complex behavior of rats and pigeons. By providing them with food pellets
after the emission of some behavior like bar pressing or key pecking, he was
able to get them to emit this behavior in a predictable fashion. By varying the
schedules of reinforcement, he was able to vary the frequency of the behav-
ior and to control other aspects of it. By reinforcing successive refinements
of emitted behavior—shaping through response differentiation—he was able
to get the animals to undertake complex and highly unnatural movements
and to perform remarkable feats of discrimination. A pigeon can be trained
in this way to discriminate among dozens of different geometrical shapes or
to dance around its cage. The association of an environmental feature with a
reinforcing stimulus—secondary stimulation—enables factors only distantly
connected to the direct reinforcement of the organism to control operant
behavior. For example, monkeys can be trained through the right sort of re-
inforcement to respond to tokens or chips—money—that they can exchange
for direct reinforcers like food.

Skinner was able to replicate his experiments in a way that convincingly
confirmed the theory with regard to the behavior of these animals. What is
more, by identifying and employing appropriate reinforcers, by shaping and
secondary stimulation, psychologists have wrought remarkable changes in
the behavior of people. For example, psychiatric patients previously thought
uncontrollable can be made to look after many of their basic needs by “token
economies” of the sort successfully employed with monkeys.
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Skinner was certainly not timid in his claims about all human behavior:
everything we identify as action is scientifically to be explained as operant be-
havior. Everything we do is under the control of the complex and varied
arrangement of reinforcements in our environments. Subtle and sophisti-
cated behavior, like speech, for example, is the result of shaping and second-
ary reinforcement. Of course, when adults teach babies to talk, they do not
realize that they are engaging in operant conditioning. Parents do not view
their behavior as setting up schedules of reinforcement, shaping, and associ-
ating secondary reinforcers in such a way that a child successively refines
emitted noises into speech. Once a child has learned to speak, its verbal be-
havior continues right through adulthood to be subject to reinforcement and
punishment. Like the rest of human behavior, speech is under environmental
control, where the environment includes both nature and other people.

One thing stands out about this theory. Despite Skinner’s claims, it is a
thoroughly teleological one. It explains a bit of behavior in terms of appar-
ently subsequent reinforcement. For example, people speak grammatically
because they are reinforced after doing so (by smiling responses) and pun-
ished after failing to do so (by grimaces and corrections). Here we have a
claim just like the biological assertion that the heart beats because its beating
is followed by the blood’s circulating.

But, the behaviorist claims, this is entirely innocent teleology, teleology
naturalized by Darwin. Or perhaps it is only apparent teleology. For it is
either shorthand for or is backed up by an entirely causal theory. Indeed, ex-
actly the same type of theory that backs up the functional analysis of the
heartbeat underwrites operant conditioning. It is another form of natural se-
lection. Just as successive hereditary variations are shaped by selection
for their consequences, so successive bits of behavior are selected for their
consequences—reinforcements. In evolution, the consequences of selection
are increases in the population of the species. In individual behavior, the
consequences are the increases in the repetition of the behavior. “My heart
beats in order to circulate the blood” means roughly that my heart beats be-
cause hearts have been selected in the past for their efficiency in circulating
the blood. “I speak grammatically because this behavior is reinforced”
means that speaking grammatically has been selected for (reinforced) in the
past, and therefore it recurs now.

In both evolutionary and operant selection there is a problem about un-
derlying mechanisms. How does the selection of hearts for circulation in the
distant past get connected to my heart’s present behavior? Natural selection
is silent on this question. But the answer is provided by genetics and physi-
ology. The genes bear the program of the heart’s structure. Nature didn’t
select the most efficient hearts directly; rather, it selected the genes that en-
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coded successively more efficient heart structures. These genes are passed
down by reproduction, thus providing the mechanism connecting the evo-
lutionary past to the present.

Operant behaviorism requires a similar mechanism. Presumably, this
mechanism is ultimately to be given by neuroscience. Somehow the rein-
forcement of earlier behavior rearranges the neurology of the individual in
such a way as to increase the frequency of the behavior’s occurrence later;
similarly, punishment of behavior—the opposite of reinforcement—must be
based on a neurological process that extinguishes the behavior. Indeed, a
start has already been made on uncovering these processes in the neurology
of the sea slug. But evolutionary biology can do some things independently
of the genetic basis of underlying mechanisms. Similarly, it is argued, exper-
imental psychology can do much without the mechanism that neuroscience
must ultimately provide for it.

Operant behaviorism has been an outstanding success in the laboratory:
though it has serious limitations, its powers to predict and control behavior
in the stereotyped conditions of the experimental analysis of animal behavior
are undeniable. However, its application to human behavior, to the domain
of folk psychology, has been far less successful. Indeed, it seems no more
powerful in its ability to explain and predict human behavior than intentional
theories have been able to predict human action. That may simply be because
operant psychology is a young science. Perhaps more research is needed to
parlay its undoubted successes with laboratory animals into an equally suc-
cessful behavioral approach to people. As a young science, it needs to be
given a chance, claim behaviorists. At any rate, it does not have the obvious
methodological defects of folk psychology and its intentional successors.

THE GHOST IN BEHAVIORISM’S MACHINE

In fact, whatever plausibility behaviorism has is said by some to derive from
its being old wine in new bottles. For behaviorism may turn out to be noth-
ing more than folk psychology translated into new jargon. Critics of behav-
iorism argue, first, that theories of behavior are just as teleological as the
intentional theories they are meant to supplant and, second, that these
theories turn out to be intentional ones themselves, so behaviorists are really
just fooling themselves about their “alternative” to folk psychology.

The basis of the charge is the suggestion that when organisms, rats or
people, emit certain sorts of behavior, it is because they want to be rein-
forced for it and believe that they will be. Behaviorists resist this suggestion.
But it is easy to see how an operant explanation of a bit of behavior can
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dovetail with an intentional one. This dovetailing of [L] and [LE] is a
strength and a weakness. It is a strength because it makes clear that any be-
havior explained by [L] can be explained by [LE]. Thus, the law of effect bids
fair to replace folk psychology’s outmoded model without any loss.

[L] and [LE] dovetail so nicely that at various times it has been tempting
to explain one in terms of the other. Advocates of intentional psychology
will explain why reinforced behavior is emitted by pointing out that people
(and maybe animals too) like reinforcements and will do what they believe
necessary to secure them. Behaviorists can run the explanation in the oppo-
site direction: people want certain things and do what they believe will se-
cure them because those things are reinforcing. But behaviorists are not
inclined to offer this explanation of folk psychology, because they consider
[L] to be without explanatory merit. Furthermore, they consider the inten-
tional concepts in which it is expressed to be unscientific. Behaviorists don’t
want their explanatory notions to be closely related to those of folk psychol-
ogy, because that would tar them with the brush of its failures.

The dovetailing of [L] and [LE] is a weakness because it reveals that [LE]
may face the same problems as [L]. For [LE] to be superior to [L], we need to
identify descriptions of reinforcers and stimuli independent of the behavior
they control. Otherwise, the reinforcers and stimuli will be in the same boat
as wants and beliefs. Unless behaviorists can make such descriptions, it will
be very difficult to show that operant theory is really different from folk psy-
chology or that [LE] escapes the intentional character of [L]. If it doesn’t,
then the excuse for behaviorism’s present predictive weakness—that unlike
folk psychology, behaviorism really is a young science—will turn out to be a
hollow one.

In fact [LE] turns out to have all the methodological infirmities of [L].
And the simplest explanation for this fact is that the law of effect, [LE], is
just [L] dressed up in new and more scientific-sounding terms.

To distinguish itself from folk psychology, operant behaviorism must do
two related things: First, it must provide a means for identifying environ-
mental stimuli, reinforcers, and operant behavior independent of one an-
other. Second, it must demonstrate that none of these three factors are
directly or indirectly intentional. That is, it must show that they don’t in-
volve “content” or representations of the way the world is or could be.

Let’s start with behavior. Behavior under the control of operants is
“learned” behavior. Behaviorists define learning as simply a change in the
response rate to a certain stimulus. But what is learned? Take the case of a
rat in a maze. When a rat learns the maze’s configuration so that it takes
a direct route to the food, what is the behavior it has learned? Is it a series of
steps, twelve steps of two centimeters each straight ahead, four centimeters
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to the right, two to the left, and so on? No, for the rat does not always take
the same number of steps of the same stride to get to the food. Sometimes it
stops to scratch, sometimes it runs, other times it walks in a leisurely way.
The rat never takes exactly the same route at the same speed twice. Yet all
these behaviors are examples of the same learned behavior as long as it gets
there fast enough. What do they all have in common? What makes them all
instances of the same learned behavior? It cannot be that they are the same
because they all result in eating, for sometimes the experimenter removes
the food and yet the same behavior is produced. It seems unavoidable to say
that the behavior the rat has learned is food-finding behavior.

The behavior the rat learns is thus defined by reference to its goal. But
first, this definition is improperly teleological; second, the food is sometimes
not there to be found, yet the behavior is the same. The obvious solution to
this puzzle is to say that what the rat has learned isn’t a set of movements
with some end, goal, or purpose. What it has learned is where the food usu-
ally is. But that means it has learned something about the world—something
that can be expressed in a proposition (“the food is at the end of the left al-
ley”). To have been learned by the rat, this proposition must be represented
in some state or other of the rat. We may not want to call this representation
in the rat’s brain a state of belief about where the food is. But it is still an in-
tentional state of some kind. If that is the only way to identify the behavior
that the rat has learned, then we are in exactly the same boat with respect to
operant behavior as we are with respect to action.

The same suspicion arises for the notion of an environmental stimulus,
an observable feature of the environment leading to a operant response that
can be reinforced. In the case of a pigeon, the stimulus may be a button: the
pigeon is reinforced for pecking it when it is lit, but not otherwise. In the
case of animals under experimental conditions, it is relatively easy to iden-
tify stimuli. They are changes in the environment that are correlated with
reinforced responses in accordance with the law of effect. If we can train a
pigeon to discriminate shapes, then shapes are environmental stimuli. Sup-
pose we try to train a pigeon to discriminate odors, say, by reinforcing key
pecking whenever ammonia is presented and never reinforcing key pecking
in the presence of gasoline. If we fail to get it to peck in the presence of am-
monia or to avoid pecking in the presence of gasoline, then these odors are
not stimuli for the pigeon. But notice, we are now using [LE] to test [LE].
That is, we set out to tell whether the pigeon can discriminate ammonia
from gasoline. The way we do that is by applying the law of effect to ammo-
nia and gasoline in order to see whether it controls behavior when paired
with reinforcers. If one of them does, then it’s a stimulus. If it doesn’t control
behavior, then it isn’t a stimulus. [LE] works with stimuli and reinforcement
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to cause behavior. And to determine what range of environmental factors
can be discriminated by an animal, we appeal to [LE].

As we’ve seen with [L], it is permissible to use [LE] to test itself (though it
weakens the testability of [LE]), provided we have some alternative means of
identifying environmental stimuli. This proviso will be especially important
when we leave the laboratory and turn our attention to human behavior.
What are the alternative means, besides [LE], of identifying stimuli? Obvi-
ously something is a stimulus if the organism can perceive it, see it, hear it,
taste it, feel it, and so forth. But that can’t mean simply that photons from
the object falling on the retina or waves of air pressure that strike the inner
ear are automatically stimuli. Lots of things impinge on an organism’s sense
organs this way without being registered. To see a red apple is not simply to
have the required peripheral sensations. Folk psychology tells us that seeing
the apple involves having the concepts red and apple and classifying the sen-
sations under those concepts. But that looks like another case of bringing
something under a description, that is, coming to have something like a be-
lief about it. We are again faced with a choice between intentionality or cir-
cularity. For suppose behaviorists argue that seeing a red apple—having the
stimulus—is just overtly responding in an appropriate way (say, reaching for
it and taking a bite out of it). Then they have not provided an alternative
means of identifying stimuli; they have merely redescribed it in terms of
what the operant behavior [LE] tells us the stimulus “controls.” And if they
admit that seeing a red apple is bringing it under a description, they embrace
the very sort of intentional theory behaviorism repudiates.

When we try to understand reinforcement, the role of covert intentional-
ity is perhaps clearer. A reinforcer is whatever changes the organism’s re-
sponse rate. Again, in the laboratory, it is easy to vary the presence and
absence of conditions to learn whether they are reinforcing. The results are
quite remarkable, for the range of reinforcers is very broad. Food is a rein-
forcer, of course (when the organism has been deprived long enough). But
saccharin, too, or even the opportunity to look out of a window is a power-
ful reinforcer for monkeys. Indeed, monkeys have been trained to solve puz-
zles when the only reinforcement present seemed to be solving the puzzle.
And the range of items humans find reinforcing must be staggering.

What do all these reinforcers have in common? What makes them all re-
inforcers? The tempting answer is that organisms—animals and people—
want them, desire them, find them satisfying, and so on. But that is not a
permissible answer for the behaviorist, for it rests on an intentional notion
of want or desire. Of course, somewhere deep in the brain, all reinforcers
must have some small number of neural features in common. In fact, behav-
ioral psychologists were eventually able to combine [LE] with rudimentary
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neuroscience. It was noticed that rats implanted with electrodes at the mid-
brain would literally work themselves to exhaustion if a bar they could press
closed an electric circuit that stimulated the part of their brains with the
electrodes. James Olds, the psychologist who undertook this particular ex-
periment, hypothesized that all reinforcers operate through connection with
this portion of the brain, which he called the pleasure center. But this hy-
pothesis could not immediately provide a useful means of identifying what
in general all reinforcers have in common besides apparently doing things to
our brains—something presumably we knew already. Having a neural effect
in common is not a feature reinforcers have that would enable us to identify
them independently of the behavior they bring about. At least it won’t do so
until neuroscience provides some litmus test for this shared neural effect.
Therefore, neuroscience was not able to help operant behaviorism improve
on folk psychology in the explanation and prediction of human behavior.
Even now, long after the eclipse of narrowly behaviorist research programs,
and in a period of rapid expansion of cognitive neuroscience, psychologists
remain unable to improve very much on folk psychology in the explanation
of normal behavior. At this point neuroscience has begun to outline the
physiological capacities and incapacities that actual behavior reflects. But it
cannot yet explain exactly what we do from action to action and why we do
it. Doubtless neuroscience will continue to enhance our diagnostic powers,
especially in regard to psychopathology, but its bearing on the sort of action
and behavior that concerns the social sciences will be at best limited for a
long time. The brain is far too complex for neurological litmus tests that
might allow for easy identification of the particular beliefs and desires that
bring about actions.

CONCLUSIONS

Without denying the important accomplishment of behaviorism in the ex-
planation of aspects of the behavior of laboratory animals, our conclusions
about this theory as an alternative to folk psychology cannot be optimistic.
The motivations of behaviorism in the history of scientific progress may well
have been laudable. Its aim of avoiding intentionality may be the right one
for providing a science of human behavior. But at a minimum, such a sci-
ence appears more difficult to attain than the behaviorist supposes. For the
obstacles the behaviorist must surmount to attain a predictive theory seem
identical to the ones folk psychology apparently cannot overcome. And be-
haviorism seems too much like folk psychology to succeed where the latter
has failed. That leaves the naturalistic approach to human action no better
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off than it was before the behaviorist offered to solve its problems. In Chap-
ter 7 and especially in Chapter 8 we shall see how the antinaturalist deals
with these problems.

Meanwhile, we need to trace out the influence of behaviorism in econom-
ics and political science. These are disciplines in which “behaviorism” is the
label for a slightly different approach to the search for improvable laws
about human behavior. We shall see that in these disciplines, “behaviorism”
raises more issues for the philosophy of science than it settles.

Introduction to the Literature ____________________________________

The most vigorous exposition and defense of behaviorism is to be found in
B. F. Skinner’s Science and Human Behavior. A useful introduction to the
experimental psychology influenced by Skinner is H. Rachlin, Introduction
to Modern Behaviorism. Behaviorism in sociology is associated with the
work of George Homans, The Human Group. See also an anthology of writ-
ings in the area, edited by R. Burgess and D. Bushell, Behavioral Sociology. J.
C. Charlesworth, ed., The Limits of Behavioralism in Political Science, treats
the impact of this movement. His anthology contains an influential paper
by D. Easton, “The Current Meaning of Behavioralism in Political Science.”

The two most sustained attacks on behaviorism are found in Charles Tay-
lor’s Explanation of Behavior and in Noam Chomsky’s well-known “Review
of B. F. Skinner, Verbal Behavior.” The effect of these criticisms has been to
encourage the transformation of behavioral psychology into “cognitive sci-
ence.” See D. C. Dennett, Brainstorms, and P. Churchland, Matter and Con-
sciousness, for an exposition of these developments.

Important discussions of the nature of teleological analysis and explana-
tion by philosophers are to be found in E. Nagel, The Structure of Science,
Chapter 12, and C. Hempel, “The Logic of Functional Analysis,” in his As-
pects of Scientific Explanation. A criticism of their views is R. Cummins,
“Functional Analysis.” L. Wright, Teleological Explanations, is the most rel-
evant analysis of teleology for the behavioral and social sciences. It offers an
important counterweight to Taylor’s argument in his Explanation of Behav-
ior, that biological and behavioral teleology is both ineliminable and causally
inexplicable.
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C H A P T E R  S I X

Problems of Rational 
Choice Theory

Since the nineteenth century, economists had supposed that they were well
on the way to turning belief/desire explanations of human action into a
quantitative scientific theory: rational choice theory. The difficulties they
faced turned out to be the same as those that common sense faces, and for at
least some of them, the reaction was behaviorism. Despite its persistent and
indeed increasing attractiveness among social scientists, the economist’s ap-
proach to explaining human choice, or avoiding the need to explain it, faces
all the problems of behaviorism, and some more of its own.

THE THEORY OF RATIONAL CHOICE

Economic theory and parts of political science employ a formal theory of ra-
tional choice. But, as we shall see, in certain respects rational choice theory is
folk psychology formalized. Thus, these disciplines need to come to grips
with the problems outlined in Chapter 4. Economics and political science
face the same problems that bedevil other disciplines that employ [L]. It is to
this employment of [L] that we may trace the recurrent criticism of eco-
nomic theory as being either false or vacuous and untestable. The more ac-
curate charge such criticisms reflect is that theories relying on [L] have some
predictive power but are not improvable in explanatory detail and predictive
precision. Unlike behaviorists in psychology, economists have not self-
consciously sought a substitute for folk psychology. Instead, they have tried
to make it more precise, and they have extracted from it some surprising
and powerful consequences. Once behaviorism became fashionable in the
behavioral sciences, economists tried to give rational choice theory a new
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behaviorist interpretation that would circumvent criticisms of its explana-
tory and predictive weakness. Economists’ chief reasons for preserving ra-
tional choice theory have to do with the remarkable consequences they have
drawn from it about large-scale social processes and institutions, conse-
quences that make it seem indispensible, even if it is also empirically un-
grounded. This combination of features makes rational choice theory a
matter of enduring interest to philosophers.

RATIONAL CHOICE AND THE INVISIBLE HAND

The theory of rational choice is most easily understood if we approach it his-
torically. In the nineteenth century, economists known as marginalists (how
they got that name is explained below) systematized economic activity based
on a theory of utility. They held that every economic agent could derive a
certain amount of utility or satisfaction from any amount of any commod-
ity. Furthermore, subject to the limitations on available resources and infor-
mation, each agent acquired the bundle of commodities that maximized the
agent’s utility. Rationality was thus defined as the maximization of available
utility, and all agents were assumed to be rational.

In effect, utility theory is a way of ordering desires. It enables us to dis-
pense with the ceteris paribus clauses in [L] that implicitly exclude overriding
wants. It is also supposed to provide a more precise quantitative theory of the
strength of different wants and how they are combined and reconciled.

The marginalist economists and their successors typically assumed that
agents have full information about the world, that is, they have true beliefs
about all the facts relevant to their circumstances. With this proviso, the as-
sumption of maximizing utilities might enable us to predict agents’ choices
from their utilities alone. Recall that given [L], we can derive action from
desire if we can hold relevant beliefs constant. The full-information as-
sumption is a means of holding these beliefs constant. For example, if a per-
son knows what ice cream flavors are available and we know which one that
person gets the most utility from, we can unerringly predict which one she
will choose.

So the marginalists translated [L] into a theory about people’s choices.
As noted above, they held that people choose rationally: they always choose
the available alternative that they believe maximizes their welfare, satisfac-
tion, happiness, or pleasure, as measured in units of utility. From this theory,
or hypothesis, model, axiom, or assumption, from this starting point, they
were able to mathematically derive many other claims about the nature of
an economy.
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Economists originally limited the application of utility-maximizing
theory to economic actions: market choices made in the light of costs and
benefits, as measured by prices. But the mathematical clarity of this theory
of choice eventually led economists and others to expand its range of appli-
cation to many other actions explained originally by [L]. Social scientists
have extended the notions of cost and benefit to ends and goals that don’t
have money prices but still involve trade-offs and therefore shadow prices
and opportunity costs—the cost of one action as measured by the value of
another action you must forgo to do the first one. Thus, if you have to
choose between two potential marriage partners, the “cost” of one is deter-
mined by what you must give up in not choosing the other. Of course, such
extensions of utility theory beyond the actual market to the implicit market
in which all of our choices have prices (implicit or shadow prices) attached
should be no surprise. For the range of rational choice theory is the same as
that of [L].

The marginalists held that the utilities associated with commodities are
measurable in real units that enable us to say how much more an agent
prefers one alternative to another—twice as much, 20 percent more, et cetera.
This view is called cardinal utility theory. The name derives from the hypoth-
esis that utility, like mass (0 grams, 1 gram, 2 grams, for example), comes in
amounts that can be measured in cardinal numbers: 0 units of utility, 1 unit
of utility, 2 units. From the assumption of cardinally measurable utility, econ-
omists were able to derive important results about how the demand of indi-
viduals for commodities and the supply of commodities by producers varied
with their prices. Suppose that the amount of utility derived from one addi-
tional unit of a commodity—the so-called marginal utility—declines as more
units of that commodity are acquired. For example, if you crave an apple,
the amount of utility derived from an apple may be large. If you have already
had two or three, the amount of utility derived from the fourth will be much
smaller. If marginal utility declines while the price of each apple remains the
same, then the individual’s demand for additional apples will decline. If
you’re hungry for apples, you will pay a fairly high price for the first apple.
But if the price of the second apple is the same or higher than that of the
first, you will be less inclined to buy it, for the utility it provides is less than
the first one provides. The marginalists elevated this psychological proclivity
into a law of declining marginal utility, hence the name marginalists.

The marginalists also showed that the amount of a commodity an indi-
vidual will be willing to produce and sell—the supply—rises as its price in-
creases, provided that the individual seeks to maximize profit. But that, of
course, is just what a rational utility maximizer will seek to do if income
from selling can be used to purchase goods that increase utility.
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Now, for each individual supplier, we can plot the relation between price
and supply on a graph, and for each individual demander we can plot the
relation between price and demand on graphs (with price as the x axis and
amount of each commodity demanded or supplied at each price on the y
axis). These two curves will cross each other, the demand-price curve going
downward and the supply-price curve going upward.

But the entire market for a particular good is just the sum of the supply
and demand for that good by all the individuals in the market. By adding the
individual supply curves and demand curves, economists can derive supply
and demand curves for an entire market and, ultimately, the economy.

The supply and demand curves are, of course, familiar staples of eco-
nomic theory. Their obviousness belies their importance, not only in eco-
nomics but in many other theories that take rational choice seriously. The
equilibrium resulting from the matching of supply and demand at the
amounts and prices where the two curves cross reflects an explanatory
strategy fundamental in many theories in social science—the so-called in-
visible or hidden-hand model that goes back to Adam Smith’s Wealth of
Nations.

Where these two curves intersect, there is what economists call a market-
clearing equilibrium: market-clearing because when quantities supplied and
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demanded are in exact equality, there are neither shortages nor surpluses,
no wasted production and no unmet willingness to buy more at the given
price. At any other price, there will be unmet willingness to buy—that is, a
shortage—or an unmet willingness to sell, an oversupply of goods that re-
main unsold—a surplus. Surpluses and shortages in markets are signals to
buyers and sellers to change their plans. A surplus is a signal to producers to
lower prices and cut down on production. A shortage is a signal to increase
production and raise prices; similarly, a shortage signals to buyers that they
need to increase the price they are willing to pay or reduce the amount they
are prepared to purchase. Thus when the market price is different from the
equilibrium price, the market sends signals to all participants about how
they need to change their strategies of purchase and sale to maximize their
utilities in the next round of exchange. Responses to these signals by utility
maximizers result in the market’s moving back to equilibrium, where there
are neither shortages nor surpluses.

You might think the absence of any planning at all by government, or
any agreement among all producers and consumers, would produce chaos,
as well as continual shortages and surpluses. But as Adam Smith argued in
the eighteenth century—about a hundred years before the marginal utility
theorists—this supposition is in fact quite mistaken. Smith argued that a
competitive market of rational individuals, all simply seeking their own self-
interest, that is, maximizing their own utilities, coordinates every rational
buyer’s and seller’s plan effectively and continually. The hidden or invisible
hand of the market, by sending signals to rational agents, continually adjusts
their actions to bring about a result that minimizes shortages and surpluses,
that reduces the waste of resources and benefits everyone, even though no
individual buyer or seller intends, designs, or even expects this outcome. That
is why Smith described the operation of the market as the activities of a hid-
den or invisible hand. It produces an outcome that no one intended but that
makes everyone better off.

Inspired by Smith, the marginalist economists and their successors set
about attempting to turn his verbal argument into a mathematical proof of a
scientific fact. Their successors eventually succeeded in proving something
like this result. What they proved was that under certain assumptions, ex-
change between rational agents is guaranteed to produce a unique, stable
market-clearing equilibrium. Moreover, it is a single global equilibrium, not
several local equilibria. It is also one that is stable in the sense that when for
some extraneous cause prices move away from it, the market inevitably
forces prices back to the original equilibrium. And it has the no-waste,
welfare-optimizing feature that there is neither a surplus nor a shortage at
the unique, prevailing stable price. What is more, they proved that such a
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market will make people as well off as they can be made, all things consid-
ered, thus vindicating Smith’s invisible hand. These mathematical results are
known among economists as the general equilibrium theorems of welfare
economics. It took more than 150 years for mathematical economists to fi-
nally prove this result and thus vindicate Smith’s verbal but not mathemati-
cal argument. The mathematical economists who accomplished this feat
were awarded the very first Nobel Prize in economics.

The successful mathematical proof that, under certain assumptions, a
unique, stable, market-clearing equilibrium exists among rational economic
agents has some clear explanatory and public policy relevance. One thing
that is obvious about economies under all but the most extraordinary condi-
tions is their stability: changes in the price of one commodity, even large
swings in its price, do not result in the entire system of prices lurching about
wildly or exploding into chaos. Market prices show a great deal of stability
and apparent readjustment. This is a fact about the economy that needs ex-
planation, and the proof that a competitive market among rational agents is
stable is accepted by economists as providing one. The policy implication is
more obvious. We know that the state central planning system of the Soviet
Union and its client states broke down because it could not avoid shortages
and surpluses. Economists have argued that the reason is that only a com-
petitive market can minimize shortages and surpluses, and such a market is
just what state central planning forbids.

The power of this proof—its application in explanation and policy, and
the limitations under which it applies—raises many questions for the philos-
ophy of social science, as we shall see. Meanwhile, the theoretical beauty of
an explanation of how a self-regulating, welfare-optimizing institution like
the competitive market emerges from the myopic self-centered, selfish, indi-
vidual decisions of rational agents made rational choice theory an object of
emulation throughout the social sciences. In political science, in sociology
and anthropology, researchers began to treat prevailing institutions and
practices as unintended and unforeseen equilibria that reflect the adding up
of a large number of individual rational choices of shortsighted individuals
who do not intend these welfare-producing outcomes but nevertheless ben-
efit from them.

Once rational choice theory began to expand its influence in the social
sciences during the last decades of the twentieth century, examples of
such hidden-hand processes producing beneficial unintended outcomes
began to be noticed throughout human affairs. Some obvious examples
include the way drive-on-the-right traffic patterns emerged everywhere
except the United Kingdom without anyone deciding on it. In the UK, of
course, the spontaneous order just happened to go in the opposite direc-
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tion. Word meanings and other aspects of language use are cases in point.
Another example is the emergence of paper currency as a vehicle for ex-
change. If people began to really think about what a dollar bill or five-
pound note is actually worth, paper money would lose its value and the
benefit it confers on everyone would disappear. Its use is truly a case of
spontaneous and unintended order. Then there is the fact that single-
member plurality voting (“first past the post voting”) produces stable po-
litical equilibria at outcomes close to the preferences of the median voter,
even when none of those who win the elections and few of those who vote
share these preferences. Indeed, one is tempted to say that such electoral
systems persist because they have this function, unnoticed and unin-
tended by any individual person who participates in these systems. Recall
that this raises the problem of apparent teleology or purposiveness we
identified in Chapter 5.

Social scientists, especially economists, who invoke such functions face a
problem, one the economist Friedrich Hayek called the problem of sponta-
neous order: how can something come to exist with all the hugely beneficial
features of the price system of an exchange market that remains close to
some optimal equilibrium? Social scientists cannot call on God’s benevo-
lence as an explanation of its existence. Nor, as Hayek showed, could many
of the social institutions that solve problems faced by human societies be the
result of intentional design, creation, or maintenance by individuals or
groups of them. No one can create or maintain a market price system. This
problem—most acutely manifested by the price system, but widespread in
human affairs—requires a scientifically acceptable answer. We return to it in
Chapters 10 through 12.

Meanwhile, the potential explanatory and policy-relevant power of ratio-
nal choice theory in the hands not just of economists, but of many other so-
cial scientists, makes it indispensible that we assess its scope and limits.

FOLK PSYCHOLOGY AND MARGINAL UTILITY

Marginalists not only held that utility is cardinally measurable, they also as-
sumed that it is “interpersonally comparable.” That is, it makes sense to say
how much more one person desires something than another person desires
it. These differences are measured in utilities that provide units for measur-
ing the strength of desires. Marginalists were never able to show how we can
interpersonally compare the utilities people derive from goods, but they as-
sumed it was at least in principle possible. The technicalities were to be left
to the psychologist.
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If utilities come in definite units that can be compared between people,
they would be important not only for their apparent explanatory power.
They also enable the economist to make strong judgments about welfare and
to advise on the distribution of benefits by the state. Marginal utility theory
provided a strong foundation for claims about which distribution of benefits
would do the most good in a society. If utilities are measurable and if the
amount of utility each successive unit of some good provides—its marginal
utility—declines, then $1,000 provides fewer units of utility to a millionaire
than to someone at the poverty level. Thus, a government with $1,000 to
spare, committed to maximizing total utility, would be justified in giving
the money to the poorer person. The notion that $1,000 will provide greater
satisfaction of wants to a poor person than to a rich one seems obvious—
indeed, it is another piece of folk psychology. But it cannot be established to
be true unless the difference it makes to people’s levels of satisfaction is, at
least in theory, measurable in cardinal units.

But no one has ever been able to identify the unit quantity of utility in the
feelings of satisfaction, happiness, or pleasure that emerges in the brain
when we secure anything we want. Perhaps neuroscience will one day do
this, though in the last chapter we identified some of the problems facing
the application of neuroscience in the study of human affairs.

But there is a much more immediate problem: the trouble with the claim
that all economic agents are cardinal utility maximizers is that it just seems
false. People frequently seem to do things that preclude the maximization of
their utility. Consider acts of altruism, charity, or the frequent willingness
to settle for good enough when the best may well be available. Of course, we
can defend the theory by saying that these appearances are deceptive. Altru-
ists really enjoy their good deeds, and philanthropists receive nonmonetary
rewards—esteem, public notice, and the like. When we settle for less than
the best or make a mistake, it is because the costs of finding the preferred al-
ternative or of the correct calculations are too high. But these ploys open up
marginal utility theory to the claim that it is unfalsifiable. The real nub of
the problem is one we have faced before: we cannot really tell which—if
either—of these criticisms is correct. Is the theory false or is it vacuously
true? The reason is that there seems no way to measure cardinal utility.
Therefore, there seems no way fairly to test the theory that people always
maximize utility. Let us see why.

To begin with, we have here another case of a generalization that has to
be employed to test itself, to establish the initial conditions to which it has to
be applied. For the method marginalists offered to establish cardinal utilities
already assumes that people are utility maximizers. We begin by giving an
agent, say, ten apples. We then stipulate that the tenth apple the agent re-
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ceived provides one unit of utility. Now we offer the agent some orange juice
in trade for apples. We observe how much orange juice he trades away the
tenth apple for. This amount—say, five ounces—must then also be worth
one unit of utility to the agent. By giving him the juice and repeating the
experiment—trading orange juice for apples—we can determine how much
juice is required to provide a second unit of utility. The marginalists held
that marginal utility declines: more than five ounces of orange juice would
be required to get the agent to give up the ninth apple. Marginalists often
grounded this declining marginal utility in introspection: you can try the
thought experiment on yourself to confirm it. But note that the experimen-
tal method of measuring utility will work only if the agent is rational, that is,
maximizes utilities.

Moreover, the amount of utility a good produces depends on the avail-
ability of other goods. The utility of mustard for a person may be quite low
in the absence of a hot dog, and the utility of a hot dog may be quite low in
the absence of mustard. Together they each have a higher utility than sepa-
rately. Mustard and a hot dog may have a higher utility still if beer is avail-
able, or if they are consumed at a baseball stadium . . . under sunny skies . . .
with your favorite team playing . . . and winning . . . by a large margin . . . in
the 8th . . . 

The point is that we cannot undertake the experiment to measure the car-
dinal utility of each commodity by “pairwise” comparisons. The amount of
utility each good generates will depend on a vast number of other goods
present or absent. But that means that utility isn’t cardinally measurable the
way mass is: utility is not a property things have independent of other
things. Rather, it varies even when the good that provides the utility does
not change. That makes the problem of measuring cardinal utilities difficult
and the problem of actually employing them insurmountable. Since we
don’t know what the other available goods are that we must hold constant
when we measure the cardinal utility of one good, we can’t easily measure it
at all. Since cardinal utility varies with the other goods available, knowing a
good’s cardinal utility relative to one set of goods will not enable us to infer
its utility relative to another set. If measurability and applicability are re-
quired for a legitimate scientific concept, cardinal utility is in serious diffi-
culty: there is no natural zero amount of it; there are no ways to measure
amounts of it; its amounts don’t remain constantly correlated with any ob-
servable states.

What is more, cardinal utility theory seemed far too psychological for
economists. The notion of declining marginal utility and the appeal to in-
trospection that often supported it were an embarrassment to rigorous eco-
nomic analysis. After all, since there was no way of looking into the minds
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of consumers, the theory’s basic claims were completely untestable. In the
heyday of behaviorism in psychology, this was a serious embarrassment for
economics.

Fortunately, by the early part of the century, mathematical economists were
able to show that most of the important results of theoretical economics—
including the laws of supply and demand—could be derived from a set of
assumptions about rational choice free from almost all psychological con-
tent, assumptions that didn’t require cardinal measurability, but only that
utilities be rank-ordered instead of numerically weighted. This is the theory
of ordinal utility or ordinal preference. It holds that:

1. For all possible pairs of commodities, the rational agent prefers one to
the other or is strictly indifferent between them [the assumption of
comparability].

2. For any three commodities, a, b, c, all rational agents who prefer a to b,
and b to c, prefer a to c [the assumption of transitivity].

3. A rational agent chooses the available commodity that maximizes his
preference.

4. Economic agents are rational—act in accordance with 1–3.

There is no assumption here that commodities provide numerical units
of utility, only that there is a rank order of preference among all the goods or
other alternatives available to the agent. Where the marginalists were com-
mitted to assigning consumers definite (though unknowable) amounts of
utility from each alternative, ordinal utility theorists needed them only to
rank available alternatives as most preferred, second most preferred, third
most preferred, et cetera.

This more limited approach to rationality enabled economic theory to
derive most of the same theoretical results (including the remarkable signal-
ing power of a competitive market) that the cardinal theory provided, with-
out the dubious excess baggage of cardinal utilities. But there was a catch, a
price to be paid in the policy relevance of economics. Based on ordinal util-
ity theory, economics had to forgo its claim to justify certain apparently at-
tractive social welfare policies. For instance, economic theory could no
longer sanction giving $1,000 to the poor person instead of the rich person
on the grounds that the poor one would get more satisfaction from it. Ordi-
nal utility does not allow for interpersonal comparisons the way that mar-
ginalism did. On this approach, we cannot say that one person prefers a
commodity more than another one does, because we have no units in which
to count the strength of either one’s desire.
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At most, ordinal utility theory allows us to make only a very weak claim
about how to distribute goods in ways that attain beneficial results for the
largest number of people: given a distribution of goods to people, ordinal
utility theory tells us whether there is another distribution that makes at
least one of the people better off without making anyone else worse off. For
instance, if we give one banana to each child in the class and among them
one child doesn’t particularly like bananas, we can increase welfare in the
group by giving that child’s banana to someone else. But we cannot tell how
much we have increased welfare, or to which child giving the banana will in-
crease total welfare in the group the most. But whether there is a distribution
in which no one can be made better off except by making at least one person
worse off is a question that ordinal utility theory can empirically address:
just vary the distribution among the people and ask whether any new distri-
bution makes at least one person worse off. If the answer is yes, every new
distribution does make at least one person worse off, then the original one
was Pareto optimal. The distribution is called a Pareto optimum after the
nineteenth-century Italian economist who first defined it. Pareto optima are
pretty easy to attain, they are better than Pareto non-optima (where we can
make some people better off without making anyone worse off), and they
are not difficult to empirically establish. But the criterion of Pareto optimal-
ity that ordinal theory allows is far too weak to underwrite any very radical
redistribution of income or wealth.

The result has been to remove modern Western mathematical economics
from much of the debate about economic equality and exploitation. Many
economists did not view this restriction on economic theory as a defect.
They held that, like theory in natural science, economic theory should de-
scribe only the way things are. It should be value free and not take sides on
normative issues. This is an important subject, one to which we shall return
in Chapters 8, 13, and 14.

THE ECONOMIST AS BEHAVIORIST

Though it avoided the defects of cardinal utility, ordinal utility theory did
not allay the nagging doubts about the falsity or vacuity of rational choice
theory. After all, consider how this theory bids us measure the preferences
of agents. We present a large number of different pairs of commodities to
an agent, and on the basis of her choices, we construct a preference rank-
ing. Of course we cannot present all possible pairs to the agent, but we
don’t need to. We can extrapolate pretty safely from the alternatives we
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actually give, if we are careful. This method will work provided that, first,
the agent we are testing is rational and, second, her tastes do not change
during the period of the test or before we apply the test results to predict
her further choices.

But suppose a person behaves irrationally; suppose he violates the second
condition above, the assumption of transitivity. People seem to do that fre-
quently, and if they do, then the ordinal theory is disconfirmed, either be-
cause people are after all irrational or because even rational people make
mistakes. Of course it is easy to insulate or protect the transitivity assump-
tion of the theory against any counterevidence. Just claim that apparent vi-
olations are not real violations. Instead, insist that they are changes in taste.
For instance, when I was a boy, I chose bubble gum over licorice, and both
over peppermints. Now I choose peppermints in preference to licorice, and
both over bubble gum. Yesterday I chose escargots over oysters; the day be-
fore, oysters over clams; today, I choose clams over escargots. My choice is
not irrational; my tastes have changed. The trouble is that there is no way of
distinguishing within economic theory between change in taste and irra-
tionality. And there seems to be no way outside of the theory to tell change
of taste from intransitivity, if economic theory is folk psychology formalized.
For the way we actually tell when people have made a mistake as opposed to
changing their tastes is by asking—by using [L].

The problem of distinguishing taste changes from violations of the prin-
ciple of rationality is a rarefied theoretical one. But it reflects the fact that ra-
tional choice theory, for all its formalization, is no better at explaining and
predicting the details of particular economic agents’ choices than folk psy-
chology is. This fact has led economists to fundamental reinterpretations of
the aims and claims of economics. One reinterpretation excuses economics
implicitly from the task of explaining individual human action. The other
reinterpretation does so explicitly.

The implicit excuse is founded on a self-consciously behaviorist inter-
pretation of rational choice, the “theory of revealed preference.” The trou-
ble with ordinal utility theory, some economists said, was that it was still
too psychological. We do not wish to make any assumptions at all about
what goes on in the heads of agents. We don’t even want to use the notion
of utility, no matter how minimally interpreted. And we don’t need to. The
only requirement the economist needs to make is that behavior is consis-
tent, no matter its causes. These causes of consistency we leave to psychol-
ogy. Consistent behavior means merely this: if an agent chooses a over b
when both are available, then he does not choose b over a when both are
available. On the basis of his choices, we can build up a preference map for
the agent, but we need not attribute this preference map to him. All he
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does is make consistent choices that reveal a consistent pattern. The psy-
chological machinery behind this consistent pattern is a matter of indif-
ference to economics, and its theory of choice should be silent on the
question. The agent’s behavior is described as “revealed preference,” but
that is a misnomer because there is no commitment to a psychological
preference revealed by choices that the preferences cause. There is just the
consistency of choices, and that is all we require to derive all the standard
results in the theory of consumer choice. The doctrine of revealed prefer-
ence was said to free economics from the very notion of preference, from
all dependence on the concept of utility, and from any psychological
theory—folk or scientific.

It is indeed an interesting fact that almost all the results in economic
theory that were once thought to require cardinal utility as a foundation,
and then thought to require ordinal preference, turn out to be derivable
from an extremely weak assumption that makes no claim whatsoever about
the psychological causes of individual choice. This really is behaviorism of
the most thoroughgoing sort. One important thing to note is that the adop-
tion of revealed-preference theory limits the domain of economic theory
even more than the surrender of cardinal utility does. Recall that the shift to
ordinal utility excluded interpersonal comparisons and thus severely re-
stricted the scope of economic judgments about welfare. With revealed pref-
erence, we surrender as any aim of economics the explanation of individual
choice from the assumption that people are rational.

Revealed-preference theory in effect tells us that the starting point of eco-
nomics is the consequences of, not the causes of, individual choice. To ex-
plain individual choice, we need to make some assumptions about what
produces this behavior. But if economics refuses to assert the existence of a
preference ordering that the individual actually has, independent of his be-
havior, then it cannot explain this behavior.

That may indeed be viewed by economists as a solution to the problem
their theory shares with folk psychology: the problem of being unable to
provide improvable explanations and predictions of individual action. The
solution is that economics does not aim at such explanations and predic-
tions. Its concern is only with the consequences of choice, not choice itself.
Taken seriously, this attitude means that talk about preferences revealed in
behavior is just a useful fiction, a handy instrument. It’s just a convenient
description of the behavior from which all results about markets and
economies that interest economists follow. In some ways this approach
makes the problem of spontaneous order, discussed above, even more seri-
ous. Recall that the original problem is to explain how the market, for exam-
ple, arose and persists among people who do not aim at creating it. Now we
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have to add to the problem, explaining its persistence among people about
whose beliefs and desires the economist has nothing to say at all.

Furthermore, it is easy to complain that changing the subject away from
explaining individual choice does not provide a solution to the problem of
explaining human action. Moreover, the new claim that agents are rational
just in the sense that their choices are consistent does not really avoid the
problem of falsity versus vacuity that haunts [L]. One reason for this is easy
to see: consistency in choice among three goods implies transitivity, and we
have seen that there is no way to distinguish violations of transitivity in
choice from changes in taste. Revealed-preference theory has no room for
the notion of taste—a psychological matter. But short of being disconfirmed
every time a person’s tastes do change, the transitivity assumption needs
some qualification or ceteris paribus clause to remain plausible. The obvious
qualification of assuming no changes in taste is not available to revealed-
preference theory. For invoking changes of taste is a claim about people’s
psychological states after all. It is tantamount to surrendering the claim that
revealed-preference theory is a purely behavioral doctrine, with no commit-
ment to the psychological sources of consistency in choice behavior. Invok-
ing tastes to protect transitivity readmits psychology—that is, desires—into
economists’ theory by the back door.

Furthermore, consistent choice behavior is rational only if, in addition to
tastes remaining unchanged, beliefs do as well. If there are changes in my
beliefs about the commodities among which I must choose, then sometimes
the rational thing to do is to choose b, even though in the past I chose a. Of
course, this possibility does not arise so long as we maintain economists’
standard assumption of perfect information. Once this assumption is re-
laxed and beliefs must enter explicitly into determinants of choice, the whole
pretense of the behaviorists of revealed-preference theory must be surren-
dered. For there is no way to read my beliefs off from my behavior except
against some background assumptions about my preferences.

In their simplest models, economists try to hold beliefs constant so that
they can ignore the impact of differences in beliefs on behavior, by an as-
sumption that economic agents—consumers and producers—have “perfect
information.” They are fully acquainted with all matters they need to know
about, that is, to believe, in making their choices. But often the assumption
of perfect information must be surrendered if the theory is to be applied to
the real world. And when economists do this, psychology enters economics
again, this time through the front door.

The most fertile and influential theory of economic choice under condi-
tions of uncertainty, the theory of “expected utility,” originated by John Von
Neumann and Oskar Morgenstern, involves this very triangular relationship
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among beliefs, desires, and actions. The central role of the theory of ex-
pected utility in contemporary economics has reinforced both the disci-
pline’s commitment to explaining individual action and economic theory’s
character as a formalization of folk psychology.

The theory of expected utility begins by resurrecting cardinal utilities,
though not interpersonally comparable ones. It does so by a subtle use of
the psychological assumption that people are utility maximizers. The
method works like this: we offer a rational agent choices between, say, a 100
percent chance of $100 and a lottery ticket providing an 80 percent chance
of $200 and a 20 percent chance of nothing. If the agent chooses the cer-
tainty of $100, its utility must be greater than that of the lottery ticket. If he
is indifferent between $100 and the ticket, then their utilities must be the
same. Assume he is indifferent. Therefore, an 80 percent chance of $200
worth of utility plus a 20 percent chance of nothing equals a 100 percent
chance of $100 worth of utility. That is, .80 × (utility of $200) + .20 × (util-
ity of $0) = 1.00 × (utility of $100). Since 1.0 divided by .8 equals 1.25, by
simple rearrangement, the utility of $200 = 125 percent of the utility of
$100 to our agent.

So, if we stipulate that a 100 percent chance of $100 provides our subject
with one unit of utility, then we can determine the amount of utility that any
other commodity will provide him. We simply offer him choices between
$100 and lottery tickets in which we vary the probabilities of getting the
other commodity or nothing, until he says he’s indifferent. Then we calcu-
late what the utility of the commodity must be to make him indifferent be-
tween the $100 and the lottery ticket.

Once we have identified the cardinal utilities of the agent by these means,
we can explain and predict choice under conditions of uncertainty. By com-
bining his cardinal utilities and his incomplete information—his probability
beliefs—we can derive the rational agent’s utility-maximizing actions. But
to apply this recipe to actual choice under uncertainty, we need to establish
what a person’s beliefs about the probabilities are. How do we do that? We
use the same lottery method we employ to measure his utilities. Only now,
given his cardinal utilities for commodities, we offer him choices between
certain outcomes and lottery tickets for known utility values with the prob-
abilities left blank. Whenever he expresses indifference between the cer-
tainty and the lottery ticket, we can use the same formula, with the utilities
as data and the probabilities as unknowns, to calculate the probabilities he
attaches to future available outcomes, that is, his beliefs about how likely
they are to be available. Thus we can either work back from choices and be-
liefs about probabilities to desires—utilities—or from choices and desires,
expressed as utilities, to beliefs about probabilities. This theory of choice
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under conditions of risk is truly folk psychology formalized to a very high
degree.

But we cannot adopt expected-utility theory as a refinement of the econ-
omist’s theory of rational choice if we take seriously a behaviorist’s inter-
pretation of economics that simply reads individual choice out of its
domain altogether. Since behaviorism about rational choice does not seem
to solve its problems in any case, the exclusion of individual choice is not
much of a reason to forgo expected-utility theory. Moreover, the latter’s
prospect of accommodating economic theory to the fact that people do not
ever have the sort of complete information usually assumed by economists
is in itself a strong reason to embrace the theory of expected utility. Addi-
tionally, its employment by political scientists, operations researchers, and
students of management seems to have improved our abilities to explain
(though not predict) some aspects of behavior beyond the powers of unfor-
malized folk psychology.

However, it is evident that people do not seem to act in strict accordance
with the theory of expected utility any more than they act in accordance
with revealed-preference theory. Any claims expected-utility theory makes
to have increased explanatory unification and predictive precision are con-
troversial. After a certain point there will be serious limits on its further
improvement, because of the impossibility of measuring utilities and prob-
abilities independently of assuming the truth of expected-utility theory and
the truth of [L]. And at that point it will face the same problems that bedevil
folk psychology.

INSTRUMENTALISM AND MODELING IN ECONOMICS

Difficulties in the employment of rational choice theory to explain and pre-
dict the behavior of individual economic agents have led economists to
adopt a strategy for reading individual choice out of the domain of eco-
nomic theory. Like other aspects of economic method, this one, too, has
found favor among noneconomists who have adapted rational choice theory
to their own subjects.

Rational choice theory is thus to be viewed as a calculating device, a
convenient model that helps us systematize our expectations about mar-
kets, industries, and economies. Its truth or falsity as a set of claims about
what makes individual agents tick is irrelevant to the intended domain of
the theory. Of course the theory makes many contrary-to-fact assump-
tions: that individuals have a complete transitive preference order that
maximizes expected utility; that they have complete information; and
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other assumptions we will identify in this section. Some economists argue
that doubts about the truth of these highly idealized assumptions about in-
dividuals are simply misplaced. A theory is to be judged not on the truth of
its assumptions, but on the confirmation of its predictions for observation.
That is because predictive success is the sole mark of scientific success, at
least in economics.

The strategy is a variant of one well known in the philosophy of science:
instrumentalism. According to this doctrine, scientific theories should not
be treated as literally true or false claims about the world. Instead they are
devices for systematizing our observations. The claims of scientific theories
about unobservable entities and forces that underlie observable phenomena
may be viewed as heuristic devices, useful fictions, that help us predict ob-
servations, but not as referring to existing things and processes. A somewhat
weaker version of this approach holds, not that theories work by postulating
fictions, but that we can never know whether their claims about unobserv-
able reality are correct, since our knowledge extends only as far as observa-
tion. Therefore, we should be agnostic about the theoretical claims of
science, merely using the theories that work, without committing ourselves
to their truth. It should be evident that instrumentalism has provided much
of the motivation for behaviorism, both in experimental psychology and in
economics. It lets us use words like belief, desire, expectation, preference, in-
formation, uncertainty, without having to take them seriously as naming
mental states of consumers or producers.

There seems much to be said for this approach to rational choice
theory. Of course, not all agents are rational all the time or, perhaps, even
much of the time. But from the unrealistic, idealized assumption that
people are rational, many important large-scale economic phenomena,
such as the equilibrium price level, can be derived, and thus predicted. So
the argument goes.

We must distinguish this view from an alternative that holds that al-
though no one behaves rationally all the time, the individual deviations from
rationality are distributed along a bell-shaped curve in such a way as to can-
cel each other out. Thus the average of all individuals’ behavior falls close
enough to rationality for it to explain and predict aggregate economic phe-
nomena. If this view is right, there is no special mystery about why rational
choice theory is explanatory “in the large,” even though it is false or quite
weak in its explanations and predictions of individual behavior.

But if, when aggregated, approximate rationality were the case, or equiv-
alently if on average people are rational, we would naturally seek an ex-
planation of why individual deviations are so conveniently distributed.
The distribution cannot be accidental, and one suspects that the individual

Instrumentalism and Modeling in Economics  105

0813345925-Rosenberg_layout  10/17/11  9:34 AM  Page 105



divergences should be explainable by appeal to a finite number of different
interfering forces, deflecting individuals to greater or lesser degrees away
from the optimally rational choice. If we could find these factors, we could
add qualifications to our theory of rational choice that would enable us to
improve our explanations and predictions of individual behavior. We could
measure the degree to which the interfering forces were operating in any
given case. This defense of rational choice theory is far from an instrumen-
talist one. And if it could be substantiated, it would establish the creden-
tials not only of the economic theory of rational choice, but also of the
whole strategy of providing intentional explanations of the large-scale con-
sequences of aggregated choices. Of course, in Chapters 4 and 5 we repeat-
edly ran up against obstacles to identifying the disturbing forces that infect
the measurement of belief and desire and that block attempts to improve
such theories.

If economic agents’ behavior simply deviated from the rational in a regu-
lar and replicable way, then there wouldn’t be any obstacle to interpreting
rational choice theory as a set of statistical regularities. The instrumental in-
terpretation of the theory would be gratuitous. But the instrumentalist wants
a justification for using rational choice theory, even where there is no evi-
dence that individual behavior is on average rational in the way that would
explain large-scale economic regularities.

Thus, the instrumentalist claims that the only basis on which to assess
the rational choice assumptions of economic theory are their conse-
quences for observations of aggregate phenomena that actually concern
economists: are the predictions of the rational choice theory about the ef-
fects of a rise in the price of oil on aggregate demand for oil borne out by
evidence? Are its predictions about how the stock market responds to a
change in the interest rate or in the money supply confirmed? If we em-
ploy the theory to predict the effect of an excise tax or a monopoly and to
design public policy that turns on such predictions, will our policy goals be
attained? These are the sorts of questions that concern economists. If the
theory of rational choice gives us the right answers about these broad-scale
economic questions, then, the instrumentalist argues, it is all the justifica-
tion it needs. The theory will have proved itself a reliable tool in the service
of economists’ scientific aims.

If, as some economists write, the theory of individual rational behavior
is just a stepping-stone to economists’ real interest in groups of individu-
als, then perhaps the best view to take of the theory is that of a convenient
fiction or a calculating device, a model not intended to describe anything
accurately. Assuming that economic agents behave as required by the
three axioms of ordinal-utility theory is just a convenience for organizing
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our analysis of large-scale economic processes. It is one we combine with
further assumptions to build models of the economy that are not to be as-
sessed for their truth, realism, or descriptive completeness. They are tools
that provide output, in the form of predictions about market processes,
for input, in the form of data about initial conditions obtaining in the
market.

This view of theory as a “black box”—a useful instrument, and not an
attempt to give a true description of economic reality—often goes to-
gether with an insistence that in economics (and social science inspired
by it) what is sought are models, often mathematical or quantitative mod-
els. These are intentionally idealized, highly incomplete sets of assump-
tions, sometimes even intentional caricatures that no one supposes
describe economic processes accurately, but are for that reason particu-
larly useful. The expression black box suggests that we don’t know or care
what goes on “inside the theory”; it is just a device for generating outputs
given inputs. In this case, if we input people’s preference rankings and the
available inputs to production, the black box is supposed to automatically
spit out the list of outputs that will make people as well off as we can prov-
ably make them.

The theorems of general equilibrium described in the first section of
this chapter are good examples of such an idealized model and its various
uses, ones that do not require it to be a true description of reality. This
model incorporates the model of rationality and adds several other plainly
idealized assumptions to derive some important conclusions about the
economy as a whole:

1. Agents are rational; they satisfy the axioms about ordinal utility given
above.

2. Agents have complete information about all alternatives open to them
in production and consumption; no one has “inside information” that
others lack.

3. All commodities are infinitely divisible: just as one can buy or sell any
amount of water or wine, one can purchase or sell any amount of a
car—the whole car or half of it or three-seventeenths of it.

4. There are constant returns to scale in production—building a bigger
factory or adding more workers won’t increase or decrease the effi-
ciency of production.

5. It is possible to purchase or sell, today and every day into the future,
any good or service for future delivery at any time and place.

With these five assumptions, it can be proved mathematically that:
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There is a unique, stable, market-clearing equilibrium in every market for
every commodity in this economy, and no one can be made better off with-
out making at least one person worse off.

The idealizations involved in these assumptions make the economy
they describe a model. Now, why should such a model be of use to econo-
mists? There are several alternate answers to this question, only one of
which vindicates an instrumentalist approach to models and theories in
the social sciences.

One account of the role of models in economics and elsewhere is that de-
spite their idealizations, they are close enough to the truth to provide at least
tentative explanations that will be improved by further refinement. We’ll re-
turn to this idea. Another argument for modeling is that the model identifies
and highlights important aspects of economic phenomena that might other-
wise be hard to notice in reality, or enables us to trace relationships that are
not obvious in the data itself.

A related argument is particularly important when it comes to public pol-
icy applications of economics. The model of a competitive equilibrium can
be proved to have very desirable consequences for the welfare, happiness,
and preference maximization of consumers and producers—no one can be
made better off in such an equilibrium without making at least one person
worse off. So, the model thus gives us guidance about how to approach this
desirable outcome in the real world: adopt policies that to the extent possible
increase the match between reality and the model’s assumptions. For exam-
ple, break up large companies likely to exploit increasing returns to scale to
become monopolists that destroy the competitive market, provide reliable
futures markets for commodities, effectively enforce prohibitions against in-
sider trading and other failures of the “complete information” assumption.
Or force people to act more rationally. Economic models can be tools in pol-
icy guidance even when they are radically idealized, very unrealistic, and
quite simple in their structure.

But let’s return to the instrumentalist justification of models as black
boxes, heuristic devices, tools that meet our needs to organize economic
and other kinds of aggregate data. The instrumentalist argues that a more
realistic theory, studded with qualifications, ceteris paribus clauses, intro-
ducing more and more of the factors that obtain in the real world, would
be impossibly complicated to employ, would provide no clear-cut predic-
tions, and would fail to connect and unify diverse phenomena into a man-
ageable system. Thus, unrealistic models are essential to economics, as
they are to the rest of science. And the most important of these is the
theory of rational choice. Questions about its truth or its explanatory and
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predictive power for individual action are beside the point as far as eco-
nomics is concerned. This conclusion will be seconded by some political
scientists, some sociologists, and even some historians, those who focus on
the behavior of groups and attempt to explain their behavior by appealing
to this theory.

The adequacy of this view hinges on many issues: one is the philosophical
issue of whether instrumentalism is a tenable approach to the nature of sci-
entific theories. This question will give little pause to working economists.
They are no more interested in philosophy than experimental psychologists
usually are—in fact, less! A more immediate question is whether economic
theory has actually been as successful in systematizing and predicting aggre-
gate economic data as this argument requires. For unless the economist’s
predictions about aggregate economic phenomena are well confirmed or at
least improving, the claims on behalf of his black box, the theory of rational
choice, will be moot.

Before an unrealistic theory can be accepted on instrumental grounds, it
must be shown to actually be a good tool, to do things that other theories
cannot do, to improve the accuracy of our expectations about the future,
given information about the past and present. Has the theory of rational
choice met this instrumental test? That is not a question on which a text in
the philosophy of social science can take sides. It is a factual matter to be de-
cided largely by economists. But the accuracy of economic predictions em-
ploying the theory of rational choice is a necessary condition for the cogency
of the instrumentalist defense. In what follows, let’s assume the condition is
met. The result will in fact be an argument against an instrumental reading
of rational choice theory.

The most disturbing issue such an approach to economic theory faces is
the question of why the theory of rational choice and the rest of the idealized
and unrealistic assumptions are so useful in systematizing and predicting
aggregate economic phenomena.

We may illustrate the problem by appeal to a simple example from natu-
ral science. Consider the ideal gas law, PV = nRT, according to which the
temperature of a gas is a function of the product of its pressure and volume
(where R is a constant of proportionality). There is a model in the kinetic
theory of gases that systematizes this regularity along with several other gen-
eralizations of thermodynamics. It is the well-known “billiard-ball” model
of a gas: gas molecules are assumed to behave like billiard balls on a table.
Like such balls, the molecules obey Newton’s laws of motion, and the aggre-
gate values of their individual mechanical properties are identical to the
thermodynamic properties of the gas as a whole. Thus, the temperature of
the gas is equal to the average kinetic energy of the molecules it contains.
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But kinetic theory is highly unrealistic. For PV = nRT follows from the
model only on two highly unrealistic assumptions: that molecules are point
masses, that is, they have mass, but no volume; and that there are no inter-
molecular forces acting between the molecules—they just bounce off each
other with perfect elasticity.

No one will reject the kinetic theory of gases just because it embodies un-
realistic assumptions. Thus, the example seems to be an analogical argument
in favor of retaining other theories that are predictively successful even
though their assumptions are unrealistic. But, we must ask ourselves, why
does the billiard-ball model function as a good instrument for accommodat-
ing the behavior of gases? Obviously, because the two unrealistic, false as-
sumptions are pretty close to the truth. Evidence for that comes with
improvements in the data of thermodynamics and improvements in kinetic
theory. Thus PV = nRT seems to hold for moderate values of pressure, tem-
perature, and volume; at great pressure, low volumes, and very high temper-
ature, it is strongly disconfirmed: gases no longer obey the formula. But by
adding assumptions to kinetic theory about the small but finite volume of
molecules and the infinitesimal intermolecular forces that actually obtain,
we can derive an improved and only slightly more complicated version of
PV = nRT that does accommodate this new data. This new, more realistic
model explains why the old, simple one worked so well. In fact, it constitutes
an argument for continuing to use the older, less realistic model out of con-
venience when dealing with gases at moderate values of P, V, and T.

Therefore, the explanation of why the billiard-ball model is a good instru-
ment is that it is pretty close to being true and that there is another model re-
markably like it, but even closer to being true; that fact explains why the
former is a good instrument. That should be no surprise, for nothing is a
good instrument by accident. For every good instrument, whether a ham-
mer, a computer, a linear accelerator, or a theory, there must be an explana-
tion of why it works so well. The simplest explanation in the case of a theory
is that it is true or close enough to the truth to be relied upon.

This is not an explanation the instrumentalist about rational choice
theory can accept. For the initial motivation of an instrumentalist interpre-
tation of rational choice theory is to be able to employ it regardless of
whether it is true or close to true.

Of course, following the advice of instrumentalist philosophers, econo-
mists can block this argument by refusing to answer the question of why
their black box works well. This question, they insist, is not one that the sci-
ence of economics—or any science—has to answer. For answering it does
not increase the predictive power of the theory, and in the end that is the
sole goal of science.
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This assertion is a distinctively philosophical one, just the sort of claim
many economists wish to avoid. Near the end of Chapter 4 we came to
the conclusion that the social scientist wedded to intentional explanation
must eventually confront the fundamental philosophical problem of the
relation of the mind and the body—as reflected in the problem of inten-
sionality versus extensionality. Psychologists’ and economists’ attempts
to circumvent that problem bring them face to face with another one—
this time a fundamental epistemological problem. For their assertion that
science has but one goal, and that predictive success is that goal, is not to
be settled by factual findings in any of the individual sciences. The ques-
tion, What is the goal of science? ultimately comes down to what counts
as knowledge.

Most people agree that knowledge is the ultimate goal of science. Perhaps
the only ones who don’t agree are the instrumentalists who claim predictive
success is its sole goal. And even some of those instrumentalists make com-
mon cause with philosophers and social scientists who hold that predictive
success is at least a necessary means of certifying scientific knowledge, not a
substitute for it. By contrast, when social scientists and philosophers hold
out another goal, such as intelligibility, as the one we should pursue, they
implicitly or explicitly endorse a different epistemology. Ultimately the
choice between naturalistic social science and interpretative social science
comes down to a decision about epistemology, as we shall see by the time
we have finished the next several chapters.

THE ECLIPSE OF BEHAVIORISM IN 
PSYCHOLOGY AND ECONOMICS

Behaviorism’s attempt to deal with the problems of an intentional social sci-
ence did not succeed. The problems facing naturalism could not really be
circumvented. In the next few chapters we examine the way interpretational
or antinaturalistic approaches to social science have dealt with the same
problems. But the reader must not be left with the impression that behavior-
ism proved a fruitless dead end. Because it dealt with the limitations of be-
haviorism, psychology—and especially what came to be called cognitive
science—emerged ready to face squarely the problems of intentionality.
Ironically, it did so in some measure by filling the vacuum that economics
created when it turned its back on individual choice. Cognitive science be-
gins very much with experiments undertaken to reveal how individuals
make economic choices under laboratory settings, and how these choices—
behaviors—can be systematically affected by varying the conditions under
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which they are made. But the explanation of these systematic differences in
behavior could only be provided by hypotheses about expectations and pref-
erences, that is, desires and beliefs. The result was the explicit surrender of
behaviorism as a philosophy of experimental psychology. It should not be
surprising that such advances in psychology would eventually have an impact
among economists, very much changing their attitude to both the relevance
of psychology to economics and its prospects for improving prediction by
increasing the psychological realism of its assumptions.

The strategy employed in the research program of cognitive social psy-
chology is to subject a significant number of individuals to a choice problem,
in which rational choice theory dictates one choice as utility maximizing,
and the psychologist then observes whether the actual choices diverge from
the rational choice in systematic ways. For example, in an experimental
setting, subjects—often university students—may be given an amount of
money and then invited to use some of it to bid for a commodity in an
auction—something as simple as a coffee mug. In such a case the highest bid
a subject makes should reveal the contribution that owning the coffee mug
makes to his or her welfare, happiness, satisfaction, or utility maximization.
Now, in a second experiment, the same subjects are given free coffee mugs
and invited to auction the mugs off. In many replications of this sort of ex-
periment on large numbers of people for a variety of different objects or
amounts of money, the results are surprising, at least on the assumptions of
rational choice theory. When selling the mug they got free, the subjects de-
mand a significantly higher price for the mugs than their highest bids for the
same mug in the first experiment. What the experiment shows is that own-
ership of a commodity interferes systematically with the rational valuation
of its utility. In general, such experiments have confirmed the generalization
that agents suffer greater utility declines from the loss of a commodity they
already own than utility gains from acquiring the very same commodity. In
ordinary terms, other things being equal, people typically dislike losing
something more than they like gaining it. This explains why people won’t
bother purchasing replacement tickets when they have lost some, even
though the value to them of the event the tickets are for is greater than the
price of the tickets.

There are a large number of other such generalizations that have been
uncovered by cognitive science about systematic departures from purely
rational choice. In a similar experiment, subjects are given a choice be-
tween a small amount of money and an object, say, a pen generally known
to be worth more than the money. In such an experiment, some percent-
age of subjects choose the pen. When subjects are offered the same
choices, but an inferior third option is provided, say, a cheap pen worth

112 6—PROBLEMS OF RATIONAL CHOICE THEORY

0813345925-Rosenberg_layout  10/17/11  9:34 AM  Page 112



less than the money, the proportion of subjects choosing the more expen-
sive pen increases. Rational choice theory requires that the addition of an
option less attractive than either of the original ones should have no effect
on choice. Yet it systematically does. Over the past three decades, cogni-
tive scientists, and now, increasingly, economists, have conducted exper-
iments that have revealed such systematic departures from what rational
choice theory predicts when it is treated as a theory of individual choice.
The Nobel Prize in economics for 2002 was awarded to a cognitive scien-
tist and an experimental economist for their contributions to this re-
search program.

The immediate implications of this research for economics and psy-
chology and for their philosophies and methodologies are quite different.
The behaviors elicited in these experiments lead the psychologist to take
seriously the causal significance of internal mental states like expectations
and preferences, and to design further experiments to uncover the condi-
tions under which they appear to depart from perfectly rational expecta-
tions and preferences, and the amounts by which they do so. In this
research the controlled experiment employing large numbers of individu-
als subject to radically different stimuli is essential to ensure that depar-
tures from rationality are common and in the same direction for most
people. When a significant departure from the prediction of rational
choice theory is uncovered, the starkness of the choices and the large num-
bers of subjects provide a way of “canceling out” differences in individuals’
beliefs that might rationalize the apparently irrational choice in individual
cases. The generalizations that cognitive psychology can hope to uncover
by such experiments will be statistical and not subject to much refinement
just because of problems of intentionality. Transcending these limits will
require the resources of neuroscience in the study of individual differences
between people. Such studies may eventually enable us to explain and pre-
dict human behavior with improving accuracy, but only for one person at
a time.

Among economists, this research spawned a school of thought that la-
beled itself behavioral economics, reflecting its acceptance of the findings of
cognitive scientists about how behavior systematically departs from what
rational choice theory dictates. For example, experimental research about
differences in the way subjects value coffee mugs, depending on whether
they bid for them or offer them at auction, can be used to explain differ-
ences in economic agents’ willingness to sell a stock at a given price. Exper-
imental psychology reveals that whether the price represents a gain or a loss
is the real issue. Given the way people behave in the coffee mug experi-
ments, psychologists are not surprised to see the following pattern among
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investors: Two otherwise similar investors both own stock worth $10 a
share. One purchased it when it was $20 a share and the other at $5 a share.
The investor who purchased at the lower price is much more likely to sell
than the investor who purchased at the higher price. This fact is anomalous
in the light of rational choice theory. Agents’ expectations about the future
value of the stock is all that rational choice theory would allow to be
causally relevant to their choices! The immediate result for economics of
taking on the discovery that choices are irrational in systematic ways is of
course to enable it to explain the predictive failures of rational choice
theory. The medium-term results we might expect are improvements in the
realism of the theory’s assumptions that will enhance its predictive powers
for markets, industries, and other economic aggregates—just what the orig-
inal behavioral/instrumental interpretation of economics denied was nec-
essary or feasible.

Another area in which increased realism about the mind has had payoffs
for economic understanding is the role of differences in knowledge—that is,
well-justified beliefs—between buyers and sellers. A famous example, due to
George Akerlof, may help. Recall the assumption of complete information
required to derive the existence of an efficient market-clearing equilibrium.
Now, consider a simple model of the used-car market. In this model used-
car market, sellers know the real condition of their cars. They know in many
cases that the car is in good condition. Buyers do not know this, and what is
worse, buyers have some reason to disbelieve the assurances of sellers about
the condition of the used car. In any case, buyers cannot verify sellers’ claims
about parts of the car by observation or experiment—that is, a searching ex-
amination by an objective mechanic. From these assumptions, we can de-
rive the result that buyers will bid less than the full value of reliable used cars
and that sellers will have to accept these lower prices, since they cannot as-
sure buyers of their cars’ reliability. The result will be a suboptimal equilib-
rium in which the supply of reliable used cars will be too low (since the price
is too low), and thus sellers and buyers will be worse off than under com-
plete information. This model will not predict the emergence of reliable
used-car businesses such as CarMax in the United States, which warrantees
its vehicles. But it certainly helps us understand their success in retrospect.
For our purposes it is worth noting that it is difficult for an instrumentalist
about economics or behaviorist about the mind to take information seri-
ously, if it is to be found inside the head!

In Chapter 11 we will return to the problem of spontaneous order in eco-
nomic processes and in social institutions. We will see there how approaches
to choice that repudiate realism can actually help solve this outstanding
problem raised by Adam Smith’s powerful notion of an invisible hand.
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Introduction to the Literature ____________________________________

Any textbook of microeconomics provides a useful introduction to rational
choice theory, under the label the “theory of consumer behavior.” An excel-
lent history of the changes in utility theory is M. Blaug, Economic Theory in
Retrospect. For an informal introduction to the theory of expected utility,
consult B. Skyrms, Choice and Chance. An exposition of the theory with ap-
plications to political science is W. Riker and P. Ordeshook, Introduction to
Positive Political Theory. The thesis that rational choice theory can explain
everything of interest about human behavior is defended and illustrated in
Gary Becker, The Economic Approach to Human Behavior. Becker’s theory
involves a novel interpretation of the conventional theory, an interpretation
that he claims circumvents conventional criticisms of it, including those
treated in this chapter. A. Rosenberg, Economics—Mathematical Politics or
Science of Diminishing Returns? expands on these criticisms and also as-
sesses Becker’s “new” theory. An extract from Becker together with other
important papers on rational choice theory, including Herbert Simon’s no-
tion of satisficing or “bounded rationality,” can be found in J. Elster, ed., Ra-
tional Choice. H. Rachlin, “Maximization Theory in Behavioral Psychology,”
not only explicitly applies the theory of rational choice to animal behavior
but also shows the close similarity between revealed-preference theory and
operant behaviorism. D. Papineau, For Science in the Social Sciences, pro-
vides a philosophically sophisticated defense of rational choice theory as em-
bodying laws of human behavior.

Instrumentalists in economics and others who wish to insulate the disci-
pline from methodological scrutiny appeal to a famous paper by Milton
Friedman, “The Methodology of Positive Economics,” widely reprinted and
available in Ryan’s anthology, The Philosophy of Social Explanation. This an-
thology also contains an important criticism of Friedman’s views by Ernest
Nagel. The anthology by D. Hausman, The Philosophy of Economics, also
reprints Friedman’s paper, together with other influential documents on the
nature of economics. Hausman’s introduction to the subject is especially
helpful. M. Blaug, The Methodology of Economics, gives a convenient history
of the controversy that followed Friedman’s paper. Both Blaug’s book and
Hausman’s edited volume contain invaluable bibliographies. A relatively ad-
vanced but important discussion of rational choice theory is to be found in
two papers by A. Sen, “Rational Fools” and “Behavior and the Concept of
Preference,” both reprinted in his Choice, Welfare and Measurement. The
latter paper is also to be found in J. Elster’s anthology.

An excellent introduction to the increasing importance of cognitive science
to economics can be found in Matthew Rabin, “Psychology and Economics.”
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A classic and accessible example of how economists have begun taking in-
formation seriously is George Akerlof, “The Market for Lemons,” which ex-
plains why a used car is usually priced below its value to the buyer.

Steel and Guala’s The Philosophy of Social Science Reader includes several
articles of considerable import in the debate about the aims and limits of
economics: Harsanyi’s “Advances in Understanding Rational Behavior,”
one of Daniel Kahneman’s important contributions to behavioral econom-
ics, “Maps of Bounded Rationality: Psychology for Behavioral Economics,”
and Philip Petit, “The Virtual Reality of Homo Economicus.”
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C H A P T E R  S E V E N

Social Psychology and 
the Construction of Society

Interpretationalists have no interest in surrendering the belief/desire model
of explanation. They are required to provide an account of exactly how such
explanations work. They do so by invoking and analyzing the concepts of
rule, norm, and practice that connect individual intentional states to actions
and through them to social institutions. Interpretational social scientists in-
sist that this approach to explanation reveals its foundation in language and
its implications for the conventional character of a great deal of human life.

SOCIAL PSYCHOLOGY AND 
THE CONSTRUCTION OF SOCIETY

As a predictively improvable theory of human action, folk psychology leaves
much to be desired. Behaviorist attempts to circumvent its weaknesses seem
not to do much better. Nor do approaches that reject intentionality alto-
gether for some allegedly more experimental approach seem to hold out im-
mediate hope of greater predictive power. It is, of course, possible that
human actions are fundamentally undetermined by causal factors. For all we
know, people have free will—their intentions are beyond the reach of any
predictive theory because they are uncaused.

Opponents of a scientific approach to human action and its consequences
have occasionally employed free will as a premise in their arguments that no
causal laws about human action are forthcoming. For example, some argue
that since we have free will, human actions do not fall under any very strict
regularities, known or unknown. But such regularities are what causation
consists in, and what scientific explanation requires. Therefore, no scientific
theory of human action is possible.
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However, most social scientists and philosophers consider the doctrine
of free will too controversial to figure as the starting place in an argument
against a science of human action. They recognize that there may be philo-
sophically far fewer controversial explanations of why we cannot improve
on folk psychology’s predictions. Some of these critics of a predictive science
of human action may be motivated to find arguments against a causal sci-
ence of human behavior by the conviction that we have free will and/or by
the fear that such a science would threaten that conviction. But being moti-
vated to find an argument is not the same as actually finding one. An argu-
ment that we ought not to seek a predictive social science starts by
identifying a different goal for the human sciences. Instead of prediction,
they should aim at understanding and achieve it by uncovering meanings.

One such argument begins with this observation: even if our actions were
causally undetermined, our intentional explanations of our actions would
continue to be accepted as illuminating them. That suggests that such expla-
nations are not causal claims at all. If so, we should not treat folk psychology
as a causal theory or the forerunner to one, to be improved upon by the em-
ployment of experimental methods. We need to view intentional explana-
tions in quite a different light. If we can find the right way to understand the
theory, perhaps the problems and puzzles that burden the causal interpreta-
tion of folk psychology will disappear. They will turn out to have been
pseudoproblems, generated by the mistaken presupposition that in social
science our aim is causal knowledge or predictive improvement.

Here the reader may recall the interpretationalist position set out in
Chapter 2, “Rejecting Empiricism for Intelligibility,” which constitutes a
preamble to the antinaturalistic argument this chapter will examine. First
we sketch out the approach to explaining human action in terms of its
meaning, then we examine notions like rules and norms crucial to this en-
terprise. Finally, we consider, from the interpretationalists’ perspective,
whether this explanatory strategy can be reconciled with a causal treat-
ment of desires and beliefs. In this next chapter we turn to how the inter-
pretationalist parlays the importance of meanings into an entire theory,
not just about social science but about society itself. At the end of this
chapter, we will see how wide the gulf is between naturalism and interpre-
tative social science.

THE HERMENEUTICS OF HUMAN ACTION

Human action is explained by interpreting it, that is, by giving it meaning
or significance. That is not a new thesis; indeed, Plato argues explicitly in
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the Phaedo (99 a–b) that human action can only be so understood.
Hermeneutics—a term that originally designated a branch of theology de-
voted to the exegesis of the Bible—has in the past century or so been
pressed into service as a name for the science of interpretation in general.
Students of hermeneutics insist that explaining action is a matter of mean-
ing. It follows, therefore, that the methods of social science must reflect the
influence of the distinctive human capacity for language and the learning of
it. And the purely physical character of human behavior, whether captured
in causal regularities or not, must be relegated to subsidiary importance in
the social sciences.

Desires and beliefs explain action by making it intelligible, revealing its
meaning or significance. Thus, we often phrase a request for explanation
of an action in the words, “What is the meaning of this?” Of course we also
ask about the meaning of natural events: “Does that ominous cloud in the
west mean rain?” But this usage is metaphorical. Merely physical events do
not have meaning by themselves. When it comes to human ones, matters
are different. Hermeneutics takes the appeal to meanings quite literally.
Finding the meaning of an action is equivalent to deciphering a text. Deci-
phering a text requires that we understand the language in which it was
written. The language in which it was written consists in a series of rules. If
the text is a poem, then we need also to identify the rules that govern its
form—blank verse or rhyme, Italian or English sonnet, sacred or profane,
and so forth. Once we have learned all the rules that govern the text, we
know its meaning. There remains but little that the specific intentions of
the author can add to our understanding of the text. Why the work was
produced on one day rather than another may be of interest to the biogra-
pher and literary historian, but knowing the rules that govern the poem’s
meaning cannot give us this information. If our aims, however, are not to
predict when a poem will be produced but to understand it once it has
been written, this information may be of passing interest only. All the ac-
tion is in discovering the rules.

Social science seeks the meaning of actions and events composed of them.
Thus it needs to identify the rules that give these things their meanings. Un-
like the rules of grammar, these rules, or norms, are usually unwritten, im-
plicit, complex, and hard to state fully. Uncovering them and the meanings
they convey is far closer to an activity like literary criticism than it is to nat-
ural science. The role of meaning in understanding human affairs explains
why desires and beliefs are what we seek when we set out to account for ac-
tions. It explains our unswerving commitment to folk psychology and to its
immunity from “scientific” criticism or “improvement.” Recall the logical
connection argument of Chapter 4. Desires, beliefs, and actions are logically
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connected in virtue of their intentional content, for the content of each
implicates the others. That does not preclude the existence of a causal con-
nection among them, as we saw. But it makes clear that the connection
among them hinges on the sentences they contain and therefore on the lan-
guages in which those sentences are expressed. The causal connection, if
any, among them are sidelights to the intelligibility that such linguistic con-
nections provide.

In fact, according to some philosophers, the very notion of linguistic
meaning must be understood in terms of desires, beliefs, and actions. The
idea that actions are explained by giving their meaning thus reflects a basic
fact about meaning in general. Therefore, far from being metaphorical, in-
tentional explanations are the basis of linguistic meaning. When I nod my
head in answer to your question, “Are you thirsty?” why does that mean,
“Yes, I am thirsty”? First, because I want you to believe that I am. But I could
have gotten you to believe that by making you notice the sweat on my brow,
my parched lips, and my swollen tongue. And those phenomena don’t
mean, “I am thirsty”; they are just indications of thirst, evidence for my be-
ing thirsty. So meaning requires more than indicators. That’s why dark
clouds don’t really, literally, mean it will rain. The nodding means “I’m
thirsty” because it got you to believe I am, and because it got you to believe
that I wanted you to believe I was thirsty, and finally, because I wanted the
nodding to get you to have both beliefs: that I was thirsty and that I wanted
you to believe I was. It’s hard to keep these nested beliefs and wants straight,
but each part is necessary to distinguish linguistically meaningful action
from symptoms, signs, and indications of what we believe and want.

This analysis, however, leaves something crucial out. Why did I choose
nodding my head instead of, say, shaking it to express assent to your ques-
tion? Because I believed, correctly, that there is a rule in our language: ex-
pressions of assent are given by nodding; expressions of dissent are given by
shaking. And though the story about the nested beliefs and desires was cru-
cial to my actions’ having the linguistic meaning of assent, the most signifi-
cant factor in my nodding was my recognition of this rule. Like all the rules
of language, this one reflects a fact about my linguistic community, a fact
that anyone who hopes to understand my language needs to learn.

Here then is the key to understanding human action, that is, meaningful
behavior. We need to identify the rules and norms under which it falls be-
cause they are what give it meaning. The rules under which actions fall are
reflected in the intensional content of the desires and beliefs that lead to
them. That is why desires and beliefs explain action. Human action is thus a
matter of following rules, and honoring norms, and the aim of social science
is to uncover these rules and norms.
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Written rules and unwritten norms are facts about communities. Linguis-
tic rules are facts about members of a linguistic community; chess rules are
facts about the community of chess players. Traffic rules are facts about
drivers, pedestrians, police officers, judges, and so on. Rules range from the
obvious, such as drive on the right, to the esoteric, such as that paintings of
the Annunciation of the Virgin always show her on the right. They range
from the specific, like “i before e except after c, or when sounded like a as in
neighbor and weigh,” to the general, like [L]: “If you want d and believe that
action a is one means to attain d, then do action a.” Often rules and norms
operate in mores and practices that are hard to articulate, even by those
whose actions they govern. Like complex rules of grammar, we can’t state
them even though we can unfailingly detect violations of them.

To the extent that [L] governs behavior, it does so as a rule, not a law.
How do we know? Like all rules, [L] has two features that no causal law
has. First, we can break it; and second, breaking it is punishable. These two
properties of rules are related, of course. For if we could not break a rule,
there would be no need of a punishment to encourage compliance. In the
case of many rules, the punishment is obvious. Break the traffic rules, and
you are liable to fines—or worse. Break the rules of bridge, and you will
lose points. Break the marriage rules in your tribe, and you will be ostra-
cized. The punishment for breaking [L] is less obvious: you will be stigma-
tized as irrational, treated as subject to weakness of will or some other
mental malady.

The fact that rules can be broken and that they come with enforcement
provisions is reflected in their grammatical mood. Rules are often expressed
in terms like “Do this” or “Do not do that.” They are imperatives. There are
also rules that permit, instead of precluding or requiring, although they are
of less interest than the imperative ones because mere permissions don’t ex-
plain as much as prohibitions or obligations. It is because rules and norms
have enforcement provisions that they are facts about a community, for it
takes a community to see to it that people comply and are punished for fail-
ing to comply. The explanatory power of a rule rests on enforcement of
some kind or other and, thus, on a community that recognizes the rule and
ensures compliance to at least some limited extent.

To see the need for sanction if a rule is really to be explanatory, con-
sider an example. Suppose that I always wear a tie to class. You ask why.
Suppose I respond, “Well, I have a rule I impose on myself: On days that I
teach, I have to wear a tie.” But you will rightly complain that my rule
doesn’t explain why I wear a tie when I teach. At most it identifies the be-
havior as an action. What if I add that when I violate this self-imposed rule,
I fine myself $10, by tearing up a $10 bill. Does that explain my behavior?
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No. In fact, now you have another question: “Why do you impose this fine
on yourself?” You want to know what forces tie wearing upon me, which
must be some community-based sanction. But if I say the college has a rule
that professors must wear ties to class, and the fine is $10, then my behav-
ior is explained.

Nevertheless, keep in mind that though the rule has explained my action,
it can be broken at the cost of $10. Sometimes I break it and get away unno-
ticed by the proctors. This imperfect enforcement does not deprive the rule
of its explanatory powers with respect to days when I teach and do wear a
tie. That is an important difference between explanation by rules and expla-
nation by causal laws. The rules retain their explanatory force even though
they are sometimes broken, even though violation is not always detected or
punished. By contrast, a generalization violated as often as a rule is would
lose its causal explanatory force even for the cases that are in accord with it.
But someone else’s violation, even repeated violations, doesn’t deprive my
compliance with a rule of meaning as an instance of rule following. That’s
why the rule breaker’s violation doesn’t affect the rule’s explanatory power
with respect to my behavior, even if the rule breaker doesn’t get caught.

In fact, imperfect enforcement may be essential to the claim that explana-
tions of human action cite rules, not laws. Imagine a rule that was always
successfully enforced, one that could never be violated without the perpe-
trator’s being punished. Call this rule R. In such a case we would have an ex-
ceptionless generalization:

Rule R is always followed or the violator is punished.

We wouldn’t need rule R to explain actions in accordance with rule R. We
could just cite the general law, for instance, that teachers wear ties or are
punished. But that is just the sort of generalization that interpretationalists
deny we can ever find in human action. What is more, it is just the sort of
thing that naturalists search for. A perfect record of rule enforcement could
be attained only by nonhuman agencies, superhuman ones, or purely me-
chanical ones. A human enforcing any rule would have to do so as a rule fol-
lower. But any rule could be broken, including the rule to enforce rule R.
Thus the record of perfect enforcement could be interrupted as well. If that
is correct, rules must necessarily suffer from the possibility of imperfect en-
forcement. But that means that showing someone getting away with violat-
ing a rule or a norm does not deprive that rule of explanatory force for
someone else. That is, violation cannot deprive rules of their explanatory
force, if they have any to begin with.
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Only a few of the rules and norms we follow are consciously in our
minds when we are following them. There are rules that many of us could
not formulate correctly even though we follow them scrupulously. Other
rules are so evident that they may never have formed themselves into words
in our minds. Some of them are silly, like, Don’t spread peanut butter on
the soles of your shoes before vacuuming the carpet; others are complex,
like the rule that governs the use of “who” and “whom,” a rule few can state,
though many obey. Nevertheless, the rules that explain our actions must
somehow be represented within us. Rules and norms would not explain our
behavior if we merely acted in accordance with them by accident or
through the operation of some kind of causal mechanism. If rules do ex-
plain our behavior, it must be that we act “out of” a recognition of them,
though it may be nothing more than an unconscious recognition. It must
be the case that we could formulate the rule or norm, given the right setting
and enough time and thought. Otherwise, how could rules work to give
meaning to the actions they explain? Thus, rules have to have some sort of
intensional existence in our minds. Moreover, any other kind of existence
would make it hard for us to “break” rules—to ignore them. A wholly non-
mental existence would turn a rule that most people followed into the be-
ginnings of an unbreakable causal generalization, ready to be refined in the
direction of an exceptionless law.

Though sociologists and anthropologists help themselves to the concept
of rule and norm as we have articulated, it has been largely left to philoso-
phers to attempt to produce a more perspicuous and explicit account of
what a social rule or norm is. Doing so enables interpretative social scien-
tists to identify the conditions under which they operate, and to distinguish
them from social behavior that is not norm-guided, as well as reveal how
they give meaning to and explain human affairs. One such theory, devel-
oped by Christina Bicchieri, makes clear how social norms and rules de-
pend on beliefs and desires, and in fact on the way beliefs and desires
explain action. And it makes clear how rules and norms differ from regu-
larities about behavior.

A sketch of Bicchieri’s analysis begins with some statement of a rule—for
example, Stop at red octagon road signs, or Professors must wear ties to
classes. Call this rule R. What would make R a social rule or norm that ex-
plains behavior in accordance with it? As we noted above, it is not enough
that one person impose it on himself to make it such a social norm, and im-
posing it on oneself certainly doesn’t explain action in accordance with it.
Bicchieri argues that R is a social norm for an individual a, in a population of
other people, if the following conditions hold for R and a:
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First, a knows that R is a rule, and that it applies in certain situations—in
this case to professors teaching classes or people coming to stop signs.

Second, a wants to or prefers to conform to R in these situations, on the
conditions that:

a believes that enough of the other people conform to R in these situations,

and

a believes that enough of the other people expect a to conform to rule R,
and in some cases the other people may prefer that a conform to R and may
even sanction violations of R by a.

The two parts of the second condition reflect the difference between so-
cial norms and private rules. What makes a prefer conforming to the rule is
a’s beliefs about other people’s beliefs and desires. “Expectation” in this
analysis is not merely predictive, it can also be “normative”: a may believe
that other people not only predict that a will conform to R but will disap-
prove if he does not, or even punish his nonconformity.

Bicchieri notes that a rule can be a social norm even when no one in the
social group is acting on it. She also wants to allow for incomplete conform-
ity to rules. That is in part the source of the qualification to the second con-
dition that “enough of the other people conform and expect a to conform.”
“Enough” as opposed to “all other people” allows for the incomplete con-
formity that characterizes all social rules, including the examples noted
above. Notice that a’s other beliefs and wants are relevant to whether a con-
forms to R, and that a may even be mistaken about whether R is a social
norm, if his beliefs about others are mistaken.

Bicchieri provides a nice example that illustrates how beliefs about social
norms work to explain behavior even when the agent who governs his be-
havior by them is wrong about whether a rule is a norm: in some social
groups there are a few “prudes,” a few individuals who conform to a social
norm against premarital sexual relations, because they satisfy the conditions
above, owing to false beliefs about most other people’s expectations. In fact
it may be that most people in the group actually engage in such practice and
use contraception so that the consequences of rule violation do not obtain. It
is characteristic of norms that norms exist and have force for the prudes ow-
ing to these people’s own beliefs and desires. They mistakenly believe that
enough others conform to the rule against premarital sex, and mistakenly
believe that these others expect them to conform to it. Thus norms can exist
even when no one is acting in conformity with them, and they can still have
an important explanatory role even when this is the case.
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CAN WE RECONCILE RULES AND NORMS WITH CAUSES?

It is tempting to suppose that the fact that rules and norms must somehow
be represented in us, our beliefs and desires, makes for a possible line of rec-
onciliation between causal explanation and the explanation of action as
meaningful. Our recognition of the rules governing our actions is in some
way at least part of the cause of the action. Thus, when social scientists
search for the rules that make behavior meaningful, they are also engaged in
a causal inquiry, within limits. It can’t be denied that deciphering the rules
governing people’s behavior increases to some extent our ability to predict
it. How could that be, unless our learning what the rules are that “govern” an
activity reveals to us at least something about its causes?

It is certainly true that learning the rules governing, say, a ritual enables
us to improve predictions of the behavior of the people acting in accordance
with it. So determining the meaning of actions provides some causal knowl-
edge. But, the interpretationalist argues, these concessions miss the point of
the social scientist’s interest in rules. Improvements in predictive power with
respect to human actions are a relatively unimportant by product of our
study of human behavior. Our dependence on minimal causal hypotheses
reflects nothing of importance about the kind of knowledge social science
aims at. Understanding the meaning of a stranger’s actions provides predic-
tive knowledge only up to the limits of our own quite weak powers of pre-
dicting one another’s actions. In any case, prediction is not the aim of such
understanding.

Consider the way anthropologists proceed in the attempt to understand
the behavior of an utterly foreign people. They begin, of course, by trying to
learn the people’s language, that is, the rules governing their speech acts.
To do that, they must first assume that the noises the people emit are ac-
tions, that is, that the people are following the rule expressed by [L].
Whether treated as a causal generalization or a rule, [L] is pretty vacuous.
That is a serious problem for a causal reading of [L], as we have seen. A vac-
uous generalization that can be embraced no matter what behavior occurs
has no causal explanatory power. But that is no problem for the view that
treats [L] as a rule usually followed but sometimes violated. In fact, if we set
out to learn the foreigners’ language, we must attribute [L] to them. And
the only evidence that could lead us to deny [L] as a rule for these people is
to conclude that their noises do not have meaning, but nothing would make
us surrender the assumption that they do. So [L]’s vacuity is thus essential
to its function.

To see the function of [L], suppose that, without the aid of a translator, we
begin to learn our subjects’ language, but our translations of their remarks
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always come out as falsehoods. For example, although the sun is shining, our
translation of their noises comes out as, “It’s raining.” Someone who has just
had three helpings of a dish and cleaned his plate each time says something
that gets translated as, “What a revolting dish. That tasted terrible. It must
have been spoiled, and it was too spicy to eat.” If most of what the foreign
people say comes out as false, the fault must lie with our translation of what
they say. Either that or the people are fundamentally irrational—that is, we
cannot identify the meanings of their actions. Since social science commits
us to treating actions as meaningful, it commits us to treating people as ra-
tional most of the time. It commits us to the truth of [L] for all people. Thus
the fault must indeed lie in our translation. We have not yet learned the na-
tives’ language.

Learning their language is a precondition to learning all the other rules
that make foreign people’s actions meaningful. Therefore, [L]’s role as a
truth we would not give up, come what may, is crucial to the method of so-
cial science. As we learn more of the language, we find ourselves able to
learn more of the rules that govern behavior in the society. Finally, we reach
the point where we can predict every step in the religious ritual of the lead-
ing cult among our subjects. The rules we have learned make each of the
actions in the ritual meaningful. They enable us to make quite precise pre-
dictions about the order, duration, topography, location of the actions. But
notice, the predictions are no better and no worse than those that natives
have always been able to make about this ritual. In fact, they are exactly the
same as native predictions. Our anthropological inquiry has brought us to
the point of knowing the detailed folk psychology of our subjects. Beyond
this point, improvement is not possible, and more important, it is not neces-
sary. For the success of our explanations is not judged by predictive success
or its improvement.

The search for causes and the search for meanings part company at this
point. Our own folk psychology and that of other people reach a certain level
of predictive precision and stop. A naturalistic approach, which seeks causal
knowledge, cannot stop with folk psychology. It must continue to demand
improvements in predictive knowledge. Such improvements are the marks
of further discoveries about the causes of behavior. But the improvements
can only be secured, if at all, by approaches that ignore the meaning of ac-
tions. For we know the whole meaning of the action, so there is no more
about it to discover. Thus there is no further insight about meanings that
could help, and causes that add nothing to our understanding of meaning
are of no interest to a social science.

Rule-following action is indeed caused by beliefs and desires, in which the
rules are represented. But as we have seen, there are no natural laws con-

126 7—SOCIAL PSYCHOLOGY AND THE CONSTRUCTION OF SOCIETY

0813345925-Rosenberg_layout  10/17/11  9:34 AM  Page 126



necting beliefs and desires with actions, neither at the level of the greatest
generality, [L], nor at the level of the narrowest precision—like traffic rules.
That means that when I explain someone’s stopping for a red light by ap-
peal to her beliefs and desires, her recognition of the authority of the traffic
rules the light reflects, I am committed to no causal laws about traffic rules
and behavior. There is no causal law about how the beliefs that the light is
red and desires not to violate the law that invariably combine to cause appli-
cations of the foot to the brake pedal. I can be certain there are no laws about
events that fall under these descriptions. For I know that people run red
lights all the time, even people with the right beliefs and desires.

I admit that there may be some large number of generalizations in neuro-
science about how my brain works that explain the movement of my body.
Neuroscience may even be able to explain how my perceptual apparatus and
my central nervous system work to connect the beliefs and desires to the ac-
tion on any particular occasion. But the set of such laws will differ from oc-
casion to occasion. More important, the laws will not connect the beliefs and
the desires to the actions under their descriptions as beliefs, desires, and ac-
tions. They will connect them under descriptions of electrochemical and
molecular changes in the brain and movements of the limbs. And such con-
nections cannot show the meaning of applying the brake.

Of course, there is a causal mechanism underlying human action. But
knowing everything there is to know about that mechanism won’t elucidate
the significance of actions. That is what makes even the complex underlying
causal mechanism relating meanings to actions irrelevant to their explana-
tory function. The reliance of meanings on causes is no grounds for a recon-
ciliation between them. All the causal mechanism does is to justify a singular
causal judgment, that the desires and beliefs the agent had on that occasion
were part of the cause for the action she then undertook. The causal mecha-
nism does nothing to throw light on the meaning of what she did.

The philosophers who advanced the logical connection argument we ex-
amined in Chapter 4 provided a similar argument for the claim that causal
information plays no role in explaining action, even when we accept that ac-
tions are caused. They held that to identify something as an action in and by
itself precludes the very possibility of a causal explanation of it. That isn’t
quite the radical thesis of free will, that our actions are uncaused. It’s the
claim that they are not causally explainable.

The argument that causal explanation of action is impossible proceeds by
example. One favored example is the action of signing a check. Every time I
do that, the action is caused. But there can be no law or laws that cover every
case of check signing and connect it to some invariable prior event. Why
not? Because I can sign a check in a vast number of different ways: with my
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left hand, my right hand, my left foot, in block letters, in script, with a pen-
tagraph, ink, pencil, red pencil, large signature, small signature, and every
size in between. I can even sign electronically by checking a box on a com-
puter screen. Any way I do it, it will still count as a check signing. But each of
the different ways is a different movement of my body. As such, it will be
caused by a different set of prior events. Recall the maxim of common sense
and science: “Same cause, same effect.” Hume, of course, made this idea the
cornerstone of his analysis of causation. One event cannot be the cause of
another if repetitions of it are not followed by other cases of the effect. The
contrapositive of this principle operates here: different effects, different
causes. But if each act of check signing is caused by a different set of prior
events, the check signings must be linked to the differing causes by different
laws. If there are an indefinite number of different ways of signing a check,
there must be an indefinitely large number of different causes, one for each
of these different effects. There must, therefore, be an equally large number
of different laws required to connect them. But that means that there can be
no finite set of generalizations connecting the general class of events of
check signing to any other general class of prior events, no causal laws of
check signing, and no causal explanations of it. A fortiori, the explanations
of what I am doing when I sign a check are not causal and don’t hinge on
any causal regularities.

Like the logical connection argument examined in Chapter 4, this argu-
ment is too strong, but it still makes an important point. At most it shows that
actions cannot be causally explained as actions. That is, once we have de-
scribed a movement of the body as an action, we cannot, on this argument at
least, give it a causal explanation. For the causes of what happens in and to the
body do not explain its movements as an action. Every event has more than
one possible correct description, and any event described as an action can also
be described in terms that do not bring it under the label action. An action can
be described in terms that treat it as a purely physical event. As such, it is open
to a causal explanation and perhaps even a simple one at that. The last time I
signed a check, the action was identical to a particular movement of my arm
under specified circumstances. The movement of my arm was subject to a
purely causal explanation. The next time I sign a check, the movement of my
arm will differ, and the resulting shape of the signature will be different. Since
the events to be explained differ, the causal explanations of these two events
will differ too, in initial conditions—the prior state of my body—and perhaps
also in the particular physiological laws involved. And if the number of ways
the action of check signing can be accomplished is finite, then there is in prin-
ciple a single causal explanation for all cases of check signing: just put together
in a monster general law all the different causal laws governing each of the fi-
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nite number of movements that exhaust the ways I can sign a check. To block
this possibility, the number of different ways it is possible to sign a check must
be infinite, not just an indefinitely large number. But the number of ways of
singing a check isn’t infinite, is it? So, a causal explanation for the general class
of events of check signing is—in principle—possible.

But that is a hollow victory for the cause of reconciling causes and mean-
ings. The number of ways of discharging any action is at least vast, though
perhaps not infinite. Therefore, the complete causal explanation of an ac-
tion will be too long and complicated to be of any use—it will not help explain
an action because it will be too complicated to absorb. More important, it
will not improve our predictive powers beyond those of folk psychology be-
cause it will be too difficult to establish the neurophysiological initial condi-
tions; it will be too difficult to complete the complex calculations from these
conditions to the predicted movement of the body before it actually takes
place. Thus, the causal explanation of action is not, after all, logically, con-
ceptually, and philosophically impossible; it’s just physically, technologi-
cally, and practically impossible.

Nevertheless, we do actually succeed in explaining actions. And we do so
by citing the rules they fall under. These rules explain because they render
the actions intelligible to us. But how and why does knowing the rule under
which an action falls make it intelligible to us? And what does intelligibility
consist in anyway? These are two abstract philosophical questions that social
scientists think they can neglect. Before the end of this book, we shall return
to them and show that they cannot be avoided. Answering them brings us
face to face with some central problems of epistemology.

THE SOCIAL CONSTRUCTION OF SOCIETY

Social science is more than the study of individual actions. In fact, to the
extent that actions are the result of following rules, they must involve other
people. For rules come with enforcement clauses, and enforcement re-
quires others. Many sociologists and some philosophers hold that by put-
ting together rules we learn about in examining a society, we can identify
the particular roles and institutions that characterize it. More important,
once we recognize that institutions and social roles are constructed out of
rules, our whole attitude toward society must change, as we will discuss.
Some go on to argue that, with this change, the goals of social science must
change as well.

Societies differ in their institutions. But an institution is not a building or
a physical entity of any sort. It is constructed and maintained by the actions
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of individuals. One of the things the anthropologist uncovers about the soci-
eties studied is their distinctive institutions. The anthropologist does so by
identifying the rules individuals obey and determining how the rules com-
bine with one another to generate roles, like judge, or bridegroom, or step-
mother, and how the roles combine with others to generate institutions like
law courts, wedding ceremonies, and adoption. Just as some theories are de-
voted to explaining the meaning of individual actions, others are devoted to
explaining the cultural meaning of institutions. A ceremony, for example,
may be illuminated as a ritual whose meaning is unknown to its actual par-
ticipants. Thus the meaning of the actions of participants in the ritual may
not explain it. Rather, the anthropologist must uncover the real meanings
that the ritual symbolizes. These meanings may not be directly represented
in the head of any participant. Thus the illumination the real meanings pro-
vide can hardly be causal explanation.

Some of the symbolic meaning of our own rituals or other institutions
may strike us as obvious and uninteresting. Indeed, much of what the sociol-
ogist or anthropologist can tell us about our own society seems banal. Simi-
larly, much of what is exciting to us in reports about another culture would
seem quite banal to members of the society whose character is reported to us.
For this reason, it is sometimes suggested that when we have found the
meanings interpretationalists seek, we have learned only obvious platitudes
and nothing really new and deep either about ourselves or about others. In-
terpretation, it is said, uncovers only banalities. But in identifying the roles
and institutions characteristic of our society and the different ones charac-
teristic of others, sociologists and anthropologists may have further aims be-
yond mere redescription of the obvious that explains it. And in these aims
lies the defense against the charge of banality, as we shall see below in this
chapter and even further in Chapter 8. In brief, however, showing how rules
in people’s heads constitute human affairs and the institutions through which
they proceed, the anthropologist and sociologist reveal the conventional
“constructed” nature of society and thereby show that it can be changed, re-
vised, reformed, or overthrown. This is a far from banal outcome.

Although social scientists who argue for the constructed character of so-
ciety have not been as explicit about the matter, some philosophers have
tried to identify the specific ways in which all social institutions are depen -
dent on intentionality, as it figures in language and thought. The version of
this analysis that combines care and influence is due to John Searle.

Unlike natural phenomena, social institutions like money, private prop-
erty, marriage, and political elections exist only owing to the beliefs and de-
sires of human agents. The explanation for this fact about social institutions
is that their existence consists in our having thoughts about them and act-
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ing upon these thoughts. Searle calls the first fact about institutions their
“observer-relativity.” Paper currency is such an “institution”: pieces of paper
would not be dollar bills and pound notes unless there were sentient agents
who observed them and treated them as such, and had thoughts about them
that lead to actions of various sorts. Second institutions like money or mar-
riage have “ontological subjectivity”—“ontological” meaning roughly how
something exists. Something is ontologically subjective only when its exis-
tence consists in the beliefs and desires of sentient creatures. So money and
marriage exist only because of people’s beliefs about and desires regarding
them. Searle and other social constructivists emphasize that we can have
perfectly objective knowledge about the nature and behavior of ontologically
subjective things like money, marriage, corporations, and sports teams.

The question that theories of the social construction of society answer,
according to Searle, is how such subjective things can exist and have in-
fluence in a world consisting only of physical things. This question is not so
urgent for other social constructivists, since they don’t share Searle’s as-
sumption that the only things there can be are physical things, so that hu-
mans and their minds are material objects and have no nonphysical
properties. Searle means his analysis of the social construction of society to
be at least compatible with naturalism about human action and the institu-
tions it results in. But the way in which he shows how human language, re-
flecting beliefs and desires, produces human culture, can be accepted even
by philosophers and social scientists not troubled by his insistence that all
these social facts are also natural biological ones.

Recall from Chapter 4 that an intentional state is a belief or a desire or
some cognate mental state that has content, is about something, is directed
at an object of thought. When the intentional states of two or more individ-
uals are directed at the same things, have some of the same content, and are
also about one another’s intentional states, the resulting collective intention-
ality constitutes a social fact, according to Searle. Collective intentionality
coordinates many people’s beliefs and desires, and so results in combina-
tions of individual actions that constitute institutions. The rules governing
red octagonal stop signs are a simple example: there is nothing particularly
“Stop!”-ish about such signs; yellow downward pointing triangles could
have chosen to express the command “Stop!” Coordinated beliefs and de-
sires turn into an institution when they confer a function, purpose, role, on
some physical thing or on some behavior of people. A thing or an action
comes to have a certain status, the status of having a certain function for
people. There is nothing more to a “status function” than people collectively
according the thing or the behavior the “status” described by its function.
Take an action like bending from the waist. This is a bow, and not a spasm,
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when and only when that status of being a bow is conferred on the move-
ment by the beliefs and desires—the intentional states—of more than one
person. The simple institution of the bow exists owing to the collective as-
signment to a bodily movement of a function—showing respect.

Note that functions can be assigned by collective intentionality to people,
things, words, movements of the body, and many other things, regardless of
their physical structure or composition. Collective intentionality even cre-
ates money without any currency or physical tokens at all. All that is re-
quired is an accounting system toward which enough people adopt the same
collective intentional attitudes.

What is more, according to Searle all human institutions are built up out
of nested status functions. Consider marriage as an institution: like many
others, it is built up out of more and more specialized speech acts, each of
which has a unique status function. First we need to collectively agree on
conferring English or other languages’ word meanings on certain noises that
come out of our mouths. Then we need to collectively confer the status or
function of promising on some of those words. Then we collectively confer
on some promises the function of making a binding contract. And eventu-
ally, we confer on some contracts the function of being marriage contracts,
and then we confer on some person and some words the status functions of
solemnizing marriages by pronouncements such as, “I now pronounce you
man and wife.” Every institution in every culture is a (set of) status func-
tion(s) that things or behaviors have imposed upon them by collective inten-
tionality in the form of rules or norms that enough people agree on as
constituting the institution.

Searle in fact argues that all the institutions of human civilization thus ex-
ist owing to linguistic meaning conferred on noises and inscriptions by col-
lective intentionality. At the outset of every social institution there is one or
more verbal declaration made by someone accepted by enough others as
having the right or the authority or the power to make the declaration. No-
tice how central this makes learning a language to identifying and under-
standing the ways in which a culture’s institutions work. Whether Searle is
right in this more radical view, his step-by-step construction of institutions
from actions constituted by statements—what Searle calls “speech acts”—
such as “I promise,” for example—gives us a concrete target for any debate
about the extent to which every human institution is contracted. What is
more, it also becomes clear that treating institutions as constructions along
the lines Searle has identified makes the prediction of exactly how they reg-
ulate or influence our actions no easier than predicting people’s speech acts.

What is the source of the obligations to obey that come with these decla-
rations, through which Searle says all institutions are created and main-
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tained, and get their imperative force? What gives the speech acts and the
social facts they create their “deontic powers” (“deontic” meaning having to
do with duties and rights), as Searle calls them?

Saying “I promise,” or “We the jury, find the defendant innocent,” or
“You’re out!” is a speech act—that is, when said by the appropriate person in
the appropriate circumstances, it is an action that achieves its outcome
merely by being committed: all you have to do to incur the obligation to keep
a promise is to sincerely say the words. To promise is to successfully commit
oneself to discharge an obligation. Similarly, to find a defendant innocent in
Anglo-Saxon jurisprudence is to be duly authorized to say those words, “We
find the defendant innocent.” The words alone, duly said, thereby insures the
person against subsequent trial on the same charge. “You’re out!” uttered by
an umpire thereby makes a player out, and the player is obligated to leave the
field. Speech creates the deontic power, the moral, political, social authority
by which institutions derive their power over us.

Here we may link Searle’s account of how social institutions are con-
structed to Bicchieri’s analysis of the nature of social norms. Institutions are
sets of what Searle calls “status functions.” Things and actions are accorded
the function of having a certain social status—being a promise or a deed of
title to a car—when enough people have beliefs about enough other people’s
expectations and desires, especially beliefs about deontic powers; the obliga-
tion is that everyone has to act in accordance with the status functions belong-
ing to the thing or the action. These beliefs and desires are themselves created,
according to Searle, by speech acts committed by someone everyone recog-
nizes to have the authority to create status functions by their declarations.

Now it may become clear why norms and institutions are often said to be
constructions. One of the aims of social science is to probe the inevitability
or contingency of social arrangements. Do social institutions represent the
operation of forces beyond individual control, whose origins are not in hu-
man choice, whose continued existence is also beyond our control, and
whose character controls and constrains our social behavior? Or are the fea-
tures that characterize a society dependent on the choices and actions of its
members, so that by choosing differently we may change society? People
who hold the latter view often describe social roles that appear to constrain
people as “constructions” or the results of “negotiation.” The conception of
institutions and roles as resulting from the interconnection of human ac-
tions governed by rules and norms is often thought to substantiate this view.
Action is “voluntary.” That is, we can violate the rules that give it meaning.
Indeed, people acting together can change the rules that give their actions
meaning. Thus, they can change the institutions that result from their inter-
actions. New authorities can gain recognition and make new declarations,
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creating new status functions with new deontic powers. The task of inter-
pretational social science is to identify what social groups and individuals
have constructed.

In a clear sense then, social institutions are not “inevitable”; they are con-
structions, albeit often unnoticed ones, which we mistake for facts fixed and
independent of human decisions.

Many social scientists believe that answering this kind of question about
the nature of social phenomena is central to the aims of their disciplines. For
them questions of predictive success are marginal or even irrelevant to the
tasks of social science. The inquiries of interpretationalist social scientists are
distinctly nonexperimental. Their focus on language is just the sort of inquiry
forced upon us if we take seriously the demand that social science explain the
meaning and significance of action. Of course, there are many who are likely
to be impatient about such absorption with language. The results of an exam-
ination of ordinary language must perforce appear banal: telling us what we
already know about our own language and nothing new. And the study of the
jargon of sociology or anthropology will seem a species of self-indulgence.
Both may be viewed as a distraction from the serious problems of social sci-
ence. Skeptics about this approach are also likely to complain that questions
about whether social concepts are constructed, negotiated, or neither are no
more answerable than many of the traditional problems of philosophy. But
for interpretationalist social scientists, the philosophy of language is as im-
portant as the study of differential equations is for physicists.

To say that social institutions are “constructed” means roughly that they
do not exist independent of people’s actions, beliefs, and desires—their rea-
sons for acting. On one interpretation, this claim may not be controversial,
for all will grant that without people there is no society, and thus no social
roles to be filled by people. The claim becomes controversial when we add in
the idea that people can do otherwise than what they in fact have done hith-
erto. They can violate the rules that constrain their actions, and they can
construct new rules. That makes social institutions we may have thought
were natural and unavoidable look artificial and revisable. If that is a fact
about society that human agents haven’t noticed, then it is far from a banal
fact. Bringing it to the attention of people may have profound effects on
them and society. Much of this realization follows, not from empirical inves-
tigation, but from reflection on the nature of human action, the concept of
rules, and the analysis of social facts.

One of the main targets of this “constructivist” approach to social science
has been naturalistic social science, which it opposes. The institutions of nat-
ural science are expressed in norms and rules demanding controlled exper-
iment, observation, causal hypotheses, “objectivity,” and predictive success
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as a test of knowledge. These rules have traditionally been viewed as reflec-
tions of the way the world is, not our choices about how to study it. They
are the means dictated by the nature of phenomena, which determines how
we can learn about the world. The constructivist holds that in fact these rules
do not reflect any independent truths about nature. They are simply social
constructions, consciously or unconsciously contrived and inculcated, but
lacking in any foundation independent of human thought and action. We
need to recognize that the scientific method, like other social institutions, is
a human construction with no special claims to objectivity. Once we have
recognized that, we will be freed from the mistaken belief that the scientific
method is the only way to acquire knowledge or even the appropriate way to
do so in social science.

Thus, the reply to the charge of banality combines two claims: First, the
ultimate aim of social science is not simply to discover the rules that give the
meaning of our actions but to show what the nature of social phenomena
really is. Second, discovering the nature of social phenomena helps explain
why naturalistic social science is so sterile. The discovery shows, on the one
hand, why naturalism has failed to provide a “science” of human behavior
and, on the other hand, why such a science would not satisfy our human in-
terests in the meaning of our actions anyway.

Cross-cultural anthropology has provided a quite effective way of indicat-
ing the arbitrariness or artificiality of features of our society that people take
to be immutable and unchangeable realities. Ethnologists often can show that
an institution characteristic of our society has very different features in an
otherwise similar culture or does not even exist there at all. By doing so, the
anthropologist offers a powerful argument for the institution’s dependence
on our choices and actions. It should be no surprise that ethical, epistemolog-
ical, and theological relativism is the chief legacy of twentieth-century cul-
tural anthropology. Merely by showing that other societies have survived
with institutions different from our own, anthropologists have called into
question the “objectivity” of institutions. Now that it has become more diffi-
cult to undertake anthropological studies in Third World countries, cultural
anthropologists have turned their attention to subcultures in their own soci-
eties, especially ethnic minorities. They hope to explain differences in actions,
norms, and institutions in the subcultures as the result of differences in the
way members of the subcultures construct their social realities.

Sometimes, however, anthropologists discover similarities in human ac-
tion in different societies, similarities that, as noted above, seem best ex-
plained by assigning them meaning or significance that the agents do not
themselves recognize. In the next chapter we examine the claim of some
theorists to have discovered that behind the meanings people identify as
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explaining their actions, there is a deeper set of meanings that explains the
actions in a more profound way. The existence of the deeper meanings is a
powerful reply to the charge that focusing on meanings can provide only ba-
nalities we already know or don’t need to know.

Introduction to the Literature ____________________________________

The notion that human action is explained by meanings goes back along a
continuing thread of intellectual history to Plato. See his dialogue Phaedo.
This view has animated much of the philosophy of history from the nine-
teenth century to the present. For a discussion, see R. G. Collingwood, The
Idea of History. Several readings in Martin and McIntyre defend the au-
tonomy and centrality of interpretation, including a selection from
Collingwood, “Human Nature and Human History,” Charles Taylor, “In-
terpretation and the Sciences of Man,” Clifford Geertz, “Thick Description:
Towards an Interpretative Theory of Culture,” and D. Follesdal, “The Status
of Rationality Assumptions in Interpretation and in the Explanation of Ac-
tion.” Critical papers in Martin and McIntyre include Michael Martin, “Tay-
lor on Interpretation and the Sciences of Man,” which seeks to reconcile a
causal and interpretative approach.

Among social scientists, the autonomy and centrality of interpretation
was advanced by Alfred Schutz, whose key papers are reprinted in M.
Natanson’s and D. Braybrooke’s anthologies. Schutz’s view of the primacy of
ordinary concepts in the explanation of human action and their differences
from explanatory concepts and strategies in natural science has animated a
long series of methodologies, especially in sociology and social psychology.
Some of these approaches are outlined in N. Smelser and S. Warner, Socio-
logical Theory. Recent influential social science works in this tradition are
M. Sahlins, Culture and Practical Reason; R. A. Schweder and R. A. Levine,
eds., Culture Theory: Essays on Mind, Self and Emotions; H. Garfinkel, Stud-
ies in Ethnomethodology; and C. Geertz, The Interpretation of Cultures. D. W.
Fiske and R. A. Schweder, Metatheory in Social Science, includes several es-
says by leading figures in social psychology defending this approach against
methodological criticisms. R. Harré and P. Secord, The Explanation of Social
Behavior, connects the substantive theory of interpretative social science
with a philosophical foundation. Geertz’s account of how interpretation
provides cultural understanding is also to be found in Steel and Guala,
“Thick Description: Towards an Interpretative Theory of Culture.”

Among philosophers who have elaborated this idea and have made the
notion of a rule central, the best-known work is P. Winch, The Idea of a So-
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cial Science. Winch attributes this view to L. Wittgenstein, Philosophical In-
vestigations. Students interested in Wittgenstein’s treatment of rules and
meaning are urged to start with S. Kripke, On Rules and Private Language,
an accessible introduction to Wittgenstein’s aphoristic text. D. Braybrooke’s
Philosophy of Social Science, Chapter 3, contains a condensed treatment of
recent thought about rules in the explanation of action.

In addition to the works by social scientists cited above, P. Berger and T.
Luchman, The Social Construction of Reality, is a well-known development
of the notion that social phenomena consist of our collective interpretations
of the actions of ourselves and others. Of special interest to philosophers of
science is the attempt to apply this theory to conclude that scientific findings
are social constructions themselves. See B. Latour and S. Woolgar, Labora-
tory Life: The Social Construction of Scientific Facts, and K. Knorr-Certina,
The Manufacture of Knowledge: An Essay on the Constructivist and Contex-
tual Nature of Science. Work illustrating the combination of constructivism
and genderized Marxian interpretations of deep meaning with an attack on
empiricism and naturalism in the study of science is Sandra Harding, The
Science Question in Feminism.

Two classical works of analytic philosophy giving priority to introspec-
tive knowledge of why we act as we do are R. Taylor, Action and Purpose,
and S. Hampshire, Thought and Action. Martin Hollis, The Philosophy of So-
cial Science explores the prospects for reconciling interpretation and behav-
iorism under the distinction between explanation and understanding. Hollis
also treats the once lively debate about whether there are alternative incom-
patible conceptual schemes, which cultural relativism requires.

Searle’s fullest exposition of a philosophy of social science reflecting the
ideas sketched above is Making the Social World. A summary is available in
Steel and Guala, “What Is an Institution.” Bicchieri’s book-length exposition
of the nature of norms is The Grammar of Society. Excerpts appear in Steel
and Guala, “The Rules We Live By.”
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C H A P T E R  E I G H T

Philosophical Anthropology

Among social scientists, interpretative theories developed much more
deeply in Europe over the past two hundred years, and in recent years have
to some extent harnessed the details of interpretation and construction
sketched in the last chapter. In this chapter we review the major theoretical
movements in Europe that have influenced social scientists both there and
in the English-speaking world.

PHILOSOPHICAL ANTHROPOLOGY

Explaining individual action through interpretation of its meaning is only
the beginning of tasks of a human science, according to a European intellec-
tual tradition that combines philosophy, history, psychodynamic theories,
and other cultural influences. Some of the thinkers working in this tradition
have named the subject philosophical anthropology, to indicate that it com-
bines traditional concerns and methods of philosophy—especially continen-
tal philosophy—and substantive theories about human culture, society,
economy, into a broad framework for understanding human nature. The
agenda of this tradition is quite different either from the philosophy of social
science as it is pursued in the English-speaking tradition, and from the self-
proclaimed empirical orientation of English-speaking social sciences. Its in-
fluence beyond the European continent ebbs and flows during periods of
optimism and pessimism about the prospects of behavioral and social sci-
ence that is quantitative, experimental, and influenced by natural science.

A continual thread through this tradition is the standing it gives to social,
cultural, and economic factors independent of the beliefs and desires of in-
dividual agents, and the strength it accords these forces in providing mean-
ing to their actions that people do not themselves recognize. This real
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meaning of human events, undetected by their participants, directs individ-
ual human lives toward some outcomes instead of others.

HEGEL’S PHILOSOPHY OF HISTORY

Both the centrality of meaning to the human sciences and the notion that
meaning may not be accessible to the members of a society have their ori-
gins in nineteenth-century philosophy. In fact, just as logical positivism
spawned naturalism in the philosophy of social science, so the tradition of
interpretationalism stems from the nineteenth-century German philosopher
G. W. F. Hegel.

Hegel’s approach to human action was part of a complicated philosoph-
ical system to which no introductory work can do justice. The sketch given
here can indicate only the Hegelian sources of interpretation in the human
sciences. At the time Hegel wrote, the sole recognized social discipline was
history. Hegel’s philosophy required that the study of history uncover the
role of reason in human affairs. Reason moves through history, reflecting a
plan for reaching a goal or purpose. Thus explanations of historical pro-
cesses that reveal how reason pursues its plan are teleological in the sense of
Chapter 5. Since reason cloaks its “planned” operations, individual agents
do not recognize the goal that gives human history its deep meaning. Rea-
son operates through the rational calculations and actions of individuals.
But their narrow and shortsighted goals are not to be confused with the real
meaning of history. Rather, deep reason works through the surface, tran-
sient meanings that people are aware of in their own actions to attain its
real goals. The deep reasons give the real explanations of what people do.
According to Hegel, this real meaning is the ever-increasing realization of
human freedom, not in the sense of absence of constraints, but in the sense
of ability to exercise human potentials fully. In his work The Philosophy of
History, Hegel traced this ever-increasing expansion of freedom from the
earliest times to his own.

Hegel’s image of history passing through stages that expand the realm of
freedom, from the Oriental to the feudal to the modern, was given new cur-
rency in the late 1980s. For a brief time after the fall of the Soviet Union
and its collectivist client states, “the end of history” was proclaimed by
some writers. This metaphorical label for the events of the time reflected
the idea that freedom had finally, as Hegel had foreseen, fully actualized it-
self, at least to the extent that democratic values had become universal.
Since that time, cooler heads have prevailed, and history is no longer
deemed to have ended.
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In Hegel’s philosophy of history, the meaning of action to the individual
is supplanted by the deeper meaning of events for the whole culture and the
character of a nation. But if historical processes are meaningful, then there
must be a subject to whom they have significance. So Hegel supposed that
the agency to whose purposes history responds is “spirit” or “mind” or some
superhuman, but nevertheless intentional, agent. This agent is not to be un-
derstood as an additional person working alongside human persons or even
manipulating them like puppets to attain its ends. Rather, “spirit” is imma-
nent to the actions of human agents, linking them together unconsciously
to fulfill its purposes and to give the actions of individuals their deeper real
meanings.

There is little of Hegel’s metaphysical worldview still left in contempo-
rary philosophies of history and social science. Indeed, during the heyday of
logical positivism, Hegel’s philosophy of history was identified as an exam-
ple of how not to pursue the human sciences or their philosophy. Hegel’s
theory was deemed untestable, the notions of spirit, reason, and freedom
were derided as unscientific, and the whole idea of seeking a purpose or di-
rection in the sweep of human history was subject to ridicule. Instead, the
philosophy of history focused on the narrower questions, such as whether
intentional explanations of individual action are causal. In English-speaking
analytical philosophy, Hegel never really recovered from this ridicule. But
as logical positivism’s grip on philosophy was weakened, Hegel’s agenda and
the approaches to the human sciences inspired by it came again to be taken
more seriously.

Besides philosophers influenced by Hegel, many social scientists take se-
riously the notion that large-scale social institutions, events, and processes
have a deep meaning, which is undetected by their participants but which
the social scientist or philosopher can divine. Their approach, like Hegel’s,
identifies a hidden goal or purpose served by human affairs. But the goal is
quite different from Hegel’s freedom, and Hegel’s agency—the world spirit
or mind—is replaced with a less universal one. The European tradition, of-
ten Marxian, has identified social or economic class as the agency whose
hidden purposes human actions serve. Recently, ethnicity, race, sexual ori-
entation, and gender have been added to and/or substituted for class in
these analyses.

The sections that follow discuss some of the theories that widen the arena
of interpretation from the confines of [L] and other rules, norms, “struc-
tures” that give action its meaning. These theories hypothesize large-scale
social forces, of which individual people are but unwitting instruments in
the pursuit of ends that they do not even recognize. (In Chapter 9 we exam-
ine the tenability of the claim that there are such large-scale forces whose
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existence transcends that of the individuals who compose them.) Any at-
tempt to seek deep meanings in social processes beyond the conscious de-
sires and beliefs of individual agents must give an account of how such
meanings are possible. Theories of deep meaning must sever the connection
between meaning and the intentional states of individual minds that define
what meaning is, and they need to provide a whole new account of it. Other-
wise, this sort of interpretationalism must identify some agency or other
above and beyond individual human beings that has the desires and the be-
liefs that accord meaning to their effects. Theologians will have few qualms
about identifying God as the agency whose purposes give a wider meaning
to human affairs. They employ it to provide a Christian philosophy of his-
tory, an eschatology in which human history is aimed at the final day of
judgment. But few social scientists will go along with this sort of meaning,
especially when they identify the interests of a class, race, sexual orientation,
or gender as giving the underlying meaning of human events.

Opponents of such global holistic (from holos, Greek for “whole”) inter-
pretationalism demand that it provide a noncircular account of the meaning
of human history. Such a noncircular account can be subject to test by pre-
diction. They also insist on a causal mechanism linking the goals and pur-
poses to the social processes that the goals and purposes are supposed to
explain. Interpretationalists reject these demands as begging the question
against their enterprise. As a result, debate between the exponents of deep
meanings and the proponents of a naturalistic social science is difficult to
carry on.

FREUD AND THE ANALYSIS OF DEEP MEANINGS

The twentieth century’s two favorite theories of hidden meanings are Marx-
ism and Freudian psychoanalysis. Interpretationalists find it problematic that
both were probably intended by their originators to be causal theories. Each
was certainly supposed to provide a predictive science of laws. Freud viewed
his theory as a temporary stand-in for neuroscience. Marx identified his
theory as “scientific socialism.” He thought he had uncovered the iron laws of
historical change. Both Freud and Marx have exercised a special fascination
for those who seek meaning in human affairs, for each one developed a special
theory of hidden or deeper meanings that drive human affairs but are not im-
mediately accessible to human consciousness. Moreover, both theories em-
body prescriptions about what people should do as well as descriptions about
what in fact they do. Both theorists held that once (some) people have learned
the truths the theories convey, their actions will in fact change in a direction
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prescribed by their theories. Both of these theories also face a potential diffi-
culty, for those who embrace them as noncausal theories of interpretation
must show that Marx and Freud mistook the very essence of their own cre-
ations. Interpretationalists who follow Marx and Freud have to provide both
an alternative interpretation of the theories as well as a diagnosis of their orig-
inators’ errors in mistaking their theories for proto-natural scientific ones.

The literature on what Freud and Marx really meant and on the details of
their theories is vast. No one should consider the discussion of these two fig-
ures that follows to be anything more than a very rough sketch, and a con-
troversial one at that. Bear in mind that our interest is in how such theories
are employed to identify the deeper meanings of human affairs. Anyone
with a serious interest in the theories must look elsewhere for a fuller view
(some sources are mentioned in the “Introduction to the Literature” at the
end of the chapter).

Sigmund Freud’s original theory was an attempt to account for individual
behavior by appeal to forces he believed to be biological. Pending advances
in neuroscience, Freud believed that these forces had to be described in an
intentional way. He identified three components or forces driving human
behavior—the id, the ego, and the superego—which determine elemental
human goals and means. The id, the source of impulses, drives, and wants, is
channeled by the ego, the source of information about the world and about
available means for satisfying the id. The superego, which embodies the
norms and rules of the agent’s social environment, sets constraints on how
the ego goes about satisfying the id’s demands. The underlying model is
clear: the id, ego, and superego work together to produce behavior in the
same way that desires and beliefs work together to produce action. As a sub-
stitute for a generalization like [L], Freud introduced a “pleasure principle”
and a “reality principle.” The pleasure principle claims that acts are under-
taken to derive immediate pleasure or reduce dissatisfaction, and the reality
principle claims that in healthy individuals the immediate drive for pleasure
is reconciled with the prospects of greater pleasure postponed. So far, then,
only the labels are different.

However, according to Freud, much of the interplay between ego and id
is unconscious, and most of the id’s “desires” are unconscious as well. Be-
hind our consciously expressed desires and beliefs, there are unconscious
ones, which give deeper or real meaning to our actions. These desires are
largely sexual, and the beliefs they work with to produce actions are about
how the sexual desires are to be controlled and when they can be expressed
and fulfilled. Psychopathology results when the interaction of the id and the
ego becomes unbalanced. Neurosis reflects the unhealthy repression of the
id by the ego; psychosis, the overwhelming of the ego by the id.
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For purposes of social science, neurosis appears the more important no-
tion. In fact, Freud attempted to explain the character of many social institu-
tions and of historically important events in terms of repression and
consequent neurosis. He suggested that social life could be ameliorated if we
only recognized this unhealthy repression. Unhealthy repression of the id
by the ego forces it to seek alternative means to satisfy its desires. The result
is neurotic behavior—inappropriate and ultimately unsatisfying actions that
produce unhappiness and worse. Society is in part responsible for individual
neurosis because its norms and directives are impressed on the ego by the
superego. In turn, social institutions can be identified as neurotic to the ex-
tent that they are the aggregated or summed-up products of the neurotic be-
havior of the members of society.

Freud’s theory includes a prescription for treatment: psychotherapy. The
aim of psychotherapy is to restore the balance between id and ego. Since
the interaction between them is unconscious, therapeutic methods must fo-
cus on the manifestations of the unconscious in behavior—reports of
dreams, free association, nondirective personality testing. And the thera-
pist must interpret this behavior. The therapist seeks deep meanings by
identifying the content of unconscious desires and beliefs. The cure hinges
on the patient’s coming to recognize these unconscious desires and beliefs.
Once patients learn the deep meaning of their behavior, they will either
come to accept it without distress or, more likely, surrender some of the
desires—now finally conscious—as unhealthy or some of the beliefs as
false. Mental health, according to Freud, requires that the id’s drives—our
basic unconscious desires—be “sublimated,” channeled into healthy direc-
tions. Neurosis is the result of “repression”—the unhealthy imposition of
false and ungrounded beliefs and unnatural social values, taboos, and re-
strictions represented in the individual’s superego. Once the patient recog-
nizes these for what they are, they lose their force, and behavior should
cease to be neurotic.

It is clear why Freud’s theory has held so tight a grip on the popular imag-
ination for more than a century. First, it is easy to understand, for its ex-
planatory strategy is that of folk psychology, a theory we are already
comfortable with. Unlike other theories, such as Skinner’s, it does not deny
that human action is meaningful. Rather, it seeks a deeper meaning. Second,
it is a debunking theory, one that allows us the opportunity to diagnose as
unhealthy the orthodoxies of our culture. Third, it is sexy.

In part because of its popularity, Freud’s theory has been the focus of con-
troversies in the philosophy of social science over several generations. The
classical objection to the theory is that it is unfalsifiable and therefore scien-
tifically empty. Often this charge is said to hinge on the theory’s therapeutic
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prescription. A patient is cured once he has learned the real meaning of his
behavior, that is, he is cured just by learning the behavior’s real meaning.
Therefore, if a patient has undergone a course of psychotherapy and has not
been cured, it is always open to the defender of the theory to excuse its fail-
ure: the patient has not yet learned the real meanings of his acts, the therapy
is incomplete, or the therapist is incompetent. Nothing will disconfirm the
claims made about id, ego, and superego. Since this attitude toward a patient
is easy to adopt, in the hands of many Freudians the theory is untestable.
This untestability of the essential components of the theory is alleged to de-
prive it of any scientific respectability.

This sort of attack is already familiar from its appearance in the discus-
sion of [L] and other intentional theories of behavior. It has called forth
two sorts of replies. On the one hand, people who wish to defend the cre-
dentials of psychoanalysis as a scientific theory (even those who hold it is
a false one) point out that no theory is strictly falsifiable. Every theory is
tested only in the company of auxiliary hypotheses (recall the hypotheses
about the expansion of mercury in a thermometer that are assumed in any
test of PV = nRT). On the other hand, philosophers and social scientists
who reject the demand that their theories meet tests appropriate to natural
science welcome the untestability of Freudian analysis or, at any rate, are
indifferent to it. In fact, they claim the untestability shows that Freud did
not really understand his own theory. For he thought it had to be verified
by clinical trials.

Freud considered his theory to be ultimately reducible to neuroscience,
but it is clear that such reduction is quite impossible. For one thing, the
theory is evidently intentional. Though the id and the ego operate in largely
unconscious ways, their states nevertheless have propositional content—
represent the way the world is or could be. That is why the theory provides
deep meanings and why some insist it cannot be causal. So, the criteria of
appraisal drawn from natural science, like testability, are irrelevant to its
assessment.

Some interpreters of Freud claim, contrary to Freud’s own view, that his
theory is essentially historical or historicist. To find the meaning of contem-
porary behavior, we must search the events of the patient’s childhood. But,
those interpreters note, no scientific theory is “essentially” historical in this
way. Theories in physics and chemistry are completely nonhistorical. To ex-
plain all future positions of the planets, and all past ones, we need only to
know their current positions and momenta, together with the laws of New-
tonian mechanics. Given the laws of physics, to understand fully the motion
of any particular set of physical objects, all we need is knowledge of their
current position and momentum, along with the forces acting on them now.
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Knowing their trajectory in the past adds nothing to this understanding.
This is presumably because causes don’t reach from the distant past to influ-
ence the future without going through intervening links in the causal chain.
This does not seem to be the case in Freud’s theory. To explain neurotic be-
havior, we need to know about events long ago in the patient’s infancy. No
amount of knowledge about the patient’s current state—even the state of the
patient’s brain and the memories it contains—can substitute for psycho-
analysis that retrieves the “real events” of childhood traumas that current
neurosis results from. Moreover, unlike inanimate objects, patients can talk,
and what they tell us is a source of confirmation for psychoanalytic theory
that no merely physical theory can boast. All these arguments have been of-
fered to defend the difference between Freud’s theory of deep meanings and
a theory in natural science. Each of these arguments raises serious questions
to which philosophers of science have devoted much attention. As we shall
see in the next section, many of the same things have been said on both sides
of the controversy about Marxism as historicist or scientific.

If the latter-day Freudian theorist is right, then in effect Freud was pro-
foundly wrong about the character of his theory, and he produced some-
thing quite different from what he had intended to provide. This possibility
is sufficiently disconcerting that much scholarship has been invested in
identifying Freud’s true intentions and the meaning of his own claims about
the theory. And, of course, much attention has been paid to a philosophical
analysis of both his own theories and those of his psychoanalytical disciples,
followers, and opponents.

MARXISM AND MEANING

The economic, political, and social theories advanced by Karl Marx had a
profound impact on the twentieth century. Even after the eclipse of the po-
litical systems influenced by Marx’s theories, his analysis continues to attract
students seeking a deeper meaning behind social processes. Because Marx’s
specific predictions have been almost entirely disconfirmed, there has been
strong incentive to convert his theory into an interpretive one without pre-
dictive implications. The attempt to accommodate Marx to a philosophy of
social science that sacrifices prediction for meaning is even more difficult
than the attempt so to treat Freud.

To begin with, Marxism styles itself a materialistic theory, one that identi-
fies physical facts about the nature and prerequisites of human existence as
the causes of change in beliefs, attitudes, values, roles, institutions, and whole
societies. In particular, it is facts about the modes of production, the means
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people employ in order to survive and perpetuate themselves, that dictate the
characteristics of all the rest of society. The means of production Marxians
call the base or the substructure. All the rest—marriage rules, legal principles,
moral precepts, aesthetic standards, literary styles, religious dogma, political
constitutions—are parts of the superstructure. Thus, explanations of social in-
stitutions, roles, rules, relations among people, and so on, are to be found in
facts about the means of production. Which facts are these? Ultimately, they
are the ways the means of production must be organized at any given time in
their development to ensure the survival of society.

Society goes through stages of social organization determined by the lev-
els of development that the means of production have reached at any given
time. For example, the shift from subsistence agriculture to modes of pro-
duction that produced tradable surpluses eventually gave rise to feudalism in
Europe as the dominant social organization. All the rights and duties of the
feudal lord, vassal, master, journeyman, yeoman, and serf are supposed to
have been causally determined by the technology of agricultural production
in the Middle Ages in Europe. Elsewhere, in Mesoamerica, for example,
agriculture required vast irrigation systems and highly centralized produc-
tion, storage, and distribution. So, a different set of social relations emerged.
In Europe, feudalism gave way to the nation-state because the feudal modes
of production gave way to commercial ones.

Each of these stages is characterized by a particular form of ownership
and property. These forms, expressed in legal writ and social norms, are es-
sential to the society’s survival. But like other aspects of society, they are de-
pendent for their existence on the means of production. Property provides
individuals with interests, a stake in production, and these interests clash.
As the means of production shift, the classes that are endowed with property
rights over these means become weaker or stronger. Eventually, when one
system of production replaces another, the ruling class in that society
changes. Thus, as the factory replaced agriculture, the landed classes—the
nobility—lost power to the mercantile classes. In consequence, political or-
ganization changed—from monarchy to bourgeois democracy. Marx pre-
dicted that continued changes in the modes of production, economies of
scale, for example, and automation, would cause further centralization in in-
dustrial organization. This centralization in the means of production would
eventually shift the balance of power from the interests of the entrepreneurs
to the workers, thus ushering in socialist forms of political organization.

According to many, Marx’s theory, like Freud’s, is prescriptive. That is, it
tells us what ought to be the case as well as what is the case. It not only pre-
scribes the transition to socialism as morally right but also holds that the ac-
ceptance of Marxian analysis by the proletarian class will precipitate the shift
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to socialism it prescribes. This part of the theory relies on a detailed account
of the meaning of human institutions, a theory of deeper meanings than
those provided by common sense. This theory of deep meanings provides
the basis for ideological analysis and criticism, whose basic concept is a
clearly evaluative, morally appraising one: the concept of alienation.

According to Marx, humans find meaning and value in their lives
through productive activities. By creative interaction with nature, hu-
mans make their environment meaningful. Here “meaningful” does not
just reflect human aims and beliefs; it also expresses approval of these
hopes and purposes as valuable. But capitalism exploits labor, both in the
sense that profit is unjustly derived by labor’s being paid less than the
value of its output, and in the sense that labor is deprived of a meaningful
relation to its productive activities. Capitalism measures a person’s pro-
ductive work in money instead of a socially valuable product. It homoge-
nizes relations among workers into a dollars-and-cents connection, making
work obligatory instead of voluntary. It replaces the true value of work
with commercialized distractions. In all these ways, capitalism makes us
strangers to our own products, to our fellow humans, and to our own essence
as productive agents. Making someone feel like a stranger is what “alien-
ation” amounts to.

The means by which capitalism alienates us is the social superstructure it
creates. It creates the values, ideals, laws, social norms, and institutions
people live with. These features of society constitute an ideology—a “form of
consciousness” that legitimizes and supports certain social institutions. De-
spite the fact that they do not serve the general interest, these institutions
ensure the domination of society by a part of it. Ideologies often persist after
the means of production have begun to undermine them; they hinder the
social changes those substructural forces have set in motion; and they divert
attention from these changes.

Strictly speaking, almost everything in the superstructure of society is an
ideological rationalization determined by the means of production. But the
term ideology is usually restricted to a pejorative characterization of views,
both factual and normative, with which the Marxian disagrees. Once a belief
has been traced to its ideological roots as an instrument for the maintenance
of capitalism, the question of whether it is true—in spite of its roots—may be
hard to take seriously. Once the interests served by an idea are identified,
once we know that only some classes of society, say, the bourgeoisie, benefit
from other classes’ accepting an idea, we can be pretty confident that the
idea is false, baseless, and unwarranted.

The ultimate object of exposing the ideological character of ideas, beliefs,
expectations, theories, religions, and so on, is to secure a revolutionary set of
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social arrangements that will put an end to human alienation as well as more
pedestrian forms of misery. But the immediate aim of the critique of ideol-
ogy is reflexive. By revealing to ourselves both the artificiality of a social in-
stitution and whose interests are served by it, we are freed from illusions
about it and from its hold on us. There is in this notion a close similarity to
tenets of Freudian therapy. Once the blinders are drawn from our eyes, little
or nothing more need be done to create a revolutionary consciousness, to
be emancipated.

The eclipse of the Soviet Union and other states organized in accordance
with a purportedly Marxian pattern of government has not led to the ex-
tinction of Marxian theories. If anything, it has removed from Marxism the
burden of association with a political system characterized by grave repres-
sion and social failure. As the Soviet interpretation of Marxism as a theory
of class exploitation declined, Marxian theories began to appear that iden-
tified the dominant racial or ethnic group or the dominant gender instead
of the economic class as the agency of political and economic exploitation.
Thus, feminist theories offer an interpretation of human social relations
that makes them meaningful as a struggle for sexual equality or justice.
Such theories are often harnessed together with similar approaches to so-
cial processes that interpret the latter as a struggle between European colo-
nialism and non-European racial and ethnic majorities and minorities
throughout the world. It is a matter of some irony that all these strands of
Marxian analysis continue to reflect the Hegelian idea that the meaning of
history is to be found in the inexorable march toward the goal of complete
human freedom.

Marxian theory has been at least as fruitful a source of methodological
problems for the philosopher of social science as Freud’s psychoanalytic
theory has been. In fact, many of the same questions that daunt Freud’s
theory trouble Marx’s and his successors’ theories as well.

Both Marx and Freud advanced theories they held to be causal, yet both
traded heavily in intentional notions. So both theories have been the scene
of debate about whether intentional theories can be causal. Both have also
been targets and benchmarks for claims about testability and falsifiability,
independent of the problems that intentionality makes for such require-
ments on scientific theory. Just as Freud’s theory is accused of being held true
come what may, Marx’s theory is subject to the same accusation. Marxism’s
most important predictions have been disconfirmed. These include predic-
tions of the “immiseration” of the proletariat in capitalist society—the eco-
nomic position of the proletariat is always getting worse; about the place
and circumstances of socialist revolution—in countries where capitalism
is most highly developed; about the creation of socialist man—through
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persistent planning, indoctrination, and exhortation, as in Cuba. None of
these predictive failures seem to have shaken the conviction of its propo-
nents very much.

Marxism was for a long time the focus of much philosophical analysis.
The reasons are obvious: its political importance and its claims to lay the
foundations for “scientific” socialism. Even more than Freudianism, Marx-
ism was a theory to which philosophers of science applied their tools and
conceptions in order to demonstrate that it was or was not really scientific.
During the heyday of logical positivism, the verdict on both theories was
largely negative. For positivism requires that meaningful statements be in
principle verifiable or falsifiable, and neither theory was so treated by its
proponents. While Marxism’s theory was stigmatized as both unverifiable
and unfalsifiable by positivists, others attacked it as false or unscientific or as
the result of an unscientific research program.

For example, Marx’s labor theory of value, in contrast to bourgeois mi-
croeconomic theory, denies that the value of a commodity depends on the
strength of market demand for it. Instead, Marx argued, the amount of labor
that goes into the production of a commodity determines its value. All profit
is thus the result of exploitation, for it is the difference between the wage rate
and this labor value. The trouble with Marx’s theory of value is that there
seems to be no way to measure the value of the labor that goes into produc-
tion except by its wage. Without a means of calculating the “real” labor value
of commodities, it is difficult to apply or test Marxian theories about the na-
ture of capitalistic exploitation and its future. In fact, most of the suggested
ways of measuring the value of labor independent of its wage are either un-
satisfactory or lead to the disconfirmation of Marxian claims about capital-
istic exploitation. The continued commitment of Marxians to the labor
theory of value is usually criticized as unscientific because it is impervious to
evidence—favorable or unfavorable. When expressed in testable form it ap-
pears to be false in many cases.

Another issue to which philosophical reflection has been devoted is
Marx’s claim about the historical inevitability of successive stages of eco-
nomic and social organization, and the laws that determine these stages. The
alleged inevitability of socialism and the unavoidability of prior stages of
economic development, such as capitalism, are likely to breed both resigna-
tion and complacency among revolutionaries. That is because their actions
cannot hasten the revolution. It will occur when the time is “ripe.” More-
over, the substructural determinism of Marx’s theory makes it difficult to
see how Marxism can even be “thought of” by members of the exploited
classes, and influential among them before the breakdown of capitalist soci-
ety. The theory requires that agents be free enough from the constraints of
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their economic substructure to embrace Marxism and to act on it. Yet if
such freedom from the substructure is possible, then Marxian claims about
the determination of thought and action by the means of production are
jeopardized. The problem remains how to reconcile the deterministic ele-
ment in Marx’s theory with its prescriptive force.

As briefly noted above, both Marx’s and Freud’s theories are sometimes
described and defended as historicist ones. A theory or method is historicist
roughly if it holds that in order to understand and to predict subsequent
states of a system—whether a whole society or an individual person—we
must have detailed knowledge of the (usually distant) past states of the sys-
tem. Even to predict the very next “stage” in the development of a neurosis
or an economic system, we need to know about events long past in the life of
the individual (usually the patient’s infancy) or the society—sometimes even
its prehistory.

Naturalists and other empiricists have strong objections to historicist
theories. As we said above, the problem such theories raise relates to causa-
tion. In astronomy, all we need to predict and explain future states is a de-
scription of present ones, plus the dynamical laws of mechanics. Given the
present position of the planets, we can predict all their future positions—and
retrodict their past positions too. We don’t need to know their past positions
to predict their future ones because all the causal forces determining future
positions are present and detectable in the current state of the system. In
other areas—biology, for instance—we sometimes need to know about the
past in order to project the future, but that is presumably because we do not
know the dynamical laws that govern the systems under study. It’s not be-
cause the distant past continues to exercise an independent causal force on
future states.

When Marx’s or Freud’s theories are described as essentially or unavoid-
ably historicist, what is meant is that past events really do continue to exer-
cise control over future ones. Past events do so, not just because they have
brought about the present state, but because no matter what the present
state is like, future states could only have been brought about by a certain
history. In certain biological sciences, such as embryology, we need to study
the past states of an embryo in addition to the present state, because we
don’t know what features of the present state will determine the next state.
According to historicists in the development of society or personality, it’s
not just ignorance of these present factors that makes the past important.
Over and above them, there are causes in the distant past.

Thus, in Freud’s theory, we cannot use the adult effects of infantile expe-
riences to predict psychopathology. We must identify those early experi-
ences themselves. In Marx’s theory, in order to determine the future of a
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society, we need to know the particular stages through which it has passed.
Studying the effects of past stages on the present is not enough.

This sort of causation bears the same problems as teleological causation.
Recall in Chapter 5 (“Causation and Purpose”) the problem of future events,
events that don’t yet exist and therefore cannot bring about present ones.
Historicism requires that past events, which no longer exist, bring about fu-
ture events somehow without affecting present ones. But if past states do not
leave a mark on the present that we can identify and employ to chart the fu-
ture, then their determination of the future cannot be through causal means
known to the rest of science. For causation does not work through temporal
gaps any more than it works through spatial gaps. There must be chains
linking the earlier to the later. And a complete knowledge of the intrinsic
causal properties at any link, together with laws, should be enough to deter-
mine the character of future effects, without adding information about ear-
lier links.

If understanding and predicting the future requires unavoidable appeal
to events of the distant past, then the explanations such knowledge involves
will not be causal. That is another reason why philosophers of science have
raised grave doubts about Freud’s and Marx’s theories, when interpreted in
the way their originators wanted to treat them—as scientific theories.

By and large, the debate in the philosophy of science came out against the
conclusion that Freud’s and Marx’s theories were scientific in the strictly
positivist sense of that term. Therefore, positivist philosophers read them out
of the corpus of legitimate knowledge. Nevertheless, the same arguments
were employed by antipositivists and exponents of interpretative social sci-
ence as reasons why these theories are not to be judged by the standards of
causal theories. They argued that the study of deep meanings that Freud’s
and Marx’s theories reflect need pay no heed to strictures inappropriately
drawn from natural science. After all, faced with the choice between surren-
dering the intelligibility that Marx and Freud—and common sense—provide
to human affairs, and ignoring the strident claims of logical positivists, the
antipositivists and interpretationalists thought it obvious which alternative
should be endorsed. Thus, a countercharge arose against positivist philoso-
phers of social science and social scientists eager to be as “scientific” as pos-
sible. When called an advocate of pseudoscience, the defender of meanings
labeled the opposing school “scientism”—an exaggerated and ideologically
explainable respect for a certain mistaken image of science. Indeed, two of
the most remarkable figures to have been in thrall to “scientism” were Freud
and Marx themselves. Their own theories must be reinterpreted in order to
free them from this incubus.
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FOUCAULT AND BOURDIEU ON 
THE CULTURAL SUPERSTRUCTURE

Marx’s notion of an ideological superstructure of social and cultural institu-
tions, practices, norms, values, even styles and fashions and discourses—
ways of describing things—has had an influence in the social sciences,
especially in Europe, that lasted long after the influence of his economic
theory waned. In the research programs of sociology, history, and anthro-
pology that sprang from it, the two most important figures were Michel
Foucault and Pierre Bourdieu.

Foucault was a philosopher trained in the French tradition and much of
his later work in epistemology and metaphysics has no direct bearing on so-
cial science or its distinctive philosophical problems. But his earlier and
more accessible works made him a household name among social scientists
with a revolutionary social and political agenda in the last third of the twen-
tieth century. Foucault brings together the notion explored in the last chap-
ter that social and cultural facts are constructed, artificial, revisable, and not
inevitable, with the Marxian notion that they have a life of their own, inde-
pendent of the beliefs and desires of individual human agents. In fact, they
control the beliefs, desires, and consequently the actions of individuals
through processes of which the individual is not aware. In coming to grips
with Foucault’s theories, it is important to continually ask how something
can on the one hand be constructed and revisable, and on the other hand be
overpowering and undetectable in its operation.

Over the course of twenty-five years, Foucault advanced a historical
analysis of changes in central concepts of social life: mental illness, impris-
onment, sexuality. The meaning of these concepts changed significantly
over historical epochs, especially in Europe. Uncovering these changes, Fou-
cault held, reveals social structures, mainly ones that control individual be-
havior. They do so by giving acts meanings that the agents who perform
these acts don’t recognize. There are thus meanings that exist independent
of anyone’s recognizing them, and interpretations of meaning that trump
the individual’s own authority about the meanings of their actions.

In his adoption of the hypothesis that there are structures of meaning in-
dependent of individuals, Foucault was part of a tradition of social science
that echoes Hegel’s idea of reason operating in history independent of
people’s reasons. In the commitment to “structures” there is a strong echo of
the thought of Emile Durkheim, the founder, along with Weber, of modern
sociology. (For much more on structuralism and Durkheim, see Chapters 9
and 10.) The notion that such structures exert control over individuals,

Foucault and Bourdieu on the Cultural Superstructure  153

0813345925-Rosenberg_layout  10/17/11  9:34 AM  Page 153



usually in the interests of a ruling class, goes back directly to Marx. But un-
like Marx, Foucault did not explicitly ground the ideological superstructure
of mental illness or prisons or sexual morality whose real meanings he
claimed to uncover.

How might structures of meaning that individuals were not even aware of
constrain their choices and behavior? One attractive answer to this question
that finds support in Foucault is the notion that the meanings of the very
words people used to think about and describe their actions impose on their
thoughts boundaries that define what is possible to do, channels in which to
respond to events, mutual expectations that constrain people as closely as
prison walls or insane asylums. Here there are echoes of Searle’s account of
“speech acts” as the source of social constraint. How are such structures of
meaning to be uncovered? Foucault’s approach involved what he labeled
“archaeology,” a word that appears in the title of one of his most influential
works. Largely through an analysis of canonical literary and legal texts, and
other contemporary documents of the relevant historical periods, Foucault
sought interpretations that revealed the real meanings of rules and norms
that restricted the way people could even imagine their lives, personal rela-
tions, and roles in institutions.

He began with the notion of madness, one which from the perspective of
the twenty-first century has presumably shown progress and increasing en-
lightenment from the notions of demonic possession in the sixteenth cen-
tury, through genetic illness in the nineteenth, to social pathology in the past
century. Foucault read this history as one that changed the meaning of mad-
ness as a concept people employed to marginalize and control deviance, all
the while ensuring its continued role in social control. The next target of his
archaeological excavations could be seen to have emerged naturally from his
histories of madness: the medical clinic with its self-professed scientific ba-
sis for treatment of illness—physical as well as mental—is the result of a sim-
ilar pattern of change in meanings over time, changes that are hidden from
participants, though not through anyone’s intentional suppression of the
truth about them.

It is the social structures as constituted by these meanings that have a
life and force of their own, and change in ways that maintain relations be-
tween people in tracks that ensure the society’s persistence. Eventually
Foucault moved on to a study of prisons, the most obvious institutions of
social control. He sought to show that through all the changes and re-
forms, all the humanizing and all the increasing scientific approaches,
and despite the self-pronounced rejection of retribution and punishment,
prisons continued to be simply the most concrete manifestation of social
control effected by structures of unconscious thoughts and meanings,
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which give the content of words, categories, and all the other ways we
view social relations.

In fact, the increasingly “scientific” character of arguments offered about
how society needs to be organized reflect for Foucault the inextricable inter-
play of power and knowledge. And this idea that social power and scientific
knowledge are aspects of a single unified force has been among Foucault’s
most lasting influences in philosophy and the study of human affairs. Notice
that this identification is not different from the epistemology of the other-
wise very different empiricist and positivist approach. For these philoso-
phers the test of knowledge, perhaps even its very essence, was its predictive
power—exactly the sort of power one needs for control. The steps toward
identifying it are neither very great nor entirely metaphorical.

After madness, illness, and the punishment of criminal acts, Foucault
turned his philosophical scrutiny toward sex. Here Foucault faced problems
similar to those that confronted Marx: how to reconcile the force and deter-
minism unconsciously imposed on people by social structures with the indi-
vidual human freedom and autonomy that enabled both Foucault, and Marx
before him, to uncover these hidden substructures. Even more pressing is
the problem of explaining how the discoverer of them and the rest of us can
free ourselves from these constraints. It was obvious from Foucault’s study
of the repressive sexual norms of contemporary society that he believes we
can do so. But for a thinker like Foucault the problem may be graver than for
Marx. There is no internal problem within the Marxian tradition of securing
the scientific tools to uncover the economic substructure that generates the
ideological rationalization that most people unreflectively internalize, not
knowing it is just a tool of the ruling classes’ continued exploitation. But
Foucault’s problem is that the very tools required to undertake the archaeol-
ogy of knowledge may be subject to the same analysis and critique he used
them to make. The means that reveal the meanings that unconsciously con-
strain individuals, and may enable us eventually to overthrow the con-
straints, are themselves interpretative instruments to which his own analysis
must apply. May we not simply always exchange one system of internalized
meanings that unconsciously govern us for another, and never free ourselves
from autonomous structures embedded in meanings?

Pierre Bourdieu was slightly younger than Foucault, and moved from
philosophy into a more recognizably sociological tradition than Foucault,
one whose influences include the great names of French anthropology and
sociology from Lévi-Strauss back through Marcel Maus to Durkheim. (For
more on this naturalistic structuralist tradition, see the next two chapters.)
But, as we will see, he shared with the philosopher the approach to distinc-
tive social superstructures inherited from Marx. Unlike Foucault, Bourdieu
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did not sever its connection to an economic substructure, but for him cul-
ture was a relatively autonomous and independent force shaping social life.

The influence of Marx on Bourdieu is evident, for he took from Marx as
the central theoretical concept in the understanding of social processes the
notion of capital. But for Bourdieu capital is not merely or even largely eco-
nomic or financial or material, it is cultural. This sort of capital is a produc-
tive resource conveyed to individuals by their places in a society—their
family circumstances and upbringing, their education, their social milieus,
the symbols and signs of their professional lives, domestic lives—and the
way they, in turn, start over the process that accorded them cultural capital
at the outset of their own lives. Differences in cultural capital characterize
individuals, and individual subcultures, professions, societies, groups, et
cetera. Within such groups there will also be hierarchical differences charac-
terized and constituted by differences in cultural capital. Marx seemed to
treat ideology and culture as relatively dependent rationalizations for real
differences in power, which were all, at bottom, economic.

Bourdieu accorded independent force to culture, and argued that it was
the quantity and character of one’s cultural capital that determined one’s so-
cial power. Like Marx, Bourdieu treated classes as the significant factors in
society, but he substituted culturally characterized ones for Marx’s economic
classes. And he provided a theory of how individuals come to internalize the
cultural values and meanings characteristic of their classes, often by sub-
scribing to aesthetic, gustatory, sartorial, and other tastes associated with the
class into which they are born or raised. Cultural capital, according to Bour-
dieu, comes in a limited number of major forms: certification by recognized
cultural institutions such as universities; a range of objects consumed by dis-
tinct cultural classes—the New York Times in the United States, or Le Monde
newspaper in France, versus the English Premier League football replica kit
in the United Kingdom—and, of course, the habits and dispositions of
members of distinct cultural classes—going to the opera or going to the
Grand Ole Opry. Bourdieu also argued that, unlike inherited wealth, for ex-
ample, it is much easier to mistake cultural status for earned, deserved out-
comes of individual effort and ambition, when in fact they are largely fixed
and socially inherited, and unearned.

Like Foucault, Bourdieu is committed to the notion that the factors that
control individual behavior are rarely ones of which people are conscious nor
ones of which they are introspectively aware as they make choices and en-
gage in social behavior. But unlike Foucault, Bourdieu held that culture
shapes behavior via habits, dispositions, abilities, and other unreflective ways
of interacting with others. Like Marx, and unlike Foucault, he was not com-
mitted to an approach to human affairs that emphasized interpretation of so-
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cial structures in terms of meanings, hidden or otherwise, that dominated in-
dividual thoughts and actions. In common with Marx, Bourdieu saw his
theory primarily as a set of causal claims about the role of cultural capital,
and as such they have influenced sociologists whose approach is much more
empirical than that of the followers of Freud, Marx, and Foucault.

But, like Foucault, and for that matter Marx and Freud, Bourdieu be-
lieved that recognition of the ways in which substructures or superstruc-
tures, conscious or unconscious forces, shape individual lives, the relations
of classes, and the distribution of power in a society provides a basis for
changing that society, improving it, liberating its members. The constraints
society imposes on individuals and classes are, in the sense discussed in the
last chapter, constructed, not inevitable and natural, even if they are not
consciously constructed. As such, recognition of their character enables us
to see that they can be reconstructed, altered, changed, broken down, or re-
placed, presumably by improved structures, or by no structures at all.

CRITICAL THEORY

Critical theory labels an approach to social science, its aims and methods,
and the uses to which it ought to be put, developed largely by the German
contemporary of Bourdieu and Foucault, Jurgen Habermas. Like these
thinkers, Habermas was heavily influenced by Marx and Freud, and like
them described himself as a socialist or as sympathetic to socialism. Unlike
these French thinkers, Habermas was much more interested in combining
the tradition of thought that stems from Hegel with English-speaking em-
piricist philosophy of science. Like continental thinkers, he remained com-
mitted to a visible public role for philosophical anthropology in assessing,
reforming, and reconstructing social, cultural, and political life. This seemed
an urgent task perhaps, in post–World War II Europe, and especially Ger-
many. But it continues to animate critical theory and the other continental
traditions in philosophy.

Like other nonempiricist philosophers, Habermas holds that there are
several distinct forms of knowledge, each partial and incomplete, but all re-
quired to attain important human social ends. The most well entrenched
and obvious of these is the sort of knowledge that is produced by empirical
science. We understand well how such knowledge is produced, though of
course its actual production is difficult, demanding, and not the result of
merely applying recipes. The litmus test for such knowledge is of course pre-
diction and control. Dangers emerge for human values when this sort of
knowledge is demanded about human action, behavior, society, and culture.
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Empirical enquiry in human affairs may in fact provide predictive power,
but it is not the sort of knowledge about human affairs we really need.

Another equally important sort of knowledge we require is normative,
morally informed, or “practical” knowledge. Habermas’s and others’ use of
this term derives from the eighteenth-century philosopher Immanuel Kant,
whose great treatise on ethics was titled The Critique of Practical Reason.
Such knowledge is required for individual self-understanding, and to con-
struct, value, and enhance human relationships.

Like Foucault, Habermas recognized that knowledge and power were
closely linked. Each of the three forms of knowledge comes with an “interest”—
an agenda for the application of the knowledge in order to attain some out-
come. The inseparability of knowledge and human interests is manifest
more clearly in the third distinct sort of knowledge people require: this is
the understanding of how to liberate ourselves from social institutions that
operate in the interests of others, how to emancipate ourselves from social
constructions that are artificial, inappropriate, obsolete, alienating, and in-
human. In particular we need this kind of knowledge to free ourselves
from social institutions designed from the perspective of the first sort of
knowledge—that which enables one group, usually a small one with selfish
interests, from controlling another group, usually larger. Here the influence
on Habermas of Freudian analysis as liberation of the self from neurosis is
evident. By designing institutions guided by predictive knowledge—or more
often rationalized by its pretenses—bureaucracies, corporations, and gov-
ernment security services limit people’s freedoms in ways that bureaucrats
and bosses themselves do not often recognize. Usually acting out of benevo-
lent motives, with the aim of ameliorating [improving] social conditions, in-
dividuals in authority mistakenly apply the first sort of technological,
scientific knowledge to producing engineering solutions to human prob-
lems. Central to critical theory is the critique of this sort of error, and the
recognition that the sort of knowledge required to deal with human prob-
lems is the second sort of moral, political, “practical” knowledge, which can
only be secured through discussion, deliberation, conversation, and demo-
cratic political processes. In its place, natural knowledge and even rational
planning have a useful role in social life. But, according to Habermas, limit-
ing it to its appropriate role is a task for the third sort of knowledge as criti-
cal reflection.

The latter two forms of knowledge—practical and critical—take interpre-
tational form according to critical theory, seeking hidden meanings among
social roles, practices, and institutions, and constructing new meanings in
democratic deliberations by a democratically constituted public. The out-
come of this deliberation in Habermas’s conception bears haunting similar-
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ities to Hegel’s idea of reason, rationality, finally achieving its full expres-
sion. Here rationality is more than the means/ends efficiency and appropri-
ateness that economists prize. Reason here takes on an evaluative, ethical
significance, in which each individual acting on reason is free, autonomous,
and authentic in achieving his or her own interests, ones that are shared in
common with everyone else.

Along with the echo of Hegel, Habermas shares with English-speaking
philosophers such as Searle a commitment to the role of language and es-
pecially speech acts as constitutive of human institutions, owing in part to
the essential role communication between people plays in all human insti-
tutions. The emancipation that critical theory aims at is a “free-speech” sit-
uation in which all participants will ultimately agree, owing to the absence
of deforming and controlling forces that limit human reason from its
proper function.

Habermas is not the only figure to adopt the label critical theory for a
philosophy of social science. But in the second half of the twentieth century
it was his name that was mainly associated with it among English-speaking
philosophers. There is one important fact about human affairs and individ-
ual people’s relationships to the social science that other critical theorists
shared with him, and that marks the movement as distinct from other tra-
ditions of philosophical anthropology and most empirical social scientists:
the reflexivity of social sciences. People can come to be aware of the find-
ings of the social scientist about them and their behavior. Inanimate objects
and nonsentient creatures cannot. A science of human behavior must ac-
commodate this possibility: it must be, to use a term from the grammar of
certain verbs, “reflexive.” A science proceeding by positivist methods can-
not be reflexive.

As we shall see, there is a fairly well-known problem of “reflexiveness” in
social science, and it is a potentially serious obstacle to predictive success in
the individual disciplines. But it is not clear that the problem is either insolu-
ble or the result of a misguided commitment to methods appropriate only in
natural science. And that suggests that something more is involved in the crit-
ical theorist’s claim that social science is reflexive and natural science is not.

The phenomenon of reflexiveness is easily illustrated. An economist sur-
veys farmers’ resources and opportunities and the current price of wheat;
plugging this data into her theory, she predicts that there will be a surplus
this fall and that the price will fall. This prediction, circulated via the news
media, comes to the attention of farmers, who decide to switch to alternative
crops because they now expect lower wheat prices. The results are a shortfall
of wheat and high prices. Here we have an example of a suicidal prediction.
The dissemination of a physical theory has no effect on its subject matter,
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but the dissemination of a social theory does. It is reflexive (recall the no-
tion of reflexive verbs describing things one can do to oneself).

If the prediction had not been disseminated, it would have been con-
firmed. Therefore, in making such predictions, the social scientist must take
into consideration a variable reflecting the degree to which the prediction
will become known to its subjects and the degree to which they will act on
it. Doubtless, this complication makes prediction more difficult, but not
impossible. Indeed, in recent years, some economists (known as rational-
expectations theorists, because they attribute rational expectations about the
future to the subjects of economic theory) have held that the failure of gov-
ernmental policies based on macroeconomic theories is the result of reflex-
iveness. Well-informed people are acquainted with the same theories the
government uses. So when the government inflates the currency to make
everyone feel richer and spend more, well-informed people are not fooled
and the government’s policy does not work. People change their behavior in
ways that falsify the theories used to shape economic policy. Some rational-
expectations theorists hold that reflexiveness makes macroeconomic policy
(and even theory) impossible.

But critical theorists have something much different in mind when they
claim theory should be reflexive. What they really seem to mean by their de-
mand for “reflexive” theory is that social science must combine at least two of
the types of knowledge that Habermas identified: descriptive, predictive, pos-
itive, and “practical,” normative knowledge, which has a moral dimension. It
would not merely describe the way the world is but would provide positive
guidance about the way the world ought to be. Such a theory would be reflex-
ive in a stronger sense than the one we have just discussed. Its dissemination
not only could affect action, but like Freud’s or Marx’s, it should also effect ac-
tion. It would prescribe the direction in which action should be taken. Not just
Habermas, but most critical theorists rightly insist that methods employed in
natural science could never produce such a theory. For the theories of natural
science are limited to description and make no claims about prescription.

Critical theorists hold that the aim of social knowledge is not just to re-
veal the causes of human actions. It must also provide participants in society
enlightenment as to the true, deep meanings of their actions. By doing so it
would enable us to emancipate ourselves from false beliefs about the nature
of society and the morally unacceptable effects of those beliefs on people.
We shall return to the normative dimension of critical theory in Chapter 14.
For the moment, we need to focus on the deeper meanings that this theory
finds in human actions.

It is characteristic of many contemporary theories in social science that
seek to find the meaning of human action and of human events that they
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embody moral dimensions, which are conspicuously missing from theories
in natural science. Moral dimensions are also absent from theories about
human behavior that either avoid intentional explanations, such as behav-
iorism, or are embarrassed by them, such as modern economic theory. This
is what makes this sort of knowledge incomplete and limited when it is not
absolutely exploitative of human potential. Habermas and other critical the-
orists held that the source of this prescriptive element in interpretational
theories is to be found in the intentionality of social explanations. It arises
from the language in which agents express the rules that guide, explain, and
justify their behavior. This is what makes Habermas’s “ideal speech situa-
tion” the goal of practical and critical social science. If critical theorists are
correct, moral normativity is an inescapable dimension of folk psychology.
It must explain actions by describing them in morally evaluative terms.
These terms figure in the rules people act on and are the starting point of
the social scientist’s inquiry.

Consider [L]. It is a rule that helps determine what counts as rational. But
it is not all there is to rationality, for to describe an act as rational is to praise
it. What is more, rationality extends beyond the appropriateness of means to
ends that [L] reflects. Rationality assesses the appropriateness of ends them-
selves as permissible or obligatory—or as prohibited (because they are irra-
tional). Thus, a morally neutral social science is impossible: a science that
treats people as moral agents must either wear its moral commitments
openly or disguise them.

Critical theorists can identify a good example of morally contemptible de-
ception or, better put, self-deception, in the twists and turns of the bourgeois
economist’s theory of rational choice. Recall that the shift (described in
Chapter 6) from cardinal and interpersonal utility to ordinal utility pre-
cludes the economist’s making interpersonal comparisons of welfare.
Among economists, this self-denying ordinance has ossified into the claim
that such comparisons are unintelligible. This belief goes hand in hand with
a strict injunction, in economic methodology, of value neutrality: econo-
mists can describe, but they cannot evaluate. Their discipline is positive, not
normative. Here the overt rationale is the desire to be scientific, like natural
science. But the covert meaning of the shift away from interpersonal utility
that economic theory effects is quite different and essentially normative. First,
the surrender of interpersonal comparisons effectively blocks arguments for
redistribution, expropriation, and other tactics for improving social welfare.
Accepting this theoretical restriction has great social consequences and repre-
sents a moral decision that welfare inequalities are permissible. It does that by
making the dubious claim that they are indeterminable. By attempting to
adopt the value neutrality of natural science, economics is trying to absolve
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itself of the obligation to search for a replacement for cardinal utility theory,
one that could make judgments of manifest injustice. This tactic enables
economics to turn the normative concept of rationality into a positive, de-
scriptive shell. Rationality is no longer able to decide between the rationality
of ends. It is restricted to assessing the rationality of means, when it has any
intentional content at all.

This kind of unfavorable appraisal of alternative conceptions of social
science is characteristic of critical theory and of other interpretative philos-
ophies of social science. They combine a methodological and a moral cri-
tique of empiricist philosophies. But the moral critique rests crucially on
finding meanings in events that the participants did not see in them. No
critical theorist accuses F. Y. Edgeworth or Vilfredo Pareto, the founders of
ordinal utility theory, of consciously adopting the theory because of its
prospects for rationalizing the political status quo of early twentieth-century
Britain. Nor do they suggest that the developers of modern welfare eco-
nomics were engaging in a nefarious game to obstruct the forces of egalitar-
ianism. Though critical theorists seek in such results the deeper meaning
of these economists’ work, they do not seek the meaning in the conscious
intentions of individuals. But critical theorists do expect that once people
become aware of the real meaning of their actions, their actions will change.
Social science is reflexive.

What kind of meanings can explain human action that are not already
known to the agent or reflected in folk psychology? The meanings critical
theorists need are the ones identified by Marxian and Freudian theories. So,
critical theory has helped itself to much of both these approaches to human
affairs. That has meant that critical theorists had to defend the intellectual
credentials of theories like Marx’s and Freud’s.

Critical theory, despite its defense of Freud against charges of pseudo-
science (by rejecting empiricism beyond the natural sciences), is not really
wedded to the details of Freud’s theory. Infantile sexuality, the Oedipus
complex—these details are less important to critical theory than the
Freudian conception that some beliefs are unfounded illusions foisted upon
us by others, intentionally or not, and from which we must emancipate our-
selves. Crucial also to critical theory is the technique of psychoanalysis,
which the critical theorist wishes to adapt to identifying and curing social
ills. Just as Freud’s theory requires the analyst to identify a “text”—a story—
in the apparently random and undirected behavior of the patient, so too the
critical theorist examines unintended features of culture to find the real
meaning of social institutions. By identifying this meaning, the critical the-
orist hopes to produce changes in culture the way a psychoanalyst produces
changes in a patient.
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The critique of ideology is probably the most important thing critical
theory has taken from Marxism. It is illustrated in the critical theorist’s at-
tack (outlined above) on modern bourgeois economic theory. By means of
ideological analysis and critique, we can discover our real interests and the
interests of those who encourage ideological delusion even when they them-
selves do not realize what their interests are. And the critique of ideology
can, of course, be severed from the details of Marxian theory. By substituting
factors like race, sexual orientation, and gender for economically exploiting
classes, the critical theorist can update Marxian theory and sever its connec-
tion to a failed political tradition.

RADICAL INTERPRETATION AND CONCEPTUAL SCHEMES

We can now understand the intellectual geography of the philosophy of the
social sciences. At one extreme of the spectrum are the few philosophers
and social scientists who have held that meanings can’t be causes, that the
knowledge social science seeks must be causal knowledge, and that there-
fore we must turn our backs on meanings. At the other end of the spec-
trum there have been a larger number of social scientists and philosophers
who have agreed that meanings cannot be causes, but that they provide
knowledge, so that the aim of social science cannot be causal knowledge.
Between these camps has stood a body of writers advocating reasonable
compromise. They hold that the arguments of neither side are right, that
there is no logical incompatibility between meanings and causes. Thus,
there is no forced choice between intelligibility and prediction, and we can
have them both, in principle. If we have rather more intelligibility and less
prediction—well, this is a practical problem of complexity and difficulties
of research. It is surely not a problem that demands a complete reworking
of empiricist epistemology.

Reasonable compromises are always unsatisfying. Those who demand
improvements in prediction will insist that their opponents show that
meanings really do provide intelligibility, not just a psychological feeling of
curiosity satisfied. What after all is the test of intelligibility? Is it really just
the feeling that were we in the place of the agent whose behavior is ex-
plained, with the same beliefs and desires, or in the grip of the same neuro-
sis or ideology, we would do the same thing? Why should this feeling be a
mark of knowledge? How can a feeling certify the explanation offered and
the principles behind the explanation as true? Feelings are a notoriously
poor guide to knowledge, as Freud or Marx would themselves attest. We
feel nothing more firmly than that we are at rest. Yet this belief, despite the
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feeling that it must be true, is quite false—we are hurtling through the uni-
verse at a high velocity. If we had allowed the feeling of being at rest to serve
as a mark of knowledge, we should still be in the grip of the Aristotelian
theory of motion that the Catholic Church tried to protect from Galileo. Is it
possible that the feeling of intelligibility is equally mistaken, that it can be
explained away, just as the feeling we are at rest was explained away?

The real test of intelligibility, this argument continues, rather than a feel-
ing, is the application of the information that produces the feeling to suc-
cessful prediction. This application certifies the information as reliable, as
knowledge. As for the feeling of intelligibility—well, it is at best and only
sometimes a by-product of such successful prediction.

The fundamental assumption in this argument is epistemological: it is the
claim that propositions count as additions to knowledge only if there can be
independent objective evidence for them, evidence based on observations of
phenomena independent of our feelings and thoughts. This is some sort of
empiricism. And it leads inevitably to skepticism about an interpretative sci-
ence of human action.

As we saw in Chapter 4, all the information available to us by the observa-
tion of behavior will still not enable us to choose unambiguously between
two different combinations of belief and desire, combinations that have ex-
actly the same vague and imprecise consequences for behavior. If meanings
are ultimately matters of what is in our heads, then observations of human
behavior alone can never decide between competing interpretative theories,
whether Marxian, Freudian, commonsensical, or other, not even in princi-
ple, even when everything else is known about the rest of science (including
neuroscience), and when all the data about behavior is in.

This is a claim that originated with the important American philosopher,
W. V. O. Quine, and that he labeled “the indeterminacy of translation.” We
are invited to imagine ourselves as anthropologists seeking to translate the
language of a people with whom we share no linguistic history and no
translators. All we can do is watch and listen to someone willing to speak in
our presence. Suppose a white rabbit with one ear longer than the other
passes in front of both of us, and the speaker whose language we seek to
translate utters the noise “gavagi.” Shall we take this to mean, “There is a
rabbit before me,” or “Damn it, I didn’t bring my rabbit gun,” or “White
animals are rare in these parts,” or “I wonder why one of its ears is longer?”
or any of an indefinite number of other candidate meanings of the utter-
ance? Well, presumably, as we listen and watch, longer and longer, we will
be able to rule out many candidate meanings. What is more, in seeking a
translation of this language we will have to assume that by and large the
speaker has roughly the same beliefs and many of the same “basic” desires
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as we do. If our translation of their words leads us to attribute beliefs or de-
sires to some speakers that are irrational, like, “That rabbit looks so much
like me that we must be twin brothers,” or “I am disappointed that that rab-
bit did not turn into a prime number,” then obviously our translation man-
ual, or dictionary, must be faulty. This constraint on translation Quine
dubbed “the principle of charity.”

Now if we accept them, the doctrine of the indeterminacy of translation
and the principle of charity have important consequences not only for an-
thropology, and interpretational social science generally, but also for fash-
ionable doctrines about cultural relativism. If Quine is correct, then it is
possible for two translators to produce two incompatible dictionaries that
are each compatible with everything the speakers of the strange language
say. So, Quine argues, when it comes to meaning and interpretation, there is
no fact of the matter about who is correct. What is more, the problem of in-
determinacy of translation obtains “at home” in English or any language we
speak with one another. There are indefinitely many equally good transla-
tion manuals for getting from the meanings in my head to those in yours!
Accordingly, Quine concluded, an empirical science of meanings or inter-
pretation is impossible.

Moreover, when it comes to the study of other cultures, it will turn out
that their ways of thinking, or “conceptual schemes,” cannot be radically dif-
ferent from our own, or if they are, we will be unable to detect the differ-
ence. For the principle of charity that we require, in order to even try to find
the right translation of what they say, requires that we attribute roughly the
same beliefs, the same logical principles and perceptual equipment to them
that we have!

This is a conclusion disturbing to some cultural anthropologists and oth-
ers eager to deny privileged status to Western beliefs, especially those that
identify the methods of natural science as the sole route to knowledge of the
world. These multicultural students of society also want to deny that non-
Western values, and especially the religious beliefs of non-Western peoples,
are primitive or ignorant. If every normal Homo sapiens has the same set of
basic beliefs, the same logic, and the same commonsense epistemology
(theory of knowledge), then ultimately all divergent beliefs of people of dif-
ferent cultures will have to be mutually translatable and open to assessment
for truth on a single shared standard.

Cultural anthropologists and humanists of various sorts—especially liter-
ary scholars—have been particularly unhappy about these sorts of arguments,
for two different reasons. The principle of charity homogenizes cultural dif-
ferences in a way that encourages Western people to conclude that their ba-
sic conceptual scheme—the one that gives rise to natural science—is the
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only correct one. For it is the only one consistent with treating other cul-
tures as coherent. By imposing our conceptual scheme on everyone, no matter
what their culture, class, race, or gender, the principle of charity rationalizes
a sort of cultural hegemony or imperialism that these scholars have strong
political and ideological motives to reject. What is worse, Quine’s arguments
about meaning also make interpretative social science and literary studies a
pointless exercise in which there is no right or wrong. For they show that
even after we conclude that we share the same conceptual scheme, the same
logic and perceptual beliefs with everyone else, no matter how different their
culture, we still cannot select one or even a small number of interpretations
of their behavior as better than an indefinite number of others. This makes it
impossible to settle debates about the correct interpretation of any cultural
phenomena. Without such a possibility, the debates are therefore pointless.
Accordingly, much of the debate about the foundations of interpretative so-
cial and human science has turned on disputes in the philosophy of lan-
guage about the nature of meaning.

Against Quine’s skepticism about uniquely correct meanings and decon-
struction’s multiplications of them, there is a powerful argument with an
equally French starting point. The argument begins with a claim of René
Descartes, the founder of modern epistemology: some things I know for cer-
tain, directly, and immediately. I know them without evidence, or they are
self-certifying, or the evidence for them must be more powerful than any-
thing that could justify my other doubtable beliefs. Among the things that I
know with certainty is my own existence (Cogito, ergo sum, “I think, there-
fore I am”). I cannot doubt my own existence. For the act of doubting re-
quires a doubter—and that would be me. Similarly, at least sometimes when
I act, I know why I act. I cannot doubt that my basic actions—raising my
arm, for example—stem from desires and beliefs, which give them meaning.
My direct awareness of the phenomenology, the sensory awareness of what is
going on inside of me, guarantees that. The feeling of intelligibility is based
on the immediate certainty about why I act, in my own case. And this con-
viction requires no further evidence, for it cannot be doubted, any more
than I can doubt my own existence.

Thus, the argument continues, the reason a proposition like [L] seems
like an irrefutable definition is that it is an a priori truth or at least a propo-
sition I know to be true from my own case. I know it by introspection and
with far greater assurance than I know any other fact about the world be-
yond my immediate experience. Of course, whether the other human bodies
that make up the social world are just like me “on the inside” is another mat-
ter. But if they are, then the intelligibility of their behavior is certified as
knowledge by my direct awareness of the truth of [L].
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Here we are faced with epistemological rationalism as the final arbiter of
method in the social sciences. Meanings provide knowledge, regardless
of their predictive limits, because they produce intelligibility, and intelligi-
bility, not prediction, is the mark of knowledge.

Introduction to the Literature ____________________________________

Hegel’s works are difficult, whether read in German or English. Accessible
treatments of them include two books by Terry Pinkard, Hegel’s Phenomenol-
ogy: The Sociality of Reason, and Hegel: A Biography. Among other writers on
Hegel in English are Robert Pippin, Hegel’s Idealism: The Satisfactions of Self-
Consciousness, and Hegel’s Practical Philosophy: Rational Agency as Ethical Life,
as well as Allen Wood, Hegel’s Ethical Thought. A more recent work is Stephen
Houlgate, An Introduction to Hegel: Freedom, Truth and History. 

Two excellent works on Marx for philosophy of social science are Jon El-
ster, Making Sense of Marx, and Gerry Cohen, Karl Marx’s Theory of His-
tory: A Defence. Older work but still worth reading are Stephen Lukes,
Marxism and Morality, and Robert Paul Wolff, Understanding Marx.

Accounts of Freud’s theory are widely available, but it is best to read
Freud himself, for instance, New Introductory Lectures on Psychoanalysis. A.
Grunbaum, The Foundations of Psychoanalysis, is a philosophical critique of
Freud’s theory, with special reference to the critical theorists’ reinterpreta-
tion of it. A more recent interpretation of Freud’s research program is Patri-
cia Kitcher, Freud’s Dream: A Complete Interdisciplinary Science of Mind.

Much of Foucault has been translated into English. Although less difficult
than Hegel, Foucault’s prose is not easy. Gary Gutting’s Michel Foucault’s Ar-
chaeology of Scientific Reason is a good place to begin. Gutting’s anthology,
The Cambridge Companion to Foucault, is testimony to Foucault’s continu-
ing influence. Bourdieu’s work has now been translated into English as well,
and has an increasing influence among sociologists of culture. M. Grenfell’s
anthology of papers, Pierre Bourdieu: Key Concepts, is a good starting point,
along with J. F. Lane, Pierre Bourdieu: A Critical Introduction.

Among critical theorists, the most influential figure for social science is
J. Habermas. One of his important works is Knowledge and Human Inter-
ests. T. McCarthy, The Critical Theory of Jurgen Habermas, is recommended
as an excellent introduction to his thought. See also R. Geuss, The Idea of
Critical Theory, a particularly lucid exposition of the theory. McCarthy’s
Ideals and Illusions is a more recent text on the subject.

The general problem of reflexive predictions in social science is examined
in papers by Buck and Grunbaum reprinted in L. I. Krimerman’s anthology,
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The Nature and Scope of Social Science, and G. D. Romanos’s “Reflexive Pre-
dictions” in Martin and McIntyre.

Quine’s attacks on meaning and his argument for the indeterminacy of
translation can be found in Word and Object, arguably the most important
work of philosophy in the United States during the twentieth century.

Martin Hollis, in The Philosophy of Social Science, explores the prospects
for reconciling interpretation and behaviorism under the distinction be-
tween explanation and understanding. Hollis also treats the once-lively de-
bate about whether there are alternative incompatible conceptual schemes,
which cultural relativism requires.

Students seeking further discussion of “deconstruction” do well to begin
and end their inquiries with “The Word Turned Upside Down” by John
Searle, a review of On Deconstruction: Theory and Criticism after Structural-
ism by Jonathan Culler in the New York Review of Books.
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C H A P T E R  N I N E

Holism and Antireductionism in 
Sociology and Psychology

Among social scientists there is a long tradition of insisting that the distinc-
tive subject matter of their sciences are facts that are not psychology,
whether matters of prediction or interpretation. Instead their sciences ex-
plain autonomous social facts by other social facts, and neither is reducible
to more basic facts about individual people or anything else. The same type
of argument is advanced by psychologists to deny the relevance of more ba-
sic sciences, such as neuroscience, to its research agenda. In this chapter we
examine the structurally similar arguments of antireductionist social scien-
tists and psychologists.

HOLISM AND ANTIREDUCTIONISM IN 
SOCIOLOGY AND PSYCHOLOGY

Not all social science is devoted to the psychological explanation of individ-
ual human action, nor to explaining human institutions as dependent on
individual psychological processes. Indeed, the tradition of European philo-
sophical anthropology examined in the last chapter holds that it is broad so-
cial forces that operate on individual psychologies to constrain, structure, or
even produce individual action. Even among those who embrace an empir-
ical, naturalistic approach to human affairs quite different from the Euro-
pean tradition, there are sociologists, anthropologists, economists, and
students of politics who hold that what is characteristic about social science
is that it deals with a range of facts about people, facts that have little to do
with the psychological factors explaining individual human action. The facts
are about human social institutions, like families or businesses, and about
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large aggregations of people, like social classes or religious groups, or even
about whole societies, economies, or cultures. Following a tradition dating
back to Emile Durkheim, one of the founders of sociology, let us call these
facts “social facts.” That social facts are not the same as the sum of the psy-
chological factors explaining individual agents, their behavior, and its causes
is crucial to the claim that special social facts exist.

SOCIAL FACTS

If there are such social facts, then there might be a way around all the prob-
lems of intentionality. A theory that explains and predicts the relations
among social facts, without reference to psychological facts, need not con-
cern itself with problems of intentionality that psychological factors raise. A
theory of social facts may make no use of an explanatory principle like [L] or
any other psychological laws. Moreover, the existence of a range of such
facts may provide a better explanation for the predictive weakness of social
sciences: perhaps the problem is that we have been attempting to construct
a theory about the wrong sort of subjects—individual people, instead of so-
cial groups. If we change our perspective, we will discover an improving sci-
ence staring us in the face. Consider a parallel from physics: imagine trying
to frame a theory about the thermodynamic properties of a gas—including
temperature, pressure, volume—by focusing on the behavior of the mole-
cules that make it up. Even if we could observe the molecules, we would see
nothing but a buzz of random motions, nothing that could help us under-
stand the gas composed of them. The proper way to proceed in thermody-
namics is to search for macroscopic regularities among observable features
of the gas. Only later may we frame hypotheses about individual molecules
that might explain the laws of thermodynamics.

The same may be true for the social sciences. The behavior of the individ-
ual looks random. We can’t seem to frame any laws about it. But what if we
examine aggregations of individuals? Then we might—indeed, it has long
been argued, we will—find laws about these aggregations of individuals.
Having found them, moreover, we may be able to turn back to discover hy-
potheses about individuals that explain these macrosocial laws. And even if,
as some hold, there are no such explanatory hypotheses, at least we will have
discovered important laws of macrosocial phenomena.

Advocates of the possibility or the actuality of social facts are called
holists. Holism is often associated with the doctrine that the whole is more
than the sum of its parts: society is more than the individuals who make it
up—hence the existence of independent social facts.
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There are, however, philosophers and social scientists ready to produce ar-
guments that there is no such range of irreducible social facts to be found or
explained. These opponents of social facts are known as methodological indi-
vidualists, or individualists for short. They stand ready to demonstrate that
any example given of a social fact is best described or fully explained in terms
of the behavior of individuals, or else it is not a fact of any kind, but a figment
of the holist’s imagination or research program. The modifier methodological
is attached to the name of proponents of this view in order to reflect the fact
that they adopt a methodological dictum always to search for individual de-
scriptions and explanations to substitute for or explain holistic ones.

It will be surprising to some social scientists that there could be a philo-
sophical question about whether there are social facts independent of indi-
vidual ones. For such independent facts seem the sum and substance of
many of the social disciplines. In the view of many social scientists, that such
facts obtain is surely a substantial matter of fact, not a question to be decided
by considerations from philosophy. However, there is a long tradition (espe-
cially but not exclusively) among naturalists in social science and philoso-
phers of science of doubting whether there can be any such facts not
reducible to facts about individuals.

In part, this skepticism stems from a suspicion of theoretical entities—
things, forces, or features that are not directly observable by the scientist.
Some physicists and philosophers of physics have raised doubts about the
existence of microphysical entities, such as electrons, quarks, and photons.
Because we cannot observe them, we cannot justify our theories about them
as any more than useful fictions. We can only observe medium-sized objects
and their properties. Therefore, these are the only sorts of objects and prop-
erties we have reason to believe really exist. Similarly, we can observe only
individual agents, so that claims about things very much “larger” than
people are just as suspect as claims about things very much smaller than
people. There is another reason naturalists are dubious about social facts.
The very idea of a range of facts distinct from ones about individuals seems
intrinsically mysterious and unempirical to them. For such facts smack of
“organicism”—the doctrine that, like an organism, the social whole is some-
thing above and beyond its parts and their relations to one another. Simi-
larly, they reject the idea that stems from Hegel that above and beyond the
individual consciousness that governs behavior there is a “collective con-
sciousness” of the society as a whole. Even holists who reject both organi-
cism and the doctrine of a collective consciousness are sometimes accused of
commitment to them willy-nilly.

Holism is also controversial because it is connected to another feature of
social science that raises serious methodological questions—“functionalism,”
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the strategy of identifying and explaining features of society in terms of the
functions, the purposes they serve, not for individuals, but for the society as
a whole. This strategy is widespread in social science. And as we shall see,
holism provides a natural motivation for it. However, functionalism has it-
self been a problematical strategy, in part for reasons we have already exam-
ined in the discussion of behaviorism and teleology (Chapter 5, “Causation
and Purpose”).

Part of the argument for holism derives from the motive of showing soci-
ology to be an “autonomous science”—one distinct from and independent
of psychology. Arguments for the autonomy of a discipline have usually
been made at the time of its first separation from another established disci-
pline. Thus, Durkheim argued strongly for the separate existence of sociol-
ogy and its distinction from social philosophy and individual psychology.
Arguments about autonomy also arise when an established discipline,
theory, or method appears to be threatened with elimination or preemption
by a more powerful or more basic one. Thus, some psychologists hope to
show that psychology is independent of apparently more fundamental
theories and methods in the life sciences, like those of neuroscience. And
even more social scientists reject the dependence of the human sciences on
any part of biology, especially Darwinian theories of evolution.

Opponents of the autonomy of a discipline or theory often hold that it is
“reducible” to some more fundamental theory or theories. Recall the brief
sketch of logical positivism in Chapter 2. According to positivists, the his-
tory of science is the history of the subsumption of older and narrower
theories by newer and broader ones as science advances. More specifically,
in theory reduction the terminology of the narrower theory is defined in the
terms of the broader theory, and its laws are derived as special cases from
the more general laws of the broader theory. Thus, for example, important
parts of chemistry lost their autonomy from physics when the balanced
equations of chemical reactions came to be derived from the theory of
atomic structure in physics.

Methodological individualists argue that if there are social facts, and gen-
eralizations about them, then the theories about these facts can be reduced
to one about individuals. That is, the terms naming social facts can be
cashed in for terms that describe individuals and their properties, and the
laws about social facts can be derived from psychological laws like [L]. Sim-
ilarly, proponents of the reduction of psychology to neuroscience argue that
its intentional vocabulary and its generalizations can be reduced to descrip-
tions of brain states and laws about their relations.

The arguments for the autonomy of sociology and psychology are so sim-
ilar that we will examine them together and draw conclusions about both
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subjects. In Chapter 10 we turn to the connection between holism and func-
tionalism and the methodological individualist’s critique of both. And in
Chapters 10 and 11 the strategy of methodological individualism, particu-
larly in economics and in sociobiology, is examined further.

HOLISM AND HUMAN ACTION

How is the existence of social facts to be established? One argument for
holism is narrowly philosophical and turns on the analysis of the terms we
use to describe individual human actions. A second argument is more
clearly factual and, therefore, more convincing to social scientists than the
philosophical one. Before turning to it, we examine the philosopher’s argu-
ment, with the warning that it, like most philosophical arguments, is pur-
sued at a very high level of abstraction.

Consider the terminology employed in intentional explanations. Merely
by reflecting on notions like language, meaning, rules, roles, and institu-
tions, we can deduce the existence of such social facts. Describing some-
thing as an action and explaining it in terms of beliefs and desires seem
already to commit us to social facts. Consider the example of my cashing a
check. How is such behavior explained? In order not to miss aspects of this
explanation suppressed because of their banality and obviousness, imagine
explaining this behavior to someone who does not understand the concept
of money. To do that, I need to explain the significance of my action to me
and the teller, and that brings in the entire monetary and banking system.
The teller and I are operating under rules—enforced by society—that give
the exchange its meaning. But the rules are unintelligible except against
the background of rules with compliance conditions, that is, institutions
of persuasion and enforcement. My actions are explained in terms of the
status of the teller as a teller, independent of any other facts about him. His
behavior as a teller can be described only by reference to other roles—the
cashier, the bank manager, and so on. We cannot break out of this circle of
institutions into descriptions of mere behavior. An account of the beliefs
and desires that give the meaning of each of our actions must make refer-
ence to our roles and the rules governing them. Since we cannot character-
ize these beliefs and desires without reference to concepts like teller and
customer that give their content, reference to social facts is unavoidable in
individual explanations. If reference to social facts is unavoidable in de-
scribing individual facts, they can hardly be composed of or dependent on
them. Social facts must have a separate and distinct existence. So the argu-
ment goes.
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The methodological individualist’s traditional counter to this argument
was an objection from considerations of testability. Individualists held, quite
rightly, that the only test of a statement that purports to refer to social facts
is to be found in observations about individuals. Therefore, such statements
had ultimately to be translatable, at least in principle, to claims about indi-
viduals. Any residue in such translation was a meaningless leftover. The
trouble with this argument was that it proves too much. Suppose we employ
the same standard in, say, physics, and demand that all of its theoretical
claims must also be translatable without residue into statements about ob-
servations. That cannot be done short of depriving physical theory of its ex-
planatory power. If “electron” must be translated into observational terms,
we can no longer explain its observational effects such as lightning by ap-
peal to the behavior of electrons. For now what explains the lightning turns
out to be a disguised statement about lightning itself.

What this point shows, however, is that statements that transcend obser-
vation are to be judged on their explanatory power, not their testability or
meaning. Therefore, the argument that the meaning of our very descriptions
of human actions presuppose social facts does not carry much weight. For
such statements merely describe phenomena that need to be explained. Per-
haps the best explanations will involve redescription of the events in terms
that do not presuppose social facts. A description of the sun as “setting”
seems to commit us to the geocentric hypothesis: the sun goes around the
earth. An explanation of the sunset, however, makes no such supposition. It
begins by redescribing the sunset as an earth-turn. Similarly, whether there
are social facts or not cannot rest on descriptions we employ to identify in-
dividual actions. It must rest on the argument that the best explanation of
individual actions presupposes social facts.

Therefore, holism requires more than simply showing that our descrip-
tions of individual actions presuppose social facts. Any argument for the ex-
istence of social facts must rest entirely on the adequacy of an explanatory
theory of human actions that requires such facts. The explanatory theory
that adverts to social facts must provide the best explanation for the charac-
ter and content of the beliefs and desires that result in actions.

But the methodological individualist will not accept as adequate any such
explanatory theory appealing to social facts. The individualist holds there is
a crucial disanalogy between the unobservable, theoretical facts of physics
and the unobservable, social facts of the holist. For the existence and interac-
tion of individuals are not only necessary for the existence of society and of
social facts but are also sufficient for their existence. Both holists and indi-
viduals agree that people are necessary for the existence of society. Individ-
ualists argue that, in principle, claims about social facts should be entirely
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explained by truths about these individuals and their relations to other indi-
vidual people. This is because the existence of multiple individuals is suffi-
cient for the existence of society and social facts. If all we need to produce
social facts is for people to exist and behave in certain ways, then how can
social facts consist of more than people’s behavior?

If indeed people’s existence and behavior in certain ways are all we need
to produce social facts, then the comparison between theoretical facts of
physics and social facts breaks down. The truth of claims about the observ-
able phenomena of physics is necessary for the truth of statements about the
theoretical facts that physics postulates. That’s how we test the theoretical
ones. But such confirming observational predictions are not sufficient for
the truth of theoretical claims. Otherwise, we could translate statements of
physical theory into sets of statements about observations, because transla-
tion requires just the knowledge of necessary and sufficient conditions for
the term translated. Then, with theoretical claims equated to descriptions
of observations, the power of statements, say, about electrons, to explain ob-
servations of, say, lightning, would be a real mystery. By parity of reasoning,
if aggregating individual behavior is sufficient for bringing about social facts,
then the social facts cannot explain the individual ones because individual
behavior is already necessary for it.

Now, one way holists can restore the parallel is to claim that the whole is
somehow different from the sum of its parts and their relations to one an-
other: somehow, putting people together creates new things that, together
with people’s behavior, constitute society and make for social facts. These
new things are the theoretical entities of sociology. Just aggregating or piling
up individual actions isn’t after all sufficient for the existence of social facts.
Moreover, we must appeal to sociology’s theoretical entities to explain the
behavior of individuals in society. Few philosophers or social scientists will
want to take this idea seriously, except as a last resort. For in the end, this hy-
pothesis is not so much an explanation of anything as an admission that
something can’t be explained. How the whole could be different in kind
from the sum of its parts and their relations is just a mystery.

But consider the alternative that holism faces. It is the view that there
are two sets of facts, one about society, and the other about individuals. The
first set is wholly dependent on the second and yet not identical with it. The
dependence is not accidental; it’s at least causal and perhaps logical. Without
people, no social facts. With people, social facts. Moreover, these social facts,
whose existence depends only on the existence and interaction of people and
on nothing else, are an essential part of the explanation of people’s behavior.
It’s not just that individuals’ subjective and perhaps false beliefs about social
facts explain their individual behavior. On the holist’s view, the social facts
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are needed to explain their beliefs, true or false. Perhaps the hypothesis
about wholes being greater than the sum of their parts is more attractive
than first supposed. For it seems no more mysterious than the complete de-
pendence of social facts on psychological ones, even though the dependent
social ones explain the independent psychological ones.

In the end the argument for holism from the terms in which we describe
action is not very appealing. And if the intentional explanation of action
really requires social facts, as this philosophical argument holds, then
holism—with its mysteries about wholes being different from the sum of
their parts—will also have to bear the methodological problems of [L] and
intentional explanations generally. As such, it would fail to provide a poten-
tial way out of the dilemmas of naturalism and interpretationalism. So, it’s
pretty clear that holism needs an argument that is both more convincing than
this philosophical one and independent of the problems of intentional social
science. As we shall now see, there are more powerful arguments for holism,
arguments that, in fact, undermine intentional theories of human action.

THE AUTONOMY OF SOCIOLOGY

Among speculative philosophers and in various religious traditions, holism
is an ancient doctrine. Hegel’s thesis that the history of the world is the story
of the self-development of the world mind or spirit is the best example of
this tradition. But holism became an issue of importance to social science
with the work of Durkheim in the late nineteenth century. Durkheim did
more to establish sociology as an independent discipline than anyone else.
However, Durkheim was as hardheaded an empiricist about methodology
in social science as one is likely to find. He was quite explicit in claiming that
the methods of sociology must be the same as those of the natural sciences.
As to the subject matter of sociology, he held that it is quite distinct and dif-
ferent from the subject matter of any other discipline.

In fact, the existence of a range of social facts was Durkheim’s most pow-
erful argument for a separate science of sociology, at a time when it was
struggling for autonomy from psychology (and social philosophy, for that
matter). In the 1890s, even psychology was not yet viewed as a distinct disci-
pline, independent from philosophy. And what better argument for estab-
lishing a discipline’s autonomy can there be than showing there are facts
that no other discipline even takes note of, let alone can explain?

The term social facts was coined in Durkheim’s methodological treatise
The Rules of the Sociological Method, but the most powerful argument for
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them was not methodological. It was factual. In Suicide, Durkheim uncov-
ered some startling statistics. Among the best known nowadays is that the
number of suicides per 100,000 differs radically for Catholics and Protestants,
even when we control for all other reasonable factors. Catholics have a much
lower suicide rate. The numbers also differ spectacularly and significantly be-
tween men and women, married and single, army officers and conscripts, the
newly wealthy and longtime impoverished, summer and winter, during
meals and between meals. These statistical differences are large enough and
persistent enough to ground regularities that require explanation.

Durkheim noted that the reasonable thing to do is to examine the rea-
sons for suicide and see how they vary between the differing classes, Prot -
estant and Catholic, officer and conscript, and so on. For suicide is an
action, and accordingly is the result of desires and beliefs. In fact, coroners
had already been recording the reasons for suicide throughout the nine-
teenth century, citing the presumptive causes of suicide under headings
like poverty, family troubles, debauchery, physical pain, love, and jealousy.
Of course, there were errors in coroners’ reports owing to the difficulty of
correctly identifying the reasons from case to case. But under the reason-
able assumption that errors will cancel each other out, what did Durkheim
find? Well, in certain parts of Europe, the suicide rate rose 100 percent be-
tween 1856 and 1878—and not gradually either. Rather, it remained at the
lower level for some years, then suddenly jumped to the higher level and
remained there. But now Durkheim examined the coroners’ reports: he
found that the proportion of each of the “presumptive causes” of suicide—
the reasons—illness, poverty, jealousy, and so on, remained almost exactly
the same between 1856 and 1878, while the rate of suicides per 100,000
population doubled everywhere. That meant that either the incidence of
each of these reasons for suicide increased in exactly the same proportion
or they were not the causes at all.

Now, recall the methodological maxim: same cause, same effect. This
principle tells us that like effects must have like causes and unlike effects
must have unlike causes. In 1856 and in 1878 the effects—the number of
suicides per 100,000—were unlike. There was a 100 percent rise. So, what-
ever caused the rate in 1856 cannot also be identified as the cause in 1878.
Since the reasons cited in the coroners’ reports remained the same, in pro-
portion, they cannot have been the causes. Therefore, Durkheim con-
cluded that even if each individual suicide is caused by a psychological
factor—the suicide victim’s reasons for committing suicide—the change
in the rate per 100,000 cannot be caused by such facts. The statistical fact is
a social fact, Durkheim held, and cannot be explained by psychological
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facts. To explain this social fact, we must seek other social facts that cause
it and that also cause the psychological facts. For the stability of reasons
for suicide over time must itself be explained by forces external to and in-
dependent of the individual.

Here is an argument for the existence of social facts independent of a
theory that hypothesizes them. The argument relies only on empirical facts
and a methodological principle everyone shares: same cause, same effect.
And once we grant, on the basis of an empirical argument, the existence of
such facts, there is nothing methodologically suspicious about hypothesizing
further social facts to explain the ones whose existence we have already
proved without a question-begging appeal to a theory. But that is exactly
what Durkheim did.

Durkheim’s theory is a paradigm of twentieth-century sociological theo-
rizing. The theory treats the suicide rate as a social indicator—a measure of
the health of the society as a whole. Beyond some baseline level of suicides
per 100,000, which we can determine by comparing time-series data, a rise
in the suicide rate represents something gone wrong in the society. The
members of a society are governed by social forces that exist independent of
them. The behavior of individuals is determined by norms of conduct of
which we are not aware. These norms are imposed on us by social institu-
tions, which determine the degree of social integration of a society’s mem-
bers. Thus, suicide is lower among Catholics because they are bound more
closely to one another through the guidance of the Church than are Protes-
tants. And suicide is higher among army officers than conscripts because
officers are bound more tightly to their units than conscripts are and offi-
cers sacrifice themselves to “the good of the service” if required. The newly
rich person, who is unused to luxury and whose means now exceed his
needs, is made normless and more inclined to suicide than perpetually poor
folk, whose social norms remain undisturbed. In fact, Durkheim identified
three different sorts of suicides in terms of three distinct social causes: ego-
istic suicide, resulting from too little social integration; altruistic suicide, re-
sulting from too much of it; and anomic suicide, resulting from great and
rapid changes in the degree of social integration that leave agents normless
and disoriented.

We can explain each of the social facts about differences in suicide rates
by a social fact about differences in the degree of social integration. There is
an optimal level of social integration at which the baseline level of suicide is
maintained. But optimal for whom and for what? Durkheim’s answer was
that a certain level of social integration is optimal for the society as a whole,
for its well-being and survival. Each of the institutions of society has a func-
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tion to fulfill, and its behavior is explained by this function. Thus, marriage,
religious organizations, family structure, legal and business institutions, po-
litical organizations, in fact, most things of interest to the sociologist, have a
function in the operation of society. When these institutions are oppres-
sively overbearing, the society functions poorly, as manifested by a high
suicide rate and by other social ills as well. When institutions are not suffi-
ciently powerful in their effect on individual behavior, the same symptoms
of social disorder are manifest. Durkheim viewed society as a vast organism,
with a complex organization of interactive components. Therefore, the func-
tion of a social institution is not to do something for individuals directly but
to do something for the society composed out of them. This is holism with a
vengeance—and with no doubt about the existence of entities above and be-
yond individuals.

Durkheim was not embarrassed about the apparent commitment of his
theory to a doctrine of “organic wholes” and its concomitant thesis that
the whole is different from its parts and their relations to one another.
There were two reasons for that: First, along with other late nineteenth-
century writers about method, he supposed those principles to be substan-
tiated in the relation of physics to chemistry and in the relation of both
disciplines to physiology. That is, chemical phenomena could not then be
explained wholly in terms of physical theory, nor could physiology be ex-
plained fully in terms of chemistry. Therefore, chemical properties of
things were treated as distinct from the physical properties of their constit-
uents. Similarly, metabolic and other physiological processes could not be
chemical or physical explanations. So for Durkheim, holism was a widely
accepted scientific stance.

Durkheim seems to have held that society, along with individuals, is
made up of an âme collective—which is usually translated as “group mind,”
though we should beware of literal translations. It is unclear how much
Durkheim really required this notion in order to expound his theory. What
is clear is that neither it nor the social regularities it was called upon to ex-
plain was, in Durkheim’s view, reducible to psychological processes. There-
fore, sociology had to be an independent and autonomous discipline. It had
its own facts and its own laws. What more could a science want? Its own dis-
tinct method? No. Durkheim held to the thesis that logical positivists later
called the “unity of science”—that disciplines might be distinguished by sub-
ject matter, but not by method. For scientific method is determined by the
requirements of knowledge, which are the same everywhere.

In fact, according to Durkheim, psychology must surrender some of its
domain to sociology. That is because his proof that social facts exist is also
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an argument that at least some individual behavior that we suppose is deter-
mined by psychological factors is not, in fact, really caused by them.
Durkheim recognized that social forces must work through individuals. So
he held that such facts constrain and direct individual behavior, even when
the behavior seems entirely “voluntary,” in his words. And Durkheim had
an argument for this conclusion: if there are social forces that determine the
suicide rate, they can do so only by determining individual suicides. What
the psychologist identifies in the mental states of individual suicide victims
were accepted by Durkheim as sometimes being the real intermediate links
in a causal chain from the social forces to the act of suicide. At other times
Durkheim seemed to say that these mental states are mere by-products, pro-
duced along with suicide by social forces.

Here, then, is a more powerful argument for holism, and not just about
the social suicide rate. For Durkheim and his sociological successors have
employed similar arguments to assert the existence of a wide range of such
facts. Many of these successors, especially in the European tradition of
philosophical anthropology, took great inspiration from Durkheim’s
quantitative and data-driven argument to hold that there had to be social
facts distinct from psychological ones; that the relationships among these
facts constituted an autonomous set of social structures; and that, as
Durkheim discovered, these facts and the structures in which they are em-
bedded determine individual conduct unconsciously and/or consciously.
Figures such as Foucault, Bourdieu, and Habermas all took inspiration
from Durkheim, though none explicitly identified themselves as a disciple
or protégé.

But Durkheim’s influence in empirical sociology is at least as great as it
was on the more speculative European tradition. If Durkheim’s argument is
sound, there are more than enough social facts to keep an entire scientific
discipline busy. This type of argument is one that claims to be well within
the naturalistic camp, at least as regards scientific aims and methods. It
claims to be an argument no different from those that stand behind the au-
tonomy of biology from chemistry or physics. No one can doubt that there
are biological facts, whose existence we recognize without having already
bought into biological theory. So, too, are there sociological ones, whose ex-
istence can be established without a question-begging appeal to a theory
that already assumes them. But once we recognize the existence of some so-
cial facts that cannot be explained by psychology, there is another argument
for such facts. For the explanatory power of the theory of autonomous so-
cial factors that best explains them provides further evidence for the truth
of holism.
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HOLISM AND REDUCTIONISM IN 
PSYCHOLOGY AND SOCIOLOGY

There is, however, at least one loose thread in this argument. It’s the relation
between autonomous sociological facts and the psychological ones from
which they are supposed to be autonomous. Consider the psychological
facts about individual suicides, for example. How can we decide whether
psychological factors are causal links to suicide or just by-products of some
other suicide cause?

The question is important for Durkheim’s claims about the autonomy of
sociology and the existence of social facts. In fact, it is a crucial issue for any
argument that justifies the autonomy of a discipline on the existence of dis-
tinct entities and distinct laws about them. If it is shown that the occurrence
of social facts can be explained by laws of another, more fundamental disci-
pline, then the argument for the autonomy of the discipline seems seriously
weakened. For then it may be claimed that the facts the discipline deals with
are not autonomous but can be described and/or explained by the more fun-
damental discipline. This argument has always seemed especially threaten-
ing to sociologists and anthropologists. For without an argument for holism,
their disciplines seem in danger of being swallowed up by psychology. With-
out holism, what else is there to society but people, whose behavior is the
business of psychology to explain? Sociologists and anthropologists there-
fore frequently quote Durkheim’s exhortation, “Whenever a social phenom-
enon is directly explained by a psychological phenomenon, we may be sure
the explanation is false.” We need to consider whether this thesis is defensi-
ble and what sort of autonomy from psychology it is that sociology needs or
can secure.

Suppose that psychological facts are causes of suicide in individual cases.
Then presumably there will be generalizations linking these factors to sui-
cide, perhaps even intentional generalizations of [L]’s form. If there are such
generalizations, then by simple arithmetic aggregation of the explanations
of individual suicides, the generalizations should also explain the aggregate
fact of the number of suicides per 100,000. If Durkheim is right, working up-
ward from the psychological causes of suicide should bring us to the social
facts—too much or too little social integration—that determine these psy-
chological causes. In effect, psychological factors would then be part of the
explanation of why social facts obtain. Psychological laws would underlie
and help explain sociological laws linking the degree of social integration to
the suicide rate. But this result threatens the autonomy of sociology. For it
makes it look as if sociology is “reducible” to psychology. All we would need
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is to show that social integration is itself the result of psychological factors or
the behavior of people toward one another. Then it will turn out that psy-
chological facts about people cause them to treat others in a way that leads
the others to commit suicide.

The alternative to this reduction of the sociological is to treat psycholog-
ical factors as by-products. We must claim that they are “epiphenomena,”
which have no causal role in suicide, that psychological factors are side ef-
fects, along with suicide, of purely social forces. But this claim flies in the
face of a causal principle that no empiricist like Durkheim could ignore:
the principle that there is no “action [that is, causation] at a distance.” One
of the legacies of the success of mechanical explanations in science is the
doctrine that one change cannot cause another unless they are in spatial
and temporal contact or unless there is a chain of such contacts between
them. Now, for a change in the degree of social integration to cause a
change in the suicide rate, there must be such a causal chain, and it must
pass through people. Unless it can do so without passing through their
thoughts, psychological processes cannot be mere by-products of suicide’s
social causes.

The same argument seems available for any generalization connecting
one social fact with another. The causal chain must pass through individu-
als, and this threatens the autonomy of disciplines that deal with social facts.
Furthermore, showing the dependence of social laws on psychological pro-
cesses may lead to the conclusion that the social facts are ultimately psycho-
logical too.

This conclusion, in fact, mirrors the logical positivist image of the nature
of scientific progress and the structure of scientific knowledge, already de-
scribed. The image seriously threatens arguments for the autonomy of dis-
tinct social sciences, especially ones without well-established records of
success in the discovery of laws. The image, as we saw, is unabashedly re-
ductionistic. It claims, first of all, that the history of scientific progress is a
history of reductions of narrower theories to broader ones. Once a science
discovers its first improvable generalizations, progress comes in the formu-
lation of deeper laws and theories that not only explain the initial generaliza-
tions but also improve on their accuracy. Thus, Kepler’s laws of planetary
motion and Galileo’s laws of terrestrial motion were the break with Aristotle
that produced modern physics. It took Newton to show that both were de-
rivable from a single set of laws, one of profound economy and simplicity, to
which many other regularities were “reduced” over the next three centuries.
That is, these regularities were shown to be special cases of Newton’s laws or
deducible from them when we added certain assumptions about the mathe-
matical values of parameters and constants and so on. Newton’s laws en-
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abled us not only to systematize disparate regularities but also to improve
them, explain their exceptions, and show us what further forces need to be
taken into account in order to improve our regularities. Scientific progress
eventually led to the reduction of Newtonian mechanics, to still more funda-
mental principles that explain it and its exceptions: the theories of relativity
and quantum mechanics. We can deduce Newton’s laws from these theories
by adding the false assumptions (embedded in Newton’s theory) that the
speed of light is infinite and that energy comes in a continuum of values, in-
stead of discrete quantities—quanta.

In addition to reducing Newtonian mechanics to more fundamental
theory, modern science can reduce thermodynamics, electromagnetism, and
large parts of chemistry to fundamental physical laws. In fact, it is claimed
that important parts of biology—such as genetics, enzymology, and parts of
physiology—can be reduced to chemistry. That suggests not just that science
progresses by reduction but that the edifice of scientific theories is reductive
as well. Thus, chemistry is reducible to physics, and increasingly, biology has
been shown to be reducible to chemistry. But where do the social and be-
havioral sciences fit into this picture?

The empiricist and postpositivist picture is a reductionist and antiholist
one. It tells us that biological systems are nothing but chemical systems and
chemical systems nothing but physical systems. So, psychological systems—
organisms with minds—must themselves be biological and, ultimately, just
chemical or physical systems. Social systems—groups of individuals—must
ultimately be psychological ones. If there are psychological laws, they should
be derivable from biological ones; if there are sociological laws, they should
be derivable from psychological ones. This reductionistic view of the history
and structure of science has had more proponents in the sciences than in
philosophy.

The methodological moral reductionist draw seems twofold. First, propo-
sitions that are not explainable by reduction to laws of a more fundamental
discipline are not laws but are either falsehoods or local regularities that de-
scribe the results of the operation of more basic laws on initial conditions.
Second, any discipline that has not yet secured laws is unlikely to do so,
unless it follows the guidance of methods that have secured laws in other
disciplines and employs descriptive language common to these successful
disciplines.

This view has profound ramifications for psychology that we must ad-
dress before returning to its bearing on holistic arguments for the autonomy
of sociology. As we have seen in Chapter 4 (“Intentionality”), intentional
psychology seems irreducible to neurophysiology. Neuroscientific theory
does accord brain states “content” in the way that the intensional descriptions
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of folk or much scientific psychology do. Substitution of equivalent de-
scriptions in any sentence of neuroscience will not change a truth to a fal-
sity, or vice versa. The same is true of the rest of science. That means that
the intentional descriptions psychology provides of our mental states can’t
be equated with neurological descriptions of brain states. But just such
equations are necessary conditions for reduction. To see the problem, com-
pare a successful reduction in physics. We can deduce the ideal gas law,
PV = nRT, from theory about molecules in part because we can identify the
temperature of a gas with properties of molecules that make it up. Reducing
thermodynamics to molecular mechanics hinges on the fact that the tem-
perature of a gas is equal to the mean kinetic energy of the molecules that
compose it. A parallel kind of equivalence between belief, for example, and
any description of brain states is just not in the cards—it’s logically pre-
cluded by the intensionality of mental states that neural states (along with
all other physical states) lack.

The conclusion a few philosophers, psychologists, and social scientists
draw is that intentional psychology is a dead end, that there are no laws of
intentional psychology. For any such laws would not be reducible to the rest
of science, and that’s impossible. Why? Because intensionality blocks the re-
duction and thus the unification of psychology with the rest of science.

These psychologists and philosophers insist that all our scientific theories
should eventually be interconnected and arranged in a hierarchy from the
most fundamental to the most derivative, and the derivations must be de-
ductive. This requirement will explain why no one has found any laws in
psychology. It will explain why [L] is so close to vacuous and has so little
predictive content and, most of all, why it hasn’t undergone any improve-
ment in all of recorded history. [L] can’t be improved because improvement
requires being linked to a broader reducing theory, just what is impossible
for intensional statements. And the problem is the descriptive terminology
we have always employed in attempting hypotheses in psychology. Inten-
tional concepts don’t link up neatly to the rest of science because they don’t
“carve nature at the joints.”

Recall the point about the concept of fish in Chapter 2 (“The Empiricist’s
Diagnosis”). Any attempt to frame generalizations about how fish breathe,
and to improve these generalizations or explain them, will be frustrated.
There is no one way fish breathe; fish is not a “natural-kind” term. Though
its origins in ordinary thought are clear, the category “fish” has no place in
biological science, because it cannot be linked up in laws with other general
categories. So, biologists give up the ordinary term fish, meaning “aquatic
animal,” and either redefine it or break up the category of fish into several
homogeneous categories to which they assign Latin names.
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Psychologists who embrace the view that intentional terms don’t name
natural kinds have acted similarly. They have turned their attention to neu-
roscience or artificial intelligence or have tried to make a go of one or an-
other version of behaviorism.

This argument that intentional theories are dead ends has several impli-
cations for the rest of social science. First, other social disciplines, to the de-
gree that they are intentional, have no more prospects of reduction than
psychology has, and for the same reasons. They will not be reducible to ex-
tensional science. Moreover, on this view, the failure to have identified laws
and theories reflecting the continuing derivation and improvement char-
acteristic of science is explained by the intentional character of psycholog-
ical theory.

The second implication of surrendering intentionality is more favorable
to sociology. If intentional psychology is a will-o’-the-wisp, then of course
there is no reason to demand that sociological generalizations be explained
by the intentional psychology of individual behavior. A macrosociology ir-
reducible to intentional psychology is untouched by its problems. How-
ever, macrosociology must, in the reductionistic approach, link up with
the rest of science somewhere, either through a nonintensional psychol-
ogy or perhaps through some direct connection to biology. Either way, in
this argument, sociology will turn out to be reducible to, not autonomous
from, the rest of science. This is of course a heads-I-win-tails-you-lose ar-
gument against holism and autonomy. If sociology is not reducible, then
it’s a scientific dead end, like intentional psychology. And if it is reducible,
it is not autonomous.

The argument, however, has several weaknesses. To begin with, there is
its picture of the history of science as cumulative progress by successive re-
duction and as a deductive hierarchy of scientific theories. If the picture
ever was an uncontroversial account of the history and present status of sci-
entific theorizing, it is no longer. Both historians of science and some
philosophers have repudiated it as a simpleminded reconstruction of the
much more complex history and structure of science. First, there have been
detailed attempts to show that the deductive relation claimed to hold be-
tween successive theories in physics does not obtain. Nor do such relations
obtain, it is claimed, between theories in different sciences. Biological
theory is held to be autonomous from chemistry, even at the level of molec-
ular genetics, but especially between evolutionary theory and the rest of
natural science.

Let’s consider the least radical of these objections to the reductionist’s
picture, the notion that the structure of science is not a deductive hierarchy
of more derivative and more fundamental theories. Biology is certainly a
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respectable science, one that adopts to a large extent the causal methods of
physical science and that searches for laws to explain its phenomena. More-
over, it has had some important theoretical successes: evolutionary theory,
population genetics, molecular biology, to name the most imposing. Yet, bio-
logical theory is not (as yet) reducible to chemistry or physics. Even if it even-
tually is reduced to physical science, no one will dare to deny that biology is a
separate science or to deny the reality of biological organisms.

Sociologists and intentional psychologists can take considerable comfort
in these facts. For they suggest that irreducibility is not a symptom of pseu-
doscience or sterility and frustration. Moreover, even if sociology were re-
ducible to psychology, and/or psychology were reducible to neuroscience, it
would not follow automatically that there are no sociological facts or no psy-
chological facts after all.

Actually, the question of whether biology is reducible to physical science
may be instructive for the holism/autonomy question. For one thing, it sug-
gests that the really interesting issue is not whether there are social facts,
but whether there is a distinctive discipline couched in the language of such
facts. Almost all biologists are prepared to admit that their research sub-
jects, whether the species, populations, organisms, organs, tissues, cells, or
the macromolecule, are “nothing but” physical matter, albeit organized in
distinctive ways. No biologist thinks each of these levels of description
refers to a distinct and different entity greater than the sum of its parts.
Rather, biologists are interested in whether interesting and useful general-
izations can be discovered at each of the various levels of organization they
observe (organisms and organs) or theorize about (the species or macro-
molecule). One way of saying that there are such generalizations at a given
level—such as the level of species or macromolecule—is to say that there
are facts about the species or macromolecule distinct from facts about indi-
vidual organisms. And such a claim need have no mysterious metaphysical
or ontological connotations.

Similarly, the autonomist may argue, the question of whether there are
social facts is the question of whether there are interesting generalizations
couched in language that purports to refer to such facts. The rest is “mere”
philosophy. Let the philosophers fight about whether the terms in a well-
confirmed law refer to real objects. Like the claims of biology, sociological
laws must ultimately be explained by psychological ones or whatever theory
best explains individual human behavior. But that doesn’t mean there are
no interesting generalizations about social facts. There may still be social
generalizations that can be used to explain and predict social phenomena,
and some cases of individual behavior, for that matter.
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This is not a view Durkheim would have been comfortable with, perhaps,
while fighting for sociology’s life. But now that its life is no longer threat-
ened, we may relax and adopt it as the cognitive content of the claim that
there are autonomous social facts. This is a view we might describe as
“methodological” or “instrumental” holism, according to which the auton-
omy of a discipline hinges, not on whether a special range of facts exists, but
on whether the discipline can come up with interesting generalizations.

As an epistemological or methodological thesis, antireductionism and the
autonomy of biology from physics, or the macrosocial sciences from psychol-
ogy, or for that matter psychology from neuroscience, is probably not contro-
versial. But it may also not be strong enough to support the sort of autonomy
of the social sciences from psychology and from the natural sciences, espe-
cially biology. And that the generalizations of the social sciences are both in-
teresting and apparently irreducible to psychology, and that psychological
regularities are not in fact reducible to neurobiology, has emboldened philoso-
phers of social science and philosophers of psychology to try to construct ar-
guments that these regularities could not be reduced, even were we to know
everything, even if the social and behavioral sciences were complete. If these
writers are correct, the autonomy of higher-level sciences from lower-level
ones will not just be epistemological or methodological. It will be a metaphys-
ical difference in kind between the domains of these disciplines. This argu-
ment has become important in recent years and needs to be explored.

AUTONOMY AND SUPERVENIENCE

The argument for the stronger metaphysical autonomy of any social science
from other more fundamental sciences begins with a distinction that will be
important in the next chapter as well. It is the distinction between functional
kinds or types of things, states, and processes, and structural types. This is
not a hard and fast distinction and it is easy to grasp: consider the name for
the item at the top of a pencil that removes the marks the pencil lead
(graphite) makes. In American English this item is called an “eraser.” In
British English it is called a “rubber.” The first name identifies the object in
question in terms of its function, the second in terms of its material compo-
sition, or more broadly its structure. Most nouns of most languages identify
objects in terms for function (e.g., chair). By contrast, physical science often
identifies objects in terms of structure (oxygen is the element whose atoms
have eight electrons and eight protons, with an atomic weight of sixteen, ex-
cept for isotopes).
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The next step in the argument for the autonomy of higher-level science
is to consider the apparently silly question, can we “reduce” the type, the
kind, the concept of chair to purely physical concepts, that is, define it in
terms of the physical structure that all chairs share? But chairs do not share
much or perhaps even any physical structure: they don’t need four or three
legs or even any legs (consider a solid throne). They don’t need backs or
sides or even seats of a given size or shape. Chairs can be made of plastic,
metal, wood, ice, plutonium, et cetera. Chairs do not have to support any
particular weight or be any particular size (consider the chairs in a doll’s
house). To be a chair can’t be reduced to any set of facts about the structure
of chairs. Yet, no one would deny that chairs are wholly and completely
physical things. No one would suppose for a moment that, just because we
cannot define chair in terms drawn from physical science, chairs are non-
physical. No one has ever gone in for dualism about chairs, even though we
cannot exhaustively break down the concept of “chair-ness” into more basic
physical properties.

It will be convenient to have a few technical terms for the relationship be-
tween chairs and their physical constituents: supervenience and multiple re-
alizability. It seems safe to assume that things such as chairs are “nothing
but” physical objects, even though the concept of chair cannot be defined or
described completely in terms of some set of physical properties shared by
all chairs. There is a sense in which chairs are higher-level entities that su-
pervene on lower-level ones in this specific sense: (a) given any particular
higher-level entity—say, a particular chair—it will have a particular compo-
sition, a certain number of legs and arms, a seat and back perhaps, arranged
in a certain way; (b) anything else whatsoever that has exactly the same ma-
terial, physical composition, parts, et cetera, must also be a chair with ex-
actly the same functions; (c) there will of course be other ways that chairs
can be composed, perhaps even an indefinite number of other ways of being
a chair. So being a chair is multiply realized. Therefore, we cannot ever com-
plete a list of physical ways of being a chair that would be required to reduce
the concept or kind of thing—chair—to more basic, purely physical kinds
of things. But the crucial thing is that each individual chair is still nothing
more than, nothing above and beyond, nothing greater than the sum of the
physical parts that compose it.

Now this fact of supervenience is going to be true of almost anything
that is defined in terms of its function, instead of its structure. It’s not just
chairs and tables that supervene on an endless list of different ways matter
can be put together to make them. Human social institutions are almost
all defined in terms of their function, and not in terms of their composi-
tion. This will be obvious for, say, families and juries, private property or
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voting, money or corporations, markets or armies. In fact it’s almost im-
possible to find a term of interest in the social sciences that is not defined
in terms of its causes or (much more usually) its effects, especially ones
that meet the needs of some individuals or groups (or something that itself
supervenes on groups). If things in the domain of any one of the social sci-
ences are defined in terms of their function, then presumably they will su-
pervene on the actions and behavior of individuals and groups whose
behavior is in the domain of some other social science. But that means
that, although institutions are composed of nothing but the actions of the
people who participate in them, they won’t be reducible to them! Just as
chair is not reducible to a list of physical components, being a jury or a
market or marriage contract is not reducible to some set of people’s partic-
ular behaviors or beliefs or desires, or any combination of them. Each and
every higher-level social fact may be composed of lower-level facts, even
individual psychological facts. But there are so many different ways that
the same higher-level fact can be realized by, instanced by, composed of
lower-level facts, that the higher one can’t be reduced to the lower-level
one. It’s multiply realized by a vast “disjunction” of different ways people’s
behaviors can make it up.

And of course it’s not just that economic or political processes, institu-
tions, and facts, can’t be reduced to sociological ones, and sociological ones
can’t be reduced to psychological ones, owing to multiple realizability. Psy-
chological kinds of states like beliefs and desires are not reducible to neural
states of the brain, even though each and every belief and each and every
particular desire that occurs to a person is nothing but processes occurring
in their brains.

Now what all this means is that each of the social sciences will be au-
tonomous and irreducible to some lower-level science, say, psychology,
just as Durkheim held. And this won’t merely be owing to ignorance or in-
completeness of the higher-level science or the lower-level one. It will be
due to the supervenience of the concepts, types, kinds in the domain of the
higher-level science to the concept, types, kinds in the domain of the
lower-level one.

Those social scientists who, following Durkheim, argue for the autonomy
of their discipline from any more basic social or behavioral science, or for
the irreducibility of social science to natural science more generally, have a
very powerful argument from multiple realizability of functional concepts. But
the fact that all the social sciences operate with functional and not structural
or compositional concepts and terms, raises at least as many problems for
the autonomy of social science from natural science, especially, from biol-
ogy, as it appears to solve. It is to these problems we turn in the next chapter.
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Introduction to the Literature ____________________________________

M. Martin and L. C. McIntyre, Readings in the Philosophy of Social Science,
incorporates many of the most important canonical and contemporary pa-
pers on both the holism/individualism dispute and the debate on the nature
and role of functionalism in social science. Durkheim’s original argument is
excerpted, along with classical papers by J. N. Watkins and Steven Lukes.
Two more recent papers reprinted in Martin and McIntyre, “Reduction, Ex-
planation and Individualism,” by H. Kincaid, and “Social Science and the
Mental,” by Alan Nelson, are sophisticated discussions of reductionism and
the autonomy of sociology from the psychological. J. Fodor, “Special Sci-
ences (or: The Disunity of Science as a Working Hypothesis),” defends the
autonomy of disciplines not reducible to more fundamental ones. This pa-
per is reprinted both in Martin and McIntyre and in N. Block, ed., Readings
in the Philosophy of Psychology, which contains several other papers relevant
to the autonomy of psychology from neuroscience.
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C H A P T E R  T E N

Functionalism as a 
Research Program

Holism and antireductionism are two theses about the social sciences that go
closely together with another research strategy, functionalism. As we shall
see, all three face the problem we have repeatedly identified in this book, of
how to account for the “spontaneous order” of social institutions, the fact
that they meet social and individual needs that no individual or group of in-
dividuals can meet even if they noticed the need, intended to meet it, and
took steps to do so.

FUNCTIONAL ANALYSIS IN SOCIAL SCIENCE

As noted in the last chapter, methodological holism goes along with another
“ism”—functionalism. Moreover, functionalism as an analytical strategy and
an explanatory one was also first advocated, explained, and exploited by
Durkheim. And we may easily adapt Durkheim’s arguments for functional-
ism to support the methodological holism sketched in Chapter 9 as a substi-
tute for his more polemical arguments.

Functionalism as an explanatory strategy is fairly obvious and common,
both in ordinary life and in biology. We often explain something’s character
or even its very existence by citing the function it serves. The function some-
thing serves is one or more of its effects, or the effects of its presence and be-
havior. The presence or operation of something has indefinitely many
effects, but only a few of them are among its functions. Thus, among the ef-
fects of my pressing the brake pedal on my car is to wear out a bit of the
brake pad, to dissipate the energy of motion into the air as heat, and to cause
tread to be burned off the tire. But none of these effects is its function—
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slowing the car down. This function—slowing the car down—explains why
I pressed the brake pedal, of course.

For a considerable period in twentieth-century social science, the
methodology of seeking functions for features of human affairs was called
structural functionalism. Among its leading advocates were European an-
thropologists such as Maus, Malinowski, and Lévi-Strauss, figures who in-
fluenced the tradition of philosophers labeled philosophical anthropology in
Chapter 8. The label has become slightly misleading in light of the contrast
discussed in the last chapter between identifying things by reference to their
functions—their beneficial effects—and by reference to their structure, com-
position, component parts, et cetera. However, in social science the label
structural functionalism is appropriate because it reflects the close connec-
tion between functionalism as a method and holism as a hypothesis in social
science. Structuralism labels the thesis that there are features—structures—
of society that are necessary for its persistence but not intentionally con-
structed or even noticed by its participants, and that therefore these
structures can’t be reduced to or explained in terms of the behavior or the
thoughts of individuals and groups of them. Structuralism is a holist thesis.
It mandates a search for the functions of the structures it identifies but ex-
cludes the possibility that these functions are intended, designed, or even
recognized by the participants in a society. In the remainder of this chapter
we will drop the qualifier structural and use the label functionalism with the
understanding of its structuralist suggestions.

To understand the strategy of functionalism, consider some examples.
“What’s that rock doing in front of the door? It’s a doorstop.” “Why does
the heart beat? In order to circulate the blood.” As we have seen (Chapter 5,
“Causation and Purpose”), both of these explanations are problematical:
the ordinary one because it is intentional, and the biological one because it
isn’t! That is, explaining something’s purposes in terms of our desires and
beliefs introduces all the problems of intentionality—how do our beliefs
and desires represent things, how do they have content? Explaining some-
thing in terms of purposes that no person has seems to require the desires
of God, or some other intelligent agent that modern science would rather
not have to invoke.

Problematical or not, functional explanations are as indispensible in so-
cial science as they are in biology. Consider the question of why the market
price system is almost universal, even in societies where governments at-
tempt to suppress them. The answer to this question is that the price sys-
tem is universal in human societies because it fills a function: coordinating
production capacities and consumption demands that no individual or
group, even armed with a most powerful supercomputer, could achieve.
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As we will see, the philosophical puzzle is not deciding whether functional
explanations are legitimate. They are too widespread in social science for
any philosophical argument to cast doubt on them. The puzzle is giving an
analysis of how it is that something could have arisen and persisted in hu-
man society that fulfils a function so beautifully but that no one could have
designed or could maintain. The puzzle is all the more pressing for almost
every social institution fulfills such functions even though few were ever
designed by people “on purpose” to fill their function or any function for
that matter. This problem is the one Chapter 6 labeled the problem of
spontaneous order.

FUNCTIONAL INDIVIDUATION AND SUPERVENIENCE

Along with explaining why things happen, appeals to functions have an-
other role in the social sciences that is equally indispensible. They are used
for “individuating” and classifying things, for identifying units or wholes,
for tying together disparate and apparently unconnected things into a
larger category. If we are classifying things in terms of their functions, it
may be easier to uncover interesting generalizations about them. Often
these are generalizations that would have escaped our attention were we
to classify things by shape or color or size or composition. Recall our dis-
cussion of chairs in the last chapter. Or consider another example, the
functional concept clock, meaning a system for telling time. Now consider
the incredibly diverse set of physical objects that have been used to fulfill
this function. There are, first of all, the many different kinds of watch
mechanisms—escapement wheels, tuning forks, quartz mechanisms, mi-
croprocessors, et cetera. There are atomic clocks, cesium clocks, pendulum
clocks, the human pulse, sundials, water clocks, hourglasses, marked wax
candles, the sun, leaves that change colors with the season, tree rings, and
so on. What do all these things have in common that makes them clocks?
Certainly no simple common physical mechanism (except perhaps at the
ultimate level of quantum mechanical description). What enables us to
identify them all as clocks is their function, that is, the uses they can be put
to. And we would be unable either to calibrate one clock mechanism
against another or to improve on the accuracy of any one of them without
the general functional category of clock. “Clock” is the only category that
enables us to bring this physically heterogeneous collection together in one
theory that explains their common behavior.

The functional concept of clock permits us to do something else: given a
collection of “junk” on a workbench, just our learning that the objects go
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together to make up a clock will help us figure out how to put them to-
gether, what each of them does, what sort of a thing they compose, and so
forth. In contrast, if we know little about the physical makeup, or construc-
tion, of things, the best way to begin to learn is to see what the different
things do, what function the parts go together to perform, if they have a
function. For this reason, knowing functions enables us to identify wholes
made up of components and to tell which components go together to make
which wholes.

Now, macrosocial science requires this sort of functional analysis just be-
cause it claims to be autonomous from psychology and the rest of science.
The claim of autonomy is the claim that knowing about the behavior of in-
dividual people can’t tell us much of anything about the social facts, because
psychological theory is no help in developing sociological theory.

Why not? The reason was given in the previous chapter: the kinds that
sociology individuates, that is, what it distinguishes as needing explanation
or providing it—marriage rules, or social classes, or religions, or community
networks, et cetera—are all multiply realized by the psychological facts
about people that they supervene upon. Recall from the last chapter that
multiple realizability is a feature common to things like chairs or clocks that
share in common a function that can be and is usually discharged by any
one of a large number of different structures or mechanisms. Just as there
are many ways something can be a clock, there are many different packages
of different individuals’ psychological attitudes, beliefs, wants, hopes, fears,
preferences, and the behaviors they bring about, which can go together to
constitute a social class, or a religious ritual, or a cricket match. Even though
these higher-level, functionally individuated, sociological categories super-
vene on lower-level psychological categories, they cannot be reduced to
them, defined in terms of them, or explained by appeal to psychological laws
or regularities, owing to their multiple realizability. The indispensability of
functionally analyzed kinds, categories, and concepts in sociology is at the
same time an argument for the autonomy of sociology, and of every social
science that invokes functional analysis, from psychology, and for that mat-
ter from the natural sciences.

In fact, this argument suggests that the only route to understanding
macrosocial processes is through functional analysis. We have to ignore the
problem of “composition” or “structure,” the question of what social facts are
composed of, because knowing this information won’t help us identify social
facts or discover any generalizations about them. That leaves only the study
of how they work, what they do; in short, their function as a source of socio-
logical theory. And we can neither identify social facts nor discover the regu-
larities that systematize them without assuming that the facts have functions.
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THE INEVITABILITY OF FUNCTIONAL 
ANALYSIS IN SOCIAL SCIENCE

Almost all significant features of human affairs—historical actions, events,
processes, norms, organizations, institutions, et cetera—have functions, that
is, adaptations, or they are the direct results of such adaptations. The idea that
almost everything of interest to social scientists has functions may seem du-
bious at first blush. How could almost everything in human affairs be an
adaptation? That sounds like an idea worthy of Pollyanna or Voltaire’s Dr.
Pangloss, who thought that the bridge of the nose was there to rest eyeglasses
on. Even in biology, not everything turns out to be an adaptation. Much of
evolution is a matter of drift—the play of chance on small and sometimes
even large populations that leads to changes in the distribution of adaptations,
and even to the persistence of nonadaptive and maladaptive traits. Moreover,
important biological traits are just the result of physical constraints—gravity,
ambient temperature, the seasons, and the length of the day. Surely all the
same must be said of the course of human affairs. Indeed, it’s fair to suppose
that there may well be a great role for the drift of random forces and physical
constraints in human affairs, just as there is in biology.

Defending the claim that most features of human affairs have functions
relies a great deal on the qualification significant. There will be many fea-
tures of human affairs that are the result of drift, and yet few social scientists
will accept the suggestion that what particularly interests them about human
affairs is the result of random drift alone, or even mainly. Similarly, social
scientists will recognize constraints of many kinds as forcing subsequent fea-
tures of human affairs to adapt to them. But few social scientists accord such
constraints with the fixed character that constraints—especially physical
ones—have in biological evolution. This is much of the point of the widely
shared view that social facts are constructed. In fact, the most revolutionary
social changes break down the oldest, firmest, and most pervasive con-
straints, as a result of processes of variation and selection. The real issue is
whether such variation is blind and the resultant selection natural.

Reflection on human affairs does suggest that, even more than in biology,
significant features of social life have functions for some one, or some group,
or some practice. Some social practices, norms, institutions have been con-
structed by individuals and groups to cope with an environment that has
mostly come to consist of other individuals and groups and their practices.
Social life is nothing but groups and their practices competing and cooperat-
ing with one another. Some of the functions these practices have are ones
people think they designed—institutions like the US Constitution. But mostly
the adaptations emerged from history without anyone intending, designing,
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or even recognizing them. This is especially true of the most important ones:
think of feudalism, or the Roman Catholic Church, two institutions that were
around for a long time. Then there are short-lived adaptations. Then there are
the features of human life that no one designed, that didn’t emerge uninten-
tionally from actions and events people did “design” or intend, but that are
best thought of as symbionts, or parasites, or sometimes combinations of
both, living on human life, and changing it for the better or for the worse, but
always adapting the way they function to ensure their own survival.

It may be difficult to think of tobacco smoking or heroin addiction as
having social functions, because they are harmful. But they must still be un-
derstood in terms of their functions, as we can easily show. These practices
and many other persistent ones are harmful to humans, but they are prac-
tices with features that ensure their persistence and spread through human
history, at least until their environments change and their effects start to be
selected against. 

Chinese foot binding is a nice example of how this works. Foot binding
persisted for about a 1,000 years in China. It got started because women with
bound feet were more attractive as wives. Bound feet functioned in part as a
signal of wealth, since only rich families could afford the luxury of prevent-
ing daughters from working. Another function of bound feet was to make it
easier to keep track of girls, and ensure their virginity, et cetera. So, at first,
when the practice arose, foot-bound girls had more suitors. Pretty soon
every family that could afford it was binding daughters’ feet to ensure they’d
get married. Result: when every girl’s feet were bound, foot binding no
longer provided an advantage in the marriage market, and all foot-bound
girls were worse off because they couldn’t walk, suffered other health effects,
et cetera. Foot binding starts out having function for some families, or even
for some girls. By the time it becomes really widespread and fixed, it has lost
its original function (of giving a few girls an advantage in the marriage mar-
ket) and acquired another one (making a girl marriageable at all), even
though it is actually harmful to every foot-bound girl’s health and welfare.
But once everyone was doing it, no one could get off the foot-binding merry-
go-round. Anyone who stopped binding daughters’ feet condemned them to
spinsterhood. That is why foot binding persisted despite its harmful effects.
For whom or for what did its features have functions? For itself, for the prac-
tice, norm, institution of foot binding! The practice persisted, like any parasite,
because some of its effects had the function of exploiting the “weaknesses” of
humans and their institutions—marriage, the desire for virgin brides and
large dowries, the desire to control women before and after marriage.

Once we widen our focus, the claim that almost everything of interest to
social scientists in human affairs has functions becomes far less Panglossian.
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But can it be correct? One reason to suppose it must be is the fact that almost
all the vocabulary and taxonomy of common sense and the human sciences
are themselves thoroughly functional. As a consequence it would be diffi-
cult for common sense and social science to even notice or describe any-
thing except in terms that attributed effects to it that are beneficial for
someone or something! Moreover, the predictive and ameliorative goals of
the human sciences impose upon all of them research programs that assume
that most of the significant features of human affairs are adaptations for
some individuals and groups, and maladaptations for other groups. Though
each of the social sciences may be neutral on the functions of the actions,
events, norms, practices, and institutions in the domains of the other social
and behavioral sciences, it will not be agnostic about those within its do-
main. This will be true at least so long as it has ameliorative ambitions for
social processes in its domain. The remodeling and redesign of political, le-
gal, economic, social, or cultural institutions, rules, norms, and practices
would be impossible if these items did not to varying degrees have functions
for individuals, and groups of various sizes and compositions, or for them-
selves as parasites on human wants, needs, and interests.

Since the same function can be fulfilled many different ways, and many
different variants on the same norms, practices, institutions, et cetera, can
have the same function, discovering the function of some feature of human
affairs may tell us little or nothing about the psychological processes and in-
dividual actions on which it supervenes. The multiple realizability of a single
type of social fact, by a vast disjunction of different individual behaviors
combines with the functional character of most of these facts to provide a
strong foundation for methodological holism.

Methodological holism thus begins with functionalism and adds to it the
reasonable hypothesis that what we have learned about individual behavior
provides little direct insight about the functions of macrosocial phenom-
ena. Once we have discovered systematic regularities, if any, about social
facts, a psychological theory may be called upon to help explain how partic-
ular cases of the regularities play out from instance to instance. But psy-
chology will not help us identify the basic units and kinds of social facts that
are regulated by social forces. Nor will the concepts, kinds and descriptions
of ordinary language give us the right taxonomy for sociology. The divi-
sions that it identifies reflect functions, but not necessarily the ones science
seeks, or even the real functions, and certainly not the basic functions of so-
cial institutions.

Thus, for example, the jury system is identified in ordinary life and the
law as the institution (in nations employing the English common law) that
has the function of determining matters of fact in legal proceedings. But this
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may be quite a superficial functional analysis, one that obscures some other,
deeper functional role or disguises the fact that the jury system shares im-
portant functional properties with other institutions in countries without ju-
ries at all. Both of these possibilities are important because identifying
“deeper” functions or wider functional categories is essential to uncovering
interesting sociological generalizations. Thus, some Marxian sociological
analysis may hold that the real function of the jury system is ideological—to
encourage public acceptance of decisions made secretly elsewhere on the ba-
sis of class interests instead of on the basis of real guilt or innocence. The in-
stitution of the jury system is thus to be explained in terms of its “real
function,” that of sustaining the ruling classes. Alternatively, if the jury sys-
tem’s role is described widely as that of “peaceful conflict resolution,” then it
will be classified together with other social institutions having the same role.
Subsequently, the sociological theorist will attempt to frame generalizations
about conflict-resolving institutions. These will be generalizations that can
be tested by further examination of the jury system and other institutions
with the same function.

The difference between apparent and real functional roles is often de-
scribed in terms of the distinction between latent and manifest functions.
The manifest functions of a social institution are those that it was, as it were,
intentionally designed to accomplish and that it is recognized by its partici-
pants as accomplishing. Latent functions are those it serves unwittingly,
without the recognition of its participants. Such unnoticed functions are of-
ten held to be more important and more systematically significant than the
manifest functions of the institution.

For instance, the manifest function of marriage is to legalize domestic and
sexual relations and regularize the duties and rights associated with them.
According to Durkheim, however, marriage has other latent functions. It is
one of the many institutions that protect the members of society from sui-
cide. Its latent function is that of maintaining the optimal degree of social in-
tegration. In that respect, it is to be grouped with other social institutions
that may seem quite different from it: the jury system, for example, or the in-
stitutions of the Catholic parish.

Identifying things by their functional role may also enable us to recognize
the artificiality of distinctions between social institutions. Sometimes these
boundaries prevent us from recognizing generalizations that may explain
them. For example, the functions of the police as the agency of law enforce-
ment, and of the courts as the agency of factual determinations in legal ques-
tions, may seem quite distinct. Yet the Marxian sociologist who views the
jury system as an institution for enforcing class interests may bring the jury
system together with the police into one category of institutions with a sin-
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gle latent function. That sociologist may argue that the institution operates
effectively by making it appear as though both its components have distinct
identities and separate functions.

Individuating social institutions by function and framing explanatory
theories about them are intimately associated. We would be unable to dis-
cover any generalizations about functionally identified social institutions
unless we first identified them in terms of their functions. But just to identify
something as an instance of a functional category is to advance a generaliza-
tion about it. To identify marriage as a socially integrating institution in-
volves asserting that marriage encourages social integration. That is a
generalization as well as a classification. It enables us to lump marriage to-
gether with other such institutions and then to see whether we can frame
hypotheses about them. For instance, we may consider the generalization
that certain institutions reduce the individual’s probability of suicide. In fact,
Durkheim’s claim that there are three different types of suicides—egoistic,
altruistic, and anomic—is based on a prior classification of social institu-
tions into functional types that protect against too much social egoism, too
much social altruism, or social anomie. The classification of suicides was
based on an examination of the consequences of three different ways that
institutions can break down, failing to fulfill their function of maintaining
an optimal degree of social integration. So functionalism is both an analyti-
cal strategy for identifying socially significant institutions and an explana-
tory strategy that accounts for institutions’ characteristics by appealing to
their effects for society as a whole.

As noted in the last chapter, if holism is correct, either as a doctrine about
the independent existence of social facts or as a methodologically reasonable
practice, then functional analysis and functional explanations are obviously
appealing. In fact, they are more than appealing. They are indispensable.
That is why holists are functionalists. However, functionalism is a method
with some serious potential problems. These are problems that methodolog-
ical individualism has seized upon in its counterarguments to both ontolog-
ical and methodological holism.

THE TROUBLE WITH FUNCTIONALISM

According to the methodological individualist, the commitment to func-
tionalism represents everything that is wrong with holistic social science.
Functionalism is held to be complacent at best, immoral at worst, and ster-
ile when it isn’t untestable altogether. Besides, individualists charge, it rests
on a false view about the nature of society, the view that society is some sort
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of organism, as opposed to a collection of “atomic” individuals. Accordingly,
individualists recommend we turn our backs on the search for latent func-
tions and search instead for explanations of social phenomena that appeal
only to the behavior of individuals. When we fail in the employment of this
strategy, we should blame our own lack of scientific ingenuity and not twist
the facts to explain our failure.

According to the individualist, functionalism works as a method in biol-
ogy because the subject matter of biology is organisms—and their organs,
tissues, cells, and so on—which have indisputable functions with regard to
the survival and well-being of the organism or its environment. Holism and
functionalism are tenable only on the assumption that society is some sort of
superindividual organism, made up of institutions and individuals acting as
its organs, tissues, and cells. But, the individualist insists, society is not an
organism, and there are scientific and moral dangers in even the metaphor-
ical treatment of it as an organism. Therefore, these “isms”—holism and
functionalism—encourage cognitively and morally dangerous social science.

First consider the individualist’s morality charges: at its worst, holism is
an accomplice of totalitarianism of the right and the left. Holism and func-
tionalism, by according social institutions a life of their own and attributing
to them functions with respect to the needs of the society—as opposed to
the needs of the individuals who compose it—threaten the priority of per-
sonal liberty and individual human rights. For example, we hold that the
jury system has the function of ensuring the rights of the accused. The sug-
gestion that it has some other deeper, latent function undermines the prior-
ity of the protection of rights as its real function and encourages us to view
this institution as serving some other needs, ones with social priority over
the protection of individual rights. If the real function of elections is, as
Marx put it, for the proletariat regularly to pretend to decide which among
the capitalist classes will exploit it, then someone who adopts that Marxian
theory is unlikely to respect the process or outcome of “free elections.”

It is regrettably true that totalitarian political philosophies, from Plato to
Marx, have subordinated individual rights and advantages to the needs and
well-being of society. They have justified the subordination of individual rights
on a holistic theory of social organization, one that makes society as a whole
into an agent with rights, claims, and interests. But it is also clear, to many
holists at least, that this misuse of a version of their methodological prescrip-
tion is no reason to condemn all uses of it. For, as some of them argue, their
theories are value free, are neutral on moral and political applications, and cer-
tainly embody no prescriptions about how society should be organized.

Nevertheless, the individualist replies, holists and functionalists must be
inclined by their doctrine to be complacent about social arrangements. At
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the very least, functionalism is an unintended bulwark against social change.
The identification of social institutions in terms of their function carries
with it the implicit suggestion that they fulfill a need of society, a need, on
the latent function theory, that we may not have recognized. Therefore, one
must be leery of replacing institutions or changing them considerably. For
the change may adversely affect society’s ability to meet its needs. Conserva-
tives often point to the unintended consequences of social change, which
may overwhelm the foreseen ones. Functionalism is grist for their mill, since
it holds that beyond the things institutions do directly for individuals, they
do things for the society that social planners often fail to take account of
when they set out to make “improvements.”

This is a charge that may have more substance than the complaint that
holism is akin to totalitarianism. For functionalists are likely to seek support
for their method in an evolutionary approach to society, one that identifies
institutions as adaptations selected by nature. To call something an adapta-
tion certainly seems a way of commending it.

That brings us to the methodological objections the individualist offers
against holism. Treating society as an organism, even metaphorically, and
taking latent functions seriously force the holist to make difficult choices.
The holist must either opt for Durkheim’s âme collective—the group mind—
to explain how society arranges institutions to meet its needs, or embrace a
Darwinian evolutionary view, according to which all long-lasting social in-
stitutions arose through variation and selection for their beneficial func-
tions. That is an alternative to which we shall return in the discussion of
sociobiology in the next two chapters.

In some ways, functionalism is a natural development of the strategy of
finding meaning in human affairs. One reason it is so appealing is its simi-
larity to folk psychology’s approach to explaining individual behavior in
terms of purposes that give actions their meaning for us. By finding latent
functions in our actions or institutions that we do not recognize, functional-
ism provides the resources for other theories that seek deeper meanings.
Thus, for example, it can help defend the search for meanings against the
charge of banality that anthropologists face.

Functionalism is in some respects a far more appealing approach to
deeper social meanings than psychoanalytic theory, and it is a natural way to
interpret Marxian theories. Freud’s account of deep meanings is only one of
a wide range of functional theories from psychoanalysis that can be applied
to social institutions generally. One can still search for deep meanings even
if one repudiates orthodox Freudian psychoanalytical approaches to them.
Instead of investing unconscious psychological states with unrecognized
Freudian purposes to explain action, one invests social institutions with
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such purposes and then shows how the institutions constrain, overwhelm,
or inform individual action with a deeper meaning, derived from their insti-
tutional function. We have seen this strategy at work in some of the philo-
sophical anthropologies discussed in Chapter 8.

The attractions of functionalism cum holism as a way of interpreting
Marx’s theory are evident. Society is to be viewed as a system composed of
classes competing for supremacy. The institutions of society are analyzed in
terms of their functions in fulfilling the needs of the competing classes. The
Marxian critique of ideology identifies the meaning of aspects of the ideolog-
ical superstructure in terms of the interests, not of individuals, but of social
classes, that these aspects serve. The whole society is itself viewed as a super-
organism composed of these classes, one that changes over time in ways that
are self-perpetuating. Of course, not every aspect of Marxian doctrine can be
easily accommodated to this approach. In particular, it is difficult to reconcile
functionalism with the reflexive character of the theory in which critical the-
orists set so much stock. But it is not impossible. Nevertheless, we can leave
this matter to Marxian scholarship, for there are both holist and individualist
strains in Marx’s writings. Functionalism provides Marxism’s successor
theories of gender, race, and class conflict with their chief methodological
tools. Features of society not recognized by its participants as racist or (hetero)
sexist or exploitative can be identified and classified together and given their
real meanings on the basis of their roles in maintaining capitalist-dominated,
racially privileged, or patriarchal institutions.

The question the individualist raises is, For whom or what are these
meanings significant? Not for individuals, for the meanings of institutions
are not to be found in individuals’ subconsciousnesses or in their immedi-
ately self-identified interests. If functions provide meanings that explain in-
stitutions, then we need an intentional agent in which to “locate” these
meanings—unless, of course, talk of meanings is metaphorical, or figurative,
in these contexts. For Durkheim in Suicide, at least, there was such a social
mind or spirit, and his arguments for it are far from derisory. Nevertheless,
few have followed his advocacy of collective consciousness.

HOW CAN WE JUSTIFY FUNCTIONALISM 
IN SOCIAL SCIENCE?

We therefore need another rationale for the attribution of functions, one that
doesn’t require a mind to which they are meaningful. Recall that functional
attributions and explanations are teleological: a system’s functions are some of
its many effects. They are those among its effects that meet some need, accord
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some benefit, confer some advantage, either to the system or to some larger
system that contains that system with the function in question. So functional
explanation is explanation of causes by their effects. As our reflection on the
problem of teleology (Chapter 5, “Causation and Purpose”) shows, this pre -
sents functional explanation with a serious if not fatal problem.

If a functional theory is to be a causal one, then it cannot allow later ef-
fects to explain earlier causes. Causes precede their effects; they never follow
them! Functions are later effects, not explanatory prior causes. For example,
Durkheim tells us that one of marriage’s functions is the reduction of alien-
ation and anomie. The evidence for this claim is the reduction in the inci-
dence of suicide among married persons. But results, such as the reduction
of anomie, and the consequent reduction of suicide rates, cannot cause their
antecedents—marriage, nor can they causally explain them. And, of course,
some married persons commit suicide; thus, in these cases, marriage did not
have the usual effect, yet that does not detract from Durkheim’s functional
analysis of the role, significance, meaning of marriage in society.

This problem of how functions—later effects—can explain the presence
or persistence of traits is one that biology faces too. The solution in biology,
as we have seen, is an appeal to the mechanism of evolution by natural selec-
tion. The function of the heartbeat—to circulate the blood—means that,
over the course of evolution, random variations in heart configurations that
fostered circulation were selected for because of their contribution to the fit-
ness of the animals with those variations. The selection of successive varia-
tions produced hearts of the current adapted design. Thus, a heart that
circulates the blood is an adaptation. Functional claims in biology turn out
to be only apparently about immediate effects and really about ultimate
prior causes in the long evolutionary past.

Thus, in biology, claims of the form, The function of x is to F, are invari-
ably backed up by an etiology—a history of heritable blind variations that
the local environment filters among for fitness, or adaptedness, for having
more or better F-capabilities. This persistent cycle of variation and filtering
produces a succession of increasingly adapted x-like structures that eventu-
ate into x’s that do F. So in biology, to attribute a function to a biological
trait is often to commit oneself to a Darwinian process as the etiology of how
the trait came about.

Sometimes functional analysis in biology and especially in physiology
does not explicitly presuppose Darwinian etiologies of blind variation
among heritable traits and successive rounds of environmental filtration
that sculpts them. Sometimes to attribute a function to something is simply
to assert that what it does contributes to the capacity of some larger struc-
ture containing it to behave in a certain way. Thus to say that the function of
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the iris is to modulate the amount of light falling on the retina has no ex-
plicit implication that it was selected for exactly this and only this effect, or
that it was a single trait or feature of the eye selected for at all.

When “function” is used in this sense in biology, it seems free from any
explicit suggestion of why the trait or its function is advantageous for any
biological entity at all. However, when function is used in social science,
there is always this suggestion of benefit conferred or adaptation. So this
“causal role” account of how the concept of function sometimes works in bi-
ology has little relevance to the present problem. We still need to know by
what right the holist, or any social scientists for that matter, attributes a
function, especially a latent one, to a social institution.

Well, why can’t sociological functionalism take a page out of biology’s
book? Why can’t it help itself to a Darwinian theory of the natural selection
of societies and their traits—their institutions. Such a theory might go some-
thing like this: blind variation produces a variety of social institutions with
diverse effects for the future of societies. Among these institutions, some
were adaptive for the societies in which they arose, some were maladaptive,
and others were neutral. Societies with adaptive institutions flourished,
those with maladaptive ones extinguished themselves, and those with adap-
tively neutral institutions were overwhelmed in competition with societies
with the better adapted ones. By a succession of refinements through the
mechanism of variation and selection, there arose societies with the institu-
tions we recognize today, since all these institutions are adaptive for the so-
cieties in which they occur. And this entirely causal account underwrites the
functional analyses and explanations the holist requires.

In the first three-quarters of the twentieth century, hardly any social sci-
entists were tempted to offer such a Darwinian theory for the existence and
character of social institutions, social facts about these institutions, and their
relationship to one another. At the same time it must be admitted that there
are no other credible competing explanations for the emergence and persis -
tence of holistic social facts about institutions with functions. Very few social
scientists, including most holists, ever took the Darwinian theory seriously.
However, few holist social scientists ever seem to express disquiet about the
absence of an explanation even for how social facts about holistic social in-
stitutions with functions are possible.

One reason few social scientists were prepared to take Darwinian theory
seriously for social science was the widespread belief that, as a theory about
genetically fixed, hardwired traits, it had no relevance to human affairs. Al-
most nothing of interest in human affairs seems to be hardwired and genet-
ically encoded; human societies and their components are so different from
one another, while human genetic inheritance is so similar, that it’s obvious
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the latter could not explain the former. Culture and civilization, it was con-
fidently held, is a matter of nurture and not nature. Much of it is the product
of cognitive processes that are themselves acquired by learning, that is, are
transmitted by linguistic and other culturally dependent processes. Thus, the
very idea that a Darwinian theory of natural selection might be relevant to
human affairs was considered laughable when it was not stigmatized as dan-
gerous. It was viewed as dangerous, since theories of human cultural differ-
ences as genetically hardwired were convenient beliefs for racists, sexists,
and xenophobes.

There was a further and much more powerful reason why Darwinian
theory was long deemed of no relevance to human affairs and therefore unable
to provide any support for a holistic theory of the function of social institu-
tions. The most important feature of human society is the fact that people co-
operate, that they behave in accordance with moral norms that prevent people
from acting selfishly, egotistically, and without regard for other fellow crea-
tures. Admittedly, these norms are sometimes enforced only within groups
and not across them, and there are always a handful of individuals who flout
these rules. But no society could function without substantial cooperation
among its members; no social institutions could long exist without all partici-
pants sharing the burdens of its maintenance; and there would be no social
facts about institutions to explain without human cooperation. But Darwin’s
theory apparently could not explain cooperation among humans. Indeed, it
would lead us to expect that there is no cooperation among them, as we shall
see. The evident falsity of this seeming implication long made Darwinian pro-
cesses completely unavailable for any account of function in social science.

The issues raised by arguments against the relevance of Darwin’s theory of
natural selection to the social sciences became so important in the last third
of the twentieth century that outlining them will require most of the next two
chapters. Meanwhile, the main conclusions that need to be emphasized about
functionalism in the social sciences are these: First, almost everything of in-
terest in human affairs has functions and indeed most things of interest in
social science are identified by mentioning their functions. Second, the fact
that something has a function requires explanation. In the case of artifacts
with functions we designed them to have, the explanation is obvious. But few
social institutions and fewer of their functions are the results of conscious in-
tentional design by anyone. Unless the fact that most everything in human
affairs has a function is taken to reflect God’s benevolence, there has to be
some explanation of this fact about human affairs. Without a credible expla-
nation, in fact, we should conclude that functionalism is mistaken. We would
have to conclude that institutions don’t arise and persist because they have
functions, and the belief that they do is a mistake or illusion.
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Introduction to the Literature ____________________________________

Durkheim’s views are expounded in his extremely important manifesto, Rules
of the Sociological Method, and they are illustrated in Suicide. After Durkheim,
the most prominent early advocates of functionalism in sociology are B. Ma-
linowski, A Scientific Theory of Culture, and A. R. Radcliffe-Brown, Methodol-
ogy in Social Anthropology, who coined the term “structural functional.” In
American sociology, the method is closely associated with the work of Talcott
Parsons, The Social System. The latent/manifest function distinction is owed
to R. K. Merton, Social Theory and Social Structure. A more contemporary
and sophisticated version of functional theory is to be found in Jonathan
Turner’s Theoretical Principles of Sociology. Vol. One: Macrodynamics, and in
Turner and Stets, The Sociology of Emotions.

Problems for functionalism in sociology are lucidly identified by C.
Hempel’s “Logic of Functional Analysis,” in his Aspects of Scientific Explana-
tion, and reprinted in Martin and McIntyre. These issues are identical with
those surrounding teleology (see Chapter 5, “Causation and Purpose”).

The most vigorous opponent of holism and advocate of methodological
individualism has been K. Popper. See, especially, The Poverty of Historicism
and his attack on the moral foundations of holism, The Open Society and Its
Enemies, volumes 1 and 2. Popper’s doubts about holism and functionalism
extend even to evolutionary theory and to Freud as well as Marx.

Much of the debate about the propriety, logic, and foundations of func-
tional explanations has been carried out in the philosophy of biology. For
an introduction to this debate, see A. Rosenberg, Structure of Biological Sci-
ence, and an anthology of significant papers, E. Sober, ed., Conceptual Issues
in Evolutionary Biology. Some social scientists embrace a functional ap-
proach while explicitly abjuring any causal mechanism underlying it. See
R. Needham, Structure and Sentiment. The role of individualism and the
need for underlying mechanisms in a functional interpretation of Marxian
theory has for some time been a lively philosophical issue. See Daniel Little,
“Microfoundations of Marxism,” G. A. Cohen, “Functional Explanation in
Marxism,” and Jon Elster, “Functional Explanation in Social Science,” all in
Martin and McIntyre.
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C H A P T E R  E L E V E N

Sociobiology or the 
Standard Social Science Model?

Breakthroughs in evolutionary theory combined with long-standing
problems—mainly facing holism and functionalism about social practices
and institutions—led in the last thirty years of the twentieth century to the
increasing influence of biology in the social sciences. The result was a long
period of debate about the relative importance of “nature versus nurture” in
human affairs. This chapter traces the debate’s enduring impact on the phi-
losophy of the social sciences.

SOCIOBIOLOGY OR THE STANDARD 
SOCIAL SCIENCE MODEL?

Chapter 10 made it clear that holism and functionalism are two approaches
to the explanation of social phenomena that go hand in hand. The chapter
also expounded the problem facing the combination of holism and func-
tionalism: since almost everything of interest to the social scientist has a
function, in the absence of divine or human designers it is difficult to see
where these functions come from. Holism, of course, rules out the simple
combination of human intentions and actions as the source of institutions’
functions. That is the approach of the methodological individualist.

Holists, therefore, are often functionalists, but urgently require an expla-
nation for how social structures arose that are so conveniently functional for
either the preservation of society or the benefit of its members. They also
need an account of the persistence of such benefits and their resistance to
challenges to their survival. These interesting social facts cannot have been
miraculous coincidences, happy accidents, especially not when as holists
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(and almost all social scientists) believe, human affairs is rife with well- (or
ill-) functioning institutions, norms, practices, policies, artifacts, et cetera.
Durkheim and those who followed him recognized this fact about societies.
It led them to conceive of social wholes of various kinds as quasi-organisms,
or even, in the view of some social scientists, as literal, real organisms, living
things, whose “cells” were the individual people that compose them. As a
metaphor this new “ism”—organicism—had its advantages, like all good
metaphors in science. But it is obviously difficult to take it as more than a
metaphor, unless we can apply biological theory to human affairs in such a
way as to vindicate the literal claim that societies are organisms.

The irony is that when serious attempts began to be made to do this very
thing—apply theory vindicated in biology to social science—the result was
to sever the connections between holism and functionalism. What is more, it
strongly undermined holism, while providing a completely unexpected jus-
tification for functionalism. And it prompted a revolution, a “paradigm
shift” that quickly worked its way across all of the social sciences, with reper-
cussions for each of them and for the philosophy of social science still very
much in debate today.

To explore how this all happened we need to begin with the work of a
surprising advocate of holism in human affairs: Charles Darwin.

DARWIN’S “HOLISM” AND ITS PROBLEMS

Charles Darwin didn’t have to argue that biological organisms had traits with
purposes, functions, and adaptations. This much was obvious and was a
premise in the “argument from design” for the existence of God. Darwin, of
course, discovered the real process that produces the appearance of design and
produces the beautiful means/ends economy of parts to wholes and organisms
to environment that previous thinkers had mistakenly attributed to God’s be-
nevolent design. The process Darwin discovered was natural selection.

The theory was so simple that Darwin’s first great supporter, Thomas
Huxley, reacted to his reading of On the Origin of Species by saying, “How
stupid of me not to have thought of it!” This reaction is not surprising. In
hindsight, the constraints on any possible explanation of the appearance of
function or adaptation in nature are so narrow that only a theory like Dar-
win’s can fulfill them.

As noted first in Chapter 5, in the absence of free-floating goals, purposes,
or future ends, there must be some prior causal mechanism that brings
about these functions. Darwin hit upon what looks like the only mechanism
that could do this: blind variation and natural selection. Certainly, no one
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has produced a plausible and empirically supported alternative in the 150
years since the publication of On the Origin of Species. The theory has only
three fairly modest tenets:

1. There is descent, in which later generations have hereditary traits more
similar to their predecessors than to others.

2. There is always variation in every generation among these hereditary
traits.

3. There are differences in the fitness to the environment of these heredi-
tary traits.

Provided these three assumptions are realized by a domain of individuals,
there will be what Darwin called “descent with modification,” or evolution
in the direction of persistently greater adaptation to the local environment.
Where and when this process persists in a given environment for long
enough, the result will be a very high degree of adaptedness of a thing and its
parts to its environment. In other words, the parts will have been selected
for their effects on fitness, and they will have become functions! Darwin had
animals in mind, of course. But biologists include genes, animals, families,
and populations, and, besides the obvious anatomical and physiological
traits, they include behaviors, capacities, abilities, dispositions, and their ex-
tensions into the environment, like spider webs and beaver dams. And, of
course, it was Darwin himself who first attempted to extend his theory to
the social sciences.

From the time Darwin wrote The Descent of Man there have been re-
peated attempts to apply his theory of natural selection to explain social phe-
nomena and human behavior. These initiatives have made little headway,
for two main reasons. First of all, it was difficult to see how a theory about
random variation and natural selection of genetically inherited traits could
shed much light on the learned behavior of humans or their social and cul-
tural consequences. Second, and perhaps even more important, the Darwin-
ian mechanism operating over geological epochs works relentlessly to
produce organisms designed for individual fitness maximization. But hu-
mans don’t seem to be very good biological fitness maximizers, acting re-
lentlessly to pass on the largest numbers of their genes in offspring. In fact
humans look like counterexamples to Darwin’s whole theory: 3.5 billion
years of evolution relentlessly selecting for organisms that maximize their
own fitness should have selected for look-out-for-number-one selfish ego-
ists, who do anything each of them can to survive and reproduce in compe-
tition with every other organism, since all were the result of the same
survival-of-the-fittest process.
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But the overwhelmingly obvious fact about human cultures and social
groups is that cultural norms and social institutions foster and enforce coop-
eration, sharing, altruism, promise keeping, respect for the interests of oth-
ers, and a sense of justice and fairness in human dealings with one another
that no purely fitness-maximizing creature could possibly honor, endorse,
or obey. It looks like from the Darwinian point of view, human sociality, hu-
man society, human political and economic institutions should all prove to
be impossible in the long run. For they all require cooperation, trust and
promise keeping, unselfishness and other fitness-reducing actions, prefer-
ences, habits, and dispositions. Natural selection should condemn the
people who act this way to long-term, indeed perhaps even short-term, ex-
tinction. Since it is evident that people just are not fitness maximizers, most
social scientists concluded that when natural selection finally got around to
producing Homo sapiens, it made a species smart enough to slip off the
leash of the genes and transcend Darwinian constraints on evolution. Ac-
cordingly, these social scientists considered it safe to disregard Darwinian
theory in the projects of the social and behavioral sciences. The trouble
with this conclusion is that Darwin’s theory offers the only scientifically ac-
ceptable explanation of how anything can have a function. Rejecting Dar-
winism about human affairs requires either giving up functional analysis or
devising an alternative theory of how human institutions, et cetera, came
to have them.

In The Descent of Man Darwin recognized the problem of reconciling the
process of natural selection for fitness maximizing with the universality of
cooperative institutions in all human societies. And he offered a holistic so-
lution to it. The problems facing Darwin’s solution reveal how difficult it is
for Darwinian natural selection theory to accept methodological holism. But
in the end it also enables Darwinian theories of human cultural evolution to
reconcile fitness maximization and human cooperation, and provide a
theory of how social institutions with functions can arise.

Darwin argued that the three-step process of natural selection, operat-
ing on generations of individuals and their traits, also operates on lineages
of groups of people. Groups have traits—norms, institutions, practices,
cultures—which are transmitted from generation to generation, and so are
heritable. And these traits differ in their fitness—that is, in differing envi-
ronments some are adaptations and others are maladaptations—for the
groups that bear them. Differential fitness of inherited traits is all one needs
for natural selection. Groups with cooperative members will be selected for.
Why? When these groups competed with mega fauna and with one another
for territory or prey, the winning groups would have to be the ones whose
members worked together, cooperated with one another to fight off preda-
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tors, kill prey, and eventually kill off other groups of people. Individual al-
truists may be selected against—heroes who throw themselves on grenades
leave no offspring. But groups without people ready to sacrifice their inter-
ests for one another at least some of the time will lose out in the struggle for
group survival. In the long run of competition between groups, those groups
composed of people nice to one another would have been selected for. After
long enough the only groups left would be those composed of people nice to
each other. Whence, according to Darwin, cooperation, indeed altruism
must triumph as fitness enhancing for groups, despite its immediate fitness
costs for the individual members of groups.

Thus Darwin was committed to a version of methodological holism. Nat-
ural selection on his view operates at several levels independently: on the
level of the individual organism, and on the level of groups of individual or-
ganisms. And it may be pushing individuals and groups in different direc-
tions, selecting for selfishness at the level of individual organisms, and
selecting for cooperation at the level of groups of organisms. Since almost all
human societies that have survived until today are composed of cooperative
people, group selection must have won out over individual selection at least
in the human case. Darwin’s explanation of the emergence and persistence
of cooperative institutions is holist at least in part because it assumes that
individuals would not otherwise be selected for cooperating, so the group
has to somehow make them—all of them—behave otherwise.

Most biologists eventually saw serious problems with Darwin’s holistic
theory of the evolution of cooperation. First of all, groups don’t reproduce
the way individuals do. They emerge and persist as members are born and
die, but they rarely make copies as natural selection seems to require. An-
other thing we know about natural selection is that variation in traits is al-
ways the rule, never the exception. In fact, in every species and every
subspecies, group, family, individual line of descent, and in every genera-
tion, there is always random variation of traits. In biology, these variations
are often the result of genetic mutations. Whatever their source, it was Dar-
win’s great achievement to realize that variation was universal, unavoidable,
and the source of the changes, beneficial and harmful, that make a differ-
ence between which individuals survive to reproduce and which do not.
Variation, however, will always undermine group cooperation, and this fact
is fatal to Darwin’s explanation of how cooperation emerged and persists.

Suppose group selection has operated long enough to make extinct every
group composed of noncooperators, and left only groups composed of co-
operators, nice guys, at least nice to their fellow group members. The trouble
is, groups composed of nice individuals are always vulnerable to variation
in the behavior of new members. A mutation can arise at any time among
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the offspring of nice people that makes one or more of them start to ex-
ploit the niceness of everyone else, to feather their own nests without being
nice in return. Through their exploitation of the nice people around them,
they will secure disproportionate resources. This improves their survival
odds and increases the number of their offspring. After enough genera-
tions of such within-group competition, the original group of nice people
has become a group of not very nice people on none of whom it ever pays
to turn one’s back. The result is that groups of cooperators can be expected
by the process of natural selection alone to continually evolve into groups
of noncooperators.

The problem of subversion of cooperative groups from within was one
Darwin and other exponents of group selection were never able to solve. It
left them, and Darwinian theory, with no cogent explanation of the univer-
sal fact about human cultures that they all manifest spontaneous and per-
sistent cooperation. Since all the norms, practices, and institutions of every
society are built on cooperation, it appeared that Darwinian theory had no
bearing on, and was irrelevant to, human affairs and the social sciences.

Notice also that the problem Darwin’s holistic explanation of coopera-
tion faces reflects the methodological individualism of biology. Many biolo-
gists are leery of higher levels of organization that cannot be explained by
processes at lower levels. They are, in effect, methodological individualists:
the argument just sketched against Darwin’s group selection theory is a
methodological individualist one. It argues that selection at the level of indi-
vidual group members determines the properties of the group, and not the
other way around, as group selection requires.

Economists, who are particularly strong advocates of methodological
individualism, may take some comfort from the fact that biology shares
with economics this commitment to individualism. But what they did not
notice was that the very same problem Darwin faced—explaining human
cooperation—also seems to vex rational choice theory. The hypothesis that
all human agents maximize their preferences, together with the fact that
almost everyone prefers to consume more goods than fewer, to work less
rather than more, and to benefit themselves more than to benefit others,
should make the cooperative character of human society equally mysteri-
ous. The fact that natural selection for fitness maximizers should in fact
result in individuals who are rational preference maximizers is not surpris-
ing. For what better way to assure the representation of one’s genes in fu-
ture generations than to secure with maximal efficiency the most resources
with which to maintain health, power, and attractiveness to the opposite
sex, and to support and nurture offspring in the competitive struggle for
existence that nature establishes. The Darwinian theory of evolution by
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natural selection and the economist’s theory of rational choice should
really be in the very same boat when it comes to attractiveness as explana-
tory theories of society and human relations, and the boat should not, af-
ter all, be afloat.

The Darwinian biologist’s problem of how groups can enforce coopera-
tive traits when individuals are selected for rational preference-maximizing
egoism is the same as the economist’s problem of the origins and persistence
of spontaneous order we first encountered in Chapter 6.

THE PRISONER’S DILEMMA TO THE RESCUE?

To see the problem that economic theory and evolutionary theory both face,
consider the most well-known strategic interaction problem in game theory:
the prisoner’s dilemma (PD). Suppose you and I set out to rob a bank by
night. However, we are caught with our safecracking tools even before we
can break into the bank. We are separated and informed of our rights as
criminal suspects and then offered the following “deals”: If neither of us
confesses, we shall be charged with possession of safecracking tools and im-
prisoned for two years each. If both confess to attempted bank robbery, a
more serious crime, we will each receive a five-year sentence. If, however,
only one confesses and the other remains silent, the confessor will receive a
one-year sentence in return for his confession, and the other will receive a
ten-year sentence for attempted bank robbery. The question each of us faces
is whether to confess.

Only a little thought is required to see that this problem is easily solved. As
a rational agent, I want to minimize my time in jail. So if I think you’re going
to confess, then to minimize my prison sentence, I had better confess, too.
Otherwise, I’ll end up with ten years and you’ll get just one. But if I confess
and you don’t, then I’ll get the one-year sentence. Now it begins to dawn on
me that whatever you do, I had better confess. If you keep quiet and I confess,
I’ll get the shortest jail sentence possible. If you confess, then I’d be crazy not
to confess as well, because otherwise I’d get the worst possible outcome, ten
years. So I conclude that the only rational thing for me to do is to confess.

Now how about your reasoning process? Well, it’s exactly the same as
mine. If I confess, you’d be a fool to do otherwise, and if I don’t, you’d still be
a fool to do otherwise.

The result is we both confess and each gets five years in the slammer.
Where’s the dilemma? It’s best seen in a diagram of the situation: the top of
the box labels your choices: confess or don’t confess. The left side labels
mine: confess or don’t confess. The numbers in the lower left of each square
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are the number of years I’d serve under each combination of choices, and
the numbers in the upper right of each square are the numbers you would
serve. Each square is labeled in roman numerals for reference.

The rational strategy for you and the rational one for me lead us to square
III, where both of us confess. These are called the “dominant” strategies in
game theory because, as the reasoning shows, they are the most rational for
each of us, no matter what the other person does. They dominate all other
strategies. But now step back and consider the preference order in which
each of us would place the four alternatives. My order is I–II–III–IV; in each
successive square I get more years in jail. Your order is IV–II–III–I, for the
same reason. Though we end up in square III, we would both prefer square
II because we would prefer both of us getting two years to five years in jail.
Yet rationality, maximizing our utility, leads us to a suboptimal outcome,
one less desirable than another that is attainable. The dilemma is this: there
is no way we can rationally get to square II, even though both of us rationally
prefer it to square III. The reason is easy to see.

Suppose that before starting on the bank job, we both took oaths not to
confess. If either of us believed that the other party would live up to the
promise not to confess, confession would be even more tempting, for it
would increase the chances of getting the lightest sentence by confessing.
Suppose we backed up the promise by hiring a hit man to shoot whoever
confesses and gets out of jail first. Then, of course, the rational thing is to
make a further secret payoff to the hit man not to carry out his job, and then
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to confess anyway. In short, there seems no way for rational agents to secure
a more preferred alternative. This then is the dilemma: given the payoff
rankings, the agents, by trying to maximize utility, are prevented from coop-
erating to attain a utility-maximizing alternative.

Why should this toy model of strategic interaction pose a serious problem
for rational choice theory, still less for an evolutionary account of the very
possibility of social cooperation? Take the biological problem first. A pris-
oner’s dilemma is any strategic interaction in which there are two choices
for each agent, and the rankings of the payoffs are in the same order as that
given above (I–II–III–IV versus IV–II–III–I), but the dominant strategy
takes both players into box III. And if the payoffs are reproductive opportu-
nities, the prospect of animals of all kinds finding themselves in a prisoner’s
dilemma is considerable. Consider the case of two scavenger birds who
come upon a carcass. They could both fight to decide which will have the
carcass to itself, during which time a third scavenger might steal it away;
either one could defer to the other, which would reduce its fitness and en-
hance that of the other scavenger; or they could both start consuming the
carcass. The trouble with this last prospect is that were either to consume
unilaterally, the other would be able to attack it, perhaps fatally, thus en-
hancing its fitness by disposing of competition and securing the resource.
Assuming that birds cannot negotiate an agreement to share the carcass, and
that even if they could there would be no reason for either to trust the other,
the scavengers face a prisoner’s dilemma. Accordingly, they will not share
the food, but both will warily stalk each other, neither eating nor fighting,
until the carcass rots. Between two early hunter-gatherer human beings the
same problem might emerge as well.

More seriously, we find ourselves in prisoner’s dilemma situations re-
peatedly throughout life. Consider how often you have purchased a soft
drink over the counter at a gas station just off the freeway or motorway in a
region of the country you will never visit again. You have a five-dollar bill
in your hand and want a drink; the salesperson at the counter has the drink
in his hand and wants the bill. Your best strategy is to grab the drink, keep
the five dollars, and drive off. His best strategy is to take your money and
hang on to the drink. If you complain, he will simply deny you paid him.
You won’t call the police. You simply don’t have time and it’s not worth the
trouble. Better to just go to the next convenience store on the road. Sup-
pose you grab the bottle, pocket your bill, and drive off. Will the salesper-
son call the police? If he did, would they give chase? Could they identify
your car? The answer to each of these questions is no. It’s not worth their
trouble. Knowing all this, neither of you does the rational thing; you
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thoughtlessly, irrationally cooperate, exchanging the five-dollar bill for the
drink. We can multiply examples like this endlessly. Consider the last time
you left a tip, recycled your plastic bottles, or gave some change to a street
musician. People find themselves in prisoner’s dilemmas constantly and yet
almost never choose the dominant strategy. We need an explanation for
why we cooperate when it is not in our interest, and neither maximizing
utility nor maximizing fitness seems to be able to provide one.

Fortunately for humans and other animals, nature rarely imposes single
prisoner’s dilemmas on interacting organisms. Much more frequently it im-
poses repeated, or iterated, prisoner’s dilemmas, in which each of many in-
dividuals must play the game many times, either with the same or different
players. For example, every purchase over the counter at a shop one fre-
quents regularly is a single turn in an iterated PD.

Under fairly common circumstances, there is a far better strategy in the
iterated prisoner’s dilemma than defecting. As Robert Axelrod showed in a
series of computer models of repeated prisoner’s dilemma games, almost al-
ways the best strategy is tit for tat (TFT): Cooperate on round one, and then
do what your opponent did in the previous game. If in game 1, or in game n,
the opponent defected, tried to free ride on your cooperation, then on turn
2, or on turn n +1, you should decline to cooperate, you should defect. If on
turn n + 1, the opponent switches to cooperate, on turn n + 2, you should go
back to cooperation. The conditions under which Axelrod argued that TFT
is the best strategy in the iterated prisoner’s dilemma include: (a) there is a
nonzero probability of playing the game with this opponent again, that is, if
this round is known to be the last game, there is no point cooperating in or-
der to encourage further cooperation; and (b) the value of the payoffs to co-
operation in the next games is high enough to make it worthwhile taking a
risk cooperating in this game to send a signal that you may cooperate again
in the next game, if the other player cooperates in this one. In both com-
puter models and PD tournaments among real players, TFT almost always
comes out on top.

For example, suppose we set up an experiment in which 1,000 undergrads
play a prisoner’s dilemma for money one hundred times with randomly
chosen opponents. The payoff for mutual cooperation is, say, five euros or
dollars or some other unit of currency large enough to buy, say, a beer; the
payoff for defecting when the other player cooperates is ten; the payoff for
cooperation when the other player defects is only one unit; and the payoff
for mutual defection is three.

Suppose that after every ten turns we eliminate the players whose strate-
gies tied for earning the smallest winnings and increase by the same number
the number of players whose strategies secured the highest winnings. This
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simulates an environment that filters out the less fit and selects for the fitter
PD strategies. We can expect the players to employ a variety of strategies,
such as always cooperate, always defect, cooperate till first defection and de-
fect thereafter, flip a coin, cooperate if heads, et cetera. When experiments of
these kinds are run, TFT almost always emerges as the winning strategy.
That is, in experimental circumstances with the sort of payoffs experi-
menters can afford to provide, reasonably well-educated people in their late
teens (university students) raised in different cultures all over the world,
generally find themselves cooperating in the iterated prisoner’s dilemma.
Likewise, when we program computers to simulate such a tournament over
a wide range of payoffs, distributions of alternative strategies, number of
turns in the game, and a diversity of weightings of future payoffs to present
payoffs, the results come out the same. TFT, the conditional cooperative
strategy, wins.

Axelrod explains this result by pointing to three features of this strategy:
(a) it is nice—that is, it begins by cooperating; (b) it is retaliatory—it cannot
be treated badly more than once without punishing the defector; and (c) it is
clear—opponents don’t have to play against it many times to figure it out
and fall in with its strategy to their mutual advantage. Of course, game the-
orists have recognized that TFT is not always the best strategy. For example,
suppose every player makes mistakes a certain proportion of the time by, for
example, pressing the defect button when they meant to press the cooperate
button simply by accident once every ten turns. In an environment that con-
tains mistake-prone players, tit for two tats might do better, as it is slightly
more forgiving and so will not provoke as many mutual defections caused
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by sheer accident. Or again, suppose that the set of players contains some
significant number of altruists, who always cooperate no matter how their
opponents have played against them in the past. Under these conditions, a
tat-for-tit strategy of defecting first and then switching to cooperation if the
opponent switches to defection may do better than tit for tat. Nevertheless,
the approach originated by Axelrod does vindicate conditional cooperation
as likely to be the fittest strategy in a broad range of iterated PD situations.
But if the simplest way for human behavior to have been shaped, reinforced,
and selected for such cooperative dispositions in iterated prisoner’s dilem-
mas is by giving us dispositions that lead to cooperation, it will be no sur-
prise that we pay for our purchases, are not cheated by salespeople, leave tips
even when we don’t plan to return to the restaurant, drop change into a
street busker’s hat, or put out our bottles for recycling when it is easier to
shove them into a trash bag.

Iterated PD is not the only game in which being nice to others has a
higher payoff to the individual player than does looking out for number one.
Consider three other games, or strategic interaction problems, that game
theorists and experimental social scientists have explored. In cut the cake,
two anonymous players are each asked to select some portion of a significant
amount of money, say ten dollars or ten euros or some other significant cur-
rency unit, on the condition that if the other player’s selection and theirs add
up to more than ten units, neither gets anything, and if it is equal to or less
than the total, each receives what they selected. In this game, almost every-
one pretty spontaneously asks for half the amount. Consider a second game,
called ultimatum. One player, the proposer, specifies how much of the ten
dollars the other player will receive and how much the proposer will keep. If
the second player, the disposer, agrees, each party gets what the proposer de-
cided. If the disposer declines, neither party gets anything. In this game it
would obviously be irrational ever to decline even a quite unfair split, since
even a small portion of the total is better than nothing. And yet, across a
broad range of cultures (including non-Western nonuniversity students) in
which even one-tenth of the total to be divided in the experiment is a signif-
icant amount, parties to the ultimatum game almost always propose a fair
split and reject anything much less.

What is interesting about these two experimental results is that the acting
on preferences for fair and equal division that each of them reveals has been
shown to be the winning strategy—having the highest payoffs in iterated cut
the cake and ultimatum computer models that simulate natural selection for
optimal strategies by self-interested agents or fitness maximizers. Of course,
such results are significant for explaining human commitments to fairness
or equality only using a number of important assumptions: the payoffs in
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the model games must reflect real-life alternatives, the interactions have to
arise frequently enough in real life so that players’ choices have effects on
their future opportunities, and most of all there needs to be some device or
disposition in human beings that makes them adopt strategies that are costly
in the short run and beneficial in the long run. This is a point to which we
shall return.

A third game could be of particular importance for understanding the
emergence of teamwork and other multiple-agent, cooperative social prac-
tices. It is called stag hunt, after an idea by Rousseau. To successfully hunt a
deer requires a group to surround it, but each member may be tempted to
leave the circle of stag hunters if the prospect of trapping a rabbit arises. So
why would a rational agent even begin to hunt the stag, if the prospect of at
least one other hunter’s defecting to trap a rabbit will make the whole stag
hunt fail? Here is the game:

In this version, if we both go for hare trapping, the result is a smaller pay-
off than if only one does, reflecting an assumption that there is some costly
interference between hare trappers. Here, as in the PD, we both prefer box II
to box III but, unlike a PD, each of us prefers it above all other outcomes.
Another important difference from the PD is that my best strategy is contin-
gent on what you do. (Recall, in the PD, my best strategy is to defect, no
matter what you do.) In the iterated stag hunt, there are several potential
strategies, including a version of tit for tat: start out hunting stag and con-
tinue to do so with those who hunt stag with you, but trap hare when your
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potential fellow stag hunters have switched to hare trapping the last time a
stag hunt was undertaken. In general, the conditionally cooperative strate-
gies of stag hunting do far better than invariable hare trapping or strategies
that hare-trap from time to time or when it appears advantageous. Biologi-
cal anthropologists will notice that if the stag hunt models the strategic
problem facing prehistoric human hunter-gatherers, our Homo erectus an-
cestors, then it will be no surprise that social cooperation emerged among
them long before the emergence of other forms of life, such as agriculture
and the social changes it produced. Sociologists will see that the persistence
of cooperation need not be incompatible with individual fitness maximiza-
tion. Economists will ask themselves whether individuals engage in oppor-
tunistic free riding in such situations at levels below those at which detection
and punishment become worthwhile to cooperators. Psychologists will want
to know what human characteristics nature has capitalized upon to set up
these patterns of cooperation.

What the evolutionary game theory models show about cooperation, fair-
ness, and equality in behavior is that they could have arisen by natural selec-
tion operating on strategies employed by individual human agents or, for
that matter, by other organisms. But these models by no means show that
cooperation, fair dealing, and a preference for equal divisions is, so to speak,
in the genes! The Darwinian dynamics of removing the less-fit strategies and
multiplying the more fit, which evolutionary game theorists invoke, can op-
erate over rounds of play in a tournament just as effectively as over genera-
tions of reproduction. It can select for winning strategies and increase their
proportions in a population of strategies on the basis of learning and imita-
tion just as well as differential reproduction. In fact, if we add very simple
learning rules to these models, they produce cooperative, fair, and equality-
favoring outcomes even more reliably and quickly than the pure elimination
of the less-fit and reinforcement of more-fit strategies at the end of each
round. For example, in the ultimatum game, in cut the cake, or in stag hunt,
suppose each player is surrounded by eight neighbors, as on a grid, and we
can add to the model the rule “After each round, switch to the strategy em-
ployed by one’s most successful neighbor.” Under these circumstances the
strategies that reflect short-term altruism almost always do best in terms of
long-term self-interest.

Philosophers, game theorists, and other social scientists have recognized
that, for agents who play cooperative strategies in iterated strategic interac-
tion, there may even be a version of group selection that the methodological
individualist can accept. In doing so, it would provide another crucial com-
ponent that the functionalist approach to social theory requires. Consider a
group of PD cooperators, or fair-minded cut-the-cake and ultimatum play-
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ers from which a free rider emerges, either by immigration, mutation, or a
calculated switching to another strategy. Provided the individual game pay-
offs for cooperation are close enough in value to the payoffs for defection,
and that the number of cooperative players is high enough, over time the
number of free riders will not grow beyond a certain manageable propor-
tion of total players. Once the number of free riders passes this threshold,
they will meet one another often enough in iterated games to secure lower
total payoffs than cooperators would have. Moreover, only a small amount
of learning will be required by players in order for cooperators and those
with a preference for fair strategies to seek one another out and interact pref-
erentially, thus increasing the disparity between long-term payoffs to coop-
erators versus free riders. In groups where the costs to a third party for
punishing free riders in two-person games are low enough, and the costs of
being detected and punished to the free rider are high enough, there will be
even stronger barriers against the subversion-from-within problem we no-
ticed in Chapter 10. Freed from the threat of inevitable subversion from
within, the advocate of group selection can begin to secure evidence that
conditions for its persistence frequently obtain. And the methodological
individualist can accept the mechanism that brings about what the group se-
lectionist calls groups, and what the individualist may prefer to call corre-
lated individual strategies.

Besides their freedom from any need for Durkheim’s collective con-
science, and their reliance for survival on the aggregation of individual
choices, there is one other thing of importance to notice about these groups.
Their natural selection and survival hinges on rather sophisticated cognitive
feats—recognition, memory, and calculation of costs and benefits—which
are difficult to hardwire genetically, and certainly cannot have obtained
among infrahuman animals. If this sort of group selection is to be allowed by
the methodological individualist, it will be only for groups of organisms of
high intelligence. And this sort of group selection, if that’s what it is, will be
vindicated only if the social scientists who make use of it can show that the
strategic interactions of individuals satisfy the payoffs of these games, or
ones with the same properties.

FAREWELL TO THE STANDARD SOCIAL SCIENCE MODEL?

Nevertheless, there is a persistent line of theorizing in social and behavioral
science that does attribute the emergence of these dispositions to coopera-
tion, fairness, and equality, and to genetic traits that have arisen, been trans-
mitted, and selected for in the same way that almost all other adaptations

Farewell to the Standard Social Science Model?  221

0813345925-Rosenberg_layout  10/17/11  9:34 AM  Page 221



among biological creatures have been: through our genes. These hereditari-
ans reject what they call the standard social science model according to
which the mind is, as the British empiricist philosophers supposed, a blank
slate so that most behavior it gives rise to is learned and little is innate, hard-
wired, or genetically preprogrammed.

The standard social science model, or SSSM, is a label sometimes im-
posed on the rest of the social and behavioral sciences by exponents of a
strongly evolutionary approach to human affairs, an approach originally la-
beled sociobiology by its earliest influential proponent, E. O. Wilson, and
later labeled evolutionary psychology by social scientists eager to avoid some
of the controversy that surrounded Wilson’s claims—and also eager to em-
phasize their commitments to a methodological individualism that made
(social) psychology central to the explanation of how and why social institu-
tions have their characteristic functions.

It is fair to use the label standard social science model for the majoritarian
tradition in social science, especially self-consciously “empirical” scientific
studies of human affairs that emphasize the control of theory and explana-
tion by data. Empirical inquiry is, of course, important regardless of whether
one advocates a “nature” or a “nurture” theory of human affairs. But the
method that involves varying environmental variables either in real experi-
ments or in quasi-experiments that nature may arrange for the observant
scientist, seems to vindicate an environmentalist assumption according to
which people learn from their environments. For if significant differences
in behavior are correlated with differences in environmental conditions, it is
widely presumed among social scientists that it is environmental conditions
that cause the behaviors, as a result of some process of learning. Hereditar-
ian opponents of the SSSM reject this argument as a simple-minded mistake
that fails to reflect two facts. First that the environment can bring about
nothing unless it works with what is hardwired in an organism’s genetic in-
heritance, and second, that this inheritance constrains the organism’s re-
sponses to a very narrow range of outcomes. If this is right, to understand
human behavior we have to reject the SSSM and admit that nature has as
much as or more to tell us about human affairs than nurture.

A metaphorical contrast expresses the views of these sociobiologist and
evolutionary psychologists effectively. In contrast to SSSM, which views
the mind and brain as largely programmed by the environment, including,
of course, the social and cultural environment, these “nativist” scientists
view the mind more like a Swiss army knife. That is, they treat it as a pack-
age of a large number of different special-purpose instruments, each with
its own independent domain of operation, each the developmental result
of a distinct package of genes that were selected for by the evolutionary
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environment from which Homo sapiens and its immediate ancestors
emerged. The brain is composed of functionally specialized modules in this
view, each of which has been separately selected for over a long evolution-
ary process.

The notion of a mental module was introduced by Jerry Fodor, a
philosopher, in the early 1980s and has become fashionable among those
arguing that many of our behavioral traits are genetically hardwired. As
Fodor understood them, mental modules engage in processes that are
broadly “computational”—they are biological computers, designed to (se-
lected for) efficiently and quickly solve significant problems in very specific
domains, by processing only limited amounts of the large quantity of infor-
mation that may be available to the agent; that is, they are “epistemically
encapsulated.” Modules are required to learn what the environment has to
teach us quickly enough for any of us to survive infancy. Accordingly, they
will have to be hardwired in the brain, and therefore cannot be much influ-
enced by environmental information—their epistemic powers are “bounded.”
One of Fodor’s favorite and relatively uncontroversial examples of a mod-
ule with these features is the part of the brain responsible for visual percep-
tion. Given the two-dimensional data available on the retina, this module
solves the domain-specific problem of constructing a quite different three-
dimensional representation of distances, sizes, and shapes by processing the
retinal image quickly and unconsciously, employing an implicit theory of
how things look related to how they are. This module operates with a
theory that is encapsulated and bounded (whence the visual illusions we
can be subject to), but that provides a highly adaptive output almost all the
time. It is uncontroversial that the visual system is the separate and distinct
result of evolutionary selection for the solution of a pressing design prob-
lem. The question in dispute between hereditarians and hereditarian or
“nativist” evolutionary psychologists is how much more of the human
mind is a matter of innate modules.

The grounds for nativism include at least one very surprising experimen-
tal result and one type of general argument. The experimental result is
highly relevant to the game-theoretical argument for the emergence of coop-
eration as an evolutionary stable strategy among fitness maximizers. It
is widely recognized that almost all iterated strategic encounters are open to
exploitation by a certain amount of free riding—that is, defecting, demand-
ing more than a fair share, hare trapping instead of stag hunting, et cetera.
In many reasonable models of these interactions, the cooperative strategy
can persist in a stable equilibrium with a modest amount of cheating, or
other short-term selfishness. But, under most circumstances, in order to
prevent free riding from swamping cooperation over the long run, either the
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group of predominant cooperators must send out colonies of predominant
cooperators with a frequency that depends on the level of free riding in
them, or the free riding has to be policed and punished and the free riders
shunned in the opportunities for cooperative interaction. What this requires
is a free-rider detection device, and there is some evidence that we have such
a device and that it is hardwired, that is, genetically encoded.

The evidence is in an experiment called the Wason selection test. Sub-
jects are asked to solve two problems that are formally, that is, mathemat-
ically identical. Problem 1: You are a bartender and you must enforce the
rule that all beer drinkers are above eighteen years of age. There are four
persons in the bar. A asks for a beer, B asks for a lemonade, C says she is
seventeen, and D is obviously elderly. Whose identification card should
you ask for to ensure there is no underage drinking? The answer of course
is A and C, and almost everyone gets this question right. Problem 2: There
are four cards in front of you, marked A, B, 5, and 6. Which cards must
you turn over to determine whether every card with a vowel on one side
has an even number on the other? The answer is A and 5; turning over the
A is pretty obvious; 6 can have a vowel or a consonant on its reverse with-
out falsifying the claim that every card with a vowel on one side has an
even number on the other. If the 5-card has a vowel on the reverse it will
violate the rule. Fewer than 25 percent of subjects get this problem right.
Logically speaking, the two problems are exactly the same! And yet, even
persons who have studied logic do no better than most others on this
problem. What is more, this result is cross-culturally robust. Change the prob-
lems in ways that make them familiar across a variety of cultures and groups
within them—east-west, developed-undeveloped, urban-rural, educated-
uneducated, male-female—and you get the same result. For example,
make the rule that if you go to Mecca you must be a Muslim, or if you wear
a sword you must be a samurai, et cetera, and people will invariably be able
to identify who must be checked to enforce such social rules. But right
across the same cultures, people cannot similarly solve the logically identi-
cal problem in which abstract symbols are substituted for socially signifi-
cant status markers. 

Influential evolutionary psychologists argue that the universality of this
finding suggests that people have an unlearned, hardwired, domain-specific,
cheater-detection capacity, one selected for enabling them to monitor social
interactions for cooperative-rule violations. After all, the only difference be-
tween the two problems is the application of reasoning to a problem of
cheater detection in a social context, which is absent in the other problem. If,
cross-culturally, people perform differently on the two problems, then the
cause of the performance difference is probably not environmental, and the
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cognitive equipment that solves the cheater-detection problem must be dif-
ferent from and independent of general reasoning capacities or whatever we
use to solve purely logical problems. Ergo, there may be an innate and hard-
wired, genetically encoded mental module whose function is to identify
those with whom cooperation is profitable and those with whom it is not.
And this is just what would make the evolutionary emergence of a disposi-
tion to cooperation, fairness, and equality possible.

THE POVERTY OF STIMULUS AND 
OTHER ARGUMENTS FOR INNATENESS

The theoretical argument for the claim that our behavior is the result of the
operation of cognitive models that are hardwired in our brains by natural
selection generalizes from one advanced by the linguist Noam Chomsky for
the innateness of a language-learning module in the human mind. This ar-
gument begins by pointing out the “poverty of the stimulus” on the basis of
which young children very quickly learn their first language, and the rich-
ness of the linguistic competence they acquire in so short a time. Only a year
after birth, most children, regardless of their intelligence or the language to
which they are exposed, who have been exposed to a minimum (and per-
haps even a highly defective) amount of their caregiver’s language, begin to
speak it. Soon thereafter they can encode and decode an indefinitely large
number of completely novel and utterly different expressions in a bewilder-
ing variety of grammatical structures, some of which they may have had
hardly any exposure to. It was Chomsky’s conclusion that this feat was
possible only if children came into the world equipped with a hardwired
language-learning device or module, an innately preprogrammed set of
rules about language that enabled the child very early, and quite uncon-
sciously, of course, to recognize that some of the noise one hears is a language,
and to frame a series of hypotheses about the grammar of that language,
which one then tests by one’s responses to the linguistic and nonlinguistic
stimuli of other speakers. The innateness of a language-learning device is
now widely accepted in linguistics and psychology generally.

Chomsky’s “poverty of stimulus” argument was so powerful that it
spawned arguments for the innateness of a number of other universal hu-
man capacities. These arguments claimed there are parallel “poverty of
stimulus” and “richness of competence” that would underwrite other attri-
butions of innateness to other human capacities, and thus ground further
rejection of the so-called standard social science model. Evolutionary psy-
chologists have sought to explain the early and quick emergence of certain
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phobias about snakes, mushrooms, and other potential threats to health as
reflecting the operation of a “folk biology” module. In light of infant-gaze
experiments, they hypothesize a hardwired “theory of other minds” to ex-
plain even infants’ abilities to attribute motives in human actions. A slightly
different argument suggests that there is an innate “folk physics” reflected
in the human and, before it, the infrahuman mind. Owing to our long evo-
lution in a world of physical regularities that are very stable and very im-
portant to know about, or at least learn about quickly and very early for
survival, it will be more adaptive to have these generalizations hardwired
than for them to be learned by experience in every generation.

In addition to arguments for the innateness of certain cognitive poten-
tials and abilities that shape behavior, there is also an argument for the in-
nateness of certain emotions and other affective psychological phenomena.
The universality of certain emotions and the commonality of their expres-
sion by humans and other animals was already noticed by Darwin and re-
ported in one of his last books, The Expression of the Emotions in Man and
the Animals (1872). In fact, that capacities to feel certain emotions under
common conditions are hardwired and genetically encoded is something
that evolutionary game theorists need to make their models relevant for the
emergence of human cooperation. It is evident that human beings infre-
quently act cooperatively just from conscious deliberation and calculation,
showing the long-term advantage to their own benefit; and people almost
reason their way to cooperative strategies by considerations of the conse-
quences of cooperation to their long-term reproductive fitness! People
rarely free ride or cheat even when they realize they can get away with it. Ac-
cordingly, the fact that cooperative strategies like TFT are fitness maximiz-
ing or utility maximizing is by itself insufficient to explain the actual
emergence of the fact of or the disposition to cooperation. Therefore, some-
thing other than the desire to maximize long-term benefit or evolutionary
fitness must be the cause of cooperative behavior.

Now, what evolutionary game theory at most shows (provided its as-
sumptions are reasonable) is that if there is anything in the human (and
infrahuman) psychology that causes, or even just encourages, cooperative
behavior, there will be selection for it provided that the cooperative behav-
ior is fitness maximizing. What it needs can be provided by a theory of the
innateness of emotions. The reasoning here is quite similar to the explana-
tion for the near universality of orgasm among humans. Nature will select
for anything that increases reproductive rates; therefore, it will select for
anything that increases the frequency of sexual relations. Accordingly, it
will select for those animals that find sex pleasurable and therefore engage
in it with high frequency. Ergo, any physiology that makes orgasm a by-

226 11—SOCIOBIOLOGY OR THE STANDARD SOCIAL SCIENCE MODEL?

0813345925-Rosenberg_layout  10/17/11  9:34 AM  Page 226



product of sex will be under strong favorable selection and will become
nearly universal quite quickly on an evolutionary timescale. The same sort
of argument suggests that an invariable linkage between free riding and
aversive emotions, such as feelings of guilt after free riding or other cheat-
ing, or between feelings of sympathy and subsequent acts of sharing, or be-
tween the emotions of anger and disdain and the disposition to punish free
riding will be strongly selected for, owing to their likelihood of encourag-
ing cooperation. Notice that for such emotions to work effectively to en-
courage cooperation and discourage selfishness, they will have to be
difficult to fake or to suppress even when the agent calculates it is advanta-
geous to simulate or suppress them. But, the argument goes, only biologi-
cally hardwired emotions that are out of conscious control could satisfy
this requirement.

WHY IS THE NATIVIST/SSSM DEBATE SO HEATED?

Encouraged by these and similar arguments, “innatist” or “nativist” opposi-
tion to the so-called standard social science model grew steadily over the
last few decades of the twentieth century. The debate between these socio-
biologists, evolutionary psychologists, and behavioral biologists on the one
hand and behaviorists, learning theorists, and environmental determinists
on the other has become extremely heated, and has spilled over from the
purely scientific to the broader academic arena, and indeed to a wider pub-
lic. The reason is pretty clear: nativism about socially significant human
traits may have profound consequences for public policy, for the persis -
tence and enforcement of social mores and norms, and for people’s attitudes
and prejudices about others. Nativism explains the distribution of traits as
hereditarily fixed—genetically encoded and adapted by a long process of se-
lection to a local environment. Thus it is easy to infer from such explana-
tions that attempting to eliminate such traits will be harmful or impossible.
Accordingly, society needs to resign itself to their persistence, whether we
like them or not.

Among the earliest encouragements to a nativist approach to social insti-
tutions was the research program of explaining the almost universal incest
taboo. Once Mendelian genetics came to be combined with Darwin’s theory
in the early twentieth century, it became apparent that, as a biological prac-
tice, incest would be naturally selected against. This is owing to the increased
likelihood that the offspring of genetically related individuals will suffer
from the expression of recessive fitness-reducing hereditary abnormalities;
so any tendency to incest would be selected against. But this conclusion
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leaves unanswered the question of how nature implements the avoidance of
inbreeding. How do individuals avoid electing sexual partners when they
cannot detect and do not act on degrees of genetic relatedness, indeed when
they do not even recognize the connection between sex and procreation, as
with all infrahuman and some human groups? What is the proximate mech-
anism for the evolutionarily adaptive pattern of incest avoidance we find al-
most universally among humans and most infrahuman vertebrates?

The most well-confirmed theory of the proximate causes of incest
avoidance in the human case is traced to Evart Westermack, an anthropol-
ogist at work in the early twentieth century. Westermack’s theory sug-
gested that nature solves the problem of incest avoidance by a simple
“quick and dirty” solution to the problem of detecting close genetic relat-
edness: humans have a hardwired disposition to acquire an aversion to sex
with any person they were reared with during early childhood. By and
large, co-reared children have, over evolutionary timescales, almost always
been genetically related (community care of unrelated children is a rela-
tively new and uncommon institution). Thus, Westermack theorized, sim-
ply avoiding sex with any co-reared potential partner is a satisfactory
solution to the genetic relatedness problem that incest avoidance raises.
Evidence for Westermack’s hypothesis has continued to strengthen over
the past several decades. For example, when unrelated children are reared
together, the frequency of sexual relations among them after puberty is
well below normal. For another example, note that the fitness risks of in-
breeding for females of almost all sexual species will in general be greater
than for males, since the offspring of any single incestuous union will be a
far higher proportion of the female’s total number of offspring than of the
males. So the Westermack hypothesis should lead us to expect that females
require less co-residence with a potential sexual partner to inhibit sexual
relations. Indeed, evidence bears this out.

The difference between potential offspring numbers between males and
females is the consequence of a genetically encoded trait of mammals: fe-
males have a hundred ova or so, and males have literally millions of sperm.
This difference can not only be expected to make a difference for the in-
creased strength of incest avoidance by females, it has also been often cited
to explain a variety of social differences between males and females. Thus,
the cross culturally common double standard that treats male promiscuity
as normal and female faithfulness as the norm has been explained as the
evolutionary outcome of differences in adaptational strategies due to the
sperm/egg difference. Since mammalian males can impregnate a large num-
ber of females, their fitness-maximizing strategy is to attempt to use all their
resources to do so, and not to mate with just one female and devote re-
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sources to their joint offspring. The universal uncertainty of male paternity
adds further force to the adaptational value of this strategy. By contrast, fe-
males have only a limited supply of eggs, and their optimal strategy is to seek
mates with “good” genes and exchange sexual access for the male’s long-
term commitment to convey resources to her and her offspring. Recent
work by ornithologists has also suggested that when there is a payoff to un-
detected “extra-pair” copulation with another male fitter than the female’s
partner, this strategy will also emerge among female birds. According to
evolutionary theory, male birds are already independently under selection
for participation in such behavior. Additionally, and for the same reasons,
among most mammals there will be strong selection for offspring caregiving
by females, but not for offspring care by males. Now consider the inferences
drawn for the human case from these fairly robust theoretical claims about
most mammals and some bird species.

It will be tempting to infer that male marital infidelity is in the genes,
and is the result of so long a pattern of selection that there is nothing much
that can be done about it. What is more, the persistence of rape and sexual
assault may be explained as the expression of this disposition so firmly en-
trenched by eons of evolution that those males who engage in it should be
viewed as victims of their genetic makeup, not really responsible for their
conduct, and therefore excused from punishment for it. Thus, the infer-
ence from selection for sexual strategies in mammalian males to the expla-
nation of criminal misconduct among Homo sapiens males is said by some
to encourage complacency about violence against women: “It’s inevitable
and all we can expect to do is minimize it. We will never be able to elimi-
nate it.”

A similar explanation is advanced for the distribution of gender roles
characteristic of most societies, in which females are typically the seden-
tary, stay-at-home, child caregivers, and the males are the out-of-the-
house hunters/farmers/craftsmen/traders, et cetera. These differences are
the result of natural selection on traits fixed by heredity and optimal for
men, women, and their children. Gender differences in the norms govern-
ing courtship, sex, work, and home, as well as the distribution of various
roles and responsibilities in society between men and women, can easily
be assimilated to the adaptationally explained differences between males
and females in most mammalian species. Again, such explanations are
likely to encourage the belief that gender differences in socially significant
institutions, norms, and expectations are hereditarily determined and have
long-term adaptational value for the species. Accordingly, it will be argued
by those who approve of conventional gender roles that attempting to
change them may have harmful immediate consequences for the mental

Why Is the Nativist/SSSM Debate So Heated?  229

0813345925-Rosenberg_layout  10/17/11  9:34 AM  Page 229



and physical health of men, women, and especially children, and long-
term maladaptive consequences for their evolutionary lineages. These al-
legedly evolutionarily inherited obstacles to the departure from traditional
gender roles advocated by many feminists and others makes the nativist
analysis highly controversial.

Of course it is not just traits deemed adaptational that nativism encour-
ages us to treat as genetically inherited. Alleged differences between groups
and genders are also sometimes explained as maladaptations. More than
once in the past two generations of social science, it has been argued that (a)
intelligence is measured by IQ tests, (b) racial groups are genetically homo-
geneous, (c) the mean IQ difference among different racial groups is statis-
tically significant, and therefore, probably, (d) intelligence is genetically
determined and members of some racial groups are on average less intelli-
gent as a matter of nature, not nurture. More recently it has been argued that
gender differences in mathematics or spatial reasoning or other cognitive
skills are also due to genetically encoded hardwiring differences due to selec-
tion. Like the two previous arguments, these also encourage complacency
about inequalities in outcome among men and women or persons of various
racial groups. If the argument about the genetic basis of intelligence is cor-
rect, we may console ourselves that society is a color-blind, gender-neutral
meritocracy in which inequalities will reflect real differences in abilities and
not discriminatory treatment.

Finally, just as there is a tempting Darwinian explanation for reciprocal
altruism, and for the psychological predispositions that make it possible, and
an argument for the availability of mechanisms that avoid the suboptimal
inbreeding associated with incest, there will be a similar set of considera-
tions that make racism and xenophobia explainable as genetically encoded
dispositions. These attitudes may have been selected for in the distant past,
and regrettably they remain with us now in an environment in which,
though maladaptive, they cannot be quickly or easily eliminated. The expla-
nation here, too, is easy to construct: just as maximizing genetic fitness mil-
itates against interbreeding that is too close, there will also be selection
against outbreeding, or reproductive relationships outside of a close kin
group. And selection against suboptimal outbreeding will exploit available
proximate mechanisms that reduce the likelihood of the outbreeding.
Among the most obvious such mechanisms will be fear or hatred or other
negative emotion toward strangers, and marks, signs, and symbols of high
kin relatedness, such as appearance, diet, clothing, language, and religious
affiliation. Positive markers of group membership and negative emotions to-
ward people who are obviously different in appearance are the result of a
feedback relationship between selection for optimal inbreeding. This pro-
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cess has produced a suite of traits most educated persons deplore but to
which a Darwinian argument may well resign them. Racism, xenophobia,
and religious and ethnic prejudices are determined by factors beyond our
control, they will always be with us, and we should accommodate ourselves
to this fact.

This pattern of evolutionary explanations for socially significant traits, as
individual or group adaptations that fill or once did fill important biological
functions, will be unwelcome to many. In particular, those committed to so-
cial change, to reform, or revolution to ameliorate the human condition will
seek counterarguments to show such explanations are mistaken. Mutatis
mutandis, the evolutionary fixity of the status quo, will be good news to con-
servatives eager to defend current social arrangements as optimal or, if not,
then at least as inevitable.

Many leading evolutionary biologists have counted themselves among
those dissatisfied with the social status quo and as eager to ameliorate social
problems. This has motivated them to seek arguments against the general
research program, first of sociobiology and then evolutionary psychology,
for the fixity of psychological traits and social norms. These critics of the ap-
plication of the theory of natural selection to explain functions as adapta-
tions complain that they may well be telling “just-so stories,” too easy to
construct and even easier to defend against contrary evidence. But the just-
so story critique of adaptationalism was not the only arrow in the quiver of
the opponents of nativism, as we shall see in the next chapter.

Introduction to the Literature ____________________________________

The classic argument for functional social science is Emile Durkheim, Rules
of the Sociological Method. John Elster, Nuts and Bolts for Social Science, is an
excellent introduction that makes clear the need such theories have for a
Darwinian mechanism.

The combination of Darwinian biology and game theory in explaining
human cooperation begins with Robert Axelrod, The Evolution of Coopera-
tion. Some of the most philosophically interesting modeling of the evolu-
tion of social norms and institutions is to be found in two books of Brian
Skyrms, The Evolution of the Social Contract, and The Stag Hunt and the
Evolution of Social Structure. Steel and Guala’s anthology contains a good
summary of some of this work by Skyrms and Jason Alexander, “Bargain-
ing with Neighbors.”

Sociobiology begins with a vast work of that name by E. O. Wilson, and is
subject to withering criticism by Phillip Kitcher, Vaulting Ambition, much
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of it motivated by moral outrage owing to anxiety about the prospects for ge-
netic determinism it is feared that Wilson’s books may encourage. A more
accessible work defending his views is Wilson’s Pulitzer Prize–winning On
Human Nature. The two names most closely connected with arguments for
evolutionary psychology are Leda Cosmedes and J. Tooby, whose latest work
is always available online, at www.psych.ucsb.edu/research/cep/primer.html.
Their critics are legion, but often intemperate. A reliable place to begin with
criticisms is Fiona Cowie, What’s Within? Nativism Reconsidered.

232 11—SOCIOBIOLOGY OR THE STANDARD SOCIAL SCIENCE MODEL?

0813345925-Rosenberg_layout  10/17/11  9:34 AM  Page 232



C H A P T E R  T W E L V E

Theories of Cultural Evolution

Can social scientists solve the problems faced by their holism and function-
alism without adopting a nativist view of human affairs? This chapter ex-
plores the prospects for adapting Darwinian theory to solve these problems
without committing the sciences that employ the theory to any very strong
genetic determinism.

THEORIES OF CULTURAL EVOLUTION

The general thesis that some socially significant traits are largely under ge-
netic control, and appear invariant across a range of environmental condi-
tions of development and expression, is often labeled genetic determinism. As
noted in the last chapter, it is the consequences of such a thesis for public pol-
icy and social attitudes that make many persons seek to refute the claim, not
just in its individual instances but as a coherent possibility in general. Since
the advocacy of genetic determinism often persists even in the absence of ev-
idence for particular cases, it is tempting to accuse its proponents of ideolog-
ical and political motives. But such accusations will not put an end to the
tendency to attribute socially significant traits more to nature than nurture.
And besides, there are certainly many “nativists” who share the ameliorative
motivations of their opponents, and who nonetheless believe that the evi-
dence favors some version of genetic determinism for some traits.

BLUNTING THE THREAT OF GENETIC DETERMINISM

One of the strongest arguments against genetic determinism challenges the
nativists’ notion that it even makes sense to talk of a “gene for X,” where X is
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a trait of interest to the social scientist. If so, there will be no such thing as
the gene(s) for IQ or child rearing or xenophobia, et cetera. To see how such
an argument would go, consider the case of phenylketonuria, or PKU, an in-
born error of metabolism, which really does look like a genetic defect in
which the child’s inability to make enough enzyme to metabolize phenylala-
nine and its buildup in the brain produces mental retardation. Is even this
clear-cut case of a hereditary defect one that is genetically determined?
Probably not. It is well known that the syndrome can be avoided by a simple
environmental manipulation: keep the child away from phenylalanine (look
at the label on the next can of a diet soft drink that comes into your hands:
“Phenylketonurics: contains phenylalanine”). More to the point here, how-
ever, the syndrome of PKU can be produced by point mutations in any of a
hundred different loci of the genetic material, the symptoms can also result
from mutations in genes for the production of other enzymes needed to me-
tabolize phenylalanine, and it can result even in the presence of normal ge-
netic inheritance if, during pregnancy, the mother either consumes a great
deal of phenylalanine or is unable to metabolize the amino acid. So, strictly
speaking, PKU sometimes turns out to have an independent environmental
source, and not to be genetically determined at all. These difficulties will be
vastly multiplied when we move from the effects on early development of
the immediate enzymatic products of the genes to the socially significant
traits of the adult person, like IQ or a tendency to violence or alcoholism,
that “genetic determinism” claims is inherited.

There are other serious objections to the genetic determination of each
of the instances of socially significant traits alleged to be genetically deter-
mined. Few of the empirical studies that have claimed to show substantial
covariation between a behavioral trait, such as a disposition to violence or
schizophrenia or alcoholism or risk taking, and a particular genetic locus
have in fact been replicated. As for the IQ studies, suppose we set aside ques-
tions about the reliability of IQ tests as measures of a single trait properly
identified as intelligence, or a small bundle of distinct cognitive capacities, or
anything with long-term adaptational significance. Even so, the presump-
tive failure of the studies of racial differences adequately to control for sys-
tematic environmental differences—natural, social, familial— between the
racial groups from which IQ data are gathered undermines almost all con-
clusions about genetic determination of intelligence.

This point about controlling for environmental variation reveals the im-
portance of another determinant of phenotypic outcomes that needs always
to be borne in mind when Darwinian theory is applied to social phenom-
ena. Phenotypic traits are the joint products of heredity and environment.
And variations in the environment can play a very considerable role in de-
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termining variations in the phenotypic outcomes of the same genetic inher-
itance. Some heritable traits are highly facultative: the same genotype will
result in quite different observed traits under differing environmental con-
ditions. For example, the same species of butterfly will be dark colored if it
pupates in winter and light colored if it does so in spring. And of course
there will be no phenotype at all under environmental conditions in which
the species is not viable. This means that the trait a gene codes for will have
to be understood as specified only relative to an environment. The way in
which heritable traits vary in their expression as a function of environmen-
tal differences is called a norm of reaction. For a quantitative trait such
as height we may graph norms of reaction quite simply: treat the y-axis as
measuring height and the x-axis as measuring environmental variation, such
as annual rainfall or amount of fertilizer used, density of planting, degree of
insect infestation, et cetera. Then, the closer to the vertical a norm of reac-
tion is, the more sensitive is the phenotype to environmental variation; the
closer to horizontal, the less sensitive is the phenotype.

Now, in regard to almost any socially significant, allegedly genetic trait, it
is evident that almost no evidence has been secured about its norm of reac-
tion. And it is obvious why this is so. The difficulty, the cost, and the ethical
objections to experiments on the human environment that would be re-
quired reliably to estimate the norms of reaction for traits like IQ or schizo-
phrenia or child rearing, are obvious. But without such studies, strong
claims that these or other traits are genetic are scientifically irresponsible.

The debate about genetic determinism is of course just a modern-dress
version of a much older one, which has traditionally been styled as the de-
bate about nature versus nurture. One problem that has long haunted the
debate is unclarity and disagreement about the meanings of the key terms
innate and acquired in biology and outside of it. All parties to the dispute
about whether any socially significant traits are innate need to accept the fact
that phenotypes are the joint products of the genes and the environment, so
that any definition of innateness that could actually apply to any trait will
have to accommodate the role of the environment. The same must be said
for acquired. Acquisition of a trait, say, by learning, requires some capacities,
presumably hardwired, to acquire it. Partly for this reason, and because no
single definition for either term can be pinned down in ordinary language,
and finally because the terms don’t appear very frequently in biology
(though they certainly do appear in psychology and the social sciences),
philosophers have considered whether other terms that are to be found in
evolutionary biology do the work these terms have been used to do, and
whether employing them enables biologists unambiguously to settle ques-
tions of nature versus nurture for various traits of interest.
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Interestingly enough, in biology there is no contrasting concept to innate.
There is no innate/non-innate distinction, and the term has little role in
the life sciences. Simple qualitative identity or similarity from generation to
generation—“breeding true,” for example—may work for the immediate
traits of replicators like genes, but not for individual organisms like humans.
To begin with, there is the norm-of-reaction issue. When the norm departs
much from the vertical, there will be no similarity of traits. If heritability is
defined in terms of correlation of parent and offspring traits instead of iden-
tity, then we will have to treat many traits clearly produced by nurture as in-
nate. Consider the correlation between parents speaking Hausa and their
children doing so. Surely this is not a matter of hereditary determination.
Population biologists define high heritability as a ratio that reflects the total
amount of phenotypic variation that is due to genetic variation. If the frac-
tion Vg/Vp, genetic variation/phenotypic variation, is close to 1, the pheno-
typic trait is highly heritable. But, as Andre Ariew has noted, for human
populations in which the possession of opposable thumbs is 100 percent,
there is no variation. Hence, for most human populations the heritability of
opposable thumbs takes on an undefined value. As such it could hardly do
the work that innate is supposed to do. Surely, opposable thumbs are innate
traits among Homo sapiens, if ever there were any.

Recent work by philosophers and biologists has canvassed at least two
dozen alternative definitions for the terms innate and acquired to be found
in the scientific literature, quite apart from their uses in nonscientific con-
texts. It is no surprise, therefore, that debates about the innateness of traits
persist, even when substantial relevant evidence has been agreed upon by
disputants. Whether an agreed-upon set of definitions is possible remains a
philosophically open question.

MOTHER NATURE OR MOTHER NURTURE?

Is the only alternative to genetic determinism just to repudiate the relevance
of Darwinian natural selection to human affairs? There had better be an-
other alternative. For as noted several times now in the last three chapters,
we need Darwinism if we are to give any functional explanation of human
behavior at all! Too much human behavior, and too many human institu-
tions show every mark of having functions, some manifest, others latent, for
this fact about them to be disregarded and left unexplained. Those social sci-
ences that appeal to functions, especially to latent ones, require some mech-
anism or other short of final causation to bring about and to maintain the
functions these disciplines identify. But there is only one such mechanism.
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What social and behavioral science requires can only be provided by Dar-
winian natural selection. So the question becomes whether there can be such
“natural selection” without genes, without the nativists’ commitment to
Mother Nature as the explanation of behavior?

There are both social scientists and philosophers who accept Darwin’s
theory as the only available account of functional traits but who reject na-
tivism. They have worked hard over the past three decades to construct
Darwinian theories of cultural, social, and psychological evolution that are
free from a commitment to exclusive or even substantial hardwiring, in-
nate modules, and the genetic determination of traits that nativists argue
for. All these nonnativist Darwinian theories of cultural evolution require
of the human mind/brain is that it be especially good at learning by imita-
tion. On this view the only innate, hardwired modules are the small num-
ber of sensory input devices such as sight, smell, touch, taste, et cetera.
These alternative Darwinian theories don’t treat the mind as a sort of Swiss
army knife set of domain-specific, epistemically encapsulated and bound
modules. Instead of selection for genetically encoded modules, they hold
that it has been cultural selection for traits that are not genetically en-
coded, selection for packages of adaptive information preserved and trans-
mitted outside the brain.

Biological anthropologists and philosophers of biology have developed
scenarios for human evolution in which environmental and learned psy-
chological factors work together persistently to produce many of the adap-
tations the evolutionary psychologist is tempted to explain genetically. The
most important of the psychological factors they identify as crucial to hu-
man cultural evolution is the very great developmental plasticity of our
brains—and its consequent remarkable powers of imitation learning. Sec-
ond, they emphasize the strong early influence on our evolution of cooper-
ation as modeled by the evolutionary game theory sketched in the last
chapter, but learned and transmitted culturally and not through the devel-
opment of genetic cheater-detection modules. Perhaps most important,
these cultural Darwinians argue that imitation learning and cooperation al-
low for the construction of relatively long-lasting niches into which subse-
quent generations are born. These long-lasting niches accelerate the
transmission and the accumulation of adaptive strategies for coping with
the environment, including technological and cultural strategies. They do
this because over time the long-lasting cultural niche in which childhood
learning takes place increasingly fosters acquisition of the most efficient
learning strategies—that is, the ways in which to filter variant practices for
the ones that confer greatest fitness. These cultural Darwinians argue that
human neural plasticity is great enough to make for the quick and accurate
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learned solution to several of the alleged poverty-of-stimulus problems na-
tivists advance.

As we saw in the last chapter’s discussion of evolutionary game theory,
persistent human cooperation requires individuals to be able to correlate
their strategies—tit-for-tat players need to be able to find other tit-for-tat
players in order to outperform free riders. This is where intergenerational
niche construction—carried on and cumulated over generations—comes
into play. For it makes possible the development of learned techniques of
free-rider detection and learned enforcement of punishment strategies,
along with other strategies that are essential for survival or fitness enhance-
ment. Suitably structured, operating over long childhoods, cultural niches
can solve the poverty-of-stimulus problem for all but the linguistic compe-
tency that Chomsky first introduced it to deal with. Once human coopera-
tion gets a start, its combination with highly accurate imitation learning by
children will also make possible the emergence of cumulative technological
change and the specialization of labor, cognitive and otherwise, along with
group-strengthening xenophobic traits that are transmitted culturally and
will not require a genetic basis.

Clearly, culture and cultural transmission needs cooperation, and there-
fore requires the emergence of a range of different patterns of reciprocation.
For example, unless individual teachers receive a fitness payoff for passing
on their learning, lore, and skills, there is no fitness benefit to teaching
nonkin some technological innovation (such as toolmaking). So, no cultural
evolution without group selection. And the entire process has to get its start
from, and continue to be powered by, increasing plasticity in brain develop-
ment from our primate ancestors through our common ancestors with
Homo erectus. For this is what makes for the biggest difference between us
and our primate cousins: at some point in the evolutionary past, we became
much more adept at learning by imitation than other primates, and this sin-
gle cognitive development, not a suite of separate modules, may have suf-
ficed for the cumulating reliable transmission of learned, acquired skills,
knowledge, norms, et cetera.

Many of the cognitive tasks that evolutionary psychologists believe cry
out for a hardwired module can be accomplished by a genetically unmodu-
larized mind, provided that it is smart enough to quickly assimilate adaptive
information already produced in previous generations. Exactly what “smart
enough” comes to is a matter for debate among several different theories of
cultural evolution. This debate makes contact with experiments and com-
puter simulations in evolutionary game theory. Consider three different
learning rules that humans are smart enough to adopt, and that can easily be
modeled in computer tournaments to see how well they lead to cooperation.
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One rule is to copy the behavior used by a majority or the largest number of
others; a second rule is to copy the behavior of the highest status individuals;
a third rule is to copy the most successful behaviors among those the indi-
vidual encounters. Each will lead to rapid adoption of the most beneficial
strategy under some circumstances. Individuals smart enough to switch
among them optimally will do even better, and all without the need for
hardwired mental modules.

Deciding who is right between the nativist evolutionary psychologists and
theorists of Darwinian cultural evolution will require creative experimental
studies. Meanwhile, as noted above, the crucial thing here is that the dispute
is a disagreement within a Darwinian research program. The disagreement
here is carried on between those who hold that adaptational traits are trans-
mitted genetically and those who hold they are transmitted culturally. Both
sides agree on the crucial role of blind variation and environmental filtration
in the creation and local adaptation of cognitive capacities. Agreement on a
common Darwinian core in any theory of human psychological traits is
mandated not only because humans are, after all, biological systems, but
even more because when it comes to psychological traits of ours that are ob-
viously functionally adaptive, there really is no alternative to a Darwinian
account of their origin and persistence.

CHALLENGING DARWINIAN CULTURAL EVOLUTION

Accordingly, a Darwinian social scientist is committed not just to a figura-
tive or metaphorical application of Darwinian natural selection to the ex-
planation of cultural processes. The applicability of the theory is forcefully
denied by many social and behavioral scientists, especially interpretative
social scientists, who see human affairs, human action, and human values
as an exception to the natural realm, as not governed by the slow process
of gradually accumulated adaptation through randomness in the variation
of inert macromolecules and passive filtering by the environment. This
repudiation of the relevance of Darwin’s theory, however, will need hard
argument, not just wishful thinking. They will have to show that the neces-
sary conditions for the operation of natural selection are just not present
in culture. One way to do this is to demonstrate that nothing like the con-
ditions that make for evolution by natural selection in the wild are to be
found in human culture. Therefore, there is no scope for a literal applica-
tion of the theory.

Recall from the beginning of this chapter what these conditions are: There
must be hereditary variations with fitness differences. If these conditions
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obtain, the theory implies, there will be selection for random variations that
are adaptive and selection against random variations that are not. So one ob-
vious objection to a Darwinian account of culture begins by identifying per-
sistent and widespread cultural traits that no one would consider to have
functions for, or to be adaptive for individuals or groups. These traits, like
tobacco smoking or foot binding, have nevertheless persisted in human so-
ciety for all of its recorded history.

As we saw in the last chapter, however, this argument that evolutionary
theory can’t accommodate the long-term persistence of reproductive, fitness-
reducing, cultural maladaptations fails to distinguish two distinct processes
of selection. Once the distinction is made clear, its force is much reduced. A
Darwinian theory of the evolution of culture as the selection of adaptations
has to deal with two kinds of adaptational issues. First, it has to account for
the evolution and persistence of culturally acquired traits that confer adap-
tational advantages on individuals. Second, it has to explain how traits that
may make no adaptational contribution to individual or group fitness never-
theless persist over time because features of the traits themselves enhance
their own reproductive fitness—that is, the frequency with which they are
copied by individuals and groups to whose adaptation they make no positive
contribution.

A couple of examples will illustrate these two quite different evolutionary
scenarios. Consider the disposition to wash hands in hot water before eating
versus the disposition to ingest heroin. The former trait confers an adapta-
tional advantage under most circumstances to persons who acquire it, in
spite of the costs it imposes. Making a fire, collecting the water in a container
that can be heated, controlling the heating to prevent the water from getting
too hot, drying one’s hands on clean material, and so on are all certainly bar-
riers to the spread of hand washing. Nevertheless, in the long run, the fre-
quency of hand washers will increase. The trait is transmitted quickly and
accurately to their offspring, and in the long run the trait spreads in the pop-
ulation, because the lineage that engages in hand washing increases its pro-
portion of the total population, and presumably the total population size
increases as well. Washing hands in hot water is fitness enhancing.

By contrast, consuming heroin is plainly fitness reducing, as it has many
unfavorable effects on reproductive fitness. On the other hand, the trait itself
can spread like wildfire in a population. Once introduced, the practice will
be copied, replicated, and parasitize more and more people in spite of the
fact that it lowers the reproductive fitness of those who adopt it. Owing to its
addictive properties for creatures like us, the practice can in effect parasitize
Homo sapiens. Provided that its virulence is sufficiently moderated, its inci-
dence among potential hosts will increase over time until it becomes fixed in
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the population, crowding out and making extinct other practices, for exam-
ple, hand washing, child care, and sex, for that matter.

So an evolutionary theory of culture needs to account for cultural traits in
terms of their effects on human fitness, and on their own immediate fitness.
Failure to make this distinction will prevent an evolutionary theory from ex-
plaining the distribution and persistence of cultural traits that are harmful to
people and groups but have features that enable them to replicate at higher
rates than less harmful traits. Failure to draw this distinction will of course
also lead opponents of a Darwinian theory of culture to cite as counterexam-
ples to its claims the persistence of maladaptive traits, that is, traits that re-
duce people’s fitness, when in fact such traits will be as commonplace in a
culture driven by Darwinian processes as parasites are common in the bio-
logical realm.

But drawing this distinction throws into sharp relief another, graver
problem that a Darwinian theory of culture faces. If fitness and adaptation
are to be understood in terms of their impact on reproduction, as Darwin’s
theory requires in biology, it is hard to see how the theory ever could be ap-
plied to explain cultural evolution. It is not plausible to suppose that the dis-
tribution of cultural traits, which increasingly come and go within the span
of a single generation, could possibly be controlled by their impact on hu-
man reproduction and the genes humans carry. To do the work required to
explain cultural evolution, natural selection is going to have to operate
within individual human generations—indeed, within periods much, much
briefer than the twenty years a generation lasts—and it will need a mecha-
nism of heredity that operates nongenetically within these brief time
periods. And it looks like literal Darwinian natural selection within such
time frames will require something else: it will require something that, like
the gene, both carries faithful copies of the traits to be selected and allows for
continual production of small variations in those traits. Without faithful
copying, descendant traits will not be similar enough for their environments
to have the same effect on them and thus on their distribution in a popula-
tion; without random variation, they will not explain how cultural traits are
transformed over time. Can the defender of the literal application of Dar-
win’s theory to the social sciences satisfy these requirements? Does the de-
fender of Darwin really need to?

Some who support using Darwinian theory to explain cultural change
have taken this two-part challenge quite seriously. They have introduced a
concept explicitly modeled on the gene to do the work of applying the
theory to culture needs: the meme, introduced by Richard Dawkins (in The
Selfish Gene) and defined as “a unit of cultural transmission, or a unit of im-
itation.” This is not, of course, a very helpful definition. But then neither was
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the initial definition of gene as whatever factor or element in the germplasm
results in those traits that are distributed in Mendelian ratios. In the discus-
sion of memes to follow, we need steadily to bear in mind that the time lapse
between the introduction of the concept of gene and its macromolecular vin-
dication was about fifty years, during which time, the term gene was subject
to ridicule and skepticism, before it came to be taken seriously as an essential
explanatory concept in biological evolution.

The rough idea of a meme is something in the brain that causes behav-
iors, or some feature of behaviors, and that not only recurs in one brain.
Owing to the attractiveness to others of its behavioral consequences for the
agent, it is contagious and is copied from brain to brain and results in more
copies of the behavior or its features that the meme produces in the first per-
son. Examples of memes are easy to come by. Dawkins’s illustration was
drawn from animal behavior: bird songs are often not hardwired but copied
from generation to generation and in these cases exact copying is critical to
fitness. The song is, of course, stored in the brain of parent birds and literally
copied by the brains of their offspring. But it is easy to identify memes in
human culture: an advertising jingle you can’t get out of your head and that
you sing aloud, thereby bringing the jingle back into your mind and trans-
mitting it to someone else, who also sings the tune; an idea about how to
dress, which results in someone’s dressing a certain way and which catches
on as a fashion; a way of pronouncing words or making gestures or, more
enduringly, the Arabic system of numerals, or the base-10 system of arith-
metic, or the rules of addition  . . . in short, anything that can be recorded
and stored in the brain and that increases or decreases its replication in
brains owing to its effects on them. Thus, some memes will be ephemeral,
such as “23 skidoo,” an expression from the 1920s in the United States, and
others long-lasting, such as the “To be, or not to be” soliloquy in Hamlet.
Among vigorous exponents of the utility of this concept in the explanation
of cultural change, Daniel Dennett offers, as an example of memes, words
that we think of, speak, or write. In this he follows Darwin, who wrote in
The Descent of Man that “the survival or preservation of certain favored
words in the struggle for existence is natural selection.”

It is evident that memes can be ideas, thoughts, beliefs, desires, mental
images, formulae, theories, languages and their parts, thoughts about mu-
sic, art, crafts, farming methods, moral norms, spelling mistakes, board
games and field games, swimming strokes, the design of artifacts, dance
steps, and all of the adjectival modifications of these and other abstract con-
tents of the mind that result in particular behaviors. So whatever the mate-
rial in the brain that realizes memes, they will have to be multiply realized
and heterogeneous in neural structure, location, and relation to behavior.
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And, just as in molecular biology we do not identify genes by their DNA se-
quences but by their functional roles, mainly by the proteins and RNAs they
produce, so we should expect to identify memes, if there are any, by their ef-
fects in behavior, not by any neural fingerprint. This will, of course, make it
much harder to identify and trace the spread of memes in a population, or
for that matter their mutation and selection, than it has ever been for genes.

This is where the skeptics about memes and about Darwinian cultural
evolution will dig in their heels. Skeptics about memes argue that although
memes may be heterogeneous in their neural structure, they will all still ap-
parently have to have one thing in common if they are to provide the basis
for a Darwinian theory of cultural evolution. They must replicate accurately;
memes in different heads must be accurate copies of the memes in other
heads that brought them into existence. The copies of any one meme will
have to be countable the way genes are, and there will have to be some basis
for distinguishing an instance of one meme-type from the instances of a dif-
ferent meme-type. We will have to be able to count the number of instances
of a meme copied from another instance as reflected in the behaviors of the
individuals whose brains instances of a given meme-type inhabit. For with-
out such criteria of individuation we will be unable to tell whether a meme
has replicated or, if so, whether its fitness is increasing or decreasing, and
we will be unable to distinguish memes from one another to decide about
their competitive and cooperative relations with one another, or dependen-
cies on one another. In short, the argument goes, unless we can be confident
about replication and reproduction, memetic evolution by natural selection
will be, as we have said, a mere metaphor, not a scientific hypothesis worth
taking literally. But there is no evidence that anything in our minds behaves
the way memes will have to work to do the job for cultural evolution that
genes do for biological evolution.

How serious is this objection to the existence of memes? Compare the sit-
uation for genes. We can no more count memes by observing behaviors
than we can count genes by observing intergenerational similarities between
plants or animals. To actually identify and count genes from generation to
generation required the discovery of laws of genetics, by Mendel, and their
refinement over a century. Even using Mendel’s laws to identify genes from
the distribution of phenotypic traits depends on the precision and the con-
firmation of other additional hypotheses about the generation-by-generation
distribution of various traits in large populations under a variety of environ-
mental conditions. Presumably, the generalizations of this sort will be much
harder to establish in the case of human culture than in the case of pea
plants! There are several alternatives here: first, it may be the case that, un-
der the welter of behaviors that reflect cultural learning to some degree or
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other, there is a core of memes that are copied accurately enough, recom-
bine, and mutate sufficiently often to provide the needed substrate for the
operation of Darwinian selection in cultural evolution, and that we can in
fact discover them! This is the most optimistic scenario for the exponent of
memetic-cultural natural selection. A second, less optimistic scenario for
meme theorists is that the operation of natural selection on memes does in
fact determine all or a great deal of cultural evolution, but most of the
memes are too difficult for us to identify and the process is too complex a
matter for us to discern in the booming, buzzing confusion of cultural
change. A third, still less optimistic alternative is the possibility that there
are memes but their mutation rate is very high, even higher than the rate at
which an AIDS virus mutates. As such, social evolution will be character-
ized by a little adaptational natural selection and a great deal of mutational
drift. This alternative will not, of course, explain the apparent functional
adaptation of so many social processes and social institutions. So, even if
right, it will not be of much interest among social scientists. Of course, if
there are some areas of social life in which there is reliable memetic copying
and a reasonably moderate rate of evolution, there will be scope for a Dar-
winian theory. But it will not be a generally accepted account of adaptation
everywhere in social phenomena.

Then there is a fourth and even less controversial, but also less interest-
ing, possibility: the application of natural selection operating on memes to
explain culture is a useful and suggestive metaphor at best, but not a general
theory of cultural evolution with anything like as much going for it as Dar-
winism has in biology.

But the discussion of memes has proceeded on the assumption that the
application of Darwinian natural selection to culture really does require a
replicator that copies itself accurately in the way genes do. And not all expo-
nents of the literal application of Darwinism to culture will grant this claim.
There are important exponents of a literal application of Darwinism to ex-
plain cultural evolution who do not think the particulate inheritance that
memes would provide is required, and so who do not think their program is
hostage to the existence of something in culture that closely parallels the
gene. Accordingly, to theorists like Peter Richerson, Robert Boyd, and their
collaborators, the items subject to Darwinian natural selection in the evolu-
tion of culture need not be much like genes at all. Richerson and Boyd doubt
that what they call cultural variants are digital, particulate replicators, largely
because they do not think there is much of anything that is transmitted as
intact, fair copies from mind to mind. They agree with meme skeptics that
there is too much ambiguity in behavior for many different people to inter-
nalize exactly the same meme-type by observing a single bit of behavior. But,

244 12—THEORIES OF CULTURAL EVOLUTION

0813345925-Rosenberg_layout  10/17/11  9:34 AM  Page 244



they argue, Darwinian cultural evolution doesn’t need high fidelity copying
that plays the role of mental genotype to the behavioral phenotype. Instead
they hold that there is a continuum from more to less exact copying that is
harnessed together with a range of more or less restrictive learning rules. Re-
call the three mentioned above, which are easy for humans to employ and
equally easy to model in computer simulations that add learning to speed
up the selection of cooperative strategies. Intelligence—that is, adapted use
of the right learning or imitation rule in the right circumstances—can make
up for a good deal of the variation, the ambiguity, and even the mutations
conveying memes or anything like them from one person to another.

By employing cognitive heuristics, which independent evidence shows
that people employ, large-enough populations of people can share exactly
the same trait long enough for it to be selected for or against in the social or
natural environment without anything being accurately copied from any
one of them to any other of them!

Cultural natural selection theorists like Boyd, Richerson, and their
coworkers argue that the existence of replicators and interactors is not nec-
essary but only sufficient for natural selection, that heritable variations in
fitness are just one way in which natural selection can proceed. More ortho-
dox Darwinians may call attention to the role in these theories of the psy-
chological machinery that homogenizes disparate cultural variants into
classes of behavior similar enough for uniform selection. They may argue
that such machinery is both selected for genetically and necessary for the ap-
pearance of cultural adaptations through the operation of natural selection.

Perhaps more important, however, than these details is the question—
raised by the controversy about memes and copying—of what is necessary
as well as sufficient for natural selection as an explanation for cultural adap-
tation. The questions are crucial not just for explicit exponents of Darwin-
ism in the human sciences but for the use of functional analysis in all the
social sciences, something we have seen is almost impossible to dispense
with. For as we have seen, Darwin’s theory of natural selection provides
what is perhaps the only theoretical underpinning available for functions in
the social sciences.

SOCIAL SCIENCE AS LIFE SCIENCE

Accepting that humans are biological creatures inevitably drives the empiri-
cist and naturalist to the exploitation of available biological theory in the
development of social science, and this attraction strongly motivates inter-
pretative and other nonnaturalistic philosophers of social science to attack
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the social research inspired by Darwinian theory. The occasionally excessive
enthusiasm of the former and the frequent misunderstandings of the latter
have made it worthwhile to lay out some of this theorizing, its forms and
limits. But there is still another reason to take an interest in the bearing of bi-
ology on human behavior, action, and institutions: it may enable us to settle
some of the outstanding questions in the philosophy of social science, espe-
cially those about causation, explanation, laws, and statistics.

Recall the brief discussion of causation in Chapter 2 (“Progress and Pre-
diction”). There we noted the empiricist claim that causation requires laws.
The argument for this claim rests on the view that nothing distinguishes be-
tween all causal sequences and all accidental ones except that the former ex-
emplify laws and the latter reflect mere coincidence. One trouble with this
claim is that in ordinary life and in many scientific contexts we make true
and well-justified causal claims without knowing the laws that stand behind
them. Flipping a switch causes the light to go on, but few people can identify
all the laws that connect the flipping to the illumination. And no one knows
the laws that stand behind such complex causal truths as, “The surprise at-
tack on Pearl Harbor caused the United States to declare war on Japan on
December 8, 1941.” These facts have led some philosophers and others to
suggest that the social sciences need not search for laws in order to justify
their causal claims. Rough-and-ready generalizations—“Countries usually
declare war when attacked”—will suffice to justify causal judgments. That
is, of course, something everyone grants.

However, empiricists and naturalists attach importance to the quest for
something better than rough-and-ready generalizations. They traditionally
insist that social science needs to secure real laws or at least better approxi-
mations to them if it is to improve its predictive success. The trouble is that
the causal factors that are individually necessary and jointly sufficient to
bring about a particular effect will usually be so numerous that we cannot
uncover them. But listing all the factors that are necessary to bring about an
effect is just what is required to state a law. That is difficult even in physical
science. After all, consider the factors we need to add to, say, striking a
match in order to get the “law” out of a ceteris paribus generalization like,
“Other things being equal, a struck match will light.” We need to add that
oxygen is present, the match is dry, the proportions and distributions of
phosphorus and sulfur are correct, the tensile strength of the matchstick is
greater than the force of the striking, the striking force is great enough to
produce a spark, the striking material is dry and produces sufficient friction,
and so on. We need to acquire all this information to improve our predic-
tions about match lighting beyond the level of everyday accuracy. Indeed, to
improve these predictions we need to eliminate the “and so on” clause, the
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implicit ceteris paribus clause, from our generalization. In physical science
we appear to be able to come close to doing so, once we add clauses about
the tensile strength of wood and the friction of striking materials, the mini-
mum composition of phosphorus and sulfur that will ignite, and other rele-
vant facts. Reducing the scope of the “other things equal,” ceteris paribus
clause is a large part of the task in learning how to manufacture reliable
matches.

Can we expect to do the same thing in the social sciences? Alas, no. A full
list of the causes for any general type of social phenomena will probably be
complex beyond our ability to grasp. The list will also be heavily disjunctive.
That is, it may identify many different alternatives, each of which is suffi-
cient to bring about the same type of effect. Indeed, it will be unlikely that we
could ever complete any list of conditions sufficient for any outcome in hu-
man behavior, human action, or their aggregations. Our generalizations will
always carry ceteris paribus clauses.

Empiricist social scientists have never allowed these difficulties to excuse
them from the search for generalizations, laws, or wider explanatory models
and theories or the search for useful approximations to them. This is what
has made the recourse to statistical regularities of such great importance in
social science. A statistical regularity that stands up over a course of observa-
tion or, even better, through a series of experiments may function as a surro-
gate for an unobtainable law. A reliable statistical regularity will underwrite
a causal claim and figure in its explanation as well. More important, without
at least statistically reliable generalizations, few public policies aimed at at-
taining desirable social ends could be crafted or implemented.

Statistical hypothesis testing is designed to help us decide whether a sta-
tistical regularity reflects the operation of causal forces or factors, as opposed
to mere coincidences, mere accidental sequences. Such testing aims to tell the
difference between an accidental regularity like “80 percent of US presidents
elected in a year ending in 0 die in office” and a causal regularity like “80
percent of smokers in France are unmarried, unemployed, male, university-
educated Protestants under the age of forty-five.”

The statistical generalization on smoking is silent on the physical health,
wealth, and mental states of unmarried, unemployed, male, university-
educated, Protestant French smokers. Does the generalization hold for ath-
letic, overweight, or poor, French, unmarried, unemployed, male, university-
educated Protestants? Were 80 percent of the athletic or overweight or poor
French smokers also unmarried, unemployed, male, university-educated
Protestants under the age of forty-five? This discovery would increase our
confidence that the original generalization identifies a causal connection
between smoking and those traits. It would suggest that being athletic or
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overweight or poor were not (significant) causal factors along with age, mar-
ital status, education, employment, and religion among French males for
smoking. Similarly, if marital status made no difference, we could drop that
variable from our generalization. Statistical testing is designed to show
whether the statistical regularities we uncover reflect genuine causal rela-
tions that could explain them or are just accidental or coincidental relations
among social facts.

Once we uncover a relatively well-supported generalization such as our
“80 percent of French smokers are unemployed, university-educated males,”
we would like to do two things: we would like to improve the percentages in
the direction of 100 percent by adding further conditions to the generaliza-
tion (which mining additional statistical data should give us), and we would
like to explain the ever-improving generalization by deriving it from some
broader theory.

But, try as we might, a statistical regularity such as “80 percent of smokers
in France . . .” may not be improvable into a generalization about 90 or 95 or
99 or 100 percent of French smokers. Why not? Can there really be an infi-
nite number of factors that bring about smoking among French people that
can be expressed as a complete, 100 percent law as in physics (“All metals are
conductors”)? Few social scientists will offer this as a reason for the persis -
tence of statistical regularities and ceteris paribus generalizations in social sci-
ence. But even fewer will give another reason, such as simple indeterminism.
And fewer still will argue that we really need higher percentage generaliza-
tions or that a reliable statistical generalization about 80 percent of French
smokers cannot be explained by more general theoretical considerations.

Once such reliable statistical generalizations are established, social scien-
tists go on to seek explanations for them in mathematical models of the sort
rational choice theorists, econometricians, mathematical sociologists, de-
mographers, and others with mathematical tools are familiar with. Usually
they seek robust mechanisms that explain the regularities under a wide range
of initial or boundary conditions. For a reliable statistical regularity in effect
describes what is likely to happen under a relatively wide range of unknown
conditions. Theorists argue that these models will explain the statistical gen-
eralizations when their assumptions are close enough to the truth to account
for the statistical regularity. Others may require that they provide novel pre-
dictions about the phenomena they purport to explain or about other pro-
cesses that social scientists can observe to test the model’s predictions.

As we have seen, interpretationalists and other social scientists will cite
the difficulty of securing laws as part of their argument that social science
has little or nothing to do with generalizations of any kind, or even with
causes. When causes are cited, as in the case of history, their being causes is
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ancillary to their function, which is to help interpret phenomena, to make
them intelligible. For this reason neither laws nor statistical generalizations
figure in narrative history.

So where does a biological approach to human behavior, action, and in-
stitutions come into this debate? Practically everywhere from beginning to
end, and everywhere it helps us identify the real limitations on social science
and how to adjudicate the debate between empiricists and intepretationalists
in a way that shows where each is right in their methodological demands
and where each goes too far.

To begin with, some philosophers and biologists have generally con-
cluded that there are really no further laws in biology beyond the three very
broad principles of the theory of natural selection: there are hereditary traits;
there are variations in hereditary traits; and there are differences in the fit-
ness among these variants to their environments. Everything else in biology,
from paleontology to molecular biology to genetics, is the working out of
these three laws on Earth over the past 3.5 billion years. And during this
period of 3.5 billion years, each “design problem” that one species or lineage
of organisms has solved has become a new design problem to be solved by
other species who compete with the first species for the limited resources on
the planet. The result has been a 3.5 billion–year history of “arms races” in
which each adaptation that has been selected for has resulted in new oppor-
tunities for the emergence of some new adaptation to exploit it, take advan-
tage of it, turn it into a maladaptation. This cyclical process has in effect
made it impossible for any generalization about the traits of a species to re-
main true throughout the evolutionary history of the planet. Take any gen-
eralization of biology you like and there will be exceptions to it, or if there
are not yet, the theory of natural selection tells us there will be or else the
species will become extinct before the exception arises. Even so fundamental
a generalization as the so-called central dogma of molecular biology, that the
direction of genetic information is always from DNA to RNA to protein, has
been discovered to have exceptions—RNA retroviruses, prions. Not all ze-
bras have stripes, and if lions learn to distinguish stripes from blades of
grass, soon enough no zebras will have them or there will be no zebras.

Is there a biological generalization true of all humans, a 100 percent sta-
tistical regularity? No, even a statement as basic as “100 percent of humans
have twenty-three pairs of chromosomes” is falsified dozens of different
ways. Will biologists be able to list all the ways this generalization can be fal-
sified? No. Owing to the arms-race character of interspecies competition,
down the road there may be some design problem faced by our species—
some new virus or bacterium, for instance—that will provide a new oppor-
tunity for selection to vary the number of our chromosomes.
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Now, recall the argument advanced in this chapter that wherever biolog-
ical traits, processes, and behaviors show adaptation to their environment,
that is, have functions, the causal mechanism producing them can be only
some version of natural selection. Once we exclude future purposes and
prior heavenly design, there is no alternative to Darwinian mechanisms for
bringing about and maintaining adaptations. And let’s apply this idea to be-
havior, human and otherwise, that is adapted to its environment. As we saw
in Chapter 5, it was the behavioral psychologist B. F. Skinner who recog-
nized that natural selection shapes learned behavior just as it shapes geneti-
cally encoded behavior. His law of effect is simply the operation of natural
selection within the life span of an organism. Of course both the law of effect
and Darwinian natural selection require underlying mechanisms—the Dar-
winian points to genes, the latter-day Skinnerian hopes to identify neural
mechanisms—perhaps memes, perhaps something else. And of course if our
conscious and nonconscious thinking processes are adaptational (and surely
they must be—adapted to solving problems, encoding thoughts in intelligi-
ble sounds, protecting ourselves from threats, getting other people to coop-
erate with us, et cetera), they too must somehow be the products of natural
selection, this time operating inside our brains on thoughts that are selected
for their fitness to our internal cognitive environment.

As we know from the biological case, however, every adaptation is the so-
lution to a design problem that faces a species, or an individual, or a brain,
or for that matter a set of individuals coordinating their actions, or an insti-
tution, a strategy, a norm. The result is twofold: first, evolution, and second,
the impossibility of those 100 percent regularities that social scientists may
seek. As we have seen in the previous section, a behavior like smoking may
be selected for, not for the adaptation it confers on smokers but because it is
a behavior individuals enjoy in spite of its maladaptive character for them,
and so it can persist among certain classes of individuals. Notice, however,
that like any biological generalization, this statistical regularity about French
smokers, even if it reaches a statistical frequency approaching 100 percent, is
subject to change owing to the arms-race character of natural selection.
Forces that will change this regularity are easy to enumerate. For example,
French smoking may be extinguished by the extinction of French smokers,
or by the emergence of a competing behavioral habit, or by an environmen-
tal change such as the emergence of antismoking regulations that prevent
French people from smoking, or indeed by the internalization among
French smokers of memes or similar cultural variants about smoking and
health, or the social unacceptability of smoking, et cetera.

If the regularities in social sciences are about traits with functions for
humans or ones that parasitize human organisms because, like selfish
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DNA, they have been selected for capitalizing on other human traits, it will
be no surprise that there are no general laws in the social sciences, just, at
most, contingent regularities obtaining for greater or lesser periods of
time. Some of them may obtain for decades, centuries, and millennia, such
as, “Village commons are likely to be enclosed and privatized by large local
landowners,” or “Democracies almost never engage in aggressive wars
with one another,” or, for brief periods, “95 percent of Western teenagers
with Internet access download music files.” Some may obtain for all hu-
man history, such as “Small groups do not need coercion to provide them-
selves with public goods.”

These regularities will themselves be explained in the way that biological
regularities are explained: by showing that each of them realizes to a greater
or lesser extent a purely mathematical model. In the case of regularities
about traits that are genetically encoded, the models that evolutionary biol-
ogy invokes will be ones about fitness maximization in multigenerational
populations, the models of population genetics in particular. In the case of
most or perhaps all of the social sciences, the same models will work for reg-
ularities that obtain over multigenerational periods, with the understanding,
of course, that the traits are not coded for genetically but culturally. In the
case of much more temporary generalizations, which obtain with genera-
tions or even shorter periods (for example, the one about downloading mu-
sic), the relevant mathematical models will be those of rational choice theory
or, more frequently, evolutionary game theory.

The more we understand the quantitative and the empirical social sci-
ences as biological ones, as disciplines that explain and, to the extent bio-
logically feasible, predict the traits and the behaviors of one particular
biological species—Homo sapiens—the clearer and more obvious become
the differences between social science and the picture of science derived
from physics and chemistry. What is more, the better we can understand the
attractions and the indeterminacies of interpretative social science as well.
Recall the criticism often lodged against evolutionary explanations that they
are just-so stories: too easy to contrive, too difficult to test, and therefore
without much empirical content. The search for explanations of why the
African rhino has two horns and the Asian rhino has only one leads one to
frame hypotheses about alternative packages of environmental design prob-
lems and genetic endowments that should have produced each of these
traits. These hypotheses are, in fact, “interpretations” of available evidence
in terms of varying combinations of environmental and genetic factors,
rather like the varying combinations of beliefs about environments and pref-
erences about alternatives that interpretative social scientists advance
to make social phenomena intelligible. The evolutionary biologist attempts
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to make biological traits intelligible in the light of natural selection. And as
evidence comes in over time from field ecology, from paleontology, and
from gene sequencing, different packages of environment + genes are more
or less well supported. But it is probable that the full evidence that will ex-
plain this difference is lost in evolutionary history. This pattern of interpre-
tation and revisionist history will be familiar in history and in those social
disciplines characterized by narratives: stories revised continually as new
archival evidence comes to light, making them intelligible to us, but never
confirming as final the truths about what happened and why.

Introduction to the Literature ____________________________________

Laland and Brown, Sense and Nonsense: Evolutionary Perspectives on Hu-
man Behavior is an excellent introduction to alternative theories of cultural
evolution, including both the nativist and the Darwinian cultural theories.

Among the most important recent works in the application of the theory
of natural selection to explain cultural evolution is Boyd and Richerson’s Not
by Genes Alone. A paper by Richerson and Boyd is reprinted in Steel and
Guala, which also includes articles by Dawkins and Sperber for and against
the existence of memes—units of cultural inheritance and reproduction.

One work advancing a Darwinian theory of cultural evolution that makes
hardly any claims about genetic hardwiring is Kim Sterelny’s prize-winning
alternative, Thought in a Hostile World.
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C H A P T E R  T H I R T E E N

Research Ethics in Social Inquiry

What is the connection between social science and ethics? This question is
explored in the next two chapters. First we ask whether there are ethical
constraints on social science inquiry. To deal with this matter we need to
sketch relevant ethical theories. The three most prominent ones are briefly
expounded.

ETHICS AND THE SOCIAL SCIENCE

In a poem titled “Under Which Lyre,” W. H. Auden once enjoined his read-
ers thus: “Thou shalt not sit with statisticians nor commit a social science.”
The injunction has been quoted in the past to suggest that there is some-
thing morally troubling about social science. In this chapter we examine
some of the reasons for this suspicion. Like many other issues in this book,
the suspicion turns on the divide between interpretation and prediction.

Right from the start there have been qualms about the consequences of
either attempting or succeeding in the development of a predictively promis-
ing science of human behavior. For attempting may involve treating people in
morally unacceptable ways, and succeeding may enhance our powers so to
treat them. Indeed, predicting behavior may go further and encourage us no
longer to view people as agents, responsible autonomous subjects of moral
concern. Social science, some hold, is therefore inescapably dehumanizing.

There is also the prospect, which others take seriously, of morally dan-
gerous knowledge. There are questions about humans that some say we
should not take up at all, for answering them correctly can do no good and
can only harm individuals and groups, even if it does not dehumanize them.

Social science cannot escape from moral issues in the way that many be-
lieve natural science can. For its subject is humankind. It provides the

253

0813345925-Rosenberg_layout  10/17/11  9:34 AM  Page 253



knowledge that guides human affairs, both individual and collective. More
important, if there is moral knowledge, then we should expect social science
to help provide it.

An atomic scientist might be excused from facing questions of what
physics should be applied to—nuclear bombs or nuclear medicine—on the
grounds that questions of application are not raised in physics. Can econo-
mists or political scientists avail themselves of the same neutrality? Or are
moral prescriptions, prohibitions, and permissions built into their aims,
theories, and methods? Even if a moral dimension is not built into theory,
does the social scientist have a special responsibility to provide substantive
moral guidance, a responsibility resulting from having a specialist’s knowl-
edge of human affairs?

Should we judge the acceptability of explanations and predictions in so-
cial science on moral standards and, if so, on which ones? These are ques-
tions social scientists answer either explicitly or implicitly in their work. But
they are pretty clearly philosophical questions, and on balance, it would be
best if the answers provided were both explicit and well informed.

MORAL PROBLEMS OF CONTROLLED RESEARCH

Assume that the goal of social science is predictively improvable explana-
tory theories of human behavior and that the methods appropriate to attain-
ing this goal are roughly those common in natural science: hypothesis
formation and the collection of observations and then the construction of
experiments needed to test and improve the hypothesis. That brings us face
to face with a moral problem that the physical sciences do not face and that
the biological sciences face only on certain controversial assumptions. The
problem is the conflict between the methods of empirical science and the
rights of individual agents. In the biological sciences, the problem exists only
on the controversial assumption that we need to consider the welfare or
even the rights of nonhuman animals. Many proponents of animal welfare
are struggling to restrict experimentation on animals. They argue against
such experiments no matter how great the benefits medicine, agriculture, or
cosmetology may secure from them for humans. Though most people care
about the welfare of some animals (especially their pets), they reject the no-
tion that animals have rights that enjoin us from raising them for food and
killing them, let alone experimenting on them. But no one (publicly) de-
fends the idea that people morally can be treated the same way as animals.
And that makes for a large obstacle to empirical methods in social science.
To see how large an obstacle, let’s consider some real examples.
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Perhaps the experiment that combines the most startling results with
most serious ethical violations in social science is the famous “Milgram ex-
periment.” Stanley Milgram, a social psychologist, wished to examine the
degree to which people would obey authority, even when their actions in
obedience to authority would lead to what they believed were painful and
even fatal results for others. Subjects were asked to help in an experiment on
the effects of painful stimuli on learning tasks. They were to control a device
that was attached to the experimenter’s confederate; they were falsely told
that the device could administer electrical shocks of varying strengths. The
pretend subject would fail to accomplish the learning task, and the experi-
menter would order the real subject to administer a “shock.” The pretend
subject would emit an appropriate sound of discomfort. Successive failures
would lead to instructions to increase the voltage and thus to louder and
louder expressions of discomfort.

Milgram found that most people were willing to administer shocks they
thought to be nearly lethal in spite of complaints, expressions of pain, and
indeed feigned loss of consciousness by the mock subjects. People would do
so, provided they were encouraged, authorized, or ordered to do so by an
experimenter willing to take responsibility. After the experiment, each of the
real subjects was debriefed in order to show that no harm had really come to
the pretend subjects. However, Milgram reported that some harm had come
to the real subjects as a result of this experiment. Some showed extreme ner-
vous tension during the experiments, and some subsequently suffered from
acute mental disturbance, despite the debriefing.

Two obvious questions are raised by this experiment: Was it worth it—do
the benefits of knowing that ordinary people can behave like this outweigh
the costs to subjects? Is it permissible to deceive subjects in order to acquire
such knowledge? Note that without deception the experiment would not
have been possible at all.

The conditions required by more passive observations lead to similar
problems. Laud Humphrey’s 1970 study of homosexuality reflects these
problems. In order to study homosexual behavior and its social correlates,
Humphrey began by volunteering to watch for police at the entrance to pub-
lic facilities used for homosexual encounters. By recording the automobile
license numbers of participants in these encounters, he obtained their ad-
dresses and, subsequently, posing as a public health survey taker, inter-
viewed them. Humphrey’s conclusions were that homosexuals in general led
conventional lives, that a large number were married with children, and that
they were no danger to the society as a whole. Indeed, he concluded that
only ignorance of these facts and repression of homosexual conduct posed a
threat to individuals and society at large.
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Now, the consequences of Humphrey’s research are widely viewed as ben-
eficial. But the methods he was forced to employ, both by the nature of the
phenomenon he studied and by the need to ensure reliable observation, bring
up several serious moral questions. In addition to the several deceptions he
had to practice and his violation of his subjects’ privacy, the risks to them
could have been very great. At the time that Humphrey was conducting his
research, great harm could have been done to his subjects if his data, includ-
ing names and addresses, had fallen into the hands of the unscrupulous. Do
the benefits of enlightening research like this outweigh its potential risks?
Humphrey, of course, knew the potential damage his data could do and acted
to minimize the risks. But can we sanction such research even when the risks
are quite low? As an aside, notice that our social science will have to be reli-
able enough in its predictions to enable us to estimate these risks.

Sometimes observation and experiment have morally questionable effects
beyond the immediate subjects. In the 1950s, social scientists secretly
recorded the deliberations of six different juries in Wichita, Kansas, in order
to provide empirical data to test certain assumptions about the US legal sys-
tem. Their aim was to improve the system of justice by providing informa-
tion that might help better understand it. But these social scientists may
have put the system of justice at risk. For when the study became known,
the confidentiality of jury trials everywhere was undermined and, with it, a
fundamental provision of the Bill of Rights to the Constitution was compro-
mised. Moreover, though no harm came to jurors or defendants in the
study, their rights were certainly violated.

To explore the moral problems these cases raise, we need some tools,
principles that reflect our moral convictions and theories that explain, jus-
tify, and enable us to apply these convictions. Similar problems in biomedi-
cine have led to the identification of certain moral principles to guide
research. It may be convenient to consider them and their application to the
social sciences.

One principle illustrated by our cases is that individuals have some rights
that cannot be abridged and that they must be allowed to make their own de-
cisions autonomously. Autonomy can be reduced by failure to inform persons
of the circumstances in which they act and by failure to secure their well-
informed consent to research in which they will be subjects. Being well in-
formed is not enough, however. Autonomy is reduced when informed consent
is secured under circumstances of implied or explicit coercion. Thus, it is
sometimes held that even telling a prison inmate about all the possible effects
of an experiment for which she may volunteer cannot be respectful of her au-
tonomy. For, as a convict faced with the inducement of a reduced sentence for
good behavior, her consent may not be fully autonomous.
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In medicine, this principle seems less restrictive than in social science,
though it certainly reduces the supply of experimental subjects. For except
in the case of placebo experiments, deception does not seem essential to an
experiment’s success, once a subject’s agreement to the experiment is se-
cured. But because of the reflexive nature of social science, a subject’s behav-
ior is likely to be influenced by learning what hypotheses the investigators
are studying and what methods they are employing. Therefore, a blanket
prohibition against deception, on the grounds that it violates autonomy, will
severely restrict social science. This means that if we employ deception and
if we need to violate the subject’s right to autonomy, we also require a moral
justification.

Another principle important in medicine is the injunction not to inflict
harm on subjects and to benefit them to the fullest extent possible. The first
part of this principle, nonmaleficence—doing no harm—takes precedence
over the second, beneficence, making positive improvements. In medicine
this principle restricts the scope of experiments greatly. It requires empirical
studies to proceed slowly and with the greatest caution. Before it can be de-
termined that a new drug can help anyone, it must be ascertained that the
drug will do no positive harm. And in medicine when a procedure provides
both harms and benefits, there is a presumption against it because of the pri-
ority of nonmaleficence over beneficence. Even where benefits are held to
outweigh harms, the greatest difficulty lies in how we measure them in order
to make comparisons.

In the social sciences, applying the principle of the preponderance of ben-
efits over harms to the treatment of experimental subjects, who presumably
have given informed consent, is even more difficult. Employing this princi-
ple not only is more difficult but also exposes moral choice based on cost-
benefit analysis to a frustrating vicious circle. In order to expand knowledge
in the social sciences, we may have to undertake experiments. For these ex-
periments to be morally permissible on the present principle, we need to
know what harms and benefits we can expect our experiments to produce
and perhaps also to weigh them against each other. But determining harms
and benefits requires the very sort of social scientific knowledge that the ex-
periments are designed to produce. What is more, economic theory tells us
that harms and benefits cannot be given cardinal weightings, nor can they be
summed between different people, because of the incoherence of cardinal or
interpersonal comparisons. Therefore, applying this principle will be impos-
sible on substantive theoretical grounds as well as on logical and methodo-
logical grounds.

There is another moral principle generally more relevant to research in
social science than in biomedical contexts. It is the principle of fairness,
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equality, and justice. It requires equal treatment of individuals, equality of
opportunity, and equal access to potential benefits and advantages. For
example, large-scale studies of the effects of social policies, like a negative
income tax or free day-care centers, involve randomly selecting some indi-
viduals to receive the benefit and others not to, followed by comparison of
the effects of this differential treatment. But subjects relegated to the control
group are deprived of the experimental group’s benefit. They may complain
that they have been treated unfairly, their right to equal treatment having
been violated.

As with other ethical problems, there are ways around this issue, but they
involve forgoing experimental designs in favor of “quasi-experiments.” Such
studies require the imaginative use of data already available, often data col-
lected by government agencies for other purposes. Intelligent observation of
phenomena that social scientists have not themselves arranged shifts the
burden of injustice or unfairness to whoever is responsible for the unequal
treatment to be studied. Moreover, such unobtrusive measures also avoid
some problems of autonomy, such as informed consent and the nonmalefi-
cence/beneficence calculation, for the subjects studied at any rate. But those
measures do not circumvent all the moral problems of social science re-
search. There remain threats to privacy and confidentiality and the balanc-
ing of harms and risks to social institutions and public confidence in them.
But clearly, such nonexperimental alternatives are a second-best solution in
a domain where even the best approach often provides little insight itself.

The moral principles that restrict inquiry in social science raise two broad
philosophical problems. The first is a double question. What is their own
justification? And why should we obey them? For many, it is enough simply
that they are widely recognized and historically venerable principles to
which almost everyone gives assent. Moral rules lie at the foundations of civ-
ilized society and therefore are beyond question. Others find the grounds
for adherence to these principles of conduct in the teachings of various reli-
gions. Philosophers are rarely satisfied with either answer to the question of
how moral principles are justified. The first answer—that these moral rules
are obviously true—is undermined by the fact that in many societies some of
them are not accepted. And where moral rules are accepted, mere accep-
tance, even when universal, is no sure mark of truth or justifiability.

The second answer, that these principles are God’s command, has little
force for the scientist. More important, whether respecting autonomy is
morally right because it is enjoined by the Lord or whether it is enjoined
by the Lord because it is morally right is left an open question. Presum-
ably it is the latter, but then we need to ask what it is about this principle
that recommends itself to the Lord as the morally right one. And that is
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our original question all over again: What justifies these principles as the
morally right ones?

One answer we must exclude is that we should obey these principles be-
cause they are written into the statutes and common law of our legal sys-
tems. Like others, social scientists are legally responsible for their actions.
They may be held liable by individuals or by public prosecutors for harms
they knowingly or even unwittingly inflict on subjects and nonsubjects. And
governments have adopted laws inhibiting certain methods and subjects of
research because of their morally disturbing ramifications. The Wichita jury
study, for instance, led to legislation that explicitly prohibits the recording of
federal jury deliberations. And in recent years, the US government’s chief
sponsors of social scientific research (the National Institutes of Health, the
National Science Foundation, the Department of Education and the Depart-
ment of Health and Human Services) have promulgated regulations to gov-
ern inquiry it supports. The regulations reflect most of the principles
described above and require review boards to supervise research on human
subjects in order to prevent ethical abuses.

But the authority of such agencies does not solve the problem of what the
moral justification of such principles might be. At most it provides a pru-
dential justification for them. Social scientists who fail to abide by them may
be at risk of criminal or civil prosecution. In fact, governmental regulation
raises the same moral problem all over again. For we need to examine
whether and why governments have the moral justification to enforce these
principles in the conduct of research.

Another problem these principles raise is how to adjudicate conflicts be-
tween them. Sometimes, both within and beyond experimentation and ob-
servation, the principles pull us in different directions: preserving autonomy
may prevent us from providing “benefits” to those unwilling to accept them,
mistakenly or not. Sometimes we must forgo potentially great benefits to so-
ciety, if we are to preserve individual rights. Sometimes we must violate
those rights to secure such general benefits or to avoid great harm to large
numbers of people. How do we decide these cases of moral conflict?

Both the problem of justification and the problem of moral conflict call
for a general moral theory that will underwrite these principles and establish
a hierarchy among them when they come into conflict. The trouble is that
there seems little agreement on such a theory among philosophers and oth-
ers. And the leading candidate theories simply embody the conflicting dic-
tates of the moral principles we have summarized. What is more, the leading
candidates among moral theories reflect the two divergent trends in
methodology of social science that we have examined in many of the previ-
ous chapters. Thus, taking sides on questions of scientific method in the
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social sciences may commit us to taking sides on fundamental matters of
moral philosophy.

The two leading accounts of the foundations of moral judgment and
the grounding of moral principles are utilitarianism, attributed to British
empiricist philosopher and economist John Stuart Mill, and a theory of du-
ties and rights developed by German philosopher Immanuel Kant. The lat-
ter is often called a deontological theory, from the Greek for “theory or
knowledge of what is binding or obligatory.”

MILL: NATURALISM AND UTILITARIANISM

Utilitarianism is a moral theory originally developed by one of the most im-
portant and influential economists of the nineteenth century, John Stuart
Mill. In addition to his work in economics, Mill made great contributions
to the philosophy of science and especially of the social sciences. But he is
most well known for many influential works in political and moral philoso-
phy, which reflect the influence of the social sciences, especially theories in
psychology and economics. Mill’s moral theory continues to be taught side
by side with the theory of rational choice by welfare economists.

Utilitarianism holds broadly that actions are to be assessed as morally ac-
ceptable or not on the basis of their consequences for the happiness, satisfac-
tion, welfare, or utility of those affected by them. Thus, any moral principle
must be assessed in terms of the consequences of its adoption for all affected
parties. To see its immediate application to research ethics, consider how it
decides whether we ought to respect the autonomy of any individual or treat
this person strictly on the basis of nonmalfeasance and benevolence. To do
so, utilitarianism insists, we need to calculate the effects on all individuals of
such treatment of this person. If the costs to everyone of such treatment out-
weigh the benefits to everyone, then, at least sometimes, we must forgo the
principles and must violate rights in order to attain a more generally desir-
able outcome.

It sometimes seems that a violation of individual rights will result in a
greater benefit for a larger number of people. More often, the reverse seems
true. Either way, if we can weigh the benefits, utilitarianism gives us a means
of resolving conflicts between moral principles pulling in different directions.
Furthermore, some utilitarian philosophers have tried to show that violating
rights never really results in greater benefits, so there is no conflict between
benefits and rights when utilitarian principles are properly employed.

Utilitarianism is pretty clearly a bedfellow of the naturalistic approach
to social sciences, and its weaknesses reflect problems in the development
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of a predictively improvable science of human behavior. Utilitarians ini-
tially advanced their doctrine on the assumption that welfare or satisfac-
tion could be measured cardinally and compared among people and that
people are utility maximizers—rational economic agents. They further sup-
posed that we can foresee (that is, predict) the consequences of certain ac-
tions, rules, or policies for people’s welfare. Originally, the principle was
stated more explicitly as requiring us to adopt the actions, institutions, and
practices that maximized average utility, total utility, or the utility of the
least advantaged in a society.

With the eclipse of cardinal and interpersonal utility, the principle had to
be considerably weakened. In welfare economics, utilitarian prescriptions
that we maximize the greatest happiness became the requirement that we
adopt a policy if it can be shown to increase at least one agent’s utility with-
out decreasing the utility of any other agent (called the Pareto principle, af-
ter its first expositor, Vilfredo Pareto). That means, of course, that we cannot
deprive a millionaire of $100 and be sure of a net increase in total utility
when we give the $100 to a pauper because we cannot be sure that the loss in
utility to the former will be smaller than the gain to the latter (see Chapter
6). Nor will we be able accurately to balance the costs of violating someone’s
privacy or deceiving someone in a social experiment against the benefits of
the knowledge produced for all affected individuals.

As we have seen, this restriction has led to serious charges leveled against
modern welfare economics by critical theorists, among others (see Chapter
8, “Critical Theory”). Even if the charges are unwarranted, the possibility
that a utilitarian theory will solve our problem of adjudicating moral con-
flicts seems slim.

But the core of utilitarianism seems right to many people because it fo-
cuses moral decisions on consequences for all affected parties. Though we
cannot measure welfare very well, we all believe there is such a thing as indi-
vidual welfare, and it seems right that policies should be judged in the light
of how they affect everyone’s welfare to the extent we can measure it. Thus,
many who will not accept utilitarianism are, nevertheless, consequentialists.
They ground their moral decisions on the consequences of policies for af-
fected parties. But consequentialism—deciding on policy by looking to
consequences—makes very strong demands on social science.

To determine the consequences of a policy, we need to know its effects
with considerable accuracy. We need to know how the policy will interact
with other social and natural processes as they influence people’s welfare.
Even if all we need is knowledge of whether more people will be benefited by
a policy than harmed by it, the demands on social scientific knowledge will
be very great. And the demands are predictive ones. They can be met only by
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uncovering laws and generalizations that, when combined with descriptions
of the policies we adopt, are what will enable us to derive projections about
the future. So consequentialism requires a predictively improvable science of
individual behavior and its aggregation. The need for predictive power will
be true for consequentialist decisions about whether we should undertake
experiments to further social science. It will be equally true for consequen-
tialism as a basis for public and private policy of many different kinds.

Conversely, limitations on our ability to provide such predictive knowl-
edge will severely limit a consequentialist approach to many vexing social
problems. For if we have no confidence about the effects of a policy, conse-
quentialist theories provide no recommendation at all. If prediction beyond
the powers of folk psychology is impossible, then consequentialist justifica-
tion for many governmental policies is a dead letter.

Consequentialism is so closely tied to a naturalistic approach to social sci-
ence that it may turn out to seriously undermine some of the moral princi-
ples described above. Suppose that the unsuitability of notions like belief
and desire, and especially action, to a predictively powerful science leads us
to surrender them as accurate descriptions of human behavior and its conse-
quences. Behaviorists as well as some contemporary neuroscientists cer-
tainly endorsed this view. But surrendering these concepts as unscientific
also requires us to give up other concepts built out of them. That means giv-
ing up the intelligibility of concepts like autonomy, freedom, dignity, re-
sponsibility, informed consent, and privacy. Autonomy, for instance, means
doing what you really would want to do if you had all the facts—that is, the
relevant true beliefs.

If these concepts turn out to have no explanatory function with respect to
human behavior and its causes, then a consequentialist approach to social
policy can safely neglect them. Thus, for example, the behaviorist B. F. Skin-
ner argued that our system of criminal justice, educational institutions, and
political processes are inefficient in meeting our goals because they are based
on theories of human behavior that embody these vacuous notions. In ef-
fect, Skinner held that these notions will ultimately suffer the same fate as,
say, the concept of witchcraft or demonic possession.

In the fifteenth and sixteenth centuries, the behavior of the mentally dis-
turbed was explained by appealing to such notions, and the treatment meted
out to such persons reflected the theory that their behavior was caused by
the devil. Doubtless, contemporary treatment of the mentally ill is far more
humane, which in part reflects our decision to forgo explanations that ap-
peal to the concept of witchcraft. One way we put forth this point is by say-
ing there are no such things as witches. Similarly, Skinner held, it may turn
out that our treatment of criminals, for example, would be more humane
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and more effective in rehabilitation if we stop regarding them as au-
tonomous agents, “responsible for their crimes,” and instead view them as
having been exposed to environments that brought about their crimes and
that must be changed in order to elicit socially more acceptable behavior.

If the social sciences must abjure notions of autonomy, responsibility,
and free will in order to provide the kind of theory consequentialism needs,
then they can hardly be expected to justify moral and legal principles em-
bodying these very notions. In fact, many moral conflicts will turn out to
rest on our false beliefs about the causes of human behavior. Thus, the ad-
vance of science would dissolve them without recourse to fundamental
moral theory.

KANT: INTERPRETATION AND DEONTOLOGY

The most widely endorsed objection to consequentialism leads us directly
to a deontological moral philosophy, one that is as closely related to non-
naturalistic approaches to human behavior as consequentialism is con-
nected to naturalistic ones. Suppose someone offered you the opportunity
to enrich the lives of a hundred or a thousand or a million persons in return
for the opportunity to kill by the most painless means possible a randomly
chosen child. Though many of us might accept such an offer, most people
would agree that doing so would be morally wrong. Why? Because we would
be violating the rights of an entirely innocent person. It seems a deep-seated
conviction that at least some rights cannot be trampled on, no matter the
beneficial consequences. Indeed, our moral conscience holds that some
rights cannot even be given away or sold willingly by their bearer. Recall
the Declaration of Independence: “All men . . . are endowed . . . with certain
unalienable rights . . . among these are life, liberty and the pursuit of happi-
ness.” And these are not mere words. They reflect a moral theory fundamen-
tally opposed to consequentialism. This is the theory that human beings
have certain special duties and rights and that these rights and duties always
take precedence over policies that would violate these rights or excuse these
duties for some greater good for all.

Where do these rights and duties come from? According to Kant, they
emerge from pure reason, untainted by experience. Reflection alone leads us
to see the truth of certain a priori moral principles, that is, principles that
we can know for certain without experience. Because they are necessary
truths, all possible experience must be compatible with them; hence, no par-
ticular experience can justify them. The principle Kant identified as para-
mount he called the categorical imperative. This rule enjoins all rational
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agents to endorse for themselves only principles that could be endorsed by
all moral agents. The only such principles are those that require moral
agents always to be treated as ends and never as means to some purportedly
greater end. Followers of Kant hold that treating people as “ends in them-
selves” entails not allowing the consequences for some or even many to in-
fluence our treatment of others, no matter how few. Each individual has
certain rights, and we have certain duties to respect those rights, come what
may. That is what is involved in individual autonomy. It is what grounds the
moral prohibition against deception, the violation of privacy, and unequal
treatment. Autonomy trumps the achievement of good outcomes and the
avoidance of bad ones. Thus it subordinates the principle of nonmaleficence
and beneficence to autonomy, and thus resolves the conflict between them
in the opposite direction from the resolution effected by utilitarianism.

What is more, the focus on autonomy makes few demands on improv-
able scientific knowledge of human behavior, because such knowledge can-
not influence our moral judgments about what is permissible and what is
not. Kant’s theory would positively prohibit steps to increase that knowledge
if such steps require violations of human rights. Indeed, it may encourage a
conception of human behavior that makes predictively improvable social
theory unnecessary and the attempt to formulate it misguided. It makes that
attempt misguided in two ways.

First, the conception of rights and duties that deontological moral
theories require makes the notions of belief, desire, and action fundamental
to our conception of ourselves. Without them, morality has no foundation
in this view. For rights are rights to perform actions, and duties are duties to
do so as well, and actions are necessarily the outcome of beliefs and desires.

According to Kant, one of the features of an ethics that makes rights and
duties paramount and subordinates consequences is that moral assessment
must focus on motives for actions, instead of their consequences. A benefi-
cial act done for the wrong motives will have no moral value. A harmful act
done with the best of intentions and the right motives may be morally
praiseworthy. The essence of moral rightness for Kant was action motivated
by a desire to do one’s duties and carry out one’s obligations. And, according
to Kant, the relations between our beliefs about our duties and our desire to
fulfill them and the actions these beliefs and desires explain cannot be un-
derstood causally at all. For to treat the relation as causal would rob human
action of its moral dimension altogether. The reason, Kant held, is that
causality implies determinism and thus the absence of free will. But free will
is a prerequisite for moral responsibility. It is pretty clear how much Kantian
moral theory leans on a social science that takes human action and inten-
tionality seriously, and rejects causal determinism.
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Second, Kant claims that we can have a priori knowledge—that is, per-
fect certainty about the truth of some statements without recourse to expe-
rience. This possibility fosters the conviction that we might acquire further
knowledge simply by pure reason, by reflection unaided by observation. In
particular, pure reason may also be the source of the conception of intelligi-
bility that animates noncausal approaches to the explanation of human be-
havior. Kant defended the categorical imperative on the grounds of its
intelligibility to pure reason. He rejected consequentialist theories in part
because their truth could not be warranted by intelligibility alone. The same
criterion of intelligibility might be enough to certify the explanatory power
of a principle like [L] or some more profound insight into human action,
just because it makes behavior intelligible.

It should be noted that Kant identified a moral principle—the categorical
imperative—as justified because it was the only one that could recommend
itself to pure reason. He did not suppose that particular moral decisions
could be made by pure reason. Such decisions must be taken by applying a
priori moral principles to details about particular cases, details that only ex-
perience can provide. Similarly, an explanatory principle is itself justified
a priori, not as a causal law, but as a principle constitutive of action. But it
cannot be applied to particular circumstances except by adding facts avail-
able only through experience. The point is not that social science is a priori
but that the power of its explanatory strategy is based, not on experience,
but on pure reason.

It is worth noting the affinities of Kant’s theory of knowledge and his
moral theory to Habermas’s critical theory: like Kant, Habermas sought a
realm of knowledge beyond and independent of naturalistic empirical un-
derstanding, and he sought from it guidance about how to use empirical
knowledge of human affairs to attain outcomes certified by reason as the
morally right ones, ones in accord with human dignity and reason. Though
critical theory does not endorse Kant’s explicit categorical imperative, it
shares with Kant a commitment to the possibility of a priori knowledge that
controls empirical science.

Little of Kant’s complex argumentation for a deontological approach to
morality has been acceptable to most philosophers. Therefore, other founda-
tions have been sought for principles that give autonomy priority over con-
sequences in deciding moral conflicts. One tradition, which stretches back
well before Kant, accords individuals natural rights and, concomitantly, nat-
ural duties to respect those rights. A natural right is one that each individual
has just by virtue of being human. It is part of what makes one a person, in
contrast to a merely very complicated system composed of organic material.
But any serious theory of natural rights must explain exactly what rights we
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have essentially and what it is about people that confers upon them such
natural rights. Presumably, natural rights will have something to do with the
fact that we are sapient and sentient creatures, that we have thoughts and
feelings, intentional states, and minds, which other creatures lack. (Notice
that those who also accord such states to animals will find it more reason-
able to also attribute rights to them.)

Like Kant’s moral theory, a natural rights view seems to rest on a non-
naturalistic conception of human beings, one that exempts them from a
thoroughgoing scientific treatment. Despite the confusing similarity of
terminology, a naturalistic theory of human thought and behavior has no
room for distinctive natural rights. It assimilates humans to the rest of na-
ture and denies any essential distinctiveness of people. Naturalism aims at
a causal account of their behavior and their minds that shows humans to
be no different in kind from other, simpler systems to which we do not ac-
cord rights.

THE SOCIAL CONTRACT AND 
RAWLS’S THEORY OF JUSTICE

There is yet a third theoretical tradition in ethics, one with historical roots
among the founders of empirical social science and with great contempo-
rary influence especially among students. This approach attempts to derive
and justify moral principles by showing that rational agents, endowed with
certain interests, would agree among themselves to adopt certain moral
principles, including a set of strongly binding rights. They would do so be-
cause it would appeal to them as rationally self-interested agents as part of a
contract among themselves for the organization of society. As noted, social
contract theories were advanced by many of the fathers of modern social sci-
ence, philosophers like Hobbes, Locke, Rousseau, and others. Their object
was to ground the moral principles we recognize by showing that any ratio-
nal individual would agree to them rather than live in a condition of anar-
chy, without the advantages of moral rules.

If, as rational choice theory claims, all individuals seek their own advan-
tage, moral principles will be endorsed and obeyed by all individuals just in
case the benefits to each individual of adopting these principles outweigh
their costs. Social contract theorists of the seventeenth and eighteenth cen-
turies disagreed among themselves about which particular moral principles
rational individuals would endorse. In the nineteenth century this approach
to ethics fell out of favor. But in the twentieth century the general strategy of
justifying and identifying moral principles that social contract theory envi-
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sions began to exercise a renewed fascination as rational choice theory and
evolutionary game theory developed.

Perhaps the most influential of these social contract theories in the social
sciences is due to John Rawls. The theory is not difficult to sketch, its influ-
ence is enormous, and it provides answers to our questions about the
morality of social scientific research that contrast with those of Mill’s utili-
tarianism and Kantian deontological theories. Rawls’s theory, like utilitari-
anism, also shows the influence of economics, especially rational choice
theory, and of significant assumptions about choice made by cognitive social
psychologists.

Reasons for the renewed interest in social contract, or as they are some-
times called, contractarian theories stem from some of the difficulties of util-
itarianism and the limitations economists imposed on the theory of rational
choice, which utilitarianism spawned. If interpersonal comparisons are im-
possible, utilitarianism cannot choose among many different moral rules or
social institutions, all of which pass the Pareto test. What is more, utilitari-
anism cannot provide moral decisions in the absence of reliable information
about consequences that we have no way of providing. Some economists
and philosophers have hoped that social institutions and moral rules could
be derived from the examination of rational strategies or from hypothetical
bargaining problems faced by perfectly rational economic agents.

The chief trouble that these theories face is that moral rules encourage
free riding and the rational desire to avoid being made a sucker. In the con-
text of the prisoner’s dilemma, the “moral” thing to do is to cooperate with
the other player, especially not to break one’s word if a promise or a con-
tract has been entered into not to confess. But confession, as we have seen, is
just what rationality enjoins. Work in this area continues among economists
and philosophers hoping to provide a contractarian justification for moral
principles. Once such a justification is found, the economists and philoso-
phers will have to face the problems of relating the unrealistic and idealized
assumptions that social contract theory shares with economic modeling to
the decision procedure of real people.

Strictly speaking, Rawls’s theory is, as his famous book is titled, A Theory
of Justice. Thus it is explicitly a political philosophy, and not just a moral
theory. But, insofar as utilitarianism and Kantian theories are applied to the
design and operation of social and political institutions, this difference is not
particularly important. Thus, rules for the treatment of human subjects in
social research are matters of justice as much as welfare.

Rawls’s theory begins with a bargaining problem. Each individual is a
participant in a hypothetical negotiation with all other individuals bargain-
ing to the set of rules that will govern society. In order to ensure objectivity
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in the bargaining, each bargainer must operate behind a “veil of ignorance”
about his or her special abilities, skills, tastes, gender, intelligence, cultural
values, religion beliefs or practices, and economic endowments once the
rules begin to be enforced. However, each party has information about the
general facts regarding the society, and knowledge of social science relevant
to assessing various proposed rules, practices, and institutions. Thus, all rec-
ognize that private property and taxation will be necessary for all reasonable
arrangements. Behind this veil of ignorance the only other fact people know
about themselves is that they are sufficiently risk averse that each person will
choose the package of rules and institutions that will maximize their posi-
tion in society, should that person turn out to be the worst off once the veil
is lifted. Thus Rawls makes a strong, substantive, empirical psychological as-
sumption that rational agents are maximin strategists, maximizing our min-
imum possible outcomes. By contrast, other philosophers and economists
claim that people either should be risk neutral or in fact willing to accept the
chance of a well below average outcome in return for the chance of a well
above average outcome. Rawls’s maximin assumption is crucial for his argu-
ment about what justice requires. But because it is a factual one open to dis-
agreement, the foundation of his theory of justice is no stronger than this
single assumption.

Given that all rational agents are maximin strategists operating behind a
veil of ignorance, Rawls argues that we will bargain to an outcome that has
the following specific features:

1. The maximum amount of fundamental basic political rights and lib-
erty each person can have, consistent with all others having the same
set of basic rights and liberty.

These Rawls calls primary goods, which no one can do without, especially if
one finds oneself worst off in society after the veil is lifted. These are so impor-
tant that justice precludes their being traded away for any amount of improve-
ments in general welfare. Thus on certain rights, Rawls sides with advocates of
rights and duties against advocates of utility or welfare maximization.

2. Equality of opportunity for all places in the society.
3. “The difference principle”: inequalities in the society will be accepted

provided that they enhance the welfare of the least advantaged repre-
sentative persons in the society.

The third condition is a weakly egalitarian one, allowing inequalities in
income and wealth provided that institutions that permit them are to the ad-
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vantage of the worst off. For example, paying higher than average salaries to
physicians will attract the most qualified to this difficult job, which is to
everyone’s advantage, including the worst off. Here Rawls sides with utilitar-
ians against those who would treat, for example, economic rights as more
important than considerations of welfare. The difference principle, along
with other incentive-sensitive features of Rawls’s conception of just institu-
tions, reflect insights about the efficiency of the free market that go back
through economics to Adam Smith. They also reflect his appreciation of the
fact that the market and other social institutions have (latent) functions for
members of societies that they do not themselves recognize. Moral theories
like Rawls’s that rest on the existence of such institutions need, of course,
like factual theories in social science, an account of how such institutions
can have arisen and how they can be maintained, even though no one de-
signed them and no one is acting to sustain them.

Widespread interest in Rawls’s theory, and indeed support for it by con-
trast to utilitarianism, is due in some measure to its rejection of the stric-
tures and limitations that rational choice theory, and especially ordinal
utility theory, place on moral judgments about fair distributions. Recall the
critical theorist’s analysis of the ideological service that economic theory
plays to capitalist inequalities: by making impossible interpersonal utility
comparisons, it “shows” there is no way to tell whether giving a homeless
man $100 makes him better off than giving it to a millionaire. Thus econom-
ics can’t justify redistribution to maximize welfare, and the wealthy have an
argument that redistribution can’t be proved to make the whole population
in general or on average better off. Rawls’s theory enables a critic of this
claim to provide an alternative foundation for making such judgments.

In the present context, Rawls’s theory will allow scientific research and
expenditures on it to the extent that any inequalities in outcomes it produces
have advantages for the least well off in a society, and so it will underwrite a
good deal of such research. The difference principle allows support for social
research on human subjects so long as it does not violate the rights that con-
stitute primary goods and confers advantages on the least advantaged mem-
bers of society. Thus it may prohibit studies such as Laud Humphrey’s or the
Wichita jury study, if they violate the first principle of maximum liberties—
the primary goods—for all.

The role of the substantive psychological maximin principle, and the de-
mand that distributions constitute Pareto optima, in which the least advan-
taged are given a veto, show the extent to which Rawls’s theory reflects
agendas of research in the social sciences. Indeed it may be hostage to devel-
opments in social science owing to these commitments. Rawls’s theory
and the book in which it was expounded make contact with many social
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sciences and their results, not just the maximin and Pareto principles. Ac-
cordingly, it is subject to expansion and perhaps also revision, in its deriva-
tion of the principles of justice from general facts about rational agents
operating behind a veil of ignorance.

CONCLUSION

Consequentialist moral theories, Rawlsian theories, and deontological ones
are advanced to underwrite moral convictions. The theories are supposed
also to order, or prioritize, the application of moral convictions, not just to
experimentation in social science and elsewhere, but to all areas of social and
individual life. But three such irreconcilable theories with differing ethical
implications leave us with larger problems than the ones we hoped the
theories would solve. Instead of justifying and ordering relatively concrete
moral convictions, we are now faced with settling fundamental disputes in
moral philosophy about the correct abstract, general ethical theory. More-
over, it appears that the two views about the nature of social science that we
have examined in this book are closely associated with these divergent moral
theories. In choosing between different methods in social science, we may
also be making moral choices or at least choices about the adequacy of these
moral theories.

We may make such choices, but perhaps we need not. For despite the
sympathy that each of our philosophies of social science may have for a dif-
ferent moral commitment, we have not shown that any of the three entail
an ethical theory. At most we have seen affinities. Consequentialism’s rele-
vance to real moral decisions requires a predictively improvable social science.
Deontology’s commitment to rights and right motives for action presup-
poses the explanatory powers of intentional states, their predictive weakness
notwithstanding. Rawls’s theory turns on a qualified commitment to ratio-
nal choice. But, it is often alleged, none of these moral theories is logically
incompatible with any purely factual approach to human behavior. So ad-
vances in social science will neither solve nor enable us to avoid moral con-
flicts. It is on this argument that the next chapter focuses.

Introduction to the Literature ____________________________________

T. Beauchamp, R. Faden, J. Wallace, and L. Walters, eds., Ethical Issues in
Social Science Research, is an excellent introduction to the issues and con-
tains many important papers. S. Milgram, Obedience to Authority, and L.
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Humphrey, Tearoom Trade, report examples of research that raise serious
moral questions.

An excellent introduction to ethics and moral theories is W. K. Frankena,
Ethics. Very different views are advanced in G. Harman, The Nature of
Morality, and J. L. Mackie, Ethics: Inventing Right and Wrong. J. S. Mill, Util-
itarianism, and I. Kant, Foundations of the Metaphysics of Morals, present
the two moral theories treated in this chapter. Kant’s work is extremely dif-
ficult for the student to understand. The notion of natural rights stems from
the thought of John Locke and is firmly entrenched in modern legal and po-
litical doctrine. A radical development of it is to be found in R. Nozick, An-
archy, State and Utopia. More influential but less easy to classify is J. Rawls,
A Theory of Justice.

A. Buchanan, Ethics, Efficiency and the Market, traces the connection be-
tween moral theory, especially utilitarianism, and economics. B. F. Skinner’s
claims about the consequences for moral philosophy of behaviorism are ad-
vanced in Beyond Freedom and Dignity. A general treatment of ethical is-
sues surrounding behaviorism is E. Erwin, Behavior Therapy: Scientific,
Philosophical and Moral Foundations.
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C H A P T E R  F O U R T E E N

Facts and Values in 
the Human Sciences

It has often been claimed that unlike theories and explanations in natural
science, the ones that social scientists advance have strong moral, norma-
tive, evaluative presuppositions, commitments, or consequences. The avoid-
ability or unavoidability of values in the description and explanation of
social facts is a question that has long vexed all the social sciences. Many em-
pirical students of human affairs have insisted that their findings and
theories are value free. Others have denied the very possibility of neutrality.
In recent decades this dispute has been joined by those who have argued that
much social science reflects values inimical to women and other minorities,
and to their contributions to social knowledge as well.

FACTS AND VALUES IN THE HUMAN SCIENCES

According to some philosophers, the connection between ethics and social
science is even closer than an affinity. Therefore, in social science we always
take sides on moral questions. If that were so, it would be a crucial difference
between natural and social science. In fact, some hold it to be the source of
what has been described as the difference between natural science’s relative
progress and the alleged lack of progress in social science.

Much social science has been driven by the moral values and ethical im-
peratives of social scientists. Just choosing what explanatory or predictive
problem to work on, what phenomena to understand, or whether to interest
oneself in a particular social process is often the result of an initial evaluation
that how things are done, or their outcome, is unacceptable, can be im-
proved, is unjust, unfair, inequitable, needs to be changed. The same is, of
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course, true in natural science research. But the special issue for social sci-
ence is whether the results of inquiry in the social sciences, the findings,
theories, data, explanations, et cetera, are themselves neutral as between dif-
fering values and commitments. It is widely held that objectivity in natural
science requires neutrality. The question raised by philosophers of social sci-
ence and others is whether neutrality is possible in social science, and if not,
what the ramifications are for objectivity in social science.

NORMATIVE VERSUS POSITIVE; 
PRESCRIPTION VERSUS DESCRIPTION

To understand this issue, we need to understand the difference between
facts and evaluations, or description and prescription. Our task is compli-
cated by the fact that many who argue that social science always takes sides
on moral questions do so by denying this distinction. Therefore, whatever
one says to introduce it is bound to be unacceptable to some parties to the
debate.

A factual claim describes the way things are, while remaining neutral on
the question of how they ought to be or whether they are good or bad or
could be improved or worsened. A claim about what is the case is value free.
A normative or evaluative or value-laden statement expresses values or eval-
uations of facts based on those values. Or it may both describe and evaluate.
That is, it can express approval or disapproval, praise or blame, for the fact it
also describes; it can reflect the suggestion that the fact ought not—or
ought—to be the case. A simple example is the contrast between saying that
Lincoln was killed and saying that he was murdered. The former states the
facts but is neutral on whether his killing was a wrongful death. The latter
reports the same fact but takes a stand on whether it ought to have hap-
pened. “Lincoln was murdered” presupposes some moral theory about what
ought to be and what ought not to be the case, about whether some killings
are morally permissible. Such statements reflect the ethical norms, often un-
expressed, of the speaker.

One traditional view about science is that it is value free, or morally neu-
tral. The theories, laws, experimental descriptions, explanations, and pre-
dictions of physics or chemistry seem quite independent of any ethical
teaching. Of course, natural scientists make value judgments, and some of
these will be informed by the scientists’ specialized knowledge. But in so do-
ing, they express views that follow, not from their scientific beliefs, but from
those beliefs combined with their independent moral beliefs. For example, a
physicist’s opposition to a new weapon system may derive from his belief
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that it is unworkable or that it is too expensive. In each case, his opposition
to the system will follow from these beliefs only if we add in evaluative
premises. In this case the premise is that money should not be spent on
physically unworkable systems or spent on systems that are not cost effec-
tive. Though such principles may be obvious, they rely on other, more basic
moral claims: that it is morally wrong to waste scarce resources, for example.

Some philosophers have held that moral claims cannot be part of science
because such claims do not constitute knowledge at all. Rather, moral judg-
ments are expressions of emotion, taste, or subjective preference. One argu-
ment in favor of this view is the fact that people who seem to agree on a very
wide range of factual questions may yet disagree about the most fundamen-
tal moral ones. Thus, two physicians may agree on all the facts about a par-
ticular prospective abortion, including all the physical, psychological, and
social consequences for mother and fetus of having the abortion; yet they
may still disagree about whether the abortion is morally permissible. A sec-
ond consideration given in favor of this skeptical view of moral knowledge is
the fact that moral teachings differ widely among cultures, subcultures, and
ethnic groups. Since it seems ethnocentric to insist that some of these teach-
ings are false, it has been concluded that none are true. But if there is no such
thing as true and false when it comes to values, then ethical theories, no mat-
ter how firmly believed, cannot count as knowledge.

It follows from this skeptical view of ethics that if social science is to be
knowledge, it ought to emulate the value freedom of natural science. Social
scientists ought to be careful about how they express their findings and
theories in order to ensure that value-laden descriptions don’t contaminate
them. They should be scrupulous about labeling any evaluative claims as
such. Thus, like the physicist, a political scientist can oppose a weapons sys-
tem as undesirable because it is politically destabilizing. Here the political
scientist’s specialized knowledge of the effects of such a system on interna-
tional relations is crucial, but his opposition follows only from this knowl-
edge plus a normative claim that destabilizing policies ought not be pursued.

Even if moral knowledge is possible, the persistent disagreements about it
among those who share many other beliefs, suggest that acquiring such
knowledge is difficult. Indeed, the tolerance that characterizes most Western
societies reflects the belief that moral questions are difficult to answer with
much unanimity. Moral certainty breeds paternalism, if not intolerance and,
ultimately, totalitarianism. The avoidance of moral absolutism is one reason
to favor value neutrality as a methodological principle for social science, even
for those who do not demand that it emulate the features of natural science.

The conviction that social science should, like natural science, be value
free is widespread among experimental psychologists, economists, and the
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more quantitative of social scientists. Economists especially insist on ad-
vancing what they call a positive, as opposed to a normative, science. They
hold that their discipline cannot make substantive policy recommendations
because such conclusions are normative. Economists can only trace out the
consequences of various policies, actual and possible, leaving it to the politi-
cian to decide which should be implemented. In fact, the economists’ self-
imposed restriction of economic theory to ordinal utility and revealed
preference, and of their welfare criterion to Pareto optimality, is most often
justified by this commitment to a purely positive science.

Many exponents of positive social science provide a moral or, at any rate,
a prudential argument in its favor. They hold that it is important to avoid a
normative bias in social science, for that can destroy the objectivity crucial
for informing social policy. Evidence slanted by personal values, conclusions
shaded to advance individual preferences or theories reflecting implicit
commitments, even the highest moral conceptions, all may destroy both
public confidence in social science’s objectivity and factual reliability. Such a
bias may frustrate the very aims social science is called upon to guide. Some-
times it may be difficult to attain the sort of moral neutrality required. But
the social scientist has an obligation at least to be explicit about the values
held, again because they may color judgments and impair objectivity. When
that happens, the information a social scientist offers to inform policy will
reflect biases and impede the attainment of social goals chosen by the society
through democratic procedures. Just as few would wish to have someone
else’s values imposed on them, so the social scientist has no right to impose
moral standards on society.

But remaining value free is, according to many, far more difficult for social
science than for natural science. According to others, it is flatly impossible;
still others hold it to be undesirable. The argument that moral neutrality is
impossible for social science often goes together with the argument that such
neutrality would be itself morally undesirable. Together, the arguments pur-
port that what would have to be done to free social science from value com-
mitments would result in something no one would recognize as a science of
human action that explains events by uncovering their significance. At best
the result would be a powerful tool for social control; at worst it would just be
an empty exercise in “physics envy.” Both of these outcomes are held to be
morally repugnant. They threaten our view of people as morally responsible
agents and as objects of ethical concern. They would distract us from what
some hold to be the social scientist’s duty to make the world a better place
through the improvement of our moral consciousness of salient facts about
the social setting. This is a position on value neutrality that characterizes the
critical theorists, among others (see Chapter 8, “Critical Theory”).
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Some proponents of the unavoidability of moral commitments in social
science argue that, to begin with, there is no such thing as objectivity either
in natural or in social science. Citing writers like Thomas Kuhn, they hold
that the very notion has been undermined fatally by advances in epistemol-
ogy or the sociology of science, or the postmodern deconstruction of sci-
ence. This strategy is heir to a long tradition, according to which the
distinction between facts and values is an unfounded one. It connects the is-
sue of values in science with the agenda of the theory of knowledge: What
sorts of facts can we have knowledge of? Are there facts we can know inde-
pendent of interpretations, descriptions, and evaluations? Are there moral
facts? Do they differ from other kinds of facts? How can we tell them apart?
Either side we take on the question of value freedom in social science com-
mits us to positions on these fundamental epistemological issues.

If we cannot propound a good account of the difference between state-
ments of fact and expressions of moral evaluation, then the debate over
whether a discipline should be value free is moot. The most popular argu-
ment against the distinction is based on the alleged impossibility of provid-
ing pure descriptions, without the implicit importation of evaluations or
prescriptions.

The vocabulary of ordinary language and of the social sciences is replete
with value-laden terms. For example, to describe a tribal system as primi-
tive, a political system as a regime, an economic system as capitalist, or be-
havior as intelligent seems to combine description and evaluation. Even
when social scientists give explicitly stipulative definitions of such terms,
free from their ordinary connotations, the terms retain their “halo” of moral
approval or disapproval. Thus, modern economic theory’s definition of ra-
tionality as utility maximizing can be claimed to be neutral on the moral de-
sirability of utility maximizing. But since rational is an ordinary term of
approval, this claim carries little weight.

It is because of the halo effect of ordinary meanings that social scientists
who endorse the notion of value-free social science have often had recourse
to neologisms. And for their trouble, they have been accused of producing
jargon that merely rephrases common sense in indecipherable circumlocu-
tions. Their aim, of course, has been to avoid ordinary connotations. But the
results in scientific advance have never seemed to justify the effort. The rea-
son, argue proponents of value-laden social science, is that the moral dimen-
sion is an indispensable part of the explanatory strategy for rendering
human affairs intelligible.

The way a social scientist selects problems to work on, the factors cited to
explain behavior, and the evidence sought to substantiate these explanations
all reflect the significance and meaning the social scientist attaches to them.
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To focus on a particular problem is to evaluate it as more important than
others, and importance is based on evaluation in the light of human values.
Moreover, the terms in which events, institutions, and behavior are to be de-
scribed must be meaningful to the participants in these events, institutions,
and activities. But again, meaningfulness is a reflection of rules, including
moral principles. A social fact cannot be identified and described in terms of
the “mere” behavior of the human bodies that participate in it. It must be
described from within their points of view, perhaps from the basis of the
deeper meanings of these institutions.

A social science that sought to efface the moral dimension from its de-
scriptions and explanations would simply serve the interests of some other
moral conception. It would reflect values foreign to those that animate our
conception of ourselves. A value-free social science, if successful in provid-
ing a predictively powerful theory of human behavior, would serve the inter-
ests of those powerful and willing enough to disregard human rights and
individual autonomy. It would enable them to override meaningful action
and manipulate behavior. But more likely, such a social discipline would
simply be a pseudoscience (such as Nazi “racial science”) serving as an
empty rationalization for the socially harmful goals of the powerful. At any
rate, that is what the opponent of value-free social science would argue.

One line of reply to this argument grants that social science does have
some or all of these ineliminable moral dimensions. However, it goes on to
identify the same or similar features in natural science. The scientist’s inter-
ests also determine what phenomenon will be singled out for study, in what
terms the facts will be described, how the evidence will be assessed, et cetera.
This is part of what makes science a fallible enterprise: scientists are human,
and what they do is as value charged as any other human activity. But that
means either that value ladenness is no obstacle to scientific knowledge or
that it is at least possible to reduce its obstructive effects enough to make sci-
entific progress.

That may well be the beginning of a good argument against those who
say that social science is impossible because we cannot be objective, that is,
value free, in our account of our own activities. But it is no argument against
the claim that social science is essentially a nonobjective enterprise, one in
which progress is not measured by the standards in force among the natural
sciences. Such an argument makes social inquiry of a piece with moral in-
quiry, so the admonition to minimize its value-laden character is a profound
mistake. In this view, divesting social science of values would simply prevent
us from pursuing our “science” of human action altogether.

It is clear that a full positive reply to this sort of normative argument in-
volves little less than an entire philosophy of social science. It requires that
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we successfully naturalize the concepts we employ to explain human action.
Short of that, the defender of value-free social science may still extol the im-
portance of social scientists’ being upfront with their evaluative commit-
ments. This way at least others can make appropriate adjustments in their
own interpretations of social claims.

But if moral commitment is a central feature of social science, then per-
haps it will provide us with an explanation of why the results of social sci-
ence are so different from those of natural science—and a justification for
this difference as well. For few philosophers, even the most empiricist
among them, have ever expected any sort of scientific progress in moral phi-
losophy. This is indeed a discipline in which progress is never a matter of
steady improvements in predictive success. Rather, moral philosophy is a
matter of deepening intelligibility and coherence. If social science is really a
branch of moral philosophy, perhaps the opponents of naturalism are right
after all.

AMARTYA SEN ON MORAL THEORY AND SOCIAL SCIENCE

Many of the issues we have just discussed and several other ones relevant to
the relation between social science and moral philosophy are effectively
raised by the work of Amartya Sen, a Nobel Prize–winning theoretical and
applied economist. In many works over a long period Sen has devoted him-
self to understanding and accelerating development in the Third World. The
motivation for this work is obviously normative, so obvious that Sen doesn’t
even feel the need to argue for it. Everyone favors enhancing the lives of
people in the Third World. This is an uncontroversial moral goal or end. It
has also seemed equally obvious that the way to make people better off in
developing countries is to make them richer, to raise their standards of liv-
ing, to increase their average per capita income. This has made development
in the Third World largely a matter for economists. Sen’s importance in
contemporary debates about development is in large measure the result of
the fact that, though he himself is an economist, he has provided powerful
arguments from economics and associated social sciences to show that de-
velopment in the Third World ought not be left to economists, nor be
treated as solely an economic problem.

The questions that confront students of development are twofold: first,
exactly what should we aim at in development, and second, how can we
most efficiently attain it? The first is plainly a question of values, a moral or
normative one. The second is a factual question about the best means to at-
tain this end. Interestingly, Sen gives the same answer to both questions. To
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the moral question of what we should aim at in development, Sen replies
that we should aim at enhancing five distinct capacities: those fostered by
political freedoms, including especially democratic party politics; economic
facilities of the sort provided by free markets; guarantees of transparency in
government, especially the rule of law and the absence of corruption; the
protective security of a social safety net; and social opportunities free from
caste, race, or gender discrimination. Capacities to live a flourishing life are
enhanced by improvements along these five dimensions. Each is distinct and
different, none can be derived from the others, and each individual must be
free to exercise that mixture of these capabilities he or she chooses.

As to the factual question of how we can best attain this outcome, the an-
swer Sen provides is that we can, as a matter of fact, most efficiently do so if
we aim at each of the five as a means to all of the five as ends.

To show that the way to attain the normative outcome he advocates is to
aim at enhancing each of the five capabilities, Sen marshals a great deal of
social science—economics, political science, social psychology, anthropol-
ogy. This evidence shows two distinct things: first, aiming at one of these
five capacities will, under some circumstances, be part of the fastest way to
attain one or more of the others, instead of aiming at the latter directly. For
example, Chinese communist efforts to ensure literacy, nutrition, and health
care probably enabled China much more rapidly to accelerate capitalist eco-
nomic growth after the abandonment of central planning. By contrast, the
much longer history of well-established economic free markets in Brazil has
not eradicated widespread poverty, ill health, and other economic develop-
mental problems. Second, there is good evidence that none of these five aims
need be sacrificed to or incompatible with any other one. Thus, Sen ad-
vances evidence and argument against the widespread twentieth-century
idea that economic growth requires the sacrifice of political pluralism and
democratic processes. In fact, Sen has shown in a number of groundbreak-
ing studies that democratic political institutions are the best assurance
against catastrophic economic collapse that result in widespread famines. It
turns out that famines are not the result of food shortages, but of the depri-
vation of economic entitlement guarantees that can best be ensured by dem-
ocratic governments. Another of Sen’s powerful empirical arguments is that
enhancing women’s social opportunities, through education especially, is a
faster route to economic development than any policy that aims directly at
facilitating and ensuring private enterprise and exchange.

Here objective, descriptive, factual social science is employed in order to
identify the ways and means of development. Sen’s arguments are powerful
but they may be empirically disputed. However, they are not philosophically
controversial.
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But Sen employs important findings and theories from all the social sci-
ences for a much more philosophically controversial purpose, one to which
debate about the fact/value distinction is relevant. Sen argues for the nor-
mative goal that he advocates largely by advancing arguments against utili-
tarianism, Rawls’s theory of justice, and other competing ethical theories.
And the arguments all appeal to matters of empirical fact that it is hard to
dispute. Yet, although the facts are hard to dispute, the argument that incor-
porates them may not be as forceful. Indeed, if there is a fact/value distinc-
tion, it will be question begging.

Sen argues that all the leading alternative moral theories—whose develop-
mental objectives differ from his normative commitment to capability en-
hancement—are defective, owing to their inadequate informational bases. A
moral theory’s informational base is the set of facts and theories about human
affairs that it deems relevant to choosing ends and values, rights and duties.
Let’s consider how this criticism works for utilitarianism and Rawls’s theories.

The informational base of utilitarianism is, of course, people’s welfare,
their utilities, or rather the degree to which their preferences are satisfied.
The only information utilitarianism requires or allows as relevant to make
moral judgments is information about the welfare consequences of various
attainable alternatives. It then requires those policies that maximize utility
or most fully satisfy the preferences of all persons affected. Often, of course,
reliable information about the welfare consequences for many people of all
relevant alternatives is difficult to acquire. But Sen’s objection is not based
on this fact. Rather, he argues that utilitarianism ignores other morally rel-
evant facts, including facts about preference satisfaction. In doing so, it re-
veals itself to be an informationally inadequate moral theory. Here is one
set of findings from social psychology that utilitarianism ignores: the phe-
nomenon of adaptive expectations. In brief, people’s self-reported levels of
welfare, happiness, and pleasure—utilitarianism’s informational base—is
usually a matter of adaptation to life situation. Thus, very poor Indian itin-
erant laborers self-report to be well satisfied under conditions most West-
erners would find appalling. On the other hand, lottery winners report
themselves to be no happier six months after their windfalls than they were
before. When money income is substituted for self-reports as a measure of
welfare or the degree to which preferences are satisfied, the results are
equally disturbing: the same amount of money buys a very different quality
of life depending on many different nonmonetary circumstances. Sen’s bot-
tom line for utilitarianism is that it is incapable of taking information avail-
able from social science into account in deciding on policies, even when
every reasonable person will grant that the information is relevant. That is
the sense in which utilitarianism’s informational base is inadequate.
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Sen makes the same criticism of Rawls’s theory. He argues that applying
the principles of justice identified by Rawls in the priority order that he re-
quires presupposes a minimum level of well-being that in many circum-
stances has not yet been attained. This minimum level is identifiable in
terms of measures social scientists can make of the degree to which commu-
nities have attained the capacities Sen identifies as the morally relevant ones.
He offers a similar critique of other moral theories, as failing to make room
in the inputs of their machinery for determining morally permissible or re-
quired outcomes of all morally relevant facts.

How can exponents of the moral theories Sen criticizes respond to his
argument? One way is by invoking a strong fact/value distinction and argu-
ing that Sen’s critique begs the question against their theories. The counter-
argument would run as follows: the judgment that some fact uncovered by
social-scientific means should be in the informational base of any theory is
not itself a factual claim. Notice the operative verb in the last sentence:
“should be.” This makes it a normative, moral, evaluative claim. Of course
the statement or description of the fact uncovered by empirical research is
not itself an expression of value or a normative claim. But the insistence
that a particular moral or normative theory that does not treat the fact as
morally relevant should do so, and is morally inadequate or defective if it
does not, is obviously not a factual claim at all. When Sen argues that sub-
jective feelings of well-being are not what developmental policy should aim
at, since people who are badly off have high levels of subjective welfare, he
is in effect simply rejecting utilitarianism, not advancing a factual argument
against it.

Of course, we may well agree with Sen about the inadequacy of the infor-
mational base of a moral theory such as utilitarianism. But this just means
that we reject it, not that we have a factual or empirical argument against it.
In much of his writing Sen offers a compelling case for the five capacities he
identifies as being both the end or objective of development and the means
to attain them. The proponents of a sharp fact/value distinction may even
concur in his conclusion. But if they (and we) concur in Sen’s conclusion,
then they will hold not that Sen has rationally convinced us of a normative
conclusion, but that he has shown us that we share his fundamental norma-
tive commitments.

How Sen approaches the fact/value distinction turns out to be crucial to
how we are to understand and evaluate Sen’s extremely important argu-
ments about how development in the Third World should proceed. A pow-
erful argument that the distinction is groundless would add greatly to the
power of his objections to alternative moral theories.
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FEMINIST PHILOSOPHY OF (SOCIAL) SCIENCE

Disinterested, objective science has not always been beneficial in its impact.
Especially and particularly during the twentieth century, social science has
persistently provided more efficient and effective ways of harming people,
other organisms, and the environment. It has done so in part by providing
unwarranted rationalizations for policies that effect such harms. This trend
enjoins an obligation among social scientists, and others who may influence
policy, to reduce as much as possible these untoward consequences. The
best way to do this, some philosophers of science and of social science argue,
is to make the sciences, especially the social and behavioral ones, more in-
clusive. This is not just a matter of increasing the numbers of women and of
marginalized racial, ethnic, and sexual groups who undertake social science
research. It requires, according to some, changes in the philosophy and par-
ticularly the epistemology of the social sciences—changes that reflect the
value ladenness of science itself.

Since women are hardly a minority among humans, it will be especially
important that their interests and values be represented in decisions about
the investment of scarce resources of thought, experiment, and observation
in the framing of scientific theories, especially those that are likely to affect
women the most. And some feminist philosophers of science have gone on
to claim that this representation requires, or at least can be enhanced by,
the epistemological inclusion of women in science. These philosophers be-
gin their examination of science from an epistemological claim, sometimes
called standpoint theory. This theory begins with the uncontroversial thesis
that certain facts are relevant to the assessment of scientific theories that
are detectable only from certain points of view, or standpoints. Sometimes
the point of view or standpoint in question involves using a certain appara-
tus; sometimes, these philosophers argue, it requires being a woman or a
member of a social class or a racial minority or having a certain sexual ori-
entation. Standpoints will be particularly important to detecting social
facts, of course.

To be interesting, the thesis needs to be given strong and potentially con-
troversial content. It needs to be understood as claiming not merely that if a
male or a Caucasian or a corporate executive or a heterosexual were in the
same epistemic position as women or a minority or a relevant social class,
the male would detect the same fact. Rather, it must be seen as claiming that
males cannot detect such a fact for the same reason they cannot be female.
The fact must evidently be relatively complex, perhaps historical, certainly
theoretical and not open merely to someone equipped with the five senses.
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Feminist standpoint theorists have not been reluctant to identify such facts.
Typically they are facts that are hard to quantify or even to fully describe in
ordinary or scientific vocabularies; facts about the long-term effects of op-
pression, subordination, discrimination, stereotyping. These are hard facts
and undeniable ones, despite all the difficulty there may be describing them,
and they can be inaccessible merely from description or from a brief and/or
simulated personal encounter. One has to live the standpoint to really de-
tect the relevant facts.

Few standpoint theorists allege that physical or chemical facts are missed
by failure to attend to the findings from a woman’s or other marginalized
standpoint, though cases have been made for the occurrence of such failures
in biology. For example, it might be claimed that the initial focus of sociobi-
ologists on evolutionarily optimal male mating strategies (maximize the
number of females fertilized, minimize energy expenditure on offspring) in
nonhuman species and the failure to notice female strategies (allow access to
males with the best genes and a demonstrated willingness to commit re-
sources to offspring) was owing to male biologists’ incapability of locating
themselves in the relevant standpoint. In all the social and behavioral sci-
ences, especially the ones that forgo interpretation for a naturalistic ap-
proach to behavior, action, and institutions, important facts are missed
through want of observation from the standpoint of women.

Opponents of standpoint theory will, of course, appeal to examples from
natural science to argue against its epistemological claim. They will note that
in biology all it took was for female biologists to draw the attention of their
male colleagues to the facts of female mating strategies among birds for the
entire discipline to revise the theory of optimal sexual strategies to accom-
modate the facts. This counterargument shows that what standpoint theo-
rists need to do is very difficult: they need to identify the facts inaccessible
from other standpoints in a way that forces those occupying the other stand-
points to grant the existence of the facts, and to argue that these facts cannot
be grasped or grasped in the same way or most accurately or most com-
pletely from these other standpoints. It remains to be seen whether this epis-
temological claim can be vindicated.

Standpoint theory does not exhaust the feminist philosophy of science,
and in fact its sternest critics have included feminist philosophers of science
who honor the aspirations of standpoint theory and seek to attain them
from other premises, in particular from those congenial to naturalistic phi-
losophies of social science. The aspirations of standpoint theory include the
emancipation not just of women but of all who have suffered from the very
failures of objectivity and disinterestedness that science officially may extol
but that scientists actually fall short of. Feminist philosophers of social sci-
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ence do not need so strong an epistemological thesis as standpoint theory to
identify facts that male scientists, owing to their interests, have missed. Fem-
inist empiricists will recognize that such facts do require substantial theory
to be recognized, theory that the nonscientific interests, values, even tastes of
scientists brought up in a sexist world have probably prevented them from
hitting upon. In the views of these feminists, the theories and the broadening
of research programs to accommodate a full range of human interests may
require, not just philosophical changes, but that counterevidence to theories
reflecting male bias be wielded in politically effective ways.

Because feminist philosophers of science have been more attentive to de-
velopments in social science, they have emphasized the social character of
research, the division of scientific labor, and the shaping of its research
agenda. By contrast, the traditional philosophy of science has embraced sci-
ence as the enterprise of individuals—Kepler, Galileo, Newton, Lavoisier,
Darwin, Einstein. In this emphasis on individuals, it has perhaps been overly
influenced by the Cartesian tradition in epistemology, which begins with
Descartes’s solipsistic skepticism and his consequent attempt to construct
all knowledge from his own private experience. Modern science is, of course,
an enterprise of teams and groups, communities and societies; indeed, of in-
stitutions and governments. Feminists have noted both the strengths and
the weaknesses of this fact. On the one hand, the scientific community often
serves to distribute research tasks in efficient and coherent ways, to support
and to scrutinize findings and theories that individuals advance, and to pro-
vide a reward (and punishment) structure that gives scientists incentives to
advance the research frontier. On the other hand, the community can be a
source of prejudice, blinding individuals to empirical facts, offering perverse
incentives to complicity in such ignorance, and blinding scientists to impor-
tant human needs and values that should have a role in driving the direc-
tion of both pure and applied research. We need to take account of the social
character of natural and social scientific inquiry and of its gendered defor-
mation. Feminist philosophers argue that doing so should have an impact
on the future of such inquiry and our philosophical assessment of it.

As we noted, empiricists usually distinguish facts from values and observe
that science has long been characterized by a commitment to value freedom.
They are ostensibly committed to not allowing the tastes, preferences,
wishes, hopes, likes, dislikes, fears, prejudices, animosities, and hatreds—the
values of scientists—to govern what is accepted as objective knowledge. Do-
ing so completely and effectively, some opponents of the distinction argue,
requires noncircularity in drawing the fact/value distinction. And as we have
also noted, some philosophers, both feminists and nonfeminists, believe this
is impossible.
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But isn’t the fixation of factual claims by value judgments just the sort of
thing that objective, disinterested science should avoid or expunge, difficult
though that may be? Of course, it does not always succeed in acting on this
commitment, but science is supposed to be self-corrective: the methods of
science, and in particular the control of theory by observation, are held,
rightly in the eyes of feminist empiricist philosophers, to mitigate and min-
imize these failures. However, this is at most a negative virtue of the scien-
tific method. At best it ensures that, in the long run, science will not go
wrong epistemically. First of all, however, in the long run we are all dead.
Feminist and other philosophers of science are committed along with sci-
entists to seeing that science not go wrong in the short and the medium
term, along with the long run. Second, merely avoiding error is, in their
view, not enough. Avoiding error is not a motive that will explain the actual
direction in which science has proceeded or how it should proceed. To ex-
plain the actual direction, at least in part, we need to identify the values
of scientists, the groups and individuals, who drive it. And if we seek to
change its direction, we may need to widen the range of interests repre-
sented in the scientific community.

Like all intentional human activities, scientific activity is determined not
just by what we believe but also by what we want. The belief that it is raining
won’t send you out with an umbrella, unless you want to stay dry. Now, sci-
entists don’t just search for the truth, or even for truths. There is an infinite
supply of the latter, and we will never make so much as a dent in the quan-
tity of unknown truths. Science searches for significant truths. But what
makes a statement significant and therefore worthy of scientific investiga-
tion or, for that matter, insignificant and not worthy? Feminist philosophers
of science argue that the history of science is full of inquiries about state-
ments deemed to be significant because of the values, interests, and objec-
tives of the men who have dominated science. Likewise, many lines of
inquiry are absent from its history because according to these same values,
the questions they explored were insignificant. It is easy to give concrete ex-
amples of a persistent one-sidedness in according significance and insignif-
icance to research questions. Recall the history of investigating mating
strategies in evolutionary biology. Though biologists ignored female repro-
ductive strategies in nonhumans, when it came to contraception the focus of
pharmaceutical intervention was on women. On the other hand, in the treat-
ment of depression (a disorder more frequent among women), pharmaceu-
ticals were tested on men only, owing to the assumption that differences
between male and female physiology were insignificant. Somewhere in the
cognitive background of these decisions about how to proceed in science
there were value judgments that neglected the interests of women.
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Feminist philosophers of science have come to insist that there are in sci-
ence, both natural and social, vast blind spots and blank spaces resulting
from 2,500 years of male domination in identifying which questions are sig-
nificant. What science needs to do now, or rather what women have always
needed science to do, is to treat research questions significant to women.
And the same goes for any other group, class, or race disposed in the identi-
fication of significant and insignificant research questions.

The crucial point for social science in this argument is not that judgments
of significance should be forgone. Social scientists cannot do so. There are
too many research questions to choose from in science’s search for truths.
Given scarce resources, human needs, and the importance that wonder at-
taches to questions, we have no alternative but to order questions by their
significance to us. The feminist philosopher of science merely insists that we
order inquiry on the basis of significance to all of us.

Identifying a role for value judgments in social science is not the end of
the feminist agenda in the philosophy of science. In fact, it is probably closer
to the beginning of it. Many feminist philosophers of social science have
been interpretationalist in their views about the human disciplines. They
have argued further that the real besetting sin of naturalism in social sci-
ence is that of mistaking masculine styles of scientific inquiry for all scien-
tific inquiry. Thus, they have argued, for example, that the demands for
unification in scientific theorizing and explanation are often premature,
counterproductive of scientific progress, or even unreasonable in a mature
discipline. Feminist philosophy of science encourages pluralism. Women,
and social science as they would pursue it, are more prepared than tradi-
tional male-dominated science to tolerate multiple, competing, comple-
mentary, and partial explanations without the expectation of a near-term
weighting of importance, placement in a (patriarchal) hierarchy of causes, or
unification under a single, complete theory. This ability to tolerate and a
willingness to encourage a variety of approaches to the same problem in so-
ciology or economics, for example, reflects women’s greater sensitivity to the
role of plural values—multiple judgments of significance—in driving scien-
tific research.

Since it seems obvious that multiple assessments of significance should
be encouraged by the experimental attitude of naturalistic social science, the
feminist commitment to pluralism should be equally embraced by all, at the
evident expense of the reductionistic proclivities of naturalism. Similarly,
sensitivity to feminist discoveries about the role of values, both nefarious
and benevolent, in significance decisions has implications for how the objec-
tivity of science should be understood. Objectivity, these philosophers ar-
gue, cannot after all be a matter of complete disinterestedness, of value
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neutrality or detachment of the scientist from the object of inquiry. For if
this were so, there would be no motivation, in judgments of significance, for
the inquiry to begin with.

Some feminist philosophers of social science will make common cause
with interpretationalists, rejecting the centrality of prediction and especially
of control to the scientific enterprise. Their suggestion that the sciences of
society and behavior should proceed in this way reflects what they hold to be
masculine biases also reflected in the subordination of women and other
marginalized groups. The methodology of prediction and control fails to
gain the knowledge that might derive from a more cooperative relationship
with the objects of scientific study, be they human or infrahuman. Among the
oldest account of scientific method is Francis Bacon’s seventeenth-century
notion that the scientist subjects Mother Nature to a sort of torture in order
to secure her secrets. Even if this is a metaphor, it may not be innocent. And
there are other metaphors at work in scientific explanation that reflect a
male bias harmful both to the real objectives of science and to women, inde-
pendent of their purported payoff in scientific understanding.

It is not surprising that, by and large, the feminist philosophers whose
work has had the most influence in the philosophy of natural science are
the empiricists and naturalists. They have argued that their conclusions
about how science proceeds and how it should proceed are perfectly com-
patible with the empiricism and naturalism that characterizes much con-
temporary nonfeminist philosophy of science. As noted, most feminist
philosophers of social science find themselves much more in sympathy
with interpretation as the goal of social science; they therefore take up an
adversarial stance against naturalism and its aim of producing value-free,
objective knowledge of the sort we expect from natural science. By contrast,
feminist empiricist philosophers of social science do not challenge science’s
aim to provide objective knowledge. They seek to broaden our understand-
ing of the role of interests and values in choosing the domains of significant
inquiry. At a minimum, objectivity in social science consists in recognizing
this role for values.

DANGEROUS QUESTIONS, MORAL OBLIGATIONS, 
AND PREDICTIVE KNOWLEDGE

Controversial subjects are the social scientist’s stock in trade. A particular
premium is put on social science that provides revisionist, debunking, or
otherwise startling conclusions at variance with either common beliefs
about the past or hopeful expectations about the future. But some social sci-

288 14—FACTS AND VALUES IN THE HUMAN SCIENCES

0813345925-Rosenberg_layout  10/17/11  9:34 AM  Page 288



entists and many who are not social scientists hold that some controversial
questions of potential interest to social scientists ought not be pursued. For
even correct answers to those questions are morally dangerous and can serve
no good purpose in the guidance of social policy. Accordingly, social science
should exercise a sort of self-denial, steering away from these topics.

Examples of such morally dangerous topics come readily to mind. Per-
haps the most famous are a succession of studies that employed IQ tests to
measure intelligence and compare average IQs between the sexes and
among socioeconomic, ethnic, and racial groups. Some researchers in this
area have concluded that differences in average IQ among such groups can
best be explained by genetic, rather than environmental, factors. It is pretty
obvious why such a conclusion might be dangerous. Regardless of what the
social scientists who conduct such studies think their policy ramifications
should be, others have more power over the adoption and implementation
of policy. Politicians might use such findings to discourage steps to equalize
the educational opportunity of all people. Even if the findings were right,
such a policy would not follow from them. But they are easy to misunder-
stand and even easier to abuse in order to clothe racist or sexist practices in
a mantle of scientific respectability. Similarly, nefarious consequences are
said to follow from sociobiological speculations about the origins and char-
acter of social institutions. If sex role differences, fear of strangers, or caste
and class systems are somehow written into our genetic programs, then it is
widely supposed there is little we can do by altering the environment to
eliminate these morally undesirable features of society. These studies thus
seem a recipe for the status quo, if not for retrograde social policies.

Studies with apparently distasteful findings often provoke two sorts of re-
actions. The first is an examination of the scientific methods, theories, and
findings that seeks to show, solely on scientific grounds, that the theories are
in themselves inadequate, defective, or fundamentally confused. Philoso-
phers have taken an especially prominent role in this enterprise and have
applied the tools of the logician and the philosopher of science to the assess-
ment of particular theories. They have scrutinized the IQ theory of general
intelligence, sociobiology, and for that matter Marxian social and economic
theories, which are said to have inimical effects on prospects for human free-
dom and economic progress.

The moral repugnance of some potential answers to questions in social
science also provokes the suggestion that the questions should not be stud-
ied at all. Some inquiries, it is held, can have no morally useful function and
can have only bad consequences. Constitutional guarantees of freedom of
inquiry rule out no subject as illegal. Nevertheless, it is held, social scientists
should deny themselves certain topics because what they uncover may be
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dangerous, even if it is true. Here we have an obvious parallel to the moral
injunctions some have sought to impose on natural scientists. People have
sought to discourage nuclear physicists from working on topics relevant to
weapons production and, more recently, molecular biologists from work
that may result in manipulation of human and animal genomes. Those who
favor banning certain lines of research insist that scientists have a responsi-
bility to terminate related studies if they have reason to believe that the re-
sults will be misused in the interests of injustice. There is, on this view, no
blanket prohibition against certain lines of research, only a conditional one.
But the conditions that would morally require such self-censorship do oper-
ate in most societies today, in their view.

This moral injunction is evidently based on a consequentialist moral
theory, one that enjoins certain acts if their costs for the whole society out-
weigh their benefits for it. One way social scientists have opposed such injunc-
tions against certain research is by pleading a deontologically based right to
free inquiry. There is, of course, a tension between embracing such principles
and the naturalistic methods these social scientists employ. Without debating
the free-inquiry claim, let us consider how much social scientific knowledge
we would need in order to justify a ban on certain kinds of research.

To know whether a certain research program is morally permissible, we
need to be able to predict with some reliability the long-term consequences
of its research results and their dissemination. To do that we need a substan-
tial amount of theory about human activities and institutions. In particular
we need reliable knowledge about how people respond to scientific innova-
tions and discoveries. We also must be able to establish the initial conditions
about the social contexts to which these theories are applied. And finally if
we are utilitarians or consequentialists, we have to be able to calculate the
net costs or benefits for society of the research program if it succeeds and if
it fails.

In the absence of such knowledge, it may be argued, scientists should exer-
cise caution. For it is better to err on the side of too much self-censorship
rather than too little. If there is just a chance of some scientific finding’s hav-
ing a very bad net effect, then that should outweigh an equal or even a greater
chance of a very good effect. But even this cautious policy still requires a vast
amount of social scientific knowledge. Moreover, since we can at this point
predict with accuracy almost none of the effects of scientific discoveries and
their dissemination, such a cautious principle would foreclose almost every
line of research—pure, applied, natural, or social. After all, almost any dis-
covery could, for all we know, have costs that vastly outweigh its benefits.

In fact, studies aimed at acquiring the kind of social theory we would
need to determine the impact of new ideas on society are themselves socially
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dangerous. For although they would enable us to decide whether to pursue
certain issues, they would also enable those in power to manipulate social
changes in directions that they might prefer in spite of their great costs to so-
ciety as a whole. So perhaps the very theory we require in order to decide
whether some questions should not be examined is itself such a prohibited
area of inquiry.

The obverse of prohibited topics for social science is its required ones.
Critical theory, for example, tells us that the aim of social science should be
the emancipation of humans from bonds that restrict their freedom. The
social scientist is responsible for uncovering the real meanings of social pro-
cesses, institutions, events, and ideologies. Of course, that may mean violat-
ing the rights of individuals to privacy and confidentiality in their pursuit of
nonemancipatory goals. Thus, whereas ordinary moral scruples will prohibit
bugging a jury room, critical theory may sanction or even require it. For it
might provide understanding that demythologizes this coercive social insti-
tution and thus emancipates us from the system of justice characteristic of
late capitalism.

Like the prohibition against certain lines of inquiry, the prescription of
some topics because of their emancipatory potential requires a great deal of
social scientific knowledge. To identify topics of inquiry as potentially
emancipatory requires the same knowledge of the impact of new discoveries
and their dissemination on society. Otherwise, how can we tell whether un-
covering hidden meanings will emancipate or whether they will be greeted
with indifference? In fact, providing such a predictively successful theory
about the influence of new discoveries on society as a whole is probably the
first priority for an approach to social science that makes human emancipa-
tion the central goal of social science. Because of the allegedly reflexive char-
acter of social science, however, such a theory may itself be impossible. Once
it comes into general circulation, its influence on human actions may lead to
its own falsification. What is more serious is the notion that a philosophy
like critical theory, which rejects positivism as a method in social science,
may require a theory that meets positivist standards of predictive success.
For only such a theory will underwrite the moral obligations that critical
theory places upon social scientists.

Introduction to the Literature ____________________________________

N. Block and J. Dworkin, eds., The I.Q. Controversy, treats the interaction of
methodological and normative factors that bear on whether a potentially ex-
plosive line of research should be pursued at all.
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The distinction between factual and normative or evaluative descriptions
goes back to David Hume, Treatise of Human Nature, and more recently,
G. E. Moore, Principia Ethica. E. Nagel, The Structure of Science, Chapter 13,
introduces the problem well and provides a strong plea for value freedom.
Before him, M. Weber, The Methodology of the Social Sciences, argued
strongly for it among social scientists. A very different view is defended in G.
Myrdal, Objectivity in Social Science.

The anthology edited by L. I. Krimerman and the one edited by M. Brod-
beck contain influential articles about the question of whether social sciences
can or should be value free. A. Ryan’s anthology includes an important arti-
cle by Charles Taylor, “Neutrality in Political Science.” This paper is also
reprinted in Martin and McIntyre, Readings in the Philosophy of Social Sci-
ence, along with excerpts from and papers by Weber and Nagel on objectiv-
ity and value-oriented biases in social inquiry. Nagel’s paper is also reprinted
in Steel and Guala, along with another one on related issues by Hacking.
Martin and McIntyre also includes N. Weisstein, “Psychology Constructs
the Female,” and A. Wylie, “Reasoning About Ourselves: Feminist Method-
ology in the Social Sciences,” which treat the implicit bias favoring males in
traditional social science. An important paper by Wylie is also anthologized
in Steel and Guala.

Sen’s most accessible work on the relation of facts and values in human
development is Development as Freedom.
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C H A P T E R  F I F T E E N

Social Science and the Enduring
Questions of Philosophy

This chapter reviews some of the themes of the rest of the book in order to
vindicate the claim that in pursuing their disciplines social scientists must
take sides on fundamental philosophical questions—matters of epistemol-
ogy, metaphysics, and ethics. These are questions that their disciplines can’t
decide, but the answers to which make a difference for the direction and
prospects of social inquiry.

SOCIAL SCIENCE AND THE ENDURING 
QUESTIONS OF PHILOSOPHY

The problems of the philosophy of social science are problems both for phi-
losophy and for social science. They are problems of philosophy because
their ultimate resolution turns on the response to philosophical challenges
that have been with us since Plato. They are problems of social science be-
cause social scientists inevitably take sides on them, whether they realize it
or not. Moreover, social scientists have defended competing and irreconcil-
able approaches to their own disciplines by appeal to philosophical theories.
As noted in Chapter 2, even the claim that philosophical reflection is irrele-
vant to advancing knowledge in social science is itself a philosophical claim.
Social scientists indifferent to philosophy can embrace this view. But unless
they argue for it, their view must appear to others to be sheer prejudice.
However, an argument for the irrelevance of philosophy is itself philosophy,
whether we call it that or not.

It should not really be surprising that the social sciences and philoso-
phy bear a profound and indissoluble link to each other. Like the natural
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sciences, each of the social sciences is a discipline that was once part and
parcel of philosophy. Indeed, whereas the natural sciences separated them-
selves from philosophy in the 2,200 years from Euclid to Darwin, the social
sciences became independent only during the course of the nineteenth and
twentieth centuries. In separating themselves from philosophy, the natural
sciences left for the continued reflection of philosophy questions that they
could not deal with: What are numbers and points? What are space and
time? Is there substance? It has been easy for natural scientists to leave these
questions to philosophy. For they have been busy, especially in the centuries
since Galileo, providing more and more detailed knowledge about large
numbers of substances at widely separated points of space and time. As
Thomas Kuhn noted, it has only been at periods of crisis in the development
of physics or chemistry that natural scientists have turned to philosophy and
taken seriously questions about the foundations of their disciplines. More
often than not, the crises have been surmounted by a new piece of technol-
ogy, or a new nonphilosophical breakthrough. These scientific achievements
have themselves had philosophical implications.

Since Newton, advances in physical theory have had a more profound im-
pact on our view of philosophical problems than advances in philosophy
have had on the natural sciences. Natural science has forced philosophy to
come to terms with materialism, mechanism, first determinism and then in-
determinism, relativity, evolution by natural selection, and so forth. Each rev-
olution in the natural sciences has generated new problems for philosophy.

But that is certainly not the case in the relationship between philosophy
and social science. There has of course been much new and original in each
of the social sciences. But some of these innovations have not met with the
uniform acceptance of social scientists that would force philosophy to take
them seriously. And the rest of these innovations have not forced philoso-
phy to address new problems in the way natural science has. The direction
of influence between philosophy and social science still seems to be from
philosophy instead of toward it. We can trace the leading ideas of almost all
the social sciences back to the work of philosophers in the seventeenth and
eighteenth centuries. This is not just a point about intellectual history. It
shows that contemporary social science is much more bound up with the
philosophical tradition than is contemporary natural science.

More than ever today, social scientists seem to be interested in philoso-
phy, especially the philosophy of science. If Kuhn is right, that is a symptom
of intellectual crisis. In the heyday of behaviorism after World War II, meth-
odological reflection was out of favor among psychologists, economists, and
other social scientists inspired by their optimism. The philosophy of science
was treated as the last refuge of a social scientist incapable of making a “real”
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contribution to the discipline. It is a matter of some irony that the confi-
dence about the prospects for scientific progress was based on almost noth-
ing but a  philosophical theory, logical positivism, the latest version of
empiricism. That doctrine goes back certainly to the Enlightenment, and
probably to Plato’s contemporaries.

Pessimism about a thoroughly behavioral approach to human action
drew many social scientists back to a preoccupation with philosophy after
about 1975. They found in the philosophy of science a number of theories
ready to explain both why behaviorism failed in social science and why em-
piricism is inadequate anyway as a philosophy of science. But that is what
another tradition in philosophy and social science had been preaching
steadily at least since Hegel in the early nineteenth century.

The social scientist’s preoccupation with philosophy of science seems to
be another reason to identify the distinctive problem of the philosophy of
social science as that surrounding the issue of progress and the allegedly in-
vidious comparisons to natural science. But the practical concerns of the in-
dividual disciplines also make salient fundamental issues in epistemology,
metaphysics, ethics, and logic.

THE UNAVOIDABILITY OF EPISTEMOLOGY

The dispute about whether the goal of social science should be predictive
improvement or increasing intelligibility is fundamentally a disagreement
about the nature, extent, and justification of claims to knowledge. Of course,
we’d rather not have to choose between seeking improvement in prediction
and making human action more intelligible. Yet insofar as what we seek in
social science is knowledge, the choice is forced upon us. The demands of
predictive improvement rest on a conception of knowledge as justified by its
consistency with experience, and not just past experience. For it is too easy
to tailor a theory to be consistent with data that are already in. A theory that
can tell us about the actual world must be composed of contingent claims,
which the actual world could show to be false. A body of statements that ac-
tual events could not disconfirm would be consistent with whatever happens
and thus explain nothing.

If increasing our understanding of the meaning of human actions im-
proves our predictive powers, then of course there is no conflict. The kind of
knowledge that the search for meanings provides will be the same as that
which predictively confirmed claims provide. But as we have seen, there are
serious obstacles in the way of achieving such predictive improvements in
theories that take the search for meanings seriously. We have to decide
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whether the obstacles are surmountable. If we decide they are not, we must
face a forced choice between intelligibility and prediction. If we choose intel-
ligibility, we are committed to a fundamentally different epistemology, one
that does not require the same sort of justification for knowledge that pre-
diction provides. Instead, the mark of knowledge that epistemology de-
mands is some sort of certainty or necessity of connections that the mind
can grasp.

Well, why not simply hold that the house of knowledge has many man-
sions, that there are many different sorts of knowledge? Social scientists may
freely choose among them, for all are equally legitimate ways of expanding
our understanding. Some social scientists are interested in knowledge that
can be applied to informing social and individual policy, that can be used to
predict the consequences of planning or its absence. For them, prediction is
crucial, and improvements in knowledge are measured by improvements in
prediction. Other social scientists have interests to which improvements in
prediction are irrelevant. For them, knowledge accumulates by increasing
our detailed understanding of a culture or subculture from the inside. Pre-
dictive approaches and ones aimed at interpretation are equally valid “ways”
of knowing that need not compete with each other.

This view sounds like an open-minded attitude of tolerance. But it is just a
way of refusing to take seriously the problems social science faces. If there
really are many different forms of knowledge, all equally valid, the question
must arise: what do they have in common that makes them all knowledge? Af-
ter all, the term knowledge has to stand for something; it can’t just be an arbi-
trary label for a heterogeneous collection of intellectual activities that have
nothing in common. To suggest that religious knowledge, for instance, rests
on revelation, that moral knowledge is justified by intuition, that scientific
knowledge is empirical, that our knowledge of human action is based on in-
trospective certainty, and that they are all equally legitimate shows not so
much tolerance as indifference to the claims of each of these approaches. It is
the attitude that anything goes, that knowledge is whatever anyone cares to
assert. If a social scientist chooses to seek one of these different kinds of
knowledge, there must be a reason given for this choice. Surely it cannot be
merely a matter of taste whether improvable generalizations or empathetic in-
sight into intelligibility is the aim of a social scientist’s research program. It
cannot be merely a matter of taste what the social scientist will count as good
evidence for a theory or explanation advanced in the pursuit of inquiry. And
when a social scientist chooses one goal but allows that all other epistemic
goals are equally correct, she deprives her own choice of a rational foundation.

That does not mean that once we have made a choice, we should not ac-
cept or tolerate other choices and other methods as possible alternatives. For
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our best views of what constitutes knowledge are fallible. Having made our
epistemic choice, we could be wrong. But the fallibility of our choice does
not entail either that it is the wrong choice or that there is no more evidence
for it than for its competitors.

If we choose to seek predictive improvement or intelligibility of our
theories as the mark of knowledge, we must allow others to identify other
goals, because for all we know, we might be wrong about what constitutes
knowledge. But if we don’t have reasons to support our choice, and perhaps
also to oppose theirs, then our choice is not rationally justified.

That is what makes epistemology unavoidable for those who hold that the
aim of social science is to provide knowledge. Indifference to issues of epis-
temology is sometimes in fact a cover for contempt. Some natural scientists,
secure in their conviction about what the right methods for attaining scien-
tific knowledge are, express great tolerance about the appropriate methods
in social science. They often decline to endorse their own methods as appro-
priate for the study of human action and social institutions. On their view,
“anything goes” in social science. But without a good reason to show that
human behavior and its consequences are so different from natural phe-
nomena that scientific methods are inappropriate for its study, this attitude
is a contemptuous one. It simply disguises the view that the “soft” sciences
don’t provide knowledge at all, just the free play of competing speculations,
which succeed each other on grounds of fashionableness instead of justifica-
tion. If social science is to provide knowledge, it cannot be indifferent to
what constitutes knowledge. Nor can it accept a permanent agnosticism
about the claims of incompatible theories of knowledge.

SCIENCE AND METAPHYSICS

I have argued that the epistemic choice of predictive improvement as a mark
of increasing knowledge must make us dissatisfied with intentional ap-
proaches to the explanation of human behavior. Similarly, an unswerving
commitment to such strategies of explanation will seriously weaken the
claims of prediction as an epistemic goal for social science.

Either of these alternatives raises fundamental questions about us human
beings and our place in nature, questions that have always been the special
province of metaphysics. For the social scientist, taking sides on these meta-
physical questions seems just as unavoidable as it is for matters of episte-
mology. The interpretative philosophy of social science that exempts the
study of humankind from the methods appropriate in the study of the rest of
nature must provide an explanation of this exemption. And the naturalistic
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philosophy that absorbs social science into this paradigm must explain away
an equally recalcitrant fact about people.

Interpretative philosophy of social science teaches that the goals of natu-
ral science are inappropriate in the study of human behavior. Another set of
aims not recognized in the natural sciences must be substituted. By analyz-
ing the way social science actually proceeds and showing that it cannot pro-
ceed in any other way, we may be able to illustrate why the goals of natural
science are wrong for the study of humans. But the question is left open of
why that is so. Why must the study of humans be different from every other
science? It must be because of some fact about us, in particular about our
minds, thoughts, consciousness, and the facts of intentionality on which in-
terpretation trades.

If, as Descartes held, the mind is a substance quite different from the
rest of nature, operating in accordance with different principles, then we
have the beginnings of an explanation of why the human sciences cannot
proceed in the way the study of matter does. Metaphysical differences dic-
tate scientific differences. Descartes argued that the mind is distinct from
the body on the grounds that it has properties no chunk of matter could
possibly have. His most famous argument was that our minds have the
property of our not being able to doubt their existence, whereas no part of
our bodies, including our brains, has this feature. I can well imagine what
it would be like to wake up discovering I was missing a limb or even that
my skull was empty. But I cannot imagine discovering that I have no mind,
for who would make this discovery if I had none? Thus my mind has a
property my body lacks: indubitable existence. Accordingly, the mind can-
not be part of the body.

But this dualism runs into the gravest difficulty with the evident fact that our
mental states have both physical causes and physical effects. It is hard to see
how something nonphysical can have such relations. For causation is pre-
eminently a physical relation, one that involves pushes and pulls. It requires
the transfer of kinetic energy, which is a function of mass and velocity—
that is, matter in motion. But the interpretationalist can turn this mystery to
advantage. For the impossibility of causal relations between mind and mat-
ter provides an explanation of why a predictive science of human behavior,
modeled on natural science, is quite impossible: no causation—no laws; no
laws—no prediction.

Of course, some will find that such an argument proves too much, for it
seems to them beyond doubt that our desires and beliefs have environmen-
tal causes and behavioral effects. They may adapt Descartes’s argument to a
less controversial but still sufficiently strong argument against naturalism.
We may grant that mental states have causes and effects, but the sort of cau-
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sation involved is not physical and does not consist in generalizations we
may improve in the direction of laws. Indeed, the causal relations between
mind and matter are singular and irregular. But they reflect logical or con-
ceptual relations between the intentional content of the mind, the state-
ments describing what we believe and want, and descriptions of action. It is
these conceptual connections that force a study of meanings on us as the
only way to come to grips with the mind and action.

The explanatory power of such a doctrine rests in large measure on its
initial metaphysical assumption that the mind is distinct from the body and
not a part of the physical world. Unless interpretationalists are content to
leave unexplained the distinctiveness of social scientific method, they must
face the challenge of substantiating this metaphysical view.

The naturalist has the same problem in reverse. For naturalism holds that
the mind is a natural object, thus explaining the appropriateness of meth-
ods drawn from the natural sciences to its study. As we saw in Chapter 4,
that is no easy matter. We have as yet no plausible explanation for the most
basic fact naturalism rests on: how physical matter can have intentional con-
tent, how one arrangement of matter—the brain—can represent other
arrangements of physical matter. Yet if the mind is the brain, that is what
our beliefs and desires will be: my belief that Paris is the capital of France
must be an arrangement of neurotransmitters at the synapses of a particular
part of my cerebrum. Without invoking someone or something to interpret
this physical arrangement, it seems impossible to explain how it could repre-
sent some state of affairs obtaining in France, thousands of miles from my
brain, involving large areas of space and complex legal facts about them.
This mystery is just as great as the dualist’s mystery of how nonphysical
events in the mind can have physical causes and effects.

Merely announcing that the mind is the brain will not make it so. And
even if the mind is the brain, we need to understand exactly how that can be,
if we are to employ this bit of metaphysics in the explanation of why some
methods will be more appropriate than others in the study of the mind and
its effects.

It would be understandable if impatience with these matters leads some
to say that how the brain represents is a matter of science, not metaphysics,
and is therefore better left to scientists than philosophers. But this response
simply fails to recognize that science is in fact continuous with metaphysics.
Our fundamental conception of the nature of reality and our substantive
study of it are on a continuum, and each heavily influences the other. Con-
sider the impact of Newtonian mechanics on metaphysics—determinism,
materialism, corpuscularism. Consider the way in which commitment to
such metaphysical views led to the expansion of the domain of Newtonian
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science in the absence of factual evidence of determinism, materialism,
corpuscularism. The explanation of the nature of reality that Newtonian
metaphysics provided underwrote its scientific strategy long before the evi-
dence for its predictive powers became overwhelming. And finally, reflect
on the fact that the overthrow of Newtonian physics had equally strong ram-
ifications for metaphysics and indeed for epistemology. The situation is the
same in social science.

The role of metaphysics may be, in fact, more critical here. For if the social
sciences do not have much at present to show in the way of predictive suc-
cess, then we need an explanation of why they don’t—and perhaps cannot—
or we need an explanation of why they will ultimately provide such knowledge.
Either sort of explanation so greatly transcends narrow factual matters that
it must be metaphysical.

Moreover, solving the problem of how the brain actually represents re-
quires first a solution to the puzzle of how it could possibly represent. For
without a solution to the conceptual problems of intentionality, we have no
hint of where to begin in searching for a solution to the factual problem of
connecting psychology and neuroscience. What is more, naturalism needs
to solve the metaphysical problem of representation if it is to take our inten-
tional explanations seriously here and now, not in some happy future time
when neuroscience has established itself. For in the absence of such solu-
tions, naturalism loses out to interpretative social science as the approach
most suited to the study of intentional creatures like us.

Of course, one can always opt for the view of Skinner and other material-
ists who just refuse to take intentional states seriously at all. Among philoso-
phers, this view has had some currency. Though they hold no brief for the
explanatory variables Skinner adopted, they agree that intentional states just
have no role in adequate scientific explanations and will, in the long run,
suffer the fate of notions like “phlogiston,” or “demonic possession.” They
will simply disappear from the best explanations of behavior. Such elimina-
tive materialists have their own metaphysical problems, distinct from those
of naturalists hoping to accommodate intentional phenomena to, instead of
eliminate from, the natural sciences. Perhaps the most serious of these prob-
lems is the sheer implausibility of saying our actions are not caused by our
desires and beliefs, and that we don’t have sensations or thoughts. This view
is so implausible that its denial is often viewed as close to an a priori truth
and the most basic premise of interpretative social science (see Chapters 8
and 15). In fact, eliminative materialists have tried hard to render consistent
their view that such concepts will disappear from scientific explanations
with our first-person convictions that we do have such intentional states.
The details need not concern us here. But the argument is as much a piece of
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fundamental philosophy as that required to justify naturalism or interpreta-
tionalism as a method in social science.

So, all sides of the dispute about the social sciences and their goals and
methods have a metaphysical mystery to deal with. Naturally, social scien-
tists cannot be expected to cease their work and turn to the philosophy of
mind. But they have taken sides on these questions by choosing methods
that are underwritten by answers to these questions. They cannot pretend
that the issues do not concern them and will not in the long run have an im-
pact on the direction of research in the social disciplines.

INDIVIDUALISM AND INSTRUMENTALISM

Those who hope to skirt metaphysical issues about the mind fix the agenda of
the social sciences to macrosocial facts free from psychology and individual
action. They must face equally fundamental questions addressed initially in
the philosophy of science and eventually in metaphysics and epistemology.

Reductionists and methodological individualists face the problem that
at least some large-scale social phenomena, their descriptions and their ex-
planations, seem resistant to explanation and description in terms of the
components that make them up. This fact is hard to reconcile with the re-
ductionism characteristic of the physical sciences. Moreover, the obvious
explanation, that such phenomena somehow reflect supra-individual
agencies, is difficult to accept or even make sense of if society is composed
of individuals and nothing else. Therefore, individualists must search for
another explanation of the resistance of social facts to reduction. One
strategy is to explain away reference to irreducible wholes as a mistake.
That is, however, unconvincing to those not already wedded to individual-
ism. Another tactic is to treat macrosocial theories, not as true or false
claims about the world, but as useful instruments, tools for systematizing
data, and not to be taken seriously.

This approach, however, raises questions that instrumentalism has always
faced in philosophy: If these instruments are so good, what is the explana-
tion for their usefulness? And more important, why can we not produce
theories that are both good as instruments and true? Are there some compu-
tational or cognitive limitations on us preventing our producing theories in
social science that seem, like theories in natural sciences, to be more than
just good instruments? Or are all theories natural and social merely tools
for systematizing observations? Whichever move the individualist makes
leads straight into the philosophy of science and thence into epistemology
and metaphysics.

Individualism and Instrumentalism  301

0813345925-Rosenberg_layout  10/17/11  9:34 AM  Page 301



The holist is no better off. Holism may justify its extravagant ontology by
the instrumental success of holistic theories. But it cannot rest with such jus-
tification. It too must explain how social facts, made up of the behavior of
individuals, can nevertheless be distinct from individuals. Such explanations
are plainly a part of metaphysics. And holism must explain how we can have
knowledge of such facts when all that ever meets our eyes is the behavior of
individuals. Unless holism takes such questions seriously, its position col-
lapses into the individualist’s instrumentalism and faces the same questions
it does.

PHILOSOPHY AND THE MORAL SCIENCES

Probably little needs to be said to convince us that moral philosophy has a
profound bearing on the social sciences and vice versa. The social sciences
were, in fact, at one time known as the moral sciences, and they remain
the disciplines that help us decide matters of policy, private and public. The
twentieth-century trend, evinced in economics and other disciplines, of
divesting the social sciences of a moral voice has never met with general
agreement, and through the vicissitudes of the century, the plea for value
neutrality has sometimes been reduced to the opinion of a small minority.
The majority view that social science cannot be morally neutral is faced
pretty directly with the matter of what moral and social prescriptions ought
to be offered.

In recent years, moral philosophy has been as much a consumer or im-
porter of theories and findings from social science as it has been a producer
of and exporter to the social sciences of moral theories about what is right,
good, required, prohibited, or permitted. This tendency has reflected the
same doubts about a distinction between facts and values that has animated
the opponents of value-free social science. There now seems little difference
between the language of arguments in political philosophy and welfare eco-
nomics, for instance. But the philosopher seems less constrained by eco-
nomic orthodoxy. Political philosophers are prepared to consider the
possibility of interpersonal comparisons and perhaps even cardinal utility,
notions that have no place among modern mathematical economists. But
for those theories to gain acceptance, the arguments that economics has
mounted against them must be disposed of. This is certainly a task to be
faced by social scientists as well as philosophers who reject the constraints of
Pareto optimality.

So here the situation is reversed. Social scientists need to concern them-
selves with moral philosophy both because they cannot avoid ethical issues
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and because they may have more to say about them than we might expect. In
fact, they may be able to provide the kind of information philosophy needs in
order to advance and improve its own moral theories. It is, accordingly, an in-
tellectual duty to provide this kind of help. The duty comes with the claim that
social science provides, inseparably, normative and factual knowledge.

In a way, the moral responsibilities of a normatively committed social sci-
ence make the classical problems of epistemology and metaphysics even
more compelling. As we have seen, choosing between competing methods of
pursuing social science heavily tilts our choices about moral theories. Natu-
ralism makes a consequential theory more inviting. Antinaturalism is more
sympathetic to a theory of rights and duties than to one of general welfare. So
choosing between these moral points of view makes the epistemological and
metaphysical problems behind the competing methods even more pressing
than their purely intellectual or academic fascination might make them.

But even those who hold that social science is at its best free from value
judgments and subjective impurities must face moral problems distinctive
of social science. These problems are the constraints that ethics places upon
our research methods, the steps we take to communicate them, their impact
on others, as well as the very questions we decide to pursue as social scien-
tists. The moral neutrality of our theories, methods, and epistemic goals, if
they are indeed neutral, does not extend to us, the social scientists who pur-
sue these goals. We make choices either self-consciously or by default. The
choices seem better made as a result of serious reflection than sheer inad-
vertence. And such reflection takes the form of moral philosophy and ap-
plied ethics.

The first thing one learns about moral philosophy is that, like the other
divisions of the subject, it too is wracked with controversy and disagree-
ments both fundamental and derivative. Yet in contrast to the case with
other areas of philosophy, we cannot remain agnostic for long about these
disagreements. For they have an immediate bearing on our conduct and its
effects on others and ourselves.

CONCLUSION

This introduction is meant largely for social scientists. Its aims have been
three: to introduce the traditional problems of the philosophy of social sci-
ence; to connect these problems with the methodological, factual, and moral
choices that social scientists themselves make; and to show how the prob-
lems bring together the day-to-day research agenda of the social scientist
with the most central, deepest problems of philosophy.
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The first aim reflects my belief that current controversies in the philoso-
phy of social science are almost always new versions of traditional debates.
Sometimes it is difficult to recognize this fact because the jargon has
changed and the participants themselves too often mistakenly think they
have discovered a new issue. Today’s argument between interpretational so-
cial science and naturalistic social science reflects the same issues that were
debated among Weber and Durkheim, Dilthey and Comte, Mill and Marx,
Hegel and Hobbes. That does not mean that current disputes are con-
demned to perpetual gridlock. Rather, it means that traditional insights bear
a continuing relevance.

The second aim of this book is to demonstrate that relevance by showing
that social scientists take sides in these disputes, whether or not they realize
it. And sometimes they inadvertently take both sides, an intolerable result
when the sides are mutually incompatible. For example, a naturalist cannot
offer functional explanations while holding that there is no underlying
causal mechanism to underwrite the explanation. An interpretationalist can-
not advocate a particular policy that reflects our empathetic understanding
of action while denying that prediction of the policy’s effects is relevant to
assessing it.

The third aim, of making the social scientist see the seriousness and the rel-
evance of questions that daunted Plato, Descartes, Hume, Kant, and their dis-
cipline, reflects the conviction that the search for knowledge is all of one piece.
But this conviction is also the basis of another aim, one that could animate an
introduction to the philosophy of social science. This is the aim of encourag-
ing philosophers to recognize the bearing of work in the social sciences to
their traditional concerns. For if social scientists take sides on philosophical
issues in their work, then the findings, theories, and methods of these disci-
plines must test, and eventually inform, the thinking of philosophers.
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229, 230, 240, 258–259, 261, 266–269,
276, 288–289, 301

as a whole, 170–172, 178–179, 198–202,
255, 290–291

capitalist, 30, 149–150
construction of, 129–131, 133–135,

Sociobiology, 22, 173, 201, 222, 231, 289
Sociologists, 1, 6, 18, 36, 73, 109, 123,

129–130, 157, 169, 181, 186, 220, 248
Sociology

autonomy of, 172, 179, 181, 183,
185–186, 194

empirical, 180
modern, 153
methods of, 136, 176
of science, 18, 277

Soft sciences, 297
Soviet Union, 94, 140, 149
Speech, 25, 40, 48–49, 82, 161

acts, 125, 132–133, 154, 159
Spirit, 141, 176, 202
Stag hunt, 219–220
Standpoint theory, 283–285
State of belief, 85
Statistical regularities, 36, 106, 247–248
Statistics, 177, 246
Stimulus, 80–81, 84–86, 225, 238
Structuralists, 31
Structure of Scientific Revolutions (Kuhn),

23
Subcultures, 135, 156, 275
Subjectivity, 63, 131
Substructure, 147, 151, 155–157
Superstructure, 147–148, 153–155, 157, 202
Sucker, 267
Suicide, 25, 177–182, 198–199, 203, 248
Superego, 143–145
Superman, 62–63
Supervenience, 188–189
Supply and demand, 91–92, 98
Synapses, 61–62, 79, 299

Tastes, 100, 102, 156, 268, 285
Teleology, 76–79, 82, 95, 172, 203
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Testability, 66, 86, 145, 149, 174
Theology, 119
Theory of duties and rights, 260, 263
Theory of knowledge. See Epistemology
Theory of other minds, 226
Theory of revealed preference, 100–102, 104
Therapeutic prescription, 144–145
Thermodynamics, 109–110, 170, 183–184
Thucydides, 12, 20
Tit for Tat, 216, 218–219, 238
Titanic, 57–59, 62
Token, 81, 132
Tolerance, 275, 296–297
Totalitarianism, 200–201, 275
Traits, 208, 211, 227, 231, 236, 238, 242–243

adaptational, 77, 230, 239
biological, 195, 250, 252
cultural, 240–241
genetic, 221, 223, 237, 251
group, 210, 213
hardwired, 204, 223
heritable, 76, 203, 209–210, 229, 235, 

249
socially significant, 233–235

Transitivity, 98, 100, 102
Translation, 24, 125–126, 164–165,

174–175, 179
Truth, 26, 39, 52, 62–63, 105, 107–108, 110,

126, 135, 142, 154, 165, 175, 180, 248,
252, 258, 265, 286–287

a priori, 166, 263, 300
and falsity, 16, 104, 184
causal, 246
contingent, 55
mathematical, 38, 53
objective, 24

Type, 8, 25, 42, 62, 82, 160, 180, 187–189,
197, 199, 223, 247

Ultimatum game, 218, 220
Underdetermination, 17
Undetectable mechanisms, 72
Unity of science, 179
Untestability, 145
Utilitarianism, 260–261, 264, 267, 269,

281–282
Utility, 260, 268

cardinal, 91, 96–97, 101, 162, 302
expected, 102–104
marginal, 91, 95–97
maximizing, 91, 93, 103, 112, 214–216,

226, 261, 277, 281
ordinal, 98–101, 106–107, 161–162, 269,

276
theory of, 90

Vagueness, 42, 49
Value ladenness, 274–275, 277–278, 283
Value neutrality, 161, 275–276, 302
Values, 27, 51, 66, 103, 109–110, 140, 144,

146, 148, 153, 165, 182–183, 274–277,
281, 283–288, 302

cultural, 156, 268
human, 157, 239, 278, 285
measurement of, 52
moral, 273, 279
See also Fact/value distinction

Verification, principle of, 16
Voltaire, 195
Voluntary, 39, 81, 133, 148, 180
Von Neumann, John, 102

Wason selection test, 224
Weber, Max, 28, 37–38, 42–43, 45, 153, 304
Westermack, Evart, 228

Xenophobia, 27, 230–231, 234
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