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Preface

When the size of a machine approaches the nanometer scale, thermal fluctua-
tions become large compared to the energies that drive the motor. The mecha-
nism and control system for directed nanoscale motion must allow for, or even
make use of, this stochastic environment. Controlled motion at the nanoscale
therefore requires theoretical descriptions and engineering approaches that
are fundamentally different from those that were developed for man-made,
macroscopic motors and machines.

Over the past decade, a need to understand and to control directed motion
at the nanoscale has arisen in several areas of biology, physics and chemistry.
Most notably, the advent of single-molecule techniques in biophysics has given
access to detailed information about the performance of molecular motors in
biological cells. Combined with a variety of techniques from molecular biology,
this information allows conclusions about the physics of biological machines.
Even more recently, a variety of approaches including nanofabrication and
synthetic chemistry have been used to create artificial nanoscale motors or to
control the motion of individual molecules, for example using nanofluidic sys-
tems. Many of these approaches were triggered by novel theoretical methods
designed to understand how the interplay of stochastic thermal motion and
non-equilibrium phenomena can be harnessed to generate an output of useful
work.

The present volume is based on selected contributions to the Nobel Sympo-
sium 131 on Controlled Nanoscale Motion in Biological and Artificial Systems,
held on June 13–17, 2005 at Bäckaskog Slott in Sweden. The peer-reviewed
chapters in this book are designed to be tutorial and self-contained and pro-
vide insight into the state of the art in the following three areas:

Biophysics of molecular motors and single molecules. Molecular motors are
proteins or protein complexes that transduce chemical free energy into work
through processes generally believed to involve substantial changes in protein
structure. This section describes the physical and biochemical principles of
molecular motor function together with an account of some important exper-
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imental techniques for their study. The section begins with an overview of the
regulation and function of a complex bacterial flagellar motor (Chap. 1). The
focus is then shifted towards molecular motors in eukaryotes and the biophys-
ical principles by which they produce force and linear transport. Chapters
2, 3 and 5 consider the mechanisms of operation of members of the myosin
motor family, which interact with the actin cytoskeleton, and of kinesins and
dyneins, which interact with microtubules. The multitude of biological roles
of motors in living cells include tasks of biomedical relevance, such as ax-
onal transport and embryonal development. Chapters 4 and 5 exemplify these
functions together with accounts of how such diverse tasks can be achieved
by a limited set of motors and cytoskeletal filaments. Chapter 7 describes
the role of molecular motors in nanotube dynamics in living cells, including
a theoretical treatment of the physics of membrane nanotubes. Chapters 6
and 8, finally, consider nanoscale motion in macromolecules not traditionally
counted as molecular motors, including nucleic acid and nucleic acid-binding
proteins (Chap. 6) and polysaccharide modifying enzymes (Chap. 8).

Theory of controlled nanoscale motion. Nanoscale motors and machines typi-
cally operate far from thermal equilibrium in an environment characterized by
substantial thermal motion. In addition, thermal fluctuations of the protein
conformational state around a free energy minimum can contribute to the sto-
chastic nature of experimental data. The theory of Brownian motion in and
out of thermal equilibrium therefore plays an important guiding role in the
design of artificial motors and in the analysis of single-molecule experiments.
Chapter 9 describes improved mathematical models of Brownian motion and
their use to calibrate optical tweezers. Chapter 10 represents a tutorial intro-
duction to the Jarzynski equation that allows extraction of information about
equilibrium processes from data taken under non-equilibrium conditions. Fi-
nally, Chap. 11 describes theoretical approaches and methods for the accurate
determination of diffusion constants from noisy data.

Controlled motion in nanotechnology. The ability to fabricate and manipulate
nanoscale structures offers an impressive array of methods for the control of
the motion of nanoscale objects, giving access to a new realm of experimen-
tal physics. Chapters 12 and 13 provide tutorial introductions to the physics
of nanomechanical and nanofluidic devices for detection and study of single
biomolecules. The subsequent three chapters describe two representative ap-
proaches to the construction of artificial molecular motors using self-assembly
techniques, as well as a synthetic nanopore system that allows control of ion
flow similar to a biological ion channel. The final two Chapters (17 and 18)
tie together nanotechnology and biological motors by discussing the physics
and methods of controlling biological motors using nanofabricated structures.



Preface VII

Nobel Symposium 131, on which this volume is based, was sponsored
by the Nobel Foundation through its Nobel Symposium Fund. We thank all
speakers and participants for their contributions and the Nobel Foundation
for generous financial support.

Kalmar and Eugene Alf M̊ansson
January 2007 Heiner Linke



Contents

1 Navigation on a Micron Scale
H.C. Berg . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2 Myosin Motors: The Chemical Restraints Imposed by ATP
I. Rayment and J. Allingham . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1 Chemistry and Thermodynamics of ATP Hydrolysis . . . . . . . . . . . . 15
2.2 Hydrolysis of MgATP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 Kinetic Cycle for Myosin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4 Structures of Myosin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5 Active Site of Myosin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.6 Comparison with G-proteins: Molecular Switches . . . . . . . . . . . . . . . 28
2.7 Kinesin Based Motors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3 How Linear Motor Proteins Work
K. Oiwa and D.J. Manstein . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2 Structural Features of Cytoskeletal Motor Proteins . . . . . . . . . . . . . 41
3.3 In Vitro Motility Assays: A Link between Physiology

and Biochemistry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.4 Structural Features of the Myosin Motor Domain . . . . . . . . . . . . . . 46
3.5 Amplification of the Working Stroke

by a Lever Arm Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.6 Backwards Directed Movement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.7 Surface-Alignment of Motor Proteins

and their Tracks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.8 Controlling the Direction

of Protein Filament Movement Using MEMS Techniques . . . . . . . . 52
3.9 Conclusions and Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58



X Contents

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4 Axonal Transport: Imaging and Modeling
of a Neuronal Process
S.B. Shah, G. Yang, G. Danuser, and L.S.B. Goldstein . . . . . . . . . . . . . . . 65
4.1 Neuronal Function:

A Tremendous Transport Challenge . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.2 Meeting the Challenge: Key Players

in the Neuronal Transport System . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.3 Unraveling Mechanism: Using Imaging

and Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.4 In Vivo Traffic Cameras: Imaging of Vesicles

in Larval Segmental Nerves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.5 Breaking Down the Film: Vesicle Tracking

and Parameter Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.6 Understanding the Data: Theoretical Modeling

of Axonal Transport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.7 Conclusions and Future Directions . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

5 Intracellular Transport and Kinesin Superfamily Proteins:
Structure, Function and Dynamics
N. Hirokawa and R. Takemura . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.2 Monomeric Motors and Their Functions . . . . . . . . . . . . . . . . . . . . . . 88
5.3 Dendritic Transport and Mechanisms

of Cargo Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.4 KIF3, Left–Right Determination and Development . . . . . . . . . . . . . 99
5.5 Monomeric Motor – How Can it Move? . . . . . . . . . . . . . . . . . . . . . . . 104
5.6 KIF2 – Microtubule Depolymerizing Motor . . . . . . . . . . . . . . . . . . . . 115
5.7 Conclusions and Future Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . 118
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

6 Studies of DNA-Protein Interactions at the Single Molecule
Level with Magnetic Tweezers
J.-F. Allemand, D. Bensimon, G. Charvin, V. Croquette, G. Lia,
T. Lionnet, K.C. Neuman, O.A. Saleh, and H. Yokota . . . . . . . . . . . . . . . . 123
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.2 Magnetic Tweezers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
6.3 Stretching and Twisting DNA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.4 Protein Induced DNA Looping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
6.5 Type II Topoisomerases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6.6 Study of Helicases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
6.7 The Fastest Known DNA Translocase: FtsK . . . . . . . . . . . . . . . . . . . 134
6.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137



Contents XI

7 Membrane Nanotubes
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Navigation on a Micron Scale

H.C. Berg

Departments of Molecular and Cellular Biology and of Physics,
Harvard University, Cambridge, Massachusetts 02138, USA

Abstract. E. coli is a bacterium 1 µm in diameter. It swims in a nutrient medium,
counting molecules of interest as it goes along. On the basis of these counts, it accu-
mulates in regions that it deems more favorable. How does nature design, construct,
and operate such a nanomachine?

Modern work on the motile behavior of bacteria began in 1965, when Julius
Adler published a symposium paper “Chemotaxis in Escherichia coli” [1]. An
electron micrograph of a negatively-stained cell that appeared there is shown
in Fig. 1.1. By chemotaxis, Adler meant the ability of cells to move toward a
source of chemicals that they deemed favorable (called attractants) or to move
away from the source of chemicals that they deemed unfavorable (called repel-
lents). E. coli was the organism of choice for studies of the molecular biology
of behavior, because more was known about E. coli than any other free-living
thing. Earlier work in the field of bacterial motility goes all the way back to
van Leeuwenhoek, who described swimming bacteria in 1676. More than 200
years passed before Theodor Engelmann (in Utrecht) and Wilhelm Pfeffer (in
Tübingen) began systematic studies of responses of bacteria (different species
isolated from the wild) to oxygen and a variety of other chemicals. Pfeffer
used the word “chemotaxis,” because he thought that bacteria could steer;
the mechanism turned out to be different, but the name stuck. For reviews
that include this history, see [2, 3].

A schematic drawing of E. coli is shown in Fig. 1.2. The cell has a 3-
layered wall. The outermost layer is penetrated by proteins, called porins,
that allow the passage of water-soluble molecules of low molecular weight
(the size of sucrose or less). The peptidoglycan layer is a quasi-rigid network
that gives the cell its non-spherical shape. The inner membrane is a lipid
bilayer, like the plasma membrane of a human cell. There are two kinds of
external organelles, pili, involved in adhesion, and flagella, that enable cells
to swim. Several flagella (about 4 to 6, on average) arise at random points on
the sides of the cell. Each is driven at its base by a reversible rotary motor,
embedded in the cell wall [4].

H.C. Berg: Navigation on a Micron Scale, Lect. Notes Phys. 711, 1–13 (2007)
DOI 10.1007/3-540-49522-3 1 c© Springer-Verlag Berlin Heidelberg 2007



2 H.C. Berg

Fig. 1.1. An electron micrograph of E. coli published by Julius Adler [1]. This
cell is negatively stained with the salt of an element of high atomic number, which
has spread only a few micrometers out from the cell body. As a result, the flagellar
filaments appear truncated. The diameter of the cell body is about 1 µm, and the
wavelength of the filaments is about 2.3 µm

Fig. 1.2. E. coli is a Gram-negative bacterium with a 3-layered cell wall, comprising
an outer membrane (with porins), a peptidoglycan layer, and an inner membrane.
There are cytoskeletal elements attached to the inner membrane (not shown) but
none within the cytoplasm itself, which is devoid of membranes and other structural
elements present in eukaryotic cells. The external organelles shown include a pilus
and a flagellum. The pilus is straight, the flagellum helical
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Adler improved upon an assay developed by Pfeffer, in which cells in a
dilute suspension swim up spatial gradients of a chemical diffusing from the
tip of a capillary tube and then swim inside. After about an hour, the tube is
withdrawn and a fraction of its contents spread on a nutrient agar plate, which
on the following day, yields one colony per bacterium plated. By varying the
initial concentrations of chemicals in the tube and counting colonies, Adler
produced dose-response curves [5]. Remarkably, he found that cells respond
strongly to certain chemicals that they can neither transport across the inner
cell membrane nor metabolize [6]. So chemotaxis is a matter of taste rather
than material gain: cells have specific chemoreceptors [6].

When this behavior was studied with a tracking microscope [7], it was
found that a cell picks a direction at random, swims in a nearly straight line,
and then abruptly changes its mind, as shown in Fig. 1.3. Intervals during
which the cell swims steadily are called runs, while those during which it
changes its mind are called tumbles. Runs are relatively long, about 1 sec on
average, and tumbles are relatively short, about 0.1 sec, on average; both run
and tumble intervals are distributed exponentially. Some of the dots in the
track (Fig. 1.3) are close together, but these represent runs in a direction in
or out of the plane of the figure. If one places one of Adler’s capillary tubes
containing an attractant at the right edge of the figure, runs to the right
get longer; however, runs to the left stay about as long as they are in the
absence of a stimulus. That is, the random walk becomes biased, and the bias
is positive. Put colloquially, E. coli is an optimist: if life gets better, it enjoys
it more; if life gets worse, it doesn’t worry about it!

Fig. 1.3. Thirty seconds in the life of one wildtype E. coli cell, tracked in a ho-
mogeneous isotropic medium, in the absence of any chemical attractants [7]. This
is a 2-dimensional projection of a 3-dimensional track. The interval between dots is
∼0.08 sec. The cell swam about 20 diameters per second and executed 26 runs and
tumbles
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It wasn’t long before we learned that bacteria swim by rotating their flagel-
lar filaments [4]. If the direction of rotation is counter-clockwise (CCW) as
viewed from behind the cell, the several filaments form a bundle that pushes
the cell forward [8]. If one or more filaments turn clockwise (CW), the bun-
dle fragments, and the cell moves erratically with little net displacement [9].
So bacterial behavior depends upon the direction of flagellar rotation [10].
When runs get longer, as during a chemotactic response, cells spend more
time rotating their flagella CCW.

If one looks carefully at the runs in Fig. 1.3, it is evident that cells cannot
swim in a straight line. They are subject to rotational Brownian motion. This
problem was discussed by Einstein in 1905, who found that the root-mean-
square angular displacement of a small particle (here, the cell) increases as
the square-root of the time. If one puts in numbers, one finds that an E.
coli cell will wander by a root-mean-square angle of 90◦ in about 10 sec.
Therefore, after 10 sec, it has forgotten where it has been. So measurements
of concentrations made more than 10 sec ago are no longer relevant. This sets
an absolute limit on the time that cells have to decide whether life is getting
better or worse.

We found that E. coli understands this problem by studying the chemo-
tactic response of E. coli at the level of a single flagellar motor, as shown in
Fig. 1.4 [11, 12]. We used the tethered-cell technique developed by Silverman
and Simon [13], as shown in the inset. Break most of the flagella off of cells by
viscous shear and attach the remaining flagellar stubs (ideally, no more than
one per cell) to a glass slide using an anti-filament antibody. Now, the flagellar
motor, rather than driving the filament, turns the cell body. If a micropipette
containing a negatively-charged attractant (e.g., the amino acid aspartate)
is brought to within a few micrometers of such a cell, the attractant can be

Fig. 1.4. The response of E. coli to a short pulse of attractant, delivered at 5.06
seconds. Tethered cells were stimulated by iontophoretic pipettes, as shown in the
inset
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ejected in a controlled manner by passage of an electrical current. The plot
shows the result obtained when tethered cells were exposed to a short pulse
applied at 5.06 seconds. The ordinate is the bias of the cell, i.e., the fraction
of time that it spins CCW. The effect of the short pulse is a biphasic response
lasting about 4 sec, called an impulse response. The bias approaches 1 within
about 0.5 sec, returns to the baseline within about 1 sec, and remains below
the baseline for the following 3 sec. The areas of the two lobes of the response
are nearly the same. The argument is rather elaborate, but what this experi-
ment shows is that cells compare counts of attractant molecules made over the
past second with counts made over the previous 3 seconds and respond to the
difference. So, cells make temporal comparisons over a time span substantially
less than 10 sec: they have a short-term memory spanning 4 sec [11,12].

One of E. coli ’s flagellar motors is shown in Fig. 1.5. A motor is made of
about 20 different kinds of parts. There is a ring in the cytoplasm called the

Fig. 1.5. The flagellar rotary motor. The inset is a reconstruction of cryo-electron
micrographs assembled by David DeRosier. It is what one would see looking through
a spinning rotor. Most proteins are labeled Flg, Flh, or Fli, depending upon where
their genes are located on the E. coli chromosome. Null mutants of any of these
genes result in cells without flagellar filaments. Mutations in mot genes result in
paralyzed flagella
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C-ring, a set of rings in the inner membrane called the MS-ring, a drive shaft
that extends from the MS-ring to a flexible coupling (or universal joint) called
the hook, a bushing that gets the drive-shaft through the outer layers of the
cell wall, called P and L rings, two adapter proteins, and finally a long helical
filament terminated by a cap. The motor is driven by sets of proteins that
span the inner membrane but are bolted down to the peptidoglycan layer,
called Mot proteins. MotA (4 copies) and MotB (2 copies) comprise force-
generating units (at least 8) powered by a transmembrane proton flux. This is
an ion-driven machine, not an ATP-driven machine. The motor is assembled
from the inside out in a highly regulated manner. Surprisingly, the filament
grows at its distal end rather than at the proximal end.

A great deal is known about the assembly and function of the flagellar
motor, but not much about its structure at the atomic level. As a result,
we do not really understand how it works, i.e., how proton flow makes it
turn, or what the events are that cause it to switch (change its direction of
rotation). However, as judged by its torque-speed relationship, shown here
in Fig. 1.6, the motor utilizes a power-stroke mechanism; it does not behave
as a thermal ratchet. Were it a thermal ratchet, there would be a barrier to
backwards rotation, and the torque-speed curve would be concave downwards
rather than convex [14]. For recent reviews, see [15–17].

Fig. 1.6. The torque-speed curve for the flagellar motor of E. coli shown at three
temperatures (thick lines), together with two load lines (thin lines), one for a heavy
load (left) and the other for a light load (right). The slopes of the load lines are the
rotational viscous drag coefficients for the objects being spun, e.g., the body of a
tethered cell (a heavy load) or a 0.3 µm-dia latex bead (a light load). The plateau
of the torque-speed curve is not quite as flat as shown; at 23◦C, the torque drops
about 10% between stall (0 Hz) and the knee (∼200 Hz). The torque-speed curves
were obtained by electrorotation – a complicated story; see [18] – or by increasing
the slopes of load lines by addition of a viscous agent [19]
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The main quest of most of the people studying bacterial chemotaxis is
to understand the signal transduction pathway. What is the machinery that
enables cells to swim in a purposeful manner, i.e., what controls the direction
of flagellar rotation? Signal processing involves interactions between different
kinds of proteins, beginning with receptors that bind specific chemical attrac-
tants, shown in Fig. 1.7. The receptors are long α-helical molecules sensitive

Fig. 1.7. A space-filling model of the aspartate receptor dimer (left) and a cartoon,
drawn on the same scale, of its complex with other chemotaxis proteins (right).
The other proteins are described in Fig. 1.8. The dimer is 38 nm long. Aspartate
binds directly to a cleft in the periplasmic domain. Maltose binds indirectly via
a binding protein that binds to the tip of the periplasmic domain. The labels α
(for α-helical), TM (for transmembrane), and CD (for cytoplasmic domain) refer
to different regions of the protein. Figure courtesy of Joseph Falke, who used the
space-filling model of [20]
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to serine (Tsr), to aspartate or maltose (Tar), to ribose or galactose (Trg), or
to certain dipeptides (Tap). These ligands bind to a domain in the periplasm,
outside the cell’s inner membrane, or they bind to a small binding protein
that, in turn, binds to this receptor domain.

The rest of the signal-transduction machinery is shown schematically in
Fig. 1.8. The receptors control the activity of a kinase, CheA, a molecule that
phosphorylates (adds phosphate to) a small signaling molecule called CheY.
CheY-P diffuses to the flagellar motors, where it binds and increases the
probability of CW rotation. If one adds an attractant, say aspartate, the kinase
activity goes down, less CheY-P is made, less binds to the flagellar motors,
and runs are extended. However, there is a problem, because the lifetime of
CheY-P is too long. So the cell has another molecule, a phosphatase called
CheZ, that removes the phosphate. Thus, when the cell is suddenly exposed
to aspartate, its motors respond within a few 10ths of a second.

The rapid change in the kinase activity following a large step-addition of
an attractant is shown in the diagram at the right (Fig. 1.8). After a few
minutes, the cells adapt, i.e., the kinase activity returns to its initial value,
even though the attractant is still there. This process involves the methylation
of the cytoplasmic domain of the receptor, catalyzed by a methyltransferase,
CheR. The methylation sites (adaptation sites) are shown by the 4 grey dots

Y

Z

Y

Receptor A

W

R

B
-P

-P

+CH3

-CH3

-P

Attractant

Repellent
0

K
in

as
e 

ac
tiv

ity

Time (sec)

+Attractant -Attractant

0 300

CheY

asp57 in space-filling format

Fig. 1.8. E. coli’s signal transduction pathway. Receptors in clusters activate a
kinase, CheA. When activated, the kinase phosphorylates a small signaling protein
called CheY, shown at the bottom in a ribbon diagram. A phosphate group is
transferred from his48 of CheA (not shown) to asp57 of CheY (highlighted). Copies
of CheY-P diffuse to the base of each flagellar motor where they bind, increasing the
likelihood of CW rotation. The phosphate is removed by a phosphatase, CheZ. The
kinase is linked to the receptor via a coupling factor, CheW. The cytoplasmic domain
of the receptor is methylated by a methyltransferase, CheR, and demethylated by
the methylesterase CheB, which is also activated by the kinase. The diagram at the
right shows changes in kinase activity generated by the sudden addition and eventual
removal of a large amount of attractant. Figure courtesy of Victor Sourjik [26]
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in Fig. 1.7. When the attractant is removed, these methyl groups are clipped
off by a methylesterase, CheB, which is activated by the kinase. Adaptation
allows cells to sense changes in their environment without worrying about
ambient concentrations. This increases the range of concentrations over which
they can respond.

We have been studying interactions of these proteins by fluorescence reso-
nance energy transfer (FRET), as illustrated in Fig. 1.9. An interesting result
is shown in Fig. 1.10, in which the change in kinase activity is plotted as a
function of the amount of attractant added. On the left are shown a set of
dose-response curves obtained by addition of the non-metabolizable aspartate
analog, α-methylaspartate. The four sets of curves were obtained at different
ambient concentrations of α-methylaspartate, as noted in the figure legend.
All of these kinds of data can be condensed into one figure, as shown on the
right, if the fractional change in kinase activity is plotted as a function of the
fractional change in receptor occupancy. The receptors show prodigious gain:
when their occupancy changes by 1%, the kinase activity changes by 35%.
Evidently, this amplification occurs via the interactions of adjacent receptors,
which are arranged in tight clusters, as shown in Fig. 1.11.

In more recent work, we have studied changes in sensitivity generated by
changes in receptor composition [21], imaged the CheZ/CheY-P interaction
in different parts of the cell [22], and studied the binding of CheY-P to FliM,
its target at the base of the flagellar motor [23]. It turns out that most of
the chemotaxis proteins enumerated in Fig. 1.8 are concentrated in the recep-
tor clusters. So much of the current work on bacterial chemotaxis focuses on

Since at steady state the rate of synthesis of CheY-P is equal to its rate of
hydrolysis, one can monitor the kinase activity by measuring the phosphatase
activity. The latter is proportional to the extent of association between CheY-P
and CheZ, which can be assayed by FRET.  Energy is transferred from a cyan
fluorescent protein, CFP, to a yellow fluorescent protein, YFP, if they are within
10 nm of one another.

But one has to engineer fusion proteins: Y YFPZ CFP

Z CFP

YP- YFP

Fig. 1.9. An illustration of how the kinase activity can be monitored by fluorescence
resonance energy transfer (FRET). A fusion of one protein is constructed with a
cyan fluorescent protein, and a fusion of a second protein is constructed with a
yellow fluorescent protein. When the two proteins interact (bind to one another),
fluorescence energy can transfer from the cyan to the yellow fluorescent protein. So
the cyan fluorescence goes down and the yellow fluorescence goes up. These changes
are measured
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Fig. 1.10. Dose-response curves obtained by the FRET technique. The curves on
the left were obtained with cells at different ambient concentrations of the non-
metabolizable attractant α-methylaspartate (0, 0.1, 0.5, and 5 mM; circles, squares,
diamonds, and triangles, respectively). At a given ambient concentration, more α-
methylaspartate was added, as indicated on the abscissa, and the kinase activity was
measured (closed symbol). After this addition, the cells were allowed to adapt, the
concentration of α-methylaspartate was returned to the ambient level, and the kinase
activity was measured again (open symbol). The cells were allowed to adapt yet
again, and the process was repeated with a different increment of α-methylaspartate,
until the full dose-response curve was obtained (6 to 10 measurements following the
addition and removal of attractant). Finally, a different ambient concentration was
chosen, and the entire process was repeated. When the fractional change in kinase
activity is plotted as a function of the fractional change in receptor occupancy, all of
such data fall on two curves, as shown on the right [24]. Upon addition of attractant,
the fractional change in kinase activity is 35 times larger than the fractional change in
receptor occupancy. Upon removal of attractant, a similar enhancement is observed
(slope not indicated). This amplification occurs via receptor-receptor interactions

attempts to understand how these clusters are assembled and how they func-
tion; see the reviews by [25,26].

Allosteric models for motor swiching, e.g. [27], predict that substantially
more CheY-P should bind to FliM when the motor spins CW than when it
spins CCW. This is something that we can test by the FRET technique, by
looking at motors driving tethered cells. Figure 1.12 shows a cell exposed to
a saturating dose of the amino acid serine, that drastically lowers the CheY-
P concentration. Under the conditions of this experiment (very little CheZ),
more CheY binds to the cluster than does CheY-P, so the cluster brightens.
Since the affinity of the motors for CheY is much smaller than that for CheY-
P, the motors darken. This experiment shows that one can monitor the binding
of CheY-P to single motors.
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Fig. 1.11. Receptor clusters tagged by YFP-CheR and visualized by fluorescence.
The clusters appear as diffraction-limited spots about 0.2 µm in diameter near the
cell poles. Photograph courtesy of Victor Sourjik

Fig. 1.12. A cell expressing CheY-YFP imaged in a phosphate buffer, before (left)
and after (middle) addition of a saturating dose of the amino acid serine (an attrac-
tant). The image on the right is the difference of these two images. The only CheZ
expressed by this cell is a variant that does not bind to the cluster; therefore, CheY
binds to the cluster (to the kinase CheA) but CheY-P does not. The fluorescence
of the fusion protein is the same whether it is phosphorylated or not. The serine
response lowers the kinase activity, so CheY-P is converted to CheY. Thus, the re-
ceptor cluster brightens as more CheY binds to CheA, and several motors darken,
as CheY-P dissociates from FliM. Photograph courtesy of Ady Vaknin



12 H.C. Berg

To summarize: E. coli is a remarkable nanomachine. It is a self-replicating
autonomous robot, about 1 µm in diameter, that lives in an aqueous medium
and swims many diameters per second by rotating long helical filaments, each
driven at its base by a reversible rotary motor, only 45 nm in diameter. The
direction of rotation of these motors, and hence the behavior of the cell, is
controlled by receptors in clusters, usually at a cell pole, that count molecules
of interest in the surrounding medium and activate a small signaling protein
that diffuses through the cytoplasm and binds to the flagellar motors, chang-
ing the likelihood that they spin clockwise or counterclockwise. All of this
behavioral machinery is built from proteins, objects of exquisite specificity,
interacting in different ways, enabling the cell to navigate in a microscopic
world.

References

1. J. Adler (1965). Chemotaxis in Escherichia coli. Cold Spring Harbor Symp.
Quant. Biol., 30, pp. 289–292.

2. H.C. Berg (1975). Chemotaxis in bacteria. Ann. Rev. Biophys. Bioeng., 4,
pp. 119–136.

3. H.C. Berg (2004). E. coli in Motion. New York: Springer-Verlag.
4. H.C. Berg and R.A. Anderson (1973). Bacteria swim by rotating their flagellar

filaments. Nature, 245, pp. 380–382.
5. J. Adler (1973). A method for measuring chemotaxis and use of the method

to determine optimum conditions for chemotaxis by Escherichia coli. J. Gen.
Microbiol., 74, pp. 77–91.

6. J. Adler (1969). Chemoreceptors in bacteria. Science, 166, pp. 1588–1597.
7. H.C. Berg and D.A. Brown (1972). Chemotaxis in Escherichia coli analysed by

three-dimensional tracking. Nature, 239, pp. 500–504.
8. R.M. Macnab, and M.K. Ornston (1977). Normal-to-curly flagellar transitions

and their role in bacterial tumbling: Stabilization of an alternative quaternary
structure by mechanical force. J. Mol. Biol., 112, pp. 1–30.

9. L. Turner, W.S. Ryu, and H.C. Berg (2000). Real-time imaging of fluorescent
flagellar filaments. J. Bacteriol., 182, pp. 2793–2801.

10. S.H. Larsen, R.W. Reader, E.N. Kort, W. Tso, and J. Adler (1974). Change
in direction of flagellar rotation is the basis of the chemotactic response in
Escherichia coli. Nature, 249, pp. 74–77.

11. S.M. Block, J.E. Segall, and H.C. Berg (1982). Impulse responses in bacterial
chemotaxis. Cell, 31, pp. 215–226.

12. J.E. Segall, S.M. Block, and H.C. Berg (1986). Temporal comparisons in bacte-
rial chemotaxis. Proc. Natl. Acad. Sci. USA, 83, pp. 8987–8991.

13. M. Silverman and M. Simon (1974). Flagellar rotation and the mechanism of
bacterial motility. Nature, 249, pp. 73–74.

14. R.M. Berry and H.C. Berg (1999). Torque generated by the flagellar motor of
Escherichia coli while driven backward. Biophys. J., 76, pp. 580–587.

15. H.C. Berg (2003). The rotary motor of bacterial flagella. Annu. Rev. Biochem.,
72, pp. 19–54.



1 Navigation on a Micron Scale 13

16. D.F. Blair (2003). Flagellar movement driven by proton translocation. FEBS
Lett., 545, pp. 86–95.

17. R.M. Macnab (2004). Type III flagellar protein export and flagellar assembly.
Biochim. Biophys. Acta, 1694, pp. 207–217.

18. H.C. Berg and L. Turner (1993). Torque generated by the flagellar motor of
Escherichia coli. Biophys. J., 65, pp. 2201–2216.

19. X. Chen and H.C. Berg (2000). Torque-speed relationship of the flagellar rotary
motor of Escherichia coli. Biophys. J., 78, pp. 1036–1041.

20. K.K. Kim, H. Yokota, and S.-H. Kim (1999). Four helical bundle structure of the
cytoplasmic doman of a serine chemotaxis receptor. Nature, 400, pp. 787–792.

21. V. Sourjik and H.C. Berg (2004). Functional interactions between receptors in
bacterial chemotaxis. Nature, 428, pp. 437–441.

22. A. Vaknin and H.C. Berg (2004). Single-cell FRET imaging of phosphatase
activity in the Escherichia coli chemotaxis system. Proc. Natl. Acad. Sci. USA,
101, pp. 17072–17077.

23. V. Sourjik and H.C. Berg (2002a). Binding of the Escherichia coli response
regulator CheY to its target measured in vivo by fluorescence resonance energy
transfer. Proc. Natl. Acad. Sci. USA, 99, pp. 12669–12674.

24. V. Sourjik and H.C. Berg (2002b). Receptor sensitivity in bacterial chemotaxis.
Proc. Natl. Acad. Sci. USA, 99, pp. 123–127.

25. J.S. Parkinson, P. Ames, and C.A. Studdert (2005). Collaborative signaling by
bacterial chemoreceptors. Curr. Opin. Microbiol., 8, pp. 1–6.

26. V. Sourjik (2004). Receptor clustering and signal processing in E. coli chemo-
taxis. Trends Microbiol., 12, pp. 569–576.

27. T.A.J. Duke, N. Le Novère, and D. Bray (2001). Conformational spread in a ring
of proteins: a stochastic approach to allostery. J. Mol. Biol., 308, pp. 541–553.



2

Myosin Motors: The Chemical Restraints
Imposed by ATP
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Most molecular motors use ATP. This is not surprising since this is the univer-
sal currency of energy for most of life’s processes. The question to be addressed
in this chapter is how does the fundamental chemistry of ATP hydrolysis in-
fluence the observed organization of linear molecular motors seen today with
a focus on myosin. This chapter is written to ask in simple terms what can
be gained by reconsidering the chemistry of ATP hydrolysis.

2.1 Chemistry and Thermodynamics of ATP Hydrolysis

Adenosine triphosphate is a simple molecule whose hydrolysis to either ADP
and inorganic phosphate or AMP and pyrophosphate is used to drive many
otherwise thermodynamically unfavorable reactions. Its value arises from
the large exergonic free energy associated with these hydrolysis reactions
(∆G◦ ′ = −32.2 and −30.5 kJ ·mol−1 respectively [1]). Compounds such as
ATP are often referred to as “high energy” intermediates, which is a qualita-
tively convenient way of accounting for its role in biological processes. How-
ever, such terminology is inadequate for explaining the molecular basis for its
exergonic properties, or more importantly, accounting for the chemical and
atomic details that are seen in the enzymes that use this substrate.

From the chemical perspective the phosphoester bond joining the β and
γ phosphoryl groups is no different from any other single phosphorous oxy-
gen linkage, so that the high energy is not associated with the linkage itself.
Indeed, ATP is a surprisingly stable molecule in aqueous solution, which con-
tributes to its value as a participant in biological transformations. The source
of the large free energy of hydrolysis arises from differences in electronic and
electrostatic properties of the reactants and products. One source of the free
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energy change is the reduction in the electrostatic repulsion between the neg-
atively charged groups of the phosphoanhydride on hydrolysis. Likewise there
is greater resonance stabilization for the products. Another source is increased
solvation of the products relative to the reactants. These details influence how
ATP is accommodated by all enzymes that utilize ATP but are particularly
important where the energy of hydrolysis is utilized to generate work, because
they dictate when and how the free energy is released. It is important to real-
ize that the free energy of hydrolysis cannot be directly transferred from the
bond cleavage event, since in solution this energy would be lost immediately
to the solvent. Instead, the conversion of the free energy of hydrolysis into
work must be coupled to differences in binding energy for the reactants and
products by the motors during their motile cycles.

The actual free energy released upon ATP hydrolysis depends on the con-
centration of the reactants and products as well as the pH, divalent metal
ion concentration, and ionic strength. These variables are difficult to measure
accurately and vary depending on time and location within an organism, but
under normal physiological conditions ∆G is estimated to be ≈50 kJ ·mol−1.
Importantly, divalent cations such as Mg2+ have a high affinity for ATP and
are always involved in phosphoryl transfer reactions, so that in all instances
the true substrate is M2+ ATP rather than the nucleotide alone. These vari-
ables have a profound influence on myosin’s hydrolytic and motor function
where parameters such as ADP and phosphate concentration are well known
to influence and in many cases regulate the activity of myosin [2–4].

2.2 Hydrolysis of MgATP

The hydrolysis of ATP is fundamentally a phosphoryl transfer reaction which
has been studied extensively both in biological and chemical systems. From
the latter it is widely accepted that the transfer of the phosphoryl moiety
from ATP to water is predominantly a dissociative process that proceeds
through a metaphosphate-like transition state with little bond order to the
attacking nucleophile (water) or leaving ADP (Fig. 2.1) [5]. There has been
extensive discussion over the nature of the transition state for phosphoryl
transfer within an enzyme active site. Most of the questions focus on whether
the observed rate enhancement is the result of transition state stabilization
of a fundamentally metaphosphate-like transition state or whether it is the
result of a shift to a more associative mechanism where there is expected to
be substantial bond formation between the attacking water molecule and the
phosphorus atom. This is a very difficult question to address experimentally
for myosin due to the complexity of its kinetic cycle. Techniques such as kinetic
isotope effects, which allow one to probe the nature of the transition state,
are difficult to apply because the bond cleavage event is not the rate-limiting
step.
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Fig. 2.1. Hydrolysis of ATP. The exact charges and resonance structure of the meta-
phosphate like transition state are not defined since this depends on the extent of
bond cleavage and formation

Regardless of the ambiguity surrounding the nature of the transition state
for enzymatically catalyzed systems, it is clear that these catalysts dramati-
cally increase the rate of hydrolysis relative to that which happens in solution.
The first order uncatalyzed rate in water at pH 7 and 25 ◦C is ∼5×10−9 · sec−1

(Calculated from [5] and [6]), whereas the bond-splitting rate of ATP hydrol-
ysis by myosin at 25◦C is >100 · sec−1 which represents a rate enhancement
of ∼2×1010. Indeed, based on the Eyring equation it can be estimated that a
rate enhancement of 2× 1010 demands a reduction in free energy of the tran-
sition state for hydrolysis of ∼57 kJ ·mol−1. Although this rate enhancement
sounds impressive, it is fairly modest compared to many other enzymatically
catalyzed reactions [7]. Given the intrinsic stability of ATP in solution, the
evolution of an effective way of reducing the free energy of the transition
state for the hydrolytic step is central to the use of phosphoanhydrides as
an effective energy source. In the absence of a dramatic rate enhancement
these compounds would be kinetically useless as energy sources. This rate en-
hancement is a fundamental property of the active site of myosin that must
be explained in molecular terms before a full understanding of its chemical
mechanism is achieved.

2.3 Kinetic Cycle for Myosin

The fundamental kinetic cycle of myosin is well established and although there
are important differences between myosin isoforms they all appear to follow
the general cycle shown in Fig. 2.2 (For excellent reviews of the kinetics of
myosin and its isoforms see [8–12]).

The cycle is often viewed as starting at a point where myosin is bound
to actin in the absence of ATP (the rigor state), though this is not the most
populated state for most myosins. The first step in the cycle is the bind-
ing of MgATP to myosin which induces a series of conformational changes
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"Strong Binding"
Rigor State

Actin.Myosin

"Weak Binding"
Prehydrolysis State

Myosin.ATP
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Increasing Affinity

Myosin.ADP.Pi
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Actin.Myosin.ADP.Pi

Hydrolysis

ADP
Pi

2

1

4

3

ATP

Fig. 2.2. Traditional kinetic cycle for myosin. A schematic of the alternation be-
tween the strongly and weakly bound states depending on the nucleotide bound to
myosin

in myosin that lower the binding affinity of myosin for actin from ∼2 ×
107 M−1 to ∼1.5 × 102 for skeletal muscle myosin [13, 14]. In the second
stage, also accompanied by a conformational change in the myosin head, ATP
is hydrolyzed but not released from the active site. This is often described as
the metastable state because bond cleavage has occurred, yet the hydrolysis
products have not been released. The conformational change at this stage may
be viewed as “priming” the molecule for the powerstroke. Thereafter myosin
acquires a renewed affinity for actin and during rebinding to actin, phosphate
is released and the powerstroke initiated. The release of phosphate is seen
as the key step in the transition from the weakly bound non-stereospecific
states to the strongly bound stereospecific states. The final kinetic step is
the release of MgADP. The scheme shown here implies at least four distinct
conformations for myosin around the pathway.

At first sight, the hydrolytic cycle utilized by myosin appears counterin-
tuitive since the hydrolysis event is uncoupled from the force generating step,
but on more careful examination, it is a scheme in which the fundamental
chemistry associated with the hydrolysis of ATP can be accommodated effi-
ciently within a biological machine. The issue here is one of rate constants
and efficiency.

Even though it is comfortable to feel that biological motors are fast, in
molecular terms they are quite slow, both in the speed with which they move
and their kinetic turnover number. Typically the fastest myosin motor, such as
the unconventional myosin from characean alga [15], moves at ∼50 µm · sec−1

whereas the typical turnover number of actin-activated skeletal myosin is
∼10 · sec−1 though many are much slower. In contrast, the intrinsic bond
cleavage rate for ATP hydrolysis by myosin is >100 · sec−1, where the lower
value for the overall turnover number reflects that the slow step is product re-
lease [16,17]. This fundamental paradox is true for all molecular motors. Thus,
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in all motors there must be some form of modulation of the rate constants
for binding and release of product in order to accommodate the fundamental
differences in rate between the chemical and biological processes. Remark-
ably, these adaptations allow biological motors to operate with outstanding
thermodynamic efficiency (upwards of 50% for some myosin-based motors).

The scheme that has evolved for myosin reflects that for most isoforms the
motor spends only a limited time associated with actin. That is, myosin has
a low duty ratio, which is defined as the fraction of time spent on actin [18].
In those cases where myosin spends a considerable time bound to actin (as
with myosin V for example), modulation of the release rate of ADP changes
the motor from a low to high ratio motor [19,20].

2.4 Structures of Myosin

At this time there is a wealth of structural information available for myosin
from a wide variety of classes of myosin. These form the foundation of a sound
model for the contractile cycle, which though not complete, provides insight
into the utilization of ATP as an energy source. A summary of the high-
resolution structures that have been deposited in the Protein Data Bank is
given in Table 2.1. The current structures can be divided into roughly three
classes: the prehydrolysis state, metastable state, and almost rigor. At present
major structural questions that need to be addressed are the structure of the
actomyosin complex both in the presence and absence of ADP.

The first molecular model for myosin was derived for chicken skeletal
myosin subfragment-1 which revealed the overall architecture of the myosin
head [21], much of which is shared by all myosin isoforms. On the basis of
this structure a model for the contractile cycle was proposed [22], much of
which has been shown to be correct. As seen in Fig. 2.3a, the myosin head is
characterized by a motor domain attached to an extended α-helical segment
that serves as a binding site for two light chains (in skeletal muscle myosin).
The globular motor domain is split by two clefts. One of these constitutes
the nucleotide-binding pocket, whereas the other divides the distal part of the
molecule into an upper and lower domain (often referred to as the 50 kD do-
mains reflecting earlier proteolytic studies on myosin.) The second cleft is now
understood to mediate the conformational changes in the nucleotide-binding
site with the actin binding interface. It is now well established that the motor
domain alone is sufficient to generate force through its hydrolysis of ATP and
interaction with actin, where the extended helical segment that binds the light
chains serves to amplify the conformational changes and increase the size of
the power stroke.

Initially it was unknown where the structure of chicken skeletal myosin
subfragment-1 fit into the contractile cycle for myosin since the structure was
solved in the absence of nucleotide. The approximate fit of the tail and motor
domain into the image reconstruction suggested that the overall arrangement
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Pre-hydrolysis State (Chicken skeletal myosin II)

Metastable State (Chicken smooth myosin II)

Rigor-like State (Chicken myosin V)

Regulatory
Light Chain

Essential
Light Chain

N-Terminal
25 kDa region

Upper Domain
of 50 kDa region

Lower Domain
of 50 kDa region
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Fig. 2.3. Major conformational states of myosin. The pre-hydrolysis state (top) is
represented by the structure of the S1 portion of chicken skeletal myosin II (PDB
code 2MYS) [21]. The major subdomains are labeled and have been colored similarly
for each myosin isoform shown. Light chains have been included in their respective
conformations bound to the lever arm of each model. The metastable state (middle)
is represented by the MgADP.Alf4 form of chicken smooth muscle myosin II (PDB
code 1BR1) [28]. The rigor-like state (bottom) is represented by the apo form of
chicken myosin V (PDB code 1OE9) [29]
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of domains might be similar to the rigor state, however an unfavorable inter-
action between the lower 50 kD domain of myosin and actin implied that the
cleft should close when myosin binds to actin [22]. To examine this question,
the structure of the motor domain of myosin II from Dictyostelium discoideum
(S1dC) was determined in the presence of nucleotide analogs that mimicked
the prehydrolysis and transition state for hydrolysis [23–26]. This revealed that
the structure observed in chicken skeletal myosin subfragment-1 represents a
prehydrolysis state (post-rigor) where the cleft that splits the 50 kD region
is open and is configured in such a way that it is unable to hydrolyze ATP.
In particular, the hydrogen bonding network at the apex of the nucleotide-
binding pocket is unable to support the in-line nucleophilic attack of a water
molecule on the γ-phosphate.

The open nature of the 50 kD cleft appears to be the defining feature of
the prehydrolysis state, rather than the relative orientation of the light chain
binding domain since structural studies of scallop myosin reveal that this sec-
tion of the molecule can adopt a wide range of conformations [27]. This is
consistent with the energetics of the contractile cycle. The key feature of the
prehydrolysis state is that it should bind ATP tightly and cause a reduction
in the affinity of myosin for actin. The determinant for this property resides
in the motor domain, whereas the position of the tail is unimportant imme-
diately after release from actin. Indeed, it could be argued that a single well
defined position for the tail in the prehydrolysis state would be energetically
unfavorable since it would reduce the off-rate of myosin from actin and would
slow the conformational change to the metastable state.

In the contractile cycle, understanding the peculiarity of the metastable
state is central to establishing the molecular connection between ATP hydrol-
ysis and energy transduction. Structural studies with transition state analogs,
first with Dictyostelium S1dC [23, 24] and then with chicken smooth muscle
myosin motor domain with its essential light chain [28], revealed how the active
site is configured for ATP hydrolysis and provided insight into the molecular
basis for retention of hydrolysis products. Importantly, the structural studies
of smooth muscle myosin motor domain with its essential light chain show a
major change in orientation of the light chain-binding region relative to the
motor domain, which is communicated from the nucleotide-binding site via the
converter domain (Fig. 2.3b). It is widely accepted that this conformation is
representative of the start of the powerstroke (pre-powerstroke conformation)
and is the best model for the metastable state.

The final stage in the contractile cycle involves the rebinding of myosin to
actin and release of first phosphate and then MgADP. Phosphate release is
known to be the committing step in initiating the powerstroke. This is clearly
a multi-step process and at this time there are still questions about the final
structure of acto-myosin. Fortunately, the recent structures of myosin V have
provided insight into the conformational changes that are associated with this
process [29,30]. The original studies on chicken skeletal myosin subfragment-1
suggested that the large cleft in the 50 kD region of the motor domain might



2 Myosin Motors: The Chemical Restraints Imposed by ATP 23

close when myosin binds to actin. Indirect evidence for this has been provided
through the use of spectroscopic probes [31] and electron microscopy [32,33],
however the most definitive evidence has come from the study of myosin V [29]
and more recently from the structures of myosin VI [34].

Structural studies of myosin V show that for this myosin isoform the large
cleft is closed when the protein is in the apo form and the lever arm is in a po-
sition characteristic of that in the actomyosin rigor complex (Fig. 2.3c) (PDB
accession numbers 1OE9, 1W8J) [29]. Furthermore, the nucleotide-binding
elements (P-loop, Switch I and II) within the nucleotide-binding pocket,
(including the β-sheet), have adopted previously unseen conformations that
interfere with ATP binding, demonstrating the structural communication be-
tween myosin’s actin-binding surface and nucleotide-binding site. This com-
munication is transmitted through the coordinated movement of subdomains
that are interconnected at conserved points within the motor domain of all
myosins. The β-sheet of the motor domain is an essential component of this
communication network.

In the apo structure of myosin V, closure of the cleft involves repositioning
the upper 50-kDa subdomain relative to the N-terminal subdomain, produc-
ing a much closer alignment of the upper and lower 50-kDa subdomains. This
results in exclusion of a substantial amount of water relative to the solvent con-
tent observed in open cleft myosin structures. In addition, the conformation
of the nucleotide-binding pocket is altered relative to the weak actin-binding
pre-hydrolysis state such that the distance between the P-loop and switch I
has increased sufficiently to disable their ability to coordinate Mg2+ and for
switch I to interact with the nucleotide. Also, the position of the P-loop ob-
served within the active site appears to obstruct nucleotide entry. Switch II
has adopted a new conformation as well. This element is one of the intercon-
nection points described above that is intimately involved in positioning the
subdomains that are involved in cleft closure and movement of the lever arm.

The structure of myosin V rigor-like crystals soaked with MgADP showed
a slight movement of the P-loop to accommodate the nucleotide, which was
held weakly (PDB accession numbers 1W7I [30]). However, no additional re-
arrangements of the switch I element were observed that would enable coor-
dination of Mg2+ or the γ-phosphate. This provides strong evidence for the
order of products release as Pi >Mg2+ > ADP. Based on the conformational
changes spanning the pre-hydrolysis state for myosin II to those observed in
the rigor-like state of myosin V, it is predicted that the sequence of events
following the initial binding of the phosphate chain of ATP to the P-loop
would involve an inward movement of switch I, through flexion of the β-sheet,
in order to stabilize the γ and β-phosphates and Mg2+ [30]. As part of the
communication network of the motor domain, repositioning of switch II dur-
ing these events would then stimulate opening of the cleft and progression to
the low actin-affinity pre-hydrolysis state [35].

While these structures emphasize the connection between the actin-binding
interface and nucleotide-binding site during the contractile cycle, they also
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reveal the gap in our knowledge of the structural states that embody a tight
actin-binding state with tightly bound MgADP, as well as a state showing the
release of phosphate.

2.5 Active Site of Myosin

The structural studies of the metastable state, as mimicked by the structures
with transition state analogs, provide insight into how the chemical proper-
ties of ATP are accommodated by this family of molecular motors. As noted
earlier, myosin provides dramatic rate enhancement for the hydrolysis of ATP
compared to the uncatalyzed rate in water. Indeed, the bond splitting rate
achieved is far higher than the stepping rate of this family of molecular mo-
tors. It appears that this is achieved first and foremost by providing a frame-
work that positions the hydrolytic water in the correct location for in-line
acceptance of the metaphosphate-like species present at the transition state.
Partial closure of the 50 kDa cleft and the associated rearrangement of the
hydrogen-bonding network around the γ-phosphoryl moiety is a central com-
ponent of this framework. This conformational change also serves to isolate the
active site from bulk solvent, which aids in retention of the hydrolysis product
(Fig. 2.4). Of course the movements of the loops associated with the active
site are also coupled to large conformational changes that serve to prime the
molecule for the powerstroke.

In earlier years it was suggested that myosin and most other phosphoryl
transferases would require or utilize a base to catalyze the removal of the
proton from the “attacking” nucleophile. This suggestion has profoundly in-
fluenced progress in the literature and discussion of ATP and GTP dependent
hydrolytic processes. Indeed, the reaction scheme shown in Fig. 2.1 is highly
unfavorable unless the proton on the attacking water molecule is removed.
The question is when is the proton removed and where does it go? Is it ab-
stracted by a base (side chain in the active site) or does it depart later in
the reaction pathway? Under normal circumstances the pKa of a proton on
water or an alcohol is ∼14. Furthermore, in efficient acid/base catalysis the
pKa’s of the catalytic groups generally match the pKa of the proton that is
removed.

The structures of the MgADP ·VO4 complexes indicate that no catalytic
base is present in the active site of myosin, which suggests that the water
molecule is not deprotonated prior to its attack on the γ-phosphorous atom.
Overall this arrangement is consistent with the solution studies of phosphoryl
transfer, which indicate that the transition state should be metaphosphate-
like and would predict that there is little bond formation to the nucleophile.
If this is true, then it implies that formation of the bond to the attacking
water occurs after the transition state is reached and that bond formation will
lead to a decrease in the pKa of the attached protons, which will facilitate
proton transfer. Thus the question becomes where does the proton on the
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a

b

P-Loop

Switch II

Fig. 2.4. Superposition of Dictyostelium S1dC in the prehydrolysis and metastable
state as mimicked by the complexes with MgADP ·BeFx and MgADP ·VO4. (a)
shows an overview of the molecules to reveal the long range effects of binding a
transition state analog in the active site. (b) shows the local changes associated with
the γ-phosphate binding pocket. In particular the altered conformation of Switch
II serves to close-off the active site from bulk solvent and position the water for
nucleophilic attack on the γ-phosphoryl moiety. In this figure the entire polypeptide
chain for the MgADP ·BeFx complex is included where the lower domain of its 50 kD
region is depicted in yellow. For clarity only lower domain of the 50 kD region and
C-terminal segment are shown for the MgADP ·VO4 complex. These are depicted
in red and cyan respectively. The figure was prepared with the program Pymol from
coordinates with the accession numbers 1MMD and 1VOM respectively [23,24]
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water molecule (now seen as being attacked by metaphosphate) go? This is
an important issue, since early kinetic studies show that the proton produced
in the hydrolysis of ATP is released at the same time as the phosphate [36],
which implies that the proton from the nucleophilic water remains in the
active site in the metastable state.

Computational and experimental studies on small G-proteins, which uti-
lize a similar nucleotide binding motif, suggest that the ultimate base in their
hydrolytic reactions is the γ-phosphate [37, 38] which raised the possibility
that these enzymes and myosin proceed via a mechanism that incorporates
substrate-assisted general base catalysis. At one extreme this would entail
transfer of the proton from the attacking water molecule to the γ-phosphate
followed by nucleophilic attack by a hydroxyl anion where this would im-
ply an associative mechanism. Solution kinetic measurements do not support
this mechanism [39], but together the results suggest that the proton from
the hydrolytic water is eventually transferred to the γ-phosphate. How this
is achieved is subject to discussion. Direct transfer of the proton from the
water molecule to a phosphoryl oxygen would require a four-center transfer
which is stereochemically unfavorable. In myosin, a six center transfer has
been proposed in which the proton is shuttled by hydrogen exchange from the
hydrolytic water to the γ-phosphate via Ser236 [24].

The structures of the transition state complexes provide a satisfactory
explanation for how myosin catalyzes the hydrolysis of ATP, but there remains
the question of what prevents the release of inorganic phosphate once the
hydrolytic event has occurred. This is important since the stability of this
state is a central feature of the motile cycle of myosin.

Insight into the stability of the metastable state can be gained by simply
considering the chemistry of ATP hydrolysis. Based on the earlier descrip-
tion of the source of the free energy, the metastable state must accomplish
the following. It must minimize the loss of free energy due to reduction in
the electrostatic repulsion between the negatively charged groups of the phos-
phoanhydride upon hydrolysis. In addition, it must prevent the resonance
stabilization and solvation of the products relative to the reactants. Although
no structure is available for the true metastable state, calculations which place
the phosphate into the active site provide insight into how these molecular
restraints are accommodated by the active site (Fig. 2.5) [40].

The issue of electrostatic repulsion appears to have been solved by the po-
lar/ionic environment that neutralizes the charge on the γ- and β-phosphates.
Every lone pair on the phosphoryl oxygens participates fully in hydrogen
bonding or ionic interactions, the latter of which include contributions from
the magnesium ion and Lys185. This same set of interactions prevents the
phosphate ion (in the model) from being solvated. The few water molecules
that are observed in the ADP ·VO4 complex participate in a well-ordered hy-
drogen bonding network. Finally the ionic environment serves to localize the
protons on the phosphate and eliminates resonance stabilization and prevents
their loss to solvent.
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Fig. 2.5. Model for the interaction of phosphate with the metastable state. (a)
shows a stereo view of the γ-phosphate pocket in the MgADP ·VO4 form of S1Dc
myosin II. Hydrogen bonds are shown as dashed yellow lines. Mg2+ and its coor-
dinating bonds are shown in orange. Waters involved in the coordination of the
γ-phosphate and Mg2+ are labeled W1 to W5. W1 is depicted as the attacking nu-
cleophile partially bound to the vanadate moiety. (b) shows a stereo view of the
MgADP.VO4 form of S1Dc with phosphate modeled in place of vanadate. Modeling
of phosphate into the active site was done by superimposing the coordinates for
the phosphoanhydride chain from the molecular dynamics and combined QM/MM
reaction path calculations described in reference [40] onto those of the MgADP.VO4

form of S1Dc (PDB accession number 1VOM, [24]). The putative positions of the
protons acquired by phosphate during hydrolysis are shown as H1 and H2. The path
of a portion of the proton shuttling route is shown as dashed red lines. The phos-
phate atoms are shown in magenta, oxygen in red, vanadate in cyan, nitrogen in
blue, hydrogen in white, carbon atoms of myosin in green, and the nucleotide in
yellow. The figures were prepared with the program Pymol
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From the perspective of this model, release of phosphate, which occurs at
the start of the power stroke, might easily be triggered by a small change
in the ionic interactions within the γ-phosphate binding pocket. Although
the exact nature of this signal is unknown, release of the hydrolysis product
in an ordered manner is essential for establishing a conformational cycle in
which energy can be converted into work. It is also clear from the structural
studies to date that phosphate must depart via a different route from which
it entered [41].

2.6 Comparison with G-proteins: Molecular Switches

The active site for myosin shares considerable structural similarities with that
of the G-proteins so that developments in this field have profoundly influenced
our understanding of myosin [42]. The widely used “switch I” and “switch II”
nomenclature to describe conformational switches associated with the mag-
nesium and γ-phosphate binding sites, respectively, arose from studies of the
G-proteins [43]. From a functional view-point, both of these groups of pro-
teins utilize a hydrolytic event to change the binding affinity of the protein
for its ligands (both proteins and nucleotides). G-proteins can be viewed as
molecular switches that alternate between GTP and GDP forms, which dif-
fer in their biological function. In general terms the GDP form is inactive in
signaling whereas the GTP form is active. In the absence of other factors,
the rate of hydrolysis of GTP by G-proteins is exceedingly slow (for in-depth
reviews see [44] and [45]). The close similarity between the active sites of
the G-proteins and myosin suggests that there should be strong mechanistic
similarities (Fig. 2.6).

Arg85'

Asn233

Gly457
Gly62

H2O

Mg2+

P-Loop

GDP

ADP

Fig. 2.6. Comparison of the ATP and GTP γ-phosphate binding pocket in myosin
and the G-proteins. Myosin and RhoA are depicted in yellow and cyan respectively.
The figure for the myosin S1dC ·MgADP ·VO4 and RhoA ·GDP ·AlF−

4 complexes
was prepared with the program Pymol from coordinates with the accession numbers
1VOM and 1TX4 respectively [24,48]
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As noted above, G-proteins by themselves are exceedingly poor GTPases,
whereas when bound to G-protein activating proteins (GAPs) they hydrolyze
GTP at ∼15 s−1, which is ∼105 faster than the uncatalyzed rate [46]. Struc-
tural studies of Ras and Rho, two small G-proteins, bound to their respective
GAPs in the presence of MgGDP ·AlFx which mimics the transition state
for hydrolysis, show how catalysis is achieved [47, 48]. In the activated state,
most but not all, GAPs insert an arginine residue into the active site [49]. In
those proteins that utilize an arginine, this is an essential part of the catalytic
machinery [50]. It has been proposed that, the arginine stabilizes the negative
charge on the transition state in an associative mechanism, however its role
in a more dissociative mechanism is less clear.

A major functional difference between the G-proteins and myosin is the
maintenance of the metastable state in myosin, which allows for a three state
system. In the G-proteins, which alternate between two conformations, there is
no requirement for controlling the release of the free energy of hydrolysis once
the bond-cleavage event has occurred. Careful examination of the structure
of RhoA and its GTPase-activating protein complexed with MgGDP ·AlF4

together with a model of how phosphate might bind indicates that in this
active site the phosphate released from the hydrolysis of GTP would not exist
as H2PO−

4 (Fig. 2.7). Rather, the ionic environment surrounding the terminal
AlF−

4 or phosphate (as modeled) demands that at least one proton must be lost
after the initial bond cleavage and transfer of the proton from the attacking
water molecule to the γ-phosphate must occur. This is due to the presence of
the highly conserved glutamine and arginine residue, which when phosphate
is modeled in the active site are expected to form hydrogen bonding and ionic
interactions with the same phosphoryl oxygen. This is in contrast to myosin
where the same phosphoryl oxygen serves as a hydrogen bond donor to Ser236
and acceptor to Ser181 (Fig. 2.8). Release of a proton will result in a decrease
in free energy due to resonance stabilization. This will also encourage release
of the phosphate from the active site due to charge repulsion between the
terminal phosphoryl group of GDP and inorganic phosphate. Kinetic studies
reveal that phosphate release is fast and not the rate limiting step in the
GAP-activated hydrolytic process [46].

Comparison of the active site of G-proteins with that of myosin suggests
that the catalytic arginine is not strictly required for hydrolysis, since myosin
does not have such a residue and it is not observed in all activated com-
plexes [49]. In myosin, the side chain of Asn233 takes the place of the arginine
guanidinium group. The role of the arginine might be to stabilize the prod-
uct and prevent phosphate from being retained in the active site. Certainly
the presence of an additional positive charge in the active site close to the
γ-phosphoryl moiety will lower the pKa of the phosphate and encourage the
release of protons.

It is of interest that no structures of GDP ·VO4 bound to a G-protein
have been reported [51]. Rather, complexes have only been seen with AlF−

4 ,
which clearly cannot be protonated. The absence of vanadate complexes is
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Fig. 2.7. Model for the interaction of phosphate with the metastable state of
the Rho/GAP GTPase. (a) Shows a stereo view of the γ-phosphate pocket in the
MgGDP. AlF−

4 form of RhoA and its GTPase-activating protein. Hydrogen bonds
are shown as dashed yellow lines. Mg2+ and its coordinating bonds are shown in or-
ange. Waters involved in the coordination of the γ-phosphate and Mg2+ are labeled
W1 to W3. W1 is depicted as the attacking nucleophile bound (red dashed line) to
the AlF−

4 moiety. (b) Shows a stereo view of the MgGDP. AlF−
4 form with phosphate

modeled in place of AlF−
4 . Modeling of phosphate was done by superimposing the

coordinates for the phosphoanhydride chain from the molecular dynamics and com-
bined QM/MM reaction path calculations described in reference [40] onto those of
the MgGDP. AlF−

4 form of the Rho/GAP GTPase (PDB accession number 1TX4).
The orientation of Gln63 has been modified to illustrate a potential structural tran-
sition and hydrogen bond formation upon GTP hydrolysis. The phosphate atoms
are shown in magenta, oxygen in red, aluminum in grey, fluorine in pink, nitrogen
in blue, hydrogen in white, carbon atoms of Rho/GAP GTPase in cyan and yellow,
and the nucleotide in green. The figures were prepared with the program Pymol
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myosin. (b) Shows the interactions in the γ-phosphate pocket of Rho/GAP GTPase.
In this figure phosphate atoms are shown in magenta and oxygen atoms (including
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consistent with the hypothesis that G-proteins have an active site that is
complementary to a deprotonated phosphate, which is expected to shift the
equilibrium towards hydrolysis and release of phosphate.

Comparison of the active sites of myosin and the G-proteins provides an
explanation for why myosin is able to maintain the metastable state and
control the release of free energy from the hydrolysis of ATP. It is of interest
then, whether the same principles are maintained in other molecular motors
such the kinesin superfamily which move along microtubules.

2.7 Kinesin Based Motors

The kinesin family of molecular motors has more members than the myosin
superfamily and in many ways is intellectually more challenging because many
kinesins are intrinsically processive motors. The study of kinesins has a much
shorter history, but fortunately, developments over the last several years have
established a sound kinetic model for its motile cycle [52]. A brief summary
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of the kinetic model for conventional kinesins is presented in order to allow
for a discussion of the nucleotide-binding site in the molecular motor.

This group of proteins is characterized by their ability to travel long dis-
tances along microtubules, which serve as their tracks, without dissociating.
These motors are defined as having a very high duty ratio [18]. As with many
members of the myosin superfamily, conventional kinesins are dimeric mole-
cules where normal movement depends on interactions between the two motor
domains.

Kinesins come in many shapes and sizes, but are all characterized by having
a segment of their sequence that can be identified as a motor domain. This
motor domain contains a core of typically ∼330 amino acids which is much
smaller than the motor domain of myosin (∼760 amino acids). Also, in contrast
to the myosin superfamily which predominately places its motor domain at
the N-terminus, the motor domain in the kinesin superfamily may be located
at either end or in the middle of the polypeptide. In keeping with their major
function as machines for moving organelles, all kinesins have sections that have
been implicated in cargo-binding, where in many cases this includes additional
proteins (light chains). Also, in most cases the polypeptide chain that connects
the motor domain to the rest of the molecule includes an α-helical segment
that allows the motor domains to homodimerize.

As noted, kinesins move their cargoes along microtubules where most ki-
nesins appear to move in a processive hand-over-hand manner along the fila-
ment (Fig. 2.9). Each step corresponds to a longitudinal translation of ∼80 Å
which is equivalent to the distance between equivalent sites on adjacent tubu-
lin heterodimers. Thus, the fundamental question is how is the hydrolysis of
ATP coupled to a unitary step along the filament and how is futile loss of
hydrolysis products prevented.

The kinetic cycle for conventional kinesin is complex. A recent model for
the stepping activity of kinesin is shown in Fig. 2.9 [53, 54]. A central com-
ponent of this model is that the two motor domains are enzymatically out of
phase, which ensures that only one head is firmly attached to the microtubule
at a time. This scheme starts with head 1 tightly bound with the other in a
dissociated state coordinated to ADP. Binding of ATP to head 1 prompts a
conformational change that causes the head 2 to swing forward to the next mi-
crotubule binding site where head 2 enters a weakly bound state which rapidly
releases ADP. Hydrolysis of ATP in head 1 is followed by tight binding of head
2 to the leading site. Loss of phosphate from head 1 allows detachment of the
now trailing head. A key component of this model is the strain dependent
communication between the two heads which provides directionality to the
cycle as well as providing a resolution to the earlier confusion associated with
the solution studies [54]. It also places the hydrolysis and phosphate release at
a specific location in the cycle, which is thermodynamically essential for an
energy transducing system. Significantly, both for myosin and kinesin phos-
phate release is coupled to a rate-limiting step in the hydrolytic cycle. There-
fore, as with myosin, the structural states of kinesin that lead up to and
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Fig. 2.9. Kinetic cycle for kinesin-based motors. Adapted from Fig. 2.1 in reference
[53] and [54]

follow the hydrolysis of ATP are central to understanding the molecular basis
of energy transduction.

A large number of high-resolution structures are available for motor do-
mains of members of the kinesin superfamily together with a few structures
of dimeric species. These include several structures of kinesin motor domains
bound to non-hydrolysable and transition-state analogs. The implications of
these structures in developing a model for the stepping cycle have been re-
cently reviewed [55].

As with myosin, there is no high resolution structure for kinesin bound
to microtubules, however an image reconstruction of the motor domain of
KIF1A in its ADP and ADPPCP state bound to microtubules [56] has
provided insight into the overall arrangement of the active site of kinesin
relative to the α/β subunits of the tubulin monomers. As shown in Fig. 2.10,
the nucleotide-binding site lies in close proximity to an α/β tubulin dimer.
This reconstruction in conjunction with the more recent structures of KIF1A
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Fig. 2.10. Model for the interaction of one motor domain of kinesin with two α/β
heterodimers of tubulin based on an image reconstruction of the motor domain
from KIF1A bound to microtubules [56]. The orientation was chosen to show the
close relationship between the nucleotide binding site and the microtubule-binding
interface. The figure was prepared with the program Pymol from coordinates with
the accession number 1IA0 [56]

bound to transition state analogs forms the basis of the current model for the
stepping cycle of the kinesin superfamily of molecular motors [57].

The structure of the kinesin motor domain bears many topological simi-
larities to myosin, even though it is considerably smaller (Fig. 2.11) [58–60].
It utilizes a P-loop motif to coordinate the nucleotide and contains the same
switch I and II elements common to the G-proteins [61]. As such the require-
ments for hydrolyzing ATP and retaining the hydrolysis products seen in
myosin should be observed in these structures. The initial structures of mem-
bers of the kinesin superfamily all contained ADP reflecting the high affinity
of kinesin for the hydrolysis product. The second phase of structures incorpo-
rated non-hydrolyzable analogs and complexes of vanadate and metalofluoride
with MgADP all bound to the motor domain of KIF1A [56, 57]. It should be
noted that KIF1A is a monomeric kinesin and has been associated with a
diffusive Brownian mechanism [62,63], however it has also been demonstrated
that this motor can dimerize and under these circumstances functions as a
processive motor [64]. Given the sequence and structural similarity between
KIF1A and conventional kinesins it is likely that this motor shares the same
molecular mechanism for energy transduction described above.

Examination of the MgADP ·AlFx complex with KIF1A motor domain
suggests, based on the discussion developed earlier for myosin and the
G-proteins, that the observed complex does not represent either the phos-
phate pre-release structure or a model for the transition state for hydrolysis.
As can be seen, the active site is quite open and there are limited contacts
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a

b

Chicken Skeletal Myosin S1

Human Kinesin Motor Domain (1BG2)

Fig. 2.11. Comparison of myosin subfragment 1 and a kinesin motor domain. This
shows the topological similarities surrounding the nucleotide-binding site these two
classes of motor domain. The secondary structural elements that are shared by both
motor domains are depicted in blue. The figure was prepared with the program
Pymol from coordinates with the accession numbers 2MYS and 1BG2 [21,58]

between the protein and the terminal AlFx moiety (Fig. 2.12). In addition the
absolutely conserved glycine residue in Switch II is not coordinated directly
to the AlFx moiety as observed in myosin or the G-proteins, which suggests
that the transition state analog has not bound in the location expected for
the γ-phosphoryl group. Likewise, the components of Switch I are not coordi-
nated to the magnesium ion as found in all other P-loop containing proteins.
It can be readily envisaged that in its current form, this conformation could
not retain phosphate since there is nothing that will prevent the loss of pro-
tons or provide charge neutralization necessary to retain the product in the
active site. Simple chemical consideration of the requirements for hydrolyzing
ATP and retention of the hydrolysis product, in conjunction with the kinetic
model, suggests that there is much more to be learned about the active site
of the kinesin superfamily. It can be stated with certainty that the none of



36 I. Rayment and J. Allingham

Al Al

G251 G251

Mg Mg

D248 D248

S215 S215

S104 S104

P-Loop
Switch II Switch II

P-Loop

Switch I Switch I

Fig. 2.12. Stereo view of the coordination of AlF3 to the kinesin motor domain
of KIF1A. The P-Loop, Switch I, and Switch II are depicted with red, green, and
cyan carbon atoms, respectively. The hydrogen bonding and ionic interactions of the
AlF3 moiety with the contents of the active site are shown in dashed red lines. As
can be seen, the coordination sphere of this phosphate analog is far from complete.
The figure was prepared with Pymol with coordinates with the accession number
1VFX [57]

the current high-resolution models reflect the true state for the active site
of kinesin when it is bound to microtubules prior to or after the committing
chemical step.

2.8 Conclusions

The study of molecular motors draws on disciplines that cover all fields of sci-
entific endeavor extending from cell biology, through chemistry and biochem-
istry, into physics and mathematics. Progress is made when the understanding
gained from one area is applied across interdisciplinary boundaries. Ironically
the fundamental constraints observed and accepted within one discipline are
often unknown to others. The purpose of this review has been to reconsider
the fundamental chemical features of nucleotide hydrolysis within the context
of recent developments in our structural and kinetic knowledge of the motile
cycles of myosin and kinesin.

Simple consideration of the source of free energy from the hydrolysis of a
phosphodiester bond provides immediate insight into the observed organiza-
tion of the kinetic cycles of linear motors. Because of the great differences in
kinetic rate of bond hydrolysis and cycle time of the motors, both myosin and
kinesin have evolved mechanisms for coupling the release of product with a
fundamental step in the motor cycle. In turn, this demands that the motor
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proteins themselves must have a structural framework or defined conforma-
tion that serves to retain the hydrolysis products. While it is clear how this
is achieved for myosin, it is less clear that this state has been defined for the
kinesin superfamily. For both systems, questions of communication between
interacting components still remain. In the case of myosin it is unknown how
the interactions between actin and myosin serve to trigger the release of phos-
phate, whereas for the kinesin superfamily, the exact nature of the signal from
one head to the other which triggers the release of phosphate remains to be
discovered.
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3.1 Introduction

Most animals perform sophisticated forms of movement such as walking, run-
ning, flying and swimming using their skeletal muscles. Although directed
movement is not generally associated with plants, cytoplasmic streaming in
plant cells can reach velocities greater than 50 µm/s and thus constitutes one
of the fastest forms of directed movement. Unicellular eukaryotic organisms
and prokaryotes display diverse mechanisms by which they are able to ac-
tively move towards a food source, light or other sensory stimuli. On the
cellular level active transport of vesicles and organelles is required, since the
cytoplasm resembles a gel with a mesh size of approximately 50 nm, which
makes the passive transport of organelle-sized particles impossible. For elon-
gated cells such as neurons, even proteins and small metabolites have to be
actively transported.

Linear motor proteins, moving on cytoskeletal filaments such as actin fila-
ments and microtubules, are predominantly responsible for the motile activity
in eukaryotic cells. They are chemo-mechanical enzymes that use the chem-
ical energy from adenosinetriphosphate (ATP) hydrolysis to generate force
and to move cargoes along their filament tracks. Under physiological condi-
tions, the energy input per molecule of ATP corresponds to the chemical free
energy liberated by its hydrolysis to adenosinediphosphate (ADP) and inor-
ganic phosphate (Pi), ca. 10−19 J (100 pNnm). The thermodynamic efficiency
of motor proteins varies between 30 and 60%. As machines, motor proteins
are unique since they convert chemical energy to mechanical work directly,
rather than through an intermediate such as heat or electrical energy.

3.2 Structural Features of Cytoskeletal Motor Proteins

Three families of linear, cytoskeletal motor proteins have been described: ki-
nesin, dynein, and myosin (Fig. 3.1). Kinesin and dynein family members
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move along microtubules while the members of the extended myosin super-
family move along actin filaments. The number of molecular engines and mo-
tor proteins has greatly increased with the advance of the various genome
projects. We now know more than eighteen myosin subfamilies or classes.
Thirty-nine myosin heavy chain genes have been found in the human genome;
nine of these are expressed in muscle tissues, while the remainders, the so-
called unconventional myosins, are responsible for cell motilities other than
muscle contraction. Fourteen subfamilies are known for kinesins and three for
dyneins.

Comparisons of the available full-length sequences of dynein heavy chains
have shown that dynein is a member of the AAA+ (ATPase Associated
with various cellular Activities) protein family [1]. So far, more than 200
AAA+ family members have been identified that participate in diverse cellu-
lar processes. Dyneins are further divided into two groups: cytoplasmic dynein
and axonemal dynein. Cytoplasmic dynein is composed of two identical heavy
chains of about 530 kDa each. Additionally, cytoplasmic dyneins consist of
two 74 kDa intermediate chains, about four 53–59 kDa intermediate chains,
and several light chains. Axonemal dynein shares the same heavy chain struc-
ture but its overall structure is far more complicated and will not be discussed
here in detail (reviewed in [2]).

Dynein heavy chains consist of the C-terminal head with two elongated
flexible structures called the stalk (microtubule-binding domain) and the N-
terminal tail (cargo-binding domain). The head and the stalk form a mo-
tor domain (Fig. 3.1d). The motor domains of all dyneins are generally well
conserved in sequence (with 40–80% similarity) [3] and are indistinguishable
by electron microscopy at the single-particle level (reviewed in [4]). A single
dynein motor domain has a mass of almost 380 kDa. Most of this mass is con-
tained in seven protein densities that encircle a cavity to produce a ring-like
architecture, named a head ring. At least six of the seven densities probably
correspond to the highly conserved AAA-modules containing specialized mo-
tifs for ATP binding (e.g. P-loop motif). The first four of six AAA-modules
are predicted to bind nucleotides [5]. The first P-loop (P1) has the most highly
conserved sequence among dyneins and was previously assigned as the princi-
pal site of ATP hydrolysis by vanadate-mediated photocleavage of the dynein
heavy chain. Further strong support for a functional role of P1 has been pro-
vided by molecular dissection of cytoplasmic dyneins in which mutation of
this P-loop abolished motor activitiy [4, 6]. The microtubule binding domain
named the stalk, is flanked by two relatively long coiled-coil regions and is
structurally conserved among all dyneins. This stalk extends from the head
between AAA-modules #4 and #5. Its tip interacts with microtubules in an
ATP-sensitive manner.

Based on electron microscopic observation of an axonemal dynein, our
group proposed a model in which multiple conformational changes are coor-
dinated in such a way that the changes between the AAA domain #1 and
its neighbors are amplified by the docking of the head ring onto a linker that
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Fig. 3.1. Structure and topology of molecular motors. (a) Structure of the myosin
motor domain with light chain binding region. N-terminal domain, green; L50 or
actin binding domain, cyan; U50, red; C-terminal domain, blue. The essential and
regulatory light chains are colored yellow and magenta, respectively. (b) Structure
of the kinesin 1 motor domain dimer. Switch-1 region, green; switch-2 region, cyan;
neck linker and neck helix, blue. (c) Topological map of the myosin motor domain. In
addition to the domains and subdomains shown, crystallographic results reveal that
the segment between β7 and switch-2 moves as a solid body and can be regarded
as an independent subdomain. Helices are shown as circles and β-strands as trian-
gles. The background colours are: N-terminal SH3-like β-barrel, yellow; U50 sub-
domain, pink; L50 subdomain, cyan; converter domain, light-blue. The 7-stranded
central β-sheet is shown in red (β1 116–119; β2 122–126; β3 649–656; β4 173–178;
β5 448–454; β6 240–247; β7 253–261) (modified from [7]). (d) Isolated molecules
of a monomeric flagellar inner arm dynein (subspecies c), imaged in two biochemi-
cal states using negative staining electron microscopy. These images show that the
ADP.Vi-molecule has the same general form as the apo-molecule, but the latter is
more compact. Schematic diagram of the power stroke of axonemal dynein. Rigid
coupling between AAA domain #1 and a linker causes a rolling of the head towards
the tail which translates the microtubule by 15 nm under zero load conditions. The
distance between the tip of the stalk in these two conformations is approximately
15 nm [8]
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connects the tail and the head ring [8] (Fig. 3.1d). When the stalk tip binds
tightly to a microtubule, this may promote a concerted conformational change
in AAA-modules #4 to #1, leading to activation of release of ADP and phos-
phate from AAA-module #1. Rigid coupling between AAA-module #1 and
linker causes a rolling of the head towards the stem. The linker docks on the
head ring and the resultant rotation of the head ring swings the stalk. Judging
from the sequence and structural similarities between axonemal and cytoplas-
mic dyneins, it appears reasonable to assume that the two dynein subfamilies
adopt the same mechanism for force generation.

Kinesin [9,10] and myosin [11] motor domains share a common core struc-
ture even though they move on different filament tracks and the myosin motor
domain is twice as large as the ∼350 residue kinesin motor domains (Fig. 3.1a,
b). The core structure of kinesin and myosin motor domains is distantly re-
lated to the GTPase subunit of heterotrimeric G proteins and small G-proteins
of the Ras family [12, 13]. The core structure includes three conserved se-
quence motifs, termed P-loop, switch-1 and switch-2 at the nucleotide-binding
pocket, which act as γ-phosphate sensors. Their switching between ATP and
ADP states is associated with specific intramolecular movements, analogous
to the nucleotide dependent conformational transitions in G-proteins, which
are central to the mechanism of kinesin and myosin family motors. To carry
out directed movements, motor proteins must be able to associate with and
dissociate from their filament tracks. All motor proteins have at least one
force-producing motor domain that contains in addition to the active site,
which is responsible for ATP binding and hydrolysis, a binding site for the
cytoskeletal filament. In myosins and conventional kinesin, a neck domain
connects the motor domain to the tail region. The neck region of myosins
is formed by one or more so-called IQ motifs serving as binding sites for
calmodulin or calmodulin-like light chains (Fig. 3.1a). The resulting complex
of extended α-helical heavy chain and tightly bound light chains serves as a
lever arm amplifying and redirecting smaller conformational changes within
the myosin motor domain that occur during the interaction with nucleotide
and filamentous actin (F-actin) [14,15]. The cargo-binding tail domain shows
high diversity both between motor families and within a single motor family.
This enables different motors to bind different cargoes and thus to perform a
wide variety of cellular functions.

3.3 In Vitro Motility Assays: A Link between Physiology
and Biochemistry

A key issue in motor protein research is the mechanism of chemomechanical
coupling. For myosin, we would like to understand how a series of chemical
events such as ATP binding, hydrolysis of ATP, release of phosphate, and
ADP release induce changes in the ATP binding site, and how the changes



3 How Linear Motor Proteins Work 45

are coupled to events at the actin binding site and transmitted into large scale
structural changes leading to the production of working strokes of 5 to 50 nm.

Detailed structural information is required to unravel the mechanism by
which force and movement are produced. In addition, to link the enzyme
kinetics of the motor protein ATPase in solution with the mechanics and en-
ergetics of motor proteins, it is essential to use experimental systems in which
both ATP-turnover and mechanical parameters can be accurately measured.
Here, motor protein studies were advanced greatly by the development of in
vitro motility assays. In such assays, the motility of a system consisting only of
the purified motor protein, F-actin or microtubules, ATP and buffer solution
can be measured under well-defined conditions. The in vitro assay systems
are useful in filling the gap between the physiology and biochemistry of motor
proteins because these systems enable us to directly observe force generation
and movement involving only a very small number of protein molecules.

Two typical geometries are used for in vitro motility assays: bead assays
and surface assays (Fig. 3.2). In the former, filaments are fixed to a substrate,
such as a microscope slide, and motors are attached to small plastic beads,
typically 1 µm in diameter, or to the tip of a fine glass needle. The motion
of the beads or of the needle along the filaments in the presence of ATP
is visualized using a light microscope. Position and movement of the beads
or the needle are measured photo-electrically and can be determined with a
resolution on the order of nanometers and sub-millisecond time-response. In
the surface assays, the motors themselves are fixed to the substrate, and fila-
ments are observed to diffuse down from solution, attach to and glide over the
motor-coated surface. Visualization of the filaments is readily accomplished
using dark-field or fluorescence microscopy. Measurements performed on large
numbers of enzyme molecules frequently hide important details of their mech-
anism. Similarly, the discrete actions performed by individual motor proteins
are buried in the average when the net output from a large number of asyn-
chronous motors is monitored. In recent decades, rapid progress in a number
of technologies such as atomic force microscopy, optical trap nanometry and
fluorescence microscopy has provided us with tools to follow the dynamics of
single-molecules in situ with spatial and temporal resolution extending to the
Å and µs ranges. This allows the direct observation of the dynamic proper-
ties of molecular motors, which macroscopic ensemble-averaged measurements
cannot detect. Two fundamental motor protein parameters, coupling efficiency
and step-size, that can only be indirectly inferred from conventional in vitro
motility assays are now accessible by single molecule approaches, permitting
the direct and simultaneous observation of ATP-turnover and force produc-
tion.
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Fig. 3.2. Geometries for quantitative in vitro motility assays. (a) Motile activity
can be detected and quantified by attaching the motor to a bead and allowing it to
interact in an ATP-dependent manner with microtubules or oriented actin filaments
on the cover glass surface. (b) Alternatively, individual fluorescence labelled and
phalloidin-stabilized actin filaments can be observed moving over a lawn of myosins
and microtubules can be observed moving over a lawn of dynein or kinesin motors

3.4 Structural Features of the Myosin Motor Domain

The core of the myosin motor domain is formed by a central, 7-stranded
β-sheet and is surrounded by α-helices (Fig. 3.1a). The N-terminal 30 residues
of the myosin heavy chain extended between the motor domain and the
neck region. Unless otherwise stated, sequence numbering refers to the
Dictyostelium myosin-II heavy chain. Residues 30–80 form a protruding SH3-
like β-barrel domain. The function of this small domain is unknown; however,
it is absent in class-I myosins and thus appears not to be essential for motor
activity. A large structural domain, which accounts for 6 of the 7 strands of
the central β-sheet, is formed by residues 81–454 and 594–629 (Fig. 3.1c). This
domain is usually referred to as the upper 50K domain (U50). A large cleft
divides the U50 from the lower 50K domain (L50), a well defined structural
domain formed by residues 465–590. The actin binding region and nucleotide
binding site of myosin are on opposite sides of the seven-stranded β-sheet and
separated by 40–50 Å. The P-loop and the switch motifs are located in the U50
domain and form part of the ATP binding site. Switch-1 and switch-2 contact
the nucleotide at the rear of the nucleotide binding pocket. The switch motifs
move towards each other when ATP is bound and move away from each other
in its absence. Conformational changes during the transition between different
nucleotide states do mostly correspond to rigid-body rotations of secondary
and tertiary structure elements. The motor domain can thus be regarded as
consisting of communicating functional units with substantial movement oc-
curring in only a few residues.

Residues 630–670 form a long helix that runs from the actin binding region
at the tip of the large cleft to the 5th strand of the central β-sheet. A turn and



3 How Linear Motor Proteins Work 47

a broken helix are formed by residues 671–699. The segments of the broken
helix are frequently referred to as SH1 and SH2-helices. The converter domain
formed by residues 700–765 functions as a socket for the C-terminal light chain
binding domain and plays a key role in the communication between the active
site and neck region.

3.5 Amplification of the Working Stroke
by a Lever Arm Mechanism

According to the lever arm model, the step size of myosins is predicted to
be proportional to the length of the neck region. An important feature of
the lever arm model is that it has the neck region rigidly attached to the
converter domain. During the power stroke, converter domain and lever arm
swing together in a rigid body motion (Fig. 3.3a). The axis of rotation lies close
to and is oriented almost parallel to a long α-helix formed by residues 466–
496, which is usually referred to as the relay helix (Fig. 3.1c). The swinging
movement, from an initial UP position to a DOWN position at the end of
the working-stroke, is accompanied by the release of the hydrolysis products
inorganic phosphate and ADP. The actomyosin ATPase cycle (Fig. 3.4) can be
described by a number of intermediate states, which have ATP, its hydrolysis
products or no nucleotide bound at the active site and display high or low
affinity for F-actin.

The ATP-bound and nucleotide-free states are structurally and biochem-
ically well-defined. They define extreme positions in regard to nucleotide and
actin affinity as well as lever arm position. In the ATP-bound state, the affinity
of myosin for F-actin is 10,000-fold reduced compared to the nucleotide-free
protein. Conversely, strong binding to F-actin reduces the affinity for nu-
cleotide 10,000-fold. The following sequence of events explains the reciprocal
relationship between actin and nucleotide affinity. The switch-1 loop preced-
ing β2, the switch-2 loop following β3, and the P-loop following β4 undergo
large conformational changes upon ATP-binding. These movements of the
active site loops stabilize γ-phosphate binding and the coordination of the
Mg2+ ion. Additionally, the three edge β-strands: β5, β6, and β7 change their
orientation, which leads to large changes in the relative position of the U50
and L50 subdomains and opening of the large cleft between them. Changes of
nucleotide binding loop structures are thereby coupled to large movements of
the actin binding region. The central role played by the interaction between γ-
phosphate and nucleotide-binding loops explains why ATP but not ADP can
induce the changes leading to low actin affinity. The establishment of a tight
network of hydrogen bonds in the final ATP-myosin complex is concomitant
with the formation of a proper active site. This allows the ATPase cycle to
advance to the myosin-ADP-Pi intermediate. However, ATP hydrolysis is not
the key step that drives the cycle forward. In fact the equilibrium constant
for the hydrolysis step is close to unity. What makes the cycle unidirectional
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Fig. 3.3. Mechanical models for myosin-based forward and backward movement.
(a) Power-stroke of a conventional barbed plus-end directed myosin. (b) The in-
sertion of a domain (red) between the converter region (blue) and the lever arm
(orange) reverses the direction of the power-stroke and produces a minus-end di-
rected myosin. The lever arm moves tangential to the long axis of the actin filament.
The right hand panels show the myosin motor domain in the post power-stroke state
(green) with an artificial lever arm consisting of two α-actinin repeats (blue) or two
α-actinin repeats and a directional inverted that is derived from the hGBP 4-helix
bundle (red)

is the irreversibility of ATP binding. Binding of the myosin motor domain to
actin induces a reversal of the sequence of conformational changes that are in-
duced by ATP binding. Strong actin binding induces closing of the large cleft
between U50 and L50 [16]; this leads to a distortion of the central β-sheet, the
outward movement of the nucleotide binding loops disrupts the coordination
of the Mg2+ ion and thereby ADP binding [17,18]. The loss of the Mg2+-ion
coordination induced by actin-binding is similar to the effect of GTPase ex-
change factors on the release of GDP by small G-proteins. Therefore, actin
can be viewed as an ADP-exchange factor for myosin [12, 18]. Concomitant
with the transition from the ATP-bound state to the rigor-like state, the lever
arm swings from its UP position to the DOWN position [19].

The various genome projects have led to the identification of a large num-
ber of new myosins and myosin classes. However, their characterisation is
greatly impeded by the fact that the sequencing projects cannot identify the
light chains that are associated with the individual myosin heavy chains. In
the case of class-I myosins, analysis of the motor activity of the native pro-
tein is further hampered by the presence of an ATP-insensitive actin-binding
site in the tail region [20]. Here, the direct fusion of an artificial lever arm to
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Fig. 3.4. Actomyosin ATPase cycle. (Upper panel) Mechanochemical scheme of the
actomyosin ATPase cycle. Actin monomers are shown as golden spheres. The motor
domain is colored metallic grey for the free form, purple for the weakly-bound form,
and violet for the strongly-bound form. The converter is shown in blue and the lever
arm in orange. Starting from the top-right the following sequence of events is shown:
ATP binding induces dissociation of the actomyosin complex. The lever arm returns
in the pre-powerstroke position and ATP hydrolysis occurs. Actin-binding can be
described in terms of a three-state docking model. The initial formation of a weakly
bound collision complex between the myosin head and F-actin is governed by long
range ionic interactions and is strongly dependent on ionic strength but indepen-
dent of temperature. Strong binding is initiated by the following isomerisation to
the A-state, leading to the formation of stereospecific hydrophobic interactions. The
A-state is affected by organic solvent and temperature. Ionic strength has a compar-
atively small effect on the formation of this state. The following stepwise transition
upon Pi release and then ADP release to a strongly bound state (R-state) involves
major structural rearrangements with formation of additional A-M contacts. The
conformational changes involve both hydrophobic and ionic interactions. In many
myosins both Pi and ADP release result in movement of the lever arm and con-
tribute to the working stroke. The A-to-R transition is dependent on the effective
concentration of F-actin and hydrolysis products, as the reaction sequence is read-
ily reversible [21]. (Lower panel) Minimal description of the myosin and actomyosin
ATPase as defined in solution. Vertical arrows indicate the actin association and dis-
sociation from each myosin complex. In every case the events shown can be broken
down into a series of sub steps involving one or more identifiable protein confor-
mational changes. The states with a yellow background represent the predominant
pathway for the actomyosin ATPase (modified from [7])
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the motor domain greatly facilitates the production and characterization of
recombinant myosin motors displaying full motile activity. It could be demon-
strated that the kinetic properties of myosin motor domains from various
classes are not affected by the fusion with an artificial lever arm [22,23]. The
replacement of the native neck region with artificial lever arms is facilitated
by the limited number of contacts between the motor domain and the neck
region. The main technical problems that need to be overcome are the cre-
ation of a stiff junction and tight control over the direction in which the lever
projects away from the motor domain. Spectrin-like repeats have been used to
produce constructs with artificial lever arms of different length for a variety
of unconventional myosins.

We applied this approach to characterize the motor properties of a myosin
XI, which drives cytoplasmic streaming [22]. Cytoplasmic streaming, as found
in plant cells and algae, belongs with velocities of up to 100 µm s−1 to the
fastest forms of actin-based motility. Electron microscopy of rotary shadowed
native plant myosin XI show two head domains with elongated neck regions
that are much larger than those observed with myosin II. The neck regions
join in a thin stalk of 25 nm length, which has two smaller globular domains
attached to its distal end. This structural organization is similar to that of
myosin V, whose mechanical properties have been extensively studied [24].
A Chara corallina myosin XI motor domain fused to two α-actinin repeats,
corresponding to an artificial lever arm of approximately 12 nm length, moves
actin filaments with a mean velocity of 16.2 µm/s in the in vitro motility
assay [22,25].

3.6 Backwards Directed Movement

Actin filaments are formed from G-actin monomers and microtubules from
α/β-tubulin dimers. Due to the head-to-tail arrangement of these constituent
building blocks, the resulting filaments are polar structures. The inherent
polarity of the filaments and the stereospecificity of their interactions with
motor proteins form the basis for directional movement in biological systems.
Each individual type of motor protein moves towards either the plus or the
minus end of its respective filament. The difference in the polymerization rates
distinguish the fast-growing plus-ends from the slower-growing minus-ends.
The directionality of a motor protein can be readily determined by in vitro
motility assays. The minus-end of an actin filament or a microtubule can be
fluorescently labeled to distinguish it from the plus-end. Using this technique,
it was discovered that, different from conventional kinesin, the kinesin-related
protein motors ncd [26] and Kar3 [27] are minus-end-directed microtubule-
based motors and, different from conventional myosin, myosin VI [28,29] and
myosin IX [30] are minus-end directed actin-based motors.

Structural studies have shown that the myosin power-stroke occurs tan-
gentially to a circle that is defined by the circumference of the actin filament
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(reviewed in [31]). As described above, the origin of the translational move-
ment of the lever arm is the rotation of the converter domain that results from
the conformational changes associated with ATP-binding, ATP-hydrolysis,
release of products and the interactions with F-actin. A lever arm mechanism
implies that a reversal of the direction of movement can be achieved simply by
rotating the attachment point of the lever arm through 180◦. If the lever arm
points in the opposite direction, the same rotation of the converter region
that produces plus-end directed movement in the native myosin will lead to
the opposite translational movement of the tip of the lever arm and therefore
minus-end directed movement in the mutant constructs (Fig. 3.3) [32].

The following points need to be considered in engineering a construct with
a lever arm rotated by 180◦. First, a suitable protein or protein domain needs
to be identified whose insertion leads to a near 180◦ rotation of the lever
arm. Secondly, steric clashes between the lever arm and the motor domain
must be avoided. Finally, rigid junctions have to be created and the individ-
ual building blocks joined in the proper orientation. The following molecular
building blocks were used for the generation of an artificial minus-end directed
myosin: a directional inverter formed by a 4-helix bundle motif derived from
human guanylate binding protein-1 (hGBP), an artificial lever arm formed by
Dictyostelium α-actinin repeats 1 and 2, and a plus-end directed class I myosin
motor domain derived from Dictyostelium MyoE [32]. The design of a func-
tional construct was considerably facilitated by the fact that the structures
of all three building blocks used for the generation of the backwards-moving
motor were known [33–35].

3.7 Surface-Alignment of Motor Proteins
and their Tracks

The controlled attachment of motor proteins and their protein tracks to well-
defined surface areas offers a potential route to the production of functional
nanomachines. To this end, effective and non-destructive methods have been
investigated for immobilizing these proteins on surfaces and for steering the
resulting output in the form of force and movement in defined directions.
Additionally, the motion of the protein filaments or beads needs to be under
tight directional control and not random as in the standard in vitro assay
system [36].

Microtubules have a low affinity for clean glass, but modifications of the
glass surface can provide selective attachment of microtubules. Immobilizing
microtubules selectively on lithographically patterned silane surfaces was first
reported by [70]. They found that microtubules bound strongly to amine-
terminal silanes while retaining the ability to act as active rails for kinesin
motility. By exposing the silane surface to light from a deep UV laser, they
produced aminosilane patterns lithographically with line widths varying from
1 to 50 µm, and used these patterns for selective adhesion of microtubules.
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Using microtubules oriented by buffer flow and immobilized with aminosilane,
[37] demonstrated that kinesin-coated silicon microchips can move across the
microtubule surface. In these experiments microtubules were aligned along
the patterns but not with equal polarity.

Alignment of protein tracks, microtubules or actin filaments with the same
polarity is fundamental to applications of motor proteins as elementary force
generators in nanotechnology. When driven by very small number of kinesin
molecules, microtubules aligned under continuous buffer flow with the same
polarity during active sliding [38]. However, the unipolar alignment of micro-
tubules is quickly abolished by thermal agitation after cessation of the flow.
Improving this technique, Böhm and coworkers (2001) immobilized micro-
tubules aligned in buffer flow on kinesin-coated surface with gentle treatment
with 0.1% glutardialdehyde. Even with this glutardialdehyde treatment, mi-
crotubules retained their activities as substrate for kinesin motility. Kinesin-
coated beads (glass, gold and polystyrene) with 1–10 µm diameters moved
unidirectional on the microtubules with average velocity of 0.3–1.0 µm s−1

over a distance up to 2.2 mm [39].
A simple and versatile method used in our laboratory for arranging micro-

tubules on a glass surface in a defined array with uniform polarity uses pos-
itively charged nanometer-scale polyacrylamide beads and directional buffer
flow [11]. Polarity-marked microtubules attached via their seed-end to the
bead-surface even at high ionic strength. The seed-ends, which are located at
the minus-end of the microtubules, contain ethylene glycol bis [succinimidyl-
succinate] (EGS) cross-links and tetramethylrhodamine at a much higher con-
centration than the rest of the microtubule. Without EGS-crosslinking, the
seed part does not bind to surfaces at high ionic strength. Low ionic strength
solution is then introduced in the flow-cell and microtubules are direction-
ally aligned in the direction of buffer flow (Fig. 3.5). Microtubules bind to
beads tightly at low ionic strength. Generally, surface binding of microtubules
is ionic strength-dependent and fully reversible. Surface-bound microtubules
support normal movement of kinesin-coated beads in one direction, indicat-
ing that microtubules remain intact even after binding to the surface. The
convenience of this procedure for orienting microtubules with uniform polar-
ity makes these surfaces useful not only for powering nanometer-scale devices
but also for measuring spectroscopic properties of microtubule motors, such
as kinesin and dynein.

3.8 Controlling the Direction
of Protein Filament Movement Using MEMS Techniques

The gliding movement of microtubules or actin filaments is now spatially con-
trollable. A number of methods for the control of filament movement in defined
directions have been developed. In these methods, chemical modifications and
micro-fabrications of the surface have been used. In order to control the track
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Fig. 3.5. Polarity-marked microtubules attached on positively-charged glass sur-
face. (a) Illustration of experimental arrangement of nanobeads and seeds of micro-
tubules. The glass surface was first coated with positively-charged polyacrylamide
nanobeads. Since the EGS-cross linked seeds of microtubules (bright fluorescence)
had negative charges, microtubules selectively attached on the surface at their minus
ends. Buffer flow oriented these microtubules on the surface. (b, c) Fluorescence mi-
croscopic observation of aligned microtubules. The polarity of microtubules can be
easily identified from the position of the brightly labeled seeds. The images demon-
strate how microtubules can be efficiently aligned in a unipolar fashion by buffer
flow. Scale bar, 15 µm in b, 4 µm in c

along which filaments glide, it is necessary to restrict the location of active
motors to specific regions of the surface. While the detailed interactions of
motor proteins with surfaces are not well understood, it has been observed
that myosin motility is primarily restricted to the more hydrophobic resist
surfaces [40, 41]. Thus, myosin and proteolytic fragments of myosin can be
readily aligned on polytetrafluoroethylene (PTFE)-deposited surfaces, result-
ing in the movement of actin filaments being restricted to the well-defined
fabricated tracks [42]. PTFE thin films are readily generated by rubbing a
heated glass-coverslip surface with a PTFE rod while applying a defined
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Fig. 3.6. Alignment of myosin or proteolytic fragments of myosin on poly-
tetrafluoroethylene (PTFE)-deposited surfaces. (a) Mechanical deposition of PTFE
thin film on glass surface. A rod of solid PTFE is moved against a coverslip on a hot
plate at a constant rate of 50 mm/s and constant pressure (7× 104 Pa). (b) Atomic
force microscopic observation of the PTFE thin film deposited on the glass surface.
(c) A sequence of fluorescence microscopy images showing the movement of fluo-
rescent actin filaments on a myosin S1-coated PTFE-thin film. Actin filaments are
moving on the ridges of the PTFE deposit in a bi-directional fashion. Reproduced
with permission from [43]

pressure [44]. The PTFE thin films were used for alignment or graphoepi-
taxial crystal growth of a variety of substances [44, 45]. The resulting films
on the coverslip surface consist of many linear and parallel PTFE ridges of
10–100 nm width (Fig. 3.6). Myosin or its proteolytic fragments, subfragment
1 (S1) or heavy meromyosin (HMM) bind to the ridges without losing activity
and actin filaments move on these ridges with the speed that is typical for in
vitro motility of myosin or myosin-fragment. This PTFE technique was also
used for the kinesin-microtubule system [46].

However, the widths, heights and shapes of the PTFE ridges are diffi-
cult to control. To overcome this difficulty, various polymers were examined
for use as surface coating, and several effective polymers that maintain the
activity of motor proteins have been reported. Thus methods have been de-
veloped in which a glass or silicone surface is coated with resist polymers
such as polymethylmethacrylate (PMMA) or SAL601. UV radiation, electron
beams or soft lithography are then used to remove resist from defined regions
and to draw specific patterns on the substrate. With careful selection of the
buffer solutions [e.g. pH, ionic strength, concentration of motors, choice of
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blocking substances such as casein and bovine serum albumin (BSA) and/or
detergents], motility can be restricted either to the unexposed, resist polymer
surface or to the exposed underlying substrate.

PMMA was the first resist polymer found to be useful for immobiliz-
ing myosin molecules while retaining their abilities to support the move-
ment of actin [42]. Patterned surfaces were prepared by photolithography
with PMMA-coated glass coverslip. Various patterns of tracks of PMMA were
fabricated on coverslips, and HMM was introduced and immobilized on the
patterns. Fluorescent actin filaments were then added in the presence of ATP.
Their movements were confined to the PMMA tracks (Fig. 3.7). Through the
study of the behavior of actin filaments moving in PMMA tracks, we found
that the probability of an actin filament making a U-turn is low within a
track of a few micrometers width. In addition, actin filaments often moved
along the edges of the tracks when they approached the edge at low angles
instead of escaping from the tracks. Thus, simple patterns can effectively bias
the movement of actin filaments, confining them to unidirectional movement
(Fig. 3.7c) [47].

In the experiments described above, the PMMA tracks are raised above
the surrounding glass surface. This leads to actin filaments running off the
tracks and their number gradually decreasing over time. Given the potential
applications of this system, it is thus necessary to develop a way to restrict
the movement of filaments to one dimension along linear tracks for extended
periods of time. Restricting kinesin-driven movement of microtubules along
linear tracks was achieved by using micrometer-scaled grooves lithographi-
cally fabricated on glass surfaces [48–50]. In the presence of detergent, kinesin
selectively adsorbed onto a glass surface from which the photoresist polymer
has been removed, not on the photoresist polymer itself [50]. The tracks thus
have a reversed geometry as compared with those used previously i.e. they
were channels bordered by walls of the resist material. Microtubules rarely
climbed up the walls and moved away from the track. Therefore this method
allowed us to limit the kinesin-driven movement of microtubules effectively
to one dimension along a linear track. The sidewall collisions described above
and the subsequent guidance of microtubules along the sidewall were well
characterized by [49]. Similar nano-structured surfaces were also used for the
actomyosin system [40] although actin filaments often climbed up the wall and
escaped from tracks owing to their lower flexural rigidity compared with micro-
tubules. This limitation has been overcome by shaping the surface morphology
with nanometer precision, which forces the filaments to move exclusively on
the tracks [51].

While it is possible to use chemical and topographical patterning to guide
protein filaments and restrict their movement to particular tracks, it is more
difficult to control the direction of movement along the track. The difficulty
arises because the orientation in which motors bind to a uniform surface is
not well controlled. The conversion of bidirectional movement into unidirec-
tional movement along the linear tracks was finally accomplished by simply
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Fig. 3.7. (a) Atomic force micrograph of triple concentric circular PMMA tracks.
(b) Fluorescence microscope images of actin filaments moving on PMMA tracks
coated with myosin HMM molecules. The superpositioning of image at different time
points shows that the movement of actin filaments is restricted to the tracks. (c)
Extraction of unidirectional movement of actin filaments on HMM-coated PMMA
tracks. The first panel shows a bright-field image of circular PMMA tracks. The
fluorescence microscope images show actin filaments moving counter-clockwise along
the tracks and being directed towards the smaller circular tracks

adding arrowhead patterns on the tracks [50]. Most microtubules entering the
arrowheads against the direction in which the arrowheads points are induced
to make an 180◦ turn (Fig. 3.8). As a result, unidirectional movement is gen-
erated by the rectifying action of the arrow-headed pattern. Precise analyses
and design of these rectifiers has been carried out by [71]. Arrowhead rectifiers
have enabled us to construct microminiaturized circulators, in which popula-
tions of microtubules rotate in one direction and transport materials on the
micrometer scale in a predefined fashion.

In addition to the spatial control of the movement of protein filaments,
the temporal control of motor protein activity has been investigated. Rapidly
chasing the buffer solution with a new one is the simplest way to control
the activity of motor proteins. Flushing out ATP induces rapid cessation
of protein filament movement. To control the concentration of ATP, photo-
activatable ATP is an alternative method. Kaplan and coworkers showed
that light-induced activation of caged complexes can control the activity of
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Fig. 3.8. Micro-fabricated circular grooves with arrowhead patterns to extract
unidirectional movement from bi-directional, rotational movement of microtubules.
(a) An optical microscopic image of the grooves. With this pattern, microtubules
in the outer circle are moving clockwise, while those in the inner circle are moving
counter-clockwise. (b) Schematic diagram of the arrowhead functioning as a rectifier
of microtubule movement

proteins [52]. Caged nucleotides have been commonly used not only for the
study of motor protein function [53] but also for controlling motor proteins
in nanomachine-development [54]. One promising approach to controlling the
activity of motor proteins is the development of caged proteins pioneered by
G. Marriott [55, 56]. Caged heavy meromyosin was prepared by conjugat-
ing the thiol reactive reagent 1-(bromomethyl)-2-nitro-4, 5-dimethoxybenzene
with the critical thiol group in the so-called SH1-helix. This treatment ren-
ders the molecule inactive. It can be reactivated by a pulse of near-ultraviolet
light. Following irradiation with UV light, actin filaments on HMM-coated
surface concomitantly start to move with velocities comparable to those of
unmodified HMM [55].

On the other hand, the fast and reversible on- and off-switching of the
motile activity of motor proteins needs to be investigated for the application
of motor proteins to nanomachines. Rapid perturbation such as a tempera-
ture jump can be used to control movement of protein filaments. Kato et al.,
developed a temperature-pulse microscope in which an IR laser beam locally
illuminated an aggregate of metal particles bound on a surface [57]. Using this
system, the temperature of a microscopic region of ca. 10 µm in diameters was
raised reversibly in a square-wave fashion with rise and fall times of several
ms with a temperature gradient up to 2 degrees C/micrometer. Using an in
vitro motility assay, they showed that the motor functions can be thermally
and reversibly activated even at temperatures that are high enough to nor-
mally damage the proteins. By combining directional control of movement of
protein filaments with this temperature jump method or application of light,
external electric and magnetic fields, it should be possible to control cargo
loading and unloading as well as the motor protein activities.
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Controlling the position and orientation of motor proteins with sub-
nanometer precision constitutes another key technology: motor proteins need
to be placed with nanometer accuracy on a surface and their orientation con-
trolled within a few degrees. Spudich and coworkers demonstrated that HMM
molecules, sterospecifically bound to a single actin filament in rigor, could
be transferred to nitrocellulose-coated surface by addition of ATP and that
transferred HMM supported motility of actin filaments [58]. Combining this
technique to filament-alignment techniques may provide a surface on which
motor proteins are aligned with high spatial precisions and orientation.

Several methods for coupling motor proteins to the surface have been re-
ported. Fusion motor proteins with bacterial biotin-binding proteins can bind
specifically to streptavidin-coated cargoes or surfaces. Many peptide tags fused
to expressed proteins have been commonly used to make the purifications easy.
Some of these tags were used to couple the proteins to surfaces coated with
the complementary ligand or antibodies [59–61].

3.9 Conclusions and Perspectives

Here, we have described the basic properties of motor proteins and how mole-
cular biological techniques can be used to generate recombinant motors with
well defined properties. The alignment of motor proteins and cytoskeletal fil-
aments while maintaining their functions has been achieved by the use of
nano- and micro-fabrication techniques. The methods described here are use-
ful for establishing micrometer- or nanometer-scale arrays of motor proteins
and filaments, and straightforward in their application. The use of motor pro-
teins in nanometric actuators is moving a step closer towards realization. The
generation of backwards- and forwards-moving motors that display increased
thermal stability, optimized kinetic properties, and tight regulation by exter-
nal signals will play an important part in the integration of biomolecules into
nanotechnological devices.

The mechanochemical coupling in myosin, as described here, is a para-
digm for linear motor proteins in general and suggests that the activity of
these nanomachines can be mediated or regulated by divers mechanisms. The
occurrence of myosins with lever arms of different length constitutes a simple
means of increasing the size of the working stroke and thereby the veloc-
ity [23]. Similarly, the angle through which the lever arm swings affects the
size of the working stroke and velocity. It has been shown that the lever arm
of class I myosins swings though a ∼30◦ larger angle than in conventional
myosin [34]. Fine-tuning of the rate of ATP turnover provides another way
to modulate the velocity of motor proteins. This can be done by changing
the rate of the ATP hydrolysis step or by modification of the rate of product
release [62]. As the release of the hydrolysis products is greatly accelerated by
actin-binding, modulation of the interaction with actin provides one means
to affect motor function. In the case of some unconventional myosins, phos-
phorylation of a so-called “TEDS-residue” is required for normal coupling



3 How Linear Motor Proteins Work 59

between the actin and nucleotide bindings sites [63–65]. The negative charge
introduced by the phosphate group stabilizes the rigor complex by reducing
the dissociation rate constant more than 30-fold. Product inhibition by ADP
provides another means to reduce the velocity of the motor protein. Mg2+-
ions, which act more like catalysts during the ATPase cycle, can affect the
rate of ADP-release. For class-I and class-V myosins, it has been shown that
changes in the concentration of free Mg2+-ions within the physiological range
affect velocity [63,66]. Motor activity can also be modulated by changes in the
stiffness of the lever arm. The Ca2+-ion dependent binding of light chains can
induce such changes. Direct mechanical coupling between the heads of kinesin
or myosin heavy chain dimers provides a further way to modulate motor activ-
ity and, with appropriate tuning of the hydrolysis and product release steps,
can play a key role in the generation of processive motors and the directional
movement of motor proteins in the absence of a stiff lever arm [67–69].
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Abstract. Owing to their unusual geometry and polarity, neurons face a tremen-
dous transport challenge. In particular, the bi-directional movement of many cargoes
between cell body and synapse that takes place within extremely long, narrow axons
requires motor-driven active transport along polarized microtubules. We summarize
some imaging and theoretical modeling strategies recently developed to better un-
derstand axonal transport and neuronal function. Our approaches are motivated by
three questions: (1) Can we predict the response of a complex trafficking system
to perturbations of various components, either alone, or in combination? (2) What
is the relationship between in vitro measurements of single motor properties and
the movement of motor-cargo complexes in vivo? (3) What key principles govern
the operation of the neuronal transport system? We discuss the imaging of vesicular
transport in Drosophila melanogaster larval axons, and the development of quantita-
tive schemes to define transport function via the extraction of kinematic parameters
from these images. The application of these schemes to images from wild-type lar-
vae and larvae expressing mutations in specific transport proteins allows rigorous
quantification of transport kinematics in functional and dysfunctional neurons. Fi-
nally, we present some strategies and results for the theoretical modeling of axonal
transport, and discuss the integration of these results with experimental data.

4.1 Neuronal Function:
A Tremendous Transport Challenge

Owing to their polarity and unusual geometry, neurons face a complex trans-
port challenge. Many proteins and organelles are synthesized and assembled
in neuronal cell bodies, which are typically no more than 10–30 µm in diame-
ter. These cargoes are then transported by molecular motors along extremely
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LARVAL BRAIN

VENTRAL GANGLION

Up to 2.5cm

Fig. 4.1. (a) In a human, single axons (heavy dotted line) can span a distance of
up to 1 meter, from cell bodies in the spinal cord (dotted oval) to neuromuscular
junctions in the leg musculature. (b) In a fruit fly larva, the nervous system also
faces a complex transport challenge. Axons within segmental nerves originate in cell
bodies located in the ventral ganglia and terminate at neuromuscular junctions

long, narrow axons towards the presynaptic nerve termini. In addition, motor-
cargo complexes are transported in the opposite direction, sending packets of
information or recycled materials from synapses towards the cell body. Axons
may be up to one meter long in humans, with volumes up to, and in excess
of, 1000 times that of the supporting cell body (Fig. 4.1). The sheer volume
and diversity of cargoes being transported simultaneously within an axon are
staggering; motors must move a host of cargoes varying in size and function,
ranging from vesicles to mitochondria to signaling complexes to entire seg-
ments of the cytoskeleton. To add to the challenge, axonal calibers may be
as narrow as 200 nm – barely wider than the dimensions of the transported
cargoes themselves!

4.2 Meeting the Challenge: Key Players
in the Neuronal Transport System

Much of the long-distance transport within an axon takes place along polar-
ized microtubule tracks, which are oriented with their plus (polymerizing) end
pointing away from the cell body. On these microtubules, ATP-dependent mo-
tor proteins shuttle their cargoes bi-directionally. Kinesin motors are primar-
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KLC

Cargo

Kinesin receptors/
Linkers (e.g., APP)

KHC

Cargo

DLC/DIC/
Regul. Proteins
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_ +

DYNEIN
(RETROGRADE)

KINESIN
(ANTEROGRADE)

Fig. 4.2. Kinesin (left) consists of dimeric heavy chains (KHC) and light chains
(KLC), and binds cargo via receptors, or linker proteins, such as Amyloid Precursor
Protein (APP). Dynein (right) also consists of dimeric heavy and light chains (DHC,
DLC) as well as several regulatory subunits including intermediate chains (DIC)
and the dynactin complex. Most kinesin isoforms move towards the plus end of a
microtubule and dynein moves towards the minus end

ily responsible for moving their cargo in the anterograde direction (away from
the cell body), while dynein motors, and a few minus-end oriented kinesins,
are responsible for retrograde transport (towards the cell body; Fig. 4.2). The
biophysical properties of these motors and also the mechanisms of force gener-
ation by which they move along microtubules have been studied extensively,
using a variety of elegant in vitro biophysical and biochemical assays (e.g.,
Vale et al. 1992 [1–7]).

Transport is generally categorized as fast or slow based on the average
velocities of a protein or cargo of interest. Fast cargoes move an average of
20–400 mm/day (1–10 µm/sec), while slow cargoes move an average of 0.2–
4 mm/day (0.01–0.1 µm/sec). Imaging of selected cargoes in vivo has shed
some light on differences between these different classes of cargo Brady et al.,
1982 [8–10]. Fast and slow average velocities might result not from constant
cargo motion at fast and slow speeds, but rather, via bursts of high velocities
punctuated by pauses of varying duration. These discrepancies between aver-
age cargo velocity and single-motor or instantaneous velocity suggest that the
motion of motor-cargo complexes requires regulation of the motors and their
associated proteins and cargoes.

Proposed interactions between an assortment of motors and a plethora of
associated cargoes and regulatory proteins, have been reviewed extensively
[11–13]. Several lines of evidence suggest that the tail region of kinesin, con-
taining various combinations of kinesin heavy chains (KHC) and kinesin light
chains (KLC), plays an important role in binding specific cargoes [14, 15].
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In addition, cargo attachment and detachment may regulate kinesin switch-
ing from activated and inactivated states respectively [16, 17]. In the case
of dynein, the dynactin complex, in addition to several dynein light and in-
termediate chains (DLC, DIC), are crucial for the regulation of motor activ-
ity [18,19]. Although we have only covered some basic features of axonal trans-
port biology in this chapter, further details on neuronal transport, transport
proteins, and their relevance to neurodegeneration may be found in several
recent reviews Gunawardena et al., 2004 [20–22].

4.3 Unraveling Mechanism: Using Imaging
and Modeling

Despite considerable information about the individual components of the neu-
ronal transport system, there are several gaps in our understanding. First,
what is the relationship between the biophysical properties of individual mo-
tors determined in vitro and the movement of motor-cargo complexes in vivo?
Second, how are interactions between specific proteins integrated to generate
a complex trafficking system and to respond to perturbations? Third and fi-
nally, what key principles allow the neuron to take advantage of trafficking to
support its functions?

In this chapter, we summarize some new strategies to better understand
axonal transport. We discuss the imaging of vesicular transport in Drosophila
melanogaster larval axons, and the development of quantitative metrics of
transport function via the extraction of kinematic parameters from images.
The application of these schemes to images from wild-type larvae provides a
rigorous quantification of normal transport kinematic properties, and allows
insights into properties of dysfunctional neurons in larvae expressing muta-
tions altering specific transport proteins. Finally, we present some approaches
to theoretical modeling of axonal transport and discuss the potential for such
modeling not only to describe transport, but to generate new hypotheses
about mechanisms of vesicle transport.

4.4 In Vivo Traffic Cameras: Imaging of Vesicles
in Larval Segmental Nerves

Fluorescent proteins with a range of spectral properties enable the tagging and
imaging of specific proteins in vivo [23, 24]. For illustrative purposes within
this chapter, we focus on the analysis of vesicles containing Amyloid Precursor
Protein (APP), a kinesin-associated cargo protein, fused to YFP Kamal et al.
2000 [25, 26]. Expression of APP-YFP in a select few segmental neurons, by
using the SG26.1/62B driver [27], allows the imaging of one distinct axon
over a very dark background. Introduction of mutations affecting transport
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Fig. 4.3. (a) Sample panel of images from a time-lapse movie of wild-type fruit
fly expressing APP-YFP. Axons were imaged using a 100x/NA 1.4 oil-immersion
objective, with a capture rate of 10 Hz and 2×2 binning. This resulted in a pixel size
of approximately 0.13 µm. Every fifth frame is shown, for a total of thirty frames.
Frames corresponding to t = 0 sec – 7.5 sec are shown in the first column, and
t = 7.5 sec – 15 sec in the second column. Two vesicles (arrows) are shown moving
in opposite directions, and crossing (arrowhead). Bar = 10 µm. (b) Kymograph
corresponding to images in 3a. Position along the length of the imaged region of the
axon is plotted on the x-axis. Elapsed time increases downward along the y-axis.
Note the range of intensities, and the frequent superposition of tracks. Crossing
vesicles from a are again indicated by an arrowhead. Reversing vesicle is shown with
an asterisk. (c) Distributions of anterograde and retrograde velocities for single runs
(terminated by a pause or a reversal) for vesicles shown in the sample movie. Note
the considerable heterogeneity of velocities in both directions

proteins (e.g., KLC, DLC, members of the dynactin complex, etc.) then allows
imaging and analysis of transport in the context of defects in specific transport
components.

To image nerves and axons routinely, segmental nerves of third-instar lar-
vae of a desired genotype are exposed by fine dissection. Animals are then
pinned down, and inverted onto a coverslip for imaging. Cell bodies express-
ing APP-YFP are conspicuous in the ventral ganglia, and fluorescing axons
emerging from these cell bodies are readily located. Axons are imaged us-
ing an inverted wide-field fluorescence microscope (Nikon TE2000-U), with
a capture rate of 10 Hz, suitable for detecting vesicles being transported at
greater than 5 microns/second. Specific sample imaging parameters are shown
in the legend for Fig. 4.3, showing a montage of APP-YFP transport in wild-
type larval axons. These parameters were used to image a mutant that has



70 S.B. Shah et al.

Fig. 4.4. (a) Sample panel of images from a time-lapse movie of a mutant fruit
fly under-expressing DLC and expressing APP-YFP. Axons were imaged using the
same configuration as in Fig. 4.3. Every fifth frame is shown, for a total of thirty
frames. Frames corresponding to t = 0 sec – 7.5 sec are shown in the first column,
and t = 7.5 sec – 15 sec in the second column. A large accumulation of vesicles is indi-
cated by an asterisk. Bar = 10 µm. (b) Kymograph corresponding to images in 4a

50% of the normal amount of a dynein light chain. Massive accumulations of
fluorescently labeled vesicles, or clogs, were observed in some mutant axons,
suggesting a transport defect (Fig. 4.4).

Though we have discussed the imaging of proteins in vivo, specific compo-
nents of the transport machinery may also be imaged in a cell culture system.
This can be done by transfecting primary neurons with constructs expressing
fluorescently tagged proteins in combination with constructs causing either in-
creased or reduced production of specific proteins [25]. This approach has the
advantage of flexibility with respect to the targeted protein, and also offers
the advantages of imaging vesicle motion on a flat surface. On the other hand,
the loss of a true physiological environment and variable protein expression
levels affect the interpretation of results.
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4.5 Breaking Down the Film: Vesicle Tracking
and Parameter Extraction

Several features are apparent when viewing the movies. First, due to the geom-
etry of the axon, bi-directional movement is essentially constrained to one
dimension. On the other hand, instances of vesicle superposition (e.g., merg-
ing, splitting, and crossing, as shown in Fig. 4.3, arrowhead) cause significant
complexity. In addition, vesicles are observed with a range of intensities. While
a general sense of transport may be obtained by simply viewing the movies
(e.g., bi-directional movement; high vesicle density within the imaging field,
etc.), rigorous analysis of transport kinematics requires the tracking of each
individual vesicle over the course of the movie. This tracking has traditionally
been performed by kymograph analysis (e.g., [28,29]). By drawing a line along
the length of the imaged axon and plotting the intensity profile along that line
at each time point, one can visualize the tracks of individual vesicles spatially
and temporally (Fig. 4.3b; 4.4b). By tracing the path of each vesicle, one can
then extract velocities, pause frequencies, reversal frequencies, and directions
of vesicle motion.

While the kymograph offers the ability to quantify some aspects of vesi-
cle transport, it has several drawbacks. Rigorous quantification of kinematic
parameters is rather tedious and inefficient, due to the necessity for manually
tracing each individual line on a given kymograph. In fact, a quick calculation
shows that for a simple statistical comparison between two groups of movies,
assuming 30–50 vesicles per movie and 10–20 movies per group, 600–2000 lines
must be traced! Attempts to reduce the effort by measuring only a subset of
lines tend to bias the data set, and can mask important differences in kine-
matic properties. In addition, vesicles of weaker fluorescent intensity are not
easily resolved, and the properties of vesicles varying in size and intensity are
not easily separated. To resolve some of these issues, we have applied methods
in particle tracking to automate the extraction of kinematic parameters for
individual vesicles from these movies.

The basic approach to tracking imaged vesicles involves four steps (details
are published elsewhere; [30]). The first step uses well-characterized techniques
in fluorescence speckle microscopy to detect vesicles as points [31]. The iden-
tity of these points is based on the detection of local maxima above the local
background, which is defined by Delauny triangulation of local minima in
the fluorescent signal. Sometimes, multiple local maxima are found for larger
vesicles, resulting in some errors in vesicle localization. These vesicles can
be defined as two-dimensional blobs using multi-resolution wavelet analysis
and local thresholding techniques [32], and are localized on the basis of their
area and shape. Tracks for each vesicle are then generated by utilizing a global
optimization scheme based on bipartite correspondence between points in con-
secutive frames. This correspondence is evaluated both by position (as done
in most existing nearest-neighbor particle tracking schemes), and by vesicle
fluorescence intensity and velocity.
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This tracking scheme accurately joins vesicles from frame to frame, how-
ever, tracks are often broken at sites of vesicle merging, splitting, and cross-
ing. The many modes of track breakage pose a significant challenge, and
confound traditional particle-tracking software, which are usually based on
nearest-neighbor linkage of particles from frame to frame. The solution to
this problem required the development of gap-closing algorithms, which piece
together track fragments and fill in gaps between broken tracks; for a given
track, all candidate tracks within a search radius are screened and joined to
ensure continuity in direction, velocity, and intensity values. Tracks termi-
nating at another track with a spike in fluorescence intensity and no obvious
reinitiation of movement are considered merges. Splits are detected by running
the same algorithm in the backward direction. Tracks with interruptions due
to their merging with other tracks are then completed by duplicating the over-
lapping portion. Finally, incomplete tracks (that disappear completely during
the course of imaging) are not considered. The generation of a complete track
for each vesicle allows definition of a complete set of transport metrics and a
thorough description of a vesicle’s kinematic properties. Parameters defined
include instantaneous and average vesicle velocities in each direction, vesi-
cle run lengths, pause and reversal frequencies, flux, and vesicle spacing and
distribution. Interestingly, heterogeneity, potentially masked with a less thor-
ough analysis, is evident even within a single movie, as seen in the bimodal
velocity distribution for a sample wild-type movie (Fig. 4.3c).

4.6 Understanding the Data: Theoretical Modeling
of Axonal Transport

Given our ability to observe and quantify the movement of individual vesicles,
it would initially appear that a stochastic, single-particle, microscopic model
would ideally simulate the data. A microscopic model would also allow the
simulation of events such as vesicle collision, merging, and splitting that we
observe in vivo. Indeed we are currently working on the development of a mi-
croscopic model to understand cooperation and competition between different
motors and physical interactions between cargoes.

Alternatively, a macroscopic model would be useful to evaluate transport
on a more global scale. Such a model would provide specific parameters, cor-
responding to specific physical principles (e.g., diffusion vs. directional motor-
driven transport), that govern the organization and spatial distribution of
cargoes. Our vesicle tracking algorithms would then allow us to verify such a
model by quantifying vesicle organization, vesicle flux, and spatial profiles of
vesicle density and type. A macroscopic model would also define the sensitiv-
ity of the transport system to local perturbations. An example of this type
of analysis is to predict the effect of vesicle accumulations (e.g., the clog in
Fig. 4.4) on the distribution of cargoes at varying distances from the clog.
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Finally, assessing the response of a transport system at varying scales is criti-
cal to linking microscopic and macroscopic models, so that we can determine
how specific parameters governing bulk transport are related to parameters
governing the behavior of individual cargoes.

We will devote the remainder of this chapter to the macroscopic model-
ing of axonal transport. We will discuss the simulation of axonal transport
using basic principles of convection, diffusion, and reaction. In addition, we
also propose an approach to model vesicle accumulations (axonal clogs) and
resultant changes in vesicle distributions. Finally, we present preliminary ef-
forts to predict the response of experimental systems with our model.

4.6.1 Numerical Solution
of Convection-Diffusion-Reaction Equations

Reference [37] recently developed an elegant theoretical treatment of in-
tracellular microtubule-based transport of organelles, based on fundamental
convection-diffusion-reaction equations. In this model, each motor-cargo com-
plex, or vesicle, was modeled as a “particle” that existed in a microtubule-
bound or unbound state. Particle density at each state was determined based
on binding rate constants, which allowed transitions between unbound and
bound states (Fig. 4.5, solid lines). Bound particles moved either anterogradely
or retrogradely in one dimension (along an axon) at a steady velocity, while
unbound particles diffused freely. Details of their analytical solutions are found
in their original paper, but we will highlight some relevant observations and
limitations of their analysis.

k+,o

k+,-

k-,+

Anterograde
Transport (+)

Retrograde
Transport (-)

Unbound (o)

ko,+ k-,o

ko,-

Fig. 4.5. Particles (vesicles) exist in one of three states. Unbound particles (◦)
move via diffusion and bound particles move anterogradely (+) or retrogradely (–).
The original Smith and Simmons model did not allow for direct transitions between
bound anterograde and bound retrograde states (dotted line)

To enable a straight-forward analytic solution, the authors made several
assumptions. First, only a symmetric case was considered, with equal bind-
ing/unbinding rates and equal velocities in each direction. This provided an
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adequate model for a single type of motor traveling on microtubules with
equally mixed polarity, but is not ideal for the more biologically relevant case
with two distinct classes of motors moving across microtubules of uniform
polarity (cf. Fig. 4.3c). Initial particle distributions were also limited to step
rises in particle concentration at the cell body or dispersion from a point
distribution of particles. In addition, boundary conditions required constant
reservoirs of particles at the “cell body” and at the “nerve terminal.” Conse-
quently, the temporal response of more complicated spatial profiles, such as
those found experimentally, could not be solved. Nevertheless, solutions con-
strained by initial values and boundary conditions predicted the basic kinetics
of bulk particle dispersion. On the other hand, due to the severe limitations
on initial and boundary conditions, transient theoretical responses could not
be readily determined, and furthermore, could not be linked to experimental
data. We used a 1D macroscopic reaction-diffusion-transport model based on
that proposed by Smith and Simmons, to describe bulk bidirectional vesicle
transport:

∂d0

∂t
− D

∂2d0

∂x2
= − (k0,+ + k0,−) d0 + k+,0d+ + k−,0d− (4.1)

∂d+

∂t
+ v+

∂d+

∂x
= k0,+d0 + k−,+d− − (k+,0 + k+,−) d+ (4.2)

∂d−
∂t

+ v−
∂d−
∂x

= k0,−d0 + k+,−d+ − (k−,0 + k−,+) d− (4.3)

Table 4.1 provides details on the mathematical notation. This model differs
from the original by allowing for a direct state transition between antero-
grade and retrograde states (k+,− and k−,+; Fig. 4.5, dotted lines). From
a biological perspective, these coefficients could describe a direct interaction
between dynein-driven and kinesin-driven vesicle transport, such as that pro-
posed by [33]. Reference [34] developed a similar model recently, which may
be studied for further theoretical details. This model allows for an additional
motor to bind a given particle, potentially affecting microtubule binding ki-
netics. However, because we are unable to directly count the number of bound
motors experimentally, we use Eqs. (4.1)–(4.3).

To address some of the limitations resulting from the requirement for an
analytical solution to the system of partial differential equations, we elected to
solve the set of reaction-diffusion-transport equations numerically. Numerical
finite-difference modeling allowed us to consider a range of boundary con-
ditions – both constant and dynamic – as well as the more complex initial
particle distributions taken directly from our experimental observations. In
addition, solving these equations numerically eased the requirement for con-
stant and/or symmetric velocities and reaction parameters.

We solved Eqs. (4.1)–(4.3) using the Crank-Nicholson scheme [35]. Some
instability has been documented for numerical solutions to convection-diffusion
-reaction equations [36], so we tested several sets of initial density profiles and
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Table 4.1. Mathematical Notation. Note that vesicles are treated as particles

t Time coordinate

x Space coordinate along 1D axonal microtubule

do Distribution density of particles that are detached from axonal micro-
tubules (in number of particles per unit volume)

d+ Distribution density of bound anterograde transport particles

d− Distribution density of bound retrograde transport particles

D Diffusion rate coefficient of detached particles

ko,+, k+,o Transition rate coefficients of detached particles to and from antero-
grade transport particles, respectively

ko,−, k−,o Transition rate coefficients of detached particles to and from retrograde
transport particles, respectively

k+,−, k−,+ Transition rate coefficients of anterograde transport particles to and
from retrograde transport particles, respectively

v+ Anterograde velocity

v− Retrograde velocity

boundary conditions. To display salient features of the system response to
changes in parameters, we show a profile that simulates the dispersion of par-
ticles from a central peak (Fig. 4.6a). Responses to other initial profiles may
be found elsewhere ([34, 37]). Setting constant values at the spatial bound-
aries (Dirichlet boundary conditions) resulted in instability at the edges of the
spatial profile (data not shown). This was expected given the dynamic nature
of the density spatial profiles, particularly for extreme parameter values. To
remedy this situation, reflective boundary conditions were imposed at each
step, such that the edge density values for each particle distribution (dx=0

and dx=M ) at timestep tn were used as boundary values dx=0 and dx=M for
the next timestep tn+1. Experimentally, these boundary conditions would cor-
respond to a no-flux condition, or an absence of particles entering or leaving
the imaging field. Solutions were obtained using customized implementation
of the Crank-Nicholson scheme in MATLAB 7.0.4.

4.6.2 System Response to Perturbations
of Modeling Parameters

Representative temporal and spatial system responses for each particle state
are shown in Fig. 4.6 for the parameters listed in the figure legend. To focus
on the most dynamic region of each profile, a region of 20 µm is shown for
each response. The unbound diffusing particles initially disperse rapidly, as
seen by flattening and widening of the initial central peak during the first
half-second (Fig. 4.6c). This is followed by a more gradual dispersion. The
bound particle peak densities (Figs. 4.6d–e) initially increase, in synch with
the rapid reduction in unbound particle peak density, and then gradually
decrease. As expected, bound anterograde particles migrate anterogradely (to
the right) and bound retrograde particles migrate retrogradely (to the left).
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The dispersion of bound particles is coupled to the dispersion of unbound
particles, as seen by the spreading out of all three particle profiles over time
(Figs. 4.6b-e).
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Fig. 4.6. Theoretical initial profiles for unbound particles (do, solid line), bound
anterograde particles (d+, dotted line) and bound retrograde particles (d−, dashed
line). (a) Particles disperse from a central peak; profiles for d+ and d− overlap.
(b-e) Sample response to initial conditions shown in a. (b) Spatial profile of all three
particle states at t = 5 sec. (c) Sample response of unbound particle spatial profile
over position and time for t = 5 sec. (d-e) Sample response of bound anterograde
particle distribution and bound retrograde particle distribution over position and
time for t = 5 sec. The following parameters, which could be calibrated within the
model, were used: D = 0.1 µm2/sec; v+ = v− = 1 µm/sec; ko,+ = ko,− = 1 sec−1;
k+,o = k−,o = 0.5 sec−1; k+,− = k−,+ = 0 sec−1. Densities of each particle state are
given by the colormap

To determine the critical parameters leading to this type of system re-
sponse, individual parameters are varied one at a time (Fig. 4.7). Increasing
diffusivity five-fold, to the diffusivity of a 1 µm sphere diffusing in water, has
very little effect on the system response, though a slight reduction in bound
particle peaks was observed (Fig. 4.7a). However, changes in velocities and
reaction coefficients have dramatic effects on spatial distributions. Reducing
retrograde velocity (Fig. 4.7b) results in asymmetry of both bound and un-
bound particle populations, with unbound particle dispersion biased towards
the side of the faster anterograde velocity. Reducing binding rates symmetri-
cally (reduction in ko,− and ko,+, Fig. 4.7c) results in a reduction of the bound
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Fig. 4.7. Variations in individual parameters: Displayed are the final spatial profiles
of all three particle states at t = 5 sec for the same parameters as shown in Fig. 4.6,
with a change in (a) an increase in diffusivity (D = 0.5 mm2/sec); (b) a decrease in
retrograde velocity (v− = 0.1 mm/sec); (c) a decrease in binding reaction constants
(ko,+ = 0.5 sec−1;ko,− = 0.5 sec−1); (d) an unequal decrease in binding reaction
constants (ko,+ = 0.5 sec−1; ko,− = 0.2 sec−1) (e) an increase in direction change
reaction constants (k+,− = k−,+ = 0.5 sec−1); (f) an increase in retrograde to
anterograde reaction constant (k+,− = 0 sec−1; k−,+ = 0.5 sec−1)

particle peaks compared to the unbound particle peaks, though the net range
over which bound particles dispersed does not change. When binding rates are
reduced asymmetrically (lower ko,− compared to ko,+, Fig. 4.7d), both bound
anterograde and unbound particle density peaks increase, at the expense of
retrograde particles. Again, the range of dispersion does not change. When
symmetric transitions from bound anterograde to bound retrograde states are
allowed (increases in k+,− and k−,+, Fig. 4.7e), bound particle densities do
not disperse as rapidly. However, if only a one-sided transition from bound
to unbound state is allowed (lower k+,− compared to k−,+, Fig. 4.7f), a dra-
matic increase in the anterograde bound peak density is observed, as well
as a skewing and slight increase in the unbound peak density. These results
collectively reveal a strong relationship between velocity and range of active
dispersion of bound particles. Additionally, the coupling between the distrib-
utions of bound and unbound particles highlights the significant influence of
the reaction coefficients on system response. Our results are in agreement with
the numerical system responses of [34], which were obtained with an unknown
numerical solution scheme.
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4.6.3 Simulation of an Axonal Traffic Jam

To simulate defects in axonal transport, such as those observed in the dynein
light chain mutant (Fig. 4.4), we modified the spatial profile of critical para-
meters to simulate an axonal blockage. There may be multiple mechanisms
leading to these axonal traffic jams, however, most blockages display disorga-
nization of the cytoskeleton and/or accumulation of organelles. Consequently,
we speculate that near the blockage location, moving particles would either
become detached, or perhaps decrease in velocity due to physical blockage.
Therefore, we modified the binding and unbinding rates as well as velocities in
the vicinity of a “blockage.” For example, a particle moving anterogradely is
more likely to detach in the vicinity of a blockage (Fig. 4.8a, dotted line), while

Fig. 4.8. Congestion, or blockage, was generated by changes in model parameters.
As bound particles approached the “blockage” in the middle of the profile, they were
more likely to slow down and more likely to detach. Unbound particles near the clog
were less likely to attach. (a) Reaction constant profiles (ko,+: dashed; k−,o: dashed-
dotted ; k+,o: dotted ; ko,−: solid lines) and (b). Velocity as a function of position
(v+: solid; v−: dotted lines). Note that retrograde velocity is plotted as a negative
value. (c) Response after t = 5 sec of initial central peak profile (Fig. 4.6a) to this
perturbation. (d) Response after t = 5 sec of constant initial density profiles (initial
bound anterograde and retrograde particle densities = 0.5, unbound = 1.0) to the
same perturbation
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a particle that is detached in the vicinity of a blockage is less likely to attach
and move anterogradely into the blockage (Fig. 4.8a, dashed line). Similarly,
an anterogradely moving particle approaching a blockage from its proximal
(left) side would slow down (Fig. 4.8b, solid line), as would a retrogradely
moving particle approaching a blockage from its distal (right) side (Fig. 4.8b,
dotted line).

Imposition of these spatially changing parameters has dramatic effects on
the particle density profiles. For initial distributions of particles in a cen-
ter peak (i.e., within the blockage, cf. Fig. 4.6a), particles are confined to the
vicinity of the blockage (Fig. 4.8c). On the other hand, for initial distributions
of moving particles that are constant through the blockage region, particles
accumulate at the edges of the blockage. Bound anterograde particles accu-
mulate at the proximal edge of the clog, while bound retrograde particles
accumulate at the distal edge of the clog (Fig. 4.8d).

4.6.4 Linking Theory to Experiment

An important question is whether macroscopic modeling is appropriate for
understanding the distributions of small groups of individual particles, such
as those imaged in the Drosophila larvae. To do this, we determined spatial
and temporal density profiles for stationary particles (modeled by particles in
an unattached state), particles moving anterogradely (modeled by particles
in bound, anterograde state) and particles moving retrogradely (modeled by
particles in bound, retrograde state) by calculating position and direction of
individual particles over periods of 1.5 seconds (15 frames, or ten time points
per 150 frame movie). Spatially, the 696 pixel-wide images were divided into
24 bins, and Gaussian smoothing (σ = 2) was used to make spatial profiles
continuous.

Model parameters were optimized to match the experimental profile at
specific time points. Assuming time-invariant and space-invariant diffusion
rate, transition rates, and transport velocities, the model has a total of 9
parameters. However, by making some assumptions based on our experimen-
tal data, we simplified the optimization. First, for the time scales over which
our movies were generated, vesicles were either observed to move at a rate
consistent with active transport, or remain stationary. Consequently, the dif-
fusivity was set to a negligible value (D = 0.01µm2/sec). In addition, through
dimensional analysis, we were able to further reduce the number of indepen-
dent parameters to 6. It should be noted that while the values for several
reaction parameters will likely be negligible when fitting model predictions to
distributions from wild-type movies, we predict an increase in these parameter
values when fitting data from movies of motor mutants.

Figure 4.9 shows a sample initial spatial profile of densities in each of
the three particle states (Fig. 4.9a) as well as the profiles of each state af-
ter 1.5 seconds, for experimental data (lines) and model data (symbols)
(Fig. 4.9b). For the parameter set selected, the model fits experimental data
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surprisingly well. The selected anterograde velocity (v+ = 1.6 µm/s) and retro-
grade velocity (v− = −1.1 µm/s) accurately predicted the appropriate trans-
lation of the peak densities of bound anterograde and retrograde densities
(arrowheads, Fig. 4.9b). These velocities were comparable, but not identical,
to the average of individual particle velocities measured with our tracking
program (v+ = 2.1 µm/sec and v− = −1.8 µm/sec). By selecting appropri-
ate binding and unbinding constants (ko,+ = 0.13 sec−1, ko,− = 0.12 sec−1,
k+,o = k+,− = k−,+ = k−,o = 0 sec−1), increases in anterograde and retro-
grade density peaks were also accurately predicted (arrowhead and asterisk,
Fig. 4.9), as was the trend of fewer stationary particles in the proximal half
of the profile (arrow, Fig. 4.9b).

On the other hand, a few features were not accurately predicted. The
reduction and dispersion of diffusing particles was grossly overestimated, de-
spite negligible diffusivity. This error was likely a result of the imposition of
reflective boundary conditions, when in reality, there is a measurable influx
and efflux of particles of various states over time. Another inaccuracy was the
failure to simulate the emergence of new retrograde clusters of particles (dou-
ble arrows, Fig. 4.9b). This was primarily a result of our assuming a spatially
constant rate of attachment and detachment. By increasing (in a piece-wise
fashion) ko,− to 0.20 sec−1 and k+,− to 0.12 sec−1 for the distal (right) one-
fifth of the spatial field, and ko,− = 0.25 sec−1 for the proximal (left) one-third
of the spatial field, the model more accurately predicted experimental results
(Fig. 4.9c).

4.7 Conclusions and Future Directions

Our in vivo imaging system allows the measurement of kinematic parameters
of individual vesicles during axonal transport. Our newly developed algorithms
to measure cargo distributions from these images provide input parameters
and experimental verification of a macroscopic model of the axonal trans-
port system. Our model accurately predicts several features of the spatial
and temporal response of vesicle density distributions to initial distributions
measured from experiment. We expect greater accuracy once we impose more
realistic boundary conditions. By introducing random fluctuations in model
parameters at certain time points, it may be possible to simulate the “noise”
inherent to biological systems within the framework of our macroscopic model.
However, given the requirement for spatial variability in macroscopic model
parameters (Fig. 4.9c), it may be more realistic to describe the stochas-
tic dynamic behavior of individual vesicles via microscopic vesicle transport
models. Microscopic models would also allow the simulation of observed events
such as vesicle collision, merging, and splitting. Currently, we are developing
microscopic vesicle transport models to understand the cooperation and com-
petition between different motors (cf. [38]), and the influence of the shape
of vesicles and organelle accumulations on vesicle transport. The linking of
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Fig. 4.9. (a) Sample initial experimental spatial profiles for unbound particles (do,
solid line), bound anterograde particle (d+, dotted line) and bound retrograde par-
ticles (d−, dashed line) from movie shown in Fig. 4.3. (b) Spatial profile after 1.5
seconds from experiment (lines) and from model stationary (do, “o”), bound antero-
grade particle (d+, “+”) and bound retrograde particles (d−, “x”). Parameters were
spatially constant, and are given in the text. (c) Comparison between experimental
spatial profiles (lines) and model profiles (symbols). Several parameters, given in
the text, were varied in step-wise manner, and resulted in a better fit. Arrowhead
indicates an anterograde peak, asterisk indicates a retrograde peak, single arrow
indicates a stationary peak, and double arrows indicate two newly developing retro-
grade peaks in the experimental profiles

such stochastic microscopic model predictions to experimental data will not
be trivial. However, we will benefit greatly from our ability to directly measure
transport parameters in vivo, allowing us further insight into motor coopera-
tivity and cargo interactions.

It is important to ultimately bridge the gap between between macro-
scopic and microscopic models; for example, state transition probabilities of
multiple individual motors bound to a cargo could be correlated directly to
the transition rate coefficients in the macroscopic vesicle transport model.
Recently, there have been many significant advances in high-resolution imag-
ing and also quantification of critical features of dynamic biological processes,
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including our own axonal imaging assays and tracking software. Given these
advances, the time is right for integrating increasingly accurate experimental
readouts into more meaningful theoretical models.
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Abstract. Using various molecular cell biological and molecular genetic approaches,
we identified kinesin superfamily proteins (KIFs) and characterized their significant
functions in intracellular transport, which is fundamental for cellular morphogenesis,
functioning, and survival. We showed that KIFs not only transport various membra-
nous organelles, proteins complexes and mRNAs fundamental for cellular functions
but also play significant roles in higher brain functions such as memory and learning,
determination of important developmental processes such as left-right asymmetry
formation and brain wiring. We also elucidated that KIFs recognize and bind to
their specific cargoes using scaffolding or adaptor protein complexes. Concerning
the mechanism of motility, we discovered the simplest unique monomeric motor
KIF1A and determined by molecular biophysics, cryoelectron microscopy and X-ray
crystallography that KIF1A can move on a microtubule processively as a monomer
by biased Brownian motion and by hydolyzing ATP.

Key words: Kinesin superfamily proteins, KIFs, Intracellular Transport, Micro-
tubule, Biased Brownian Movement

5.1 Introduction

A neuron has a highly polarized structure, and stimuli received at the den-
drites are directionally transmitted to the axon through the cell body [1].
Axons are quite often one meter long, but most of the proteins in axons and
synaptic terminals where neuron transmits signals to the next neuron or tar-
get cell are synthesized in the cell body first and then delivered over a long
distance by a process called axonal transport. Thus, axonal transport plays
significant roles in neuronal morphogenesis, function, and survival. However,
dendritic transport also plays important roles in neurons. Furthermore, in-
tracellular transport plays essential roles in many other types of cell. It is
becoming increasingly clear that the basic principles of intracellular transport
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are conserved, and a common molecular machinery is used for intracellular
transport in neurons and other types of cell. Because of this, axonal transport
and dendritic transport serve as a good model system for elucidating one of
the fundamental mechanisms of sustaining life in organisms.

Cells transport different cargoes to different destinations at different ve-
locities. This is similar to the transport of merchandises in our society. Fruit,
vegetables or grains grown in farms are transported to metropolitan areas
using different means of transportation, such as airplanes, trains, or trucks
at different speeds. Likewise, computers and electric appliances are assembled
in industrial areas and transported by various means to different regions of a
country. The survival of a civilized community depends on proper transporta-
tion on a daily basis. Cells also have very intricate mechanisms of achieving
efficient intracellular transport using many different molecular motors. Main-
taining proper intracellular transport is essential for any cellular functions to
be achieved properly.

In the axon, proteins synthesized in the cell body are transported either
in the form of membrane organelles or protein complexes. When directly ob-
served by high-resolution optical microscopy, many membrane organelles of
different shapes are transported at different speeds in axons. In addition, it
can be observed that membrane organelles are transported bidirectionally,
from the cell body to the periphery and from the periphery to the cell body.
Transport in the direction of the cell body to the periphery is called antero-
grade transport, and transport in the opposite direction is called retrograde
transport.

A quick-freeze, deep-etch electron microscopy of axons revealed that mem-
branous organelles are transported along microtubules, which are 25-nm-
diameter tubules and are actually a polymer composed of heterodimers of
α- and β-tubulins [2, 3]. Short crossbridges are noted between membranous
organelles and microtubules and it is very likely that these crossbridges corre-
spond to molecular motors [2–5] (Fig. 5.1). On close examination, one notes
that there are different shapes of crossbridges [2,4,5]. Some crossbridges have a
stalk and two globular heads (Fig. 5.1a); the stalk is on the side of membranous
organelles, and the globular heads are on the side of microtubules. Some cross-
bridges are simply globular heads and lack stalks (Fig. 5.1b). Crossbridges
composed of small globular heads and short stalks are also seen with mito-
chondria (Fig. 5.1c). These observations suggest that there might be several
forms of molecular motors. Many different types of membrane organelle are
also transported in axons, such as the precursors of axonal membranes, synap-
tic vesicles, or presynaptic plasma membranes, and mitochondria. Therefore,
we hypothesized that many motors must be required for the highly complex
transport process in axons to proceed properly. We searched the molecular
motor gene family using the mouse brain cDNA library, and identified the
first ten kinesin superfamily proteins “(KIFs)” [6].

KIFs have a motor domain, which has a conserved ATP-binding sequence
and a conserved microtubule-binding sequence [1, 3, 43] (Fig. 5.2). Amino
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(a)

(c)

(b)

Fig. 5.1. Quick-frozen, deep-etched axons in which various types of crossbridge
(arrows) are identified between membranous organelles and microtubules. (a) A
crossbridge (arrow) composed of two heads and a long stalk (∼25 nm). (b) Only
globular heads (arrows) are recognizable between a membranous organelle and a
microtubule. (c) Crossbridges (arrows) between mitochondria and microtubule are
short and have small heads. Bar, 50 nm. Reproduced with permission from [5]

acid sequence homologies in the motor domains are 30–60%, however other
regions are quite variable. KIFs can be grouped into three types depending
on the position of the motor domain. N-kinesins have a motor domain in the
N-terminal region, M-kinesins in the middle, and C-kinesins in the C-terminal
region (Fig. 5.2). KIFs are also of various molecular shapes; some are
monomers, and some form heterodimers or homodimers with or without light
chains or associated proteins (Fig. 5.3).

Recently, we have identified all KIF genes in the mammalian and human
genomes [32]. There are 45 genes in total. Two to three mRNAs are some-
times formed by alternative splicing; therefore, the number of KIF proteins is
probably twice that of genes or perhaps even larger. We have studied many of
these genes and clarified their structures and functions by molecular cell biol-
ogy and molecular genetics. We have also clarified the mechanisms by which
motor proteins move along microtubules by single-molecule biophysics and
cryoelectron microscopy, and X-ray crystallography.
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Fig. 5.2. The domain structures of principal KIFs. The motor domains are shown
in purple. The ATP-binding consensus sequence is indicated by a thin red line and
the microtubule-binding consensus sequence by a thick red line. The dimerization
domains, forkhead-associated domains and pleckstrin homology domains are shown
in yellow, orange, and dark blue respectively. The number of amino acids in each
molecule is shown on the right. N-kinesins are shown in green, M-kinesin in pink and
C-kinesin in pale blue. Relationship of these KIFs and the new standardized kinesin
family names [64] is following; KIF5 belongs to Kinesin-1 family, KIF3 and KIF17
to Kinesin-2 family, KIF1 and KIF13 to Kinesin-3 family, KIF4 to Kinesin-4 family,
KIF2 to Kinesin-13 family, KIFC1, KIFC2, KIFC3 to Kinesin-14 family

Before starting to discuss about molecular motors, one important point has
to be explained, that is, the polarity of microtubules. Microtubules serve as
rails, and a microtubule has a plus end and a minus end. The plus end is where
the microtubule polymerizes faster; therefore, it is the fast growing end. The
minus end is opposite to the plus end. In axons, microtubules are unipolar, so
that the plus ends point to the periphery. Because of this, anterograde motors
are plus-end-directed and retrograde motors minus-end-directed. In epithelial
cells, the minus ends of microtubules are directed towards the apical surface.
In fibroblasts, microtubules radiate in various directions from the microtubule-
organizing center near the nucleus and their plus ends are directed towards
the periphery. Thus, cells have very highly organized microtubule rails.

5.2 Monomeric Motors and Their Functions

First, we would like to discuss the monomeric motors of the KIF1 family,
KIF1A, KIF1Bα, and KIF1Bβ. The discovery of monomeric motors is also
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Fig. 5.3. Principal members of KIFs observed by low-angle rotary shadowing. Dia-
grams, constructed on the basis of electron microscopy or predicted from the analysis
of their primary structures, are shown on the right (the large red ovals in each di-
agram indicate motor domains). Reproduced with permission from [3]. Scale bar,
100 nm

very important in terms of the mechanism underlying the motility of molecular
motors. However, we will discuss this mechanism later, and, in this section,
the biology of KIF1 motors is discussed.

5.2.1 KIF1A – Monomeric Motor
for Synaptic Vesicle Precursor Transport

KIF1A has its motor domain in the N-terminal region, therefore, a N-kinesin,
and has 1695 amino acid residues [6,13] (Fig. 5.2). A unique property of KIF1A
is that experimental data strongly suggest that it exists as a monomer [13].
Sucrose velocity gradient, native polyacrylamide gel electrophoresis (PAGE)
and differential laser light scattering analyses suggest that the native mole-
cular weight of KIF1A in solution is 200 kD, which closely agrees with the
molecular weight of 190 kD estimated from the amino acid sequence. There-
fore, findings strongly suggest that KIF1A exists as a monomer. Low-angle
rotary-shadowing electron microscopy also revealed that KIF1A is a single
globular molecule (Fig. 5.3).

A motility assay using microtubules demonstrated that KIF1A moves
towards the plus end of microtubules at a velocity of 1.2 µm/s [13]. Because
microtubules in axons are oriented with the plus ends directed towards the
periphery, the plus-end direction of KIF1A suggests it to be an anterograde
motor. Whether this is the case in vivo can be confirmed by nerve ligation.
When peripheral nerve axons are ligated in the middle, anterogradely trans-
ported membrane organelles accumulate in the region proximal to the ligation
site, whereas retrogradely transported membrane organelles accumulate in the
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region distal to the ligation site. When a sciatic nerve was ligated and stained
with an anti-KIF1A antibody, a strong immunofluorescence intensity was ob-
served in the proximal region, but not in the distal region. This observation
strongly suggests that KIF1A is associated with anterogradely transported
membrane vesicles.

The next question was what is the cargo of KIF1A? To answer this ques-
tion, first, the ligated nerve was stained with antibodies specific to various
proteins that are transported in axons [13]. It was shown that KIF1A colocal-
ized with synaptophysin, a synaptic vesicle protein, but not with syntaxin 1A,
a synaptic plasma membrane protein, suggesting that KIF1A transports mem-
brane vesicles containing synaptic vesicle proteins, but not synaptic plasma
membrane proteins (Fig. 5.4a). Results also suggest that synaptic vesicle pro-
teins and synaptic plasma membrane proteins are transported in different
types of membrane vesicle. Another approach we undertook was immuno-
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Fig. 5.4. (a) Motors and cargoes in axonal and dendritic transports. In the axon,
microtubules (shown in green) are unipolar and the plus end (+) points to the
synaptic terminal. In dendrites, microtubules are of mixed polarity in the proximal
regions, although it becomes unipolar at the distal regions. KIFs transport various
cargoes along microtubules in axon and dendrites. See texts for detail. The nucleus is
shown in pink. (b) Molecular details of binding of cargo vesicles to KIFs. KIFs tend
to recognize and bind receptor molecules in cargo vesicles via adaptor/scaffolding
proteins. (Modified with permission from [7])
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precipitation. The membrane vesicle fraction was first isolated from axons,
and then the KIF1A-containing vesicle fraction was immunoisolated using
beads conjugated with the anti-KIF1A antibody. The immunoblotting of this
KIF1A-containing vesicle fraction revealed that conventional kinesin (KIF5,
see Sect. 3.2 for detail) and KIF3 are not present in this vesicle fraction; sug-
gesting that KIF1A transports membrane vesicles different from those trans-
ported by conventional kinesin or KIF3. The fraction contained synaptic vesi-
cle proteins such as synatophysin, synaptotagmin, or Rab3A, but, not synaptic
plasma membrane proteins such as syntaxin 1A or SNAP25 in agreement with
the results of nerve ligation.

The results mentioned up to this point demonstrate that KIF1A is a
monomeric, plus-end-directed fast motor and participates in the anterograde
axonal transport of synaptic vesicle precursors containing synaptophysin,
synaptotagmin, and Rab3A. To further clarify the functional and biologi-
cal significance of this motor protein in vivo, we next generated a KIF1A
knockout mouse [20].

Mice homozygous for the mutant KIF1A gene were born alive, but all
died within 24 hr after birth. The mice showed motor and sensory abnormal-
ities. Therefore, their nervous system was studied. First, it was found that
the number of synaptic terminals per unit area decreased to 50–60% of that
of wild-type mice [20]. Second, the density of synaptic vesicles at synaptic
terminals also decreased to 50–60% of that of wild-type mice [20]. However,
please note that the density did not decrease to zero. Third, when various
regions of the central nervous system were examined, focal neuronal deaths
were observed in the cerebrum, rhinencephalon, and amygloid areas. Axonal
degeneration was also widespread, but it was suggested to be a change sec-
ondary to neuronal death [20]. These observations indicate that the lack of
KIF1A results in neuronal death.

To examine the process of neuronal death, we cultured hippocampal neu-
rons [20]. The survival curve showed that the hippocampal neurons of mutant
mice started to die after 6 days in culture, and most died after 13 days. In the
wild-type neurons, the synthesis of KIF1A started to increase after 6 days.

In summary, KIF1A is an anterograde fast motor that transports synaptic
vesicle precursors and is vital in neuronal function and survival. However,
because the synaptic vesicle density of the mutant mice did not become zero,
it was suggested that there must be another motor that transports synaptic
vesicle precursors. This last point will be dealt with later.

5.2.2 KIF1Bα – Monomeric Motor for Mitochondrial Transport

We will now discuss a new motor that we discovered following KIF1A, that
is, KIF1B [11]. KIF1B is also a N-terminal motor, and it is now called
KIF1Bα [31] (Fig. 5.2). Experimental data support that KIF1Bα also exists as
monomer, and by low-angle rotary-shadowing electron microscopy, KIF1Bα
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is observed as a single-head globular molecule, but sometimes it has a short
tail [11] (Fig. 5.3).

To examine what types of cargo are transported by KIF1Bα, we stained
cultured Neuro2A cells with an anti-KIF1Bα antibody [11]. The anti-KIF1Bα
antibody immunoreacted with large dotlike structures, indicating that KIF1Bα
transports large membranous organelles. To characterize these organelles, var-
ious markers and the anti-KIF1Bα antibody were double-stained, and it was
found that MitoTracker, a marker of mitochondria, colocalized with KIF1Bα.
This demonstrated that KIF1Bα transports mitochondria [11] (Fig. 5.4a).

To confirm this, the mitochondrial fraction was isolated from the mouse
brain, and whether KIF1Bα was concentrated in the fraction was examined
[11]. Cytochrome oxidase, a mitochondrial marker, was highly enriched in
the high-centrifugation membrane vesicle (P3) fraction, and KIF1Bα was also
abundant in this fraction. The results further support the notion that KIF1Bα
transports mitochondria.

We further examined whether KIF1Bα could transport mitochondria along
microtubules in vitro [11]. For this, axonemes, which are microtubule bundles,
isolated from the Chlamydomonous flagella were firmly fixed to a coverglass
to prevent gliding, and purified mitochondria and KIF1Bα were added in the
presence of ATP. The mitochondria moved along microtubules at a velocity
of 0.5 µm/s. Therefore, KIF1Bα is a motor that transports mitochondria.
We will not describe in detail, but we generated knockout mice of KIF5B
and KIF5C, two closely related conventional kinesins [21, 44]. The analysis
of the KIF5B or KIF5C knockout mice revealed that KIF5s are also motors
for mitochondrial transport. Thus, mitochondria are transported by two plus-
end-directed microtubule-dependent motors, KIF1Bα and KIF5s (Fig. 5.4a).

5.2.3 KIF1Bβ – Second Monomeric Motor for Transport
of Synaptic Vesicle Precursors

Next, we will describe aother motor that transports synaptic vesicle precur-
sors [31]. In the analysis of KIF1A knockout mice, we realized that there
must be another motor for transport of synaptic vesicles precursors. Be-
cause the transport of synaptic vesicle precursors is particularly important
for neuronal function, we searched for this motor. We indeed found one,
KIF1Bβ [31]. KIF1Bβ is a new isoform formed by alternative splicing from
the gene for KIF1Bα, which we have described above. The motor domains of
KIF1Bα and KIF1Bβ were identical, but C-terminal tail regions were com-
pletely different (Fig. 5.2). Because motors bind to microtubules at motor
domains and bind to cargoes at tail domains, having different tails indicates
that the motors transport different cargoes.

We then analyzed the KIF1Bβ cargo. Biochemical analyses such as sub-
cellular fractionation or flotation assay, GST-pulldown using the tail region
of KIF1Bβ, vesicle immunoprecipitation using an anti-KIF1Bβ antibody,
and immunoelectron microscopy using antibodies specific to various axonally
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transported membrane proteins and KIF1Bβ all demonstrated that KIF1Bβ
transports synaptic vesicle precursors containing synaptotagmin, synapto-
physin, and SV2 [31] (Fig. 5.4a).

To study the in vivo function of KIF1Bβ, we then generated KIF1Bβ
knockout mice [31]. KIF1Bβ knockout mice were born alive, but die within
30 min of birth due to apnea. A histological examination of the lungs showed
no visible signs of abnormality, but pulmonary alveoli did not expand properly.
We then examined the muscles involved in respiration, but these as well did
not reveal any significant defects. Therefore, it was most likely that the apnea
was of a neurological origin, and we examined the central nervous system. In
the KIF1Bβ knockout mice, the number of neuronal cell bodies was less than
25% of that in the control. Neuronal loss in the knockout mouse respiratory
center was severe, and this was likely the cause of neonatal apnea. The density
of synaptic vesicles also decreased to 50–60%.

When hippocampal neurons are cultured, mutant cells start to die after
3 days in culture, and a significant proportion of cells die after 1 week in culture
[31]. We would like to point out some details here; the KIF1Bβ knockout mice
were generated such that the KIF1B motor domain was disrupted; therefore,
both KIF1Bα and KIF1Bβ were not expressed in knockout mice. To assess
which isoform of KIF1B is responsible for the neuronal loss phenotype, a
rescue experiment was performed. When exogenous KIF1Bβ or KIF1Bα was
introduced to the mutant culture, only KIF1Bβ rescued the neuronal death.
Therefore, KIF1Bβ was mainly responsible for the mutant phenotype. This
seemed to be reasonable because no changes in mitochondrial distribution were
observed in this mutant mouse neuron, and mitochondria have another motor,
KIF5s, for their transport as we discussed above. Therefore, the phenotype
appeared to be caused by lack of KIF1Bβ, not that of KIF1Bα.

5.2.4 Charcot-Marie-Tooth Disease Type 2A Caused
by Mutation in KIF1Bβ

We made one crucial observation. The mutant mice died shortly after birth,
but heterozygotes survived and appeared normal. However, these 50% normal
mice showed progressive muscle weakness and motor discoordination after
one year of age [31]. We performed a series of behavioral tests; 1-year-old
heterozygotes showed a staggering gate and shorter retention times in fixed
bar and rotarod tests than wild types. These behavioral tests indicated muscle
weakness and motor discoordination, and these phenotypes were similar to
those of human neuropathy. Therefore, we first examined whether synaptic
vesicle precursors decreases in the heterozygotes. In the peripheral axons of
heterozygous mice, the levels of KIF1Bβ and synaptic vesicle proteins, such
as synaptotagmin or SV2, were one-half those in wild-type mice. However,
similar changes were not observed for nonsynaptic vesicle proteins such as
SNAP-25 or syntaxin 1A. These results indicate that in the heterozygotes,
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the extent of transport of synaptic vesicle precursors specifically decreases to
one-half that of the wild type.

We found that murine KIF1Bβ is mapped on chromosome 4E. The
Charcot-Marie-Tooth disease type 2A (CMT2A) had been mapped to the
overlapping human chromosome region 1p35–36, although the causal gene
had not been identified. CMT is the most common inherited neuropathy in
humans with a prevalence of 1/2500 and has several subtypes [45]. To examine
whether KIF1Bβ mutation is the cause of the disease, we analyzed a pedigree
of CMT2A [31]. In all affected family members in this pedigree, but not in
unaffected siblings or healthy controls, a heterozygous Q-to-L (glutamine-to-
leucine) mutation was found in the consensus ATP-binding site of the KIF1Bβ
motor domain. We also found that this mutation caused a significant decrease
in microtubule-dependent ATPase activity. In addition, when the wild-type
KIF1Bβ and mutant KIF1Bβ were exogenously expressed in fibroblasts, wild-
type KIF1Bβ moved to the plus ends of microtubules and accumulated at the
cell periphery, whereas mutant KIF1Bβ remained and aggregated in the per-
inuclear region. In summary, we have found a new motor that transports
synaptic vesicle precursors. KIF1Bβ plays essential roles in neuronal func-
tion and survival. We also found that a KIF1Bβ gene mutation is a cause of
hereditary human neuropathy [31,45].

5.3 Dendritic Transport and Mechanisms
of Cargo Recognition

Here, we will discuss dendritic transport, in terms of motors and cargoes, and
the physiological significance of the transport. A series of experiments have
also demonstrated a principle of how cargoes are recognized by motors and
how their selective transport to dendrites are achieved [1]. Therefore, we will
also discuss these points.

5.3.1 Transport of NMDA Receptor by KIF17

We found a new motor, KIF17, a N-terminal motor domain-type motor with
1038 amino acids; it is a plus-end-directed motor with a velocity of 1.2
µm/s [27]. A unique feature of KIF17 is its localization; that is, it mainly
localizes in the cell body and dendrites, as was clearly demonstrated in the
cerebral cortex by immunofluorescence microscopy. The same localization was
confirmed in cultured hippocampal neurons. In these experiments, axons can
be distinguished from dendrites by staining with an anti-neurofilament anti-
body.

The next important question is what is the cargo of KIF17. Immunoiso-
lation using beads revealed that the cargoes are membranous organelles [27].
To analyze the types of membranous organelle, proteins that bind to the C-
terminal tail of KIF17 were searched by yeast two-hybrid assay, and mLin-10



5 Intracellular Transport and Kinesin Superfamily Proteins 95

(mouse homologue of Caenorhabditis elegans LIN-10), also known as Mint1,
was identified as the binding partner. mLin-10 has two PDZ domains, and our
data indicate that the KIF17 tail domain binds to the first PDZ domain. The
binding was also confirmed by immunoprecipitation using an anti-mLin-10
antibody and a BIAcore system. This finding is very exciting because other
laboratories have shown that mLin-10 binds to N-methyl-D-asparatate
(NMDA)-type glutamate receptors via mLin-2 (CASK) and mLin-7 (MALS/
Velis) [46], suggesting that KIF17 transports NMDA-type glutamate recep-
tors. We therefore examined whether it was indeed the case.

The floating assay showed that the peak fraction of KIF17 coincided with
the peak fractions of mLin-10, mLin-2, and mLin-7, and the NR2B subunit
of NMDA receptor [27]. The peak fraction was then used in immunoprecip-
itation as the membrane-solubilized lysate or the vesicle fraction. The re-
sults directly demonstrated that KIF17 binds to the NR2B subunit via the
mLin-10, mLin-2, and mLin-7 complex. When the membrane fraction asso-
ciated with KIF17 was isolated and dropped onto Chlamydomonas flagel-
lum microtubules with KIF17 and ATP, the cargo vesicles moved to the plus
ends [27]. By immunofluorescence microscopy, the cargoes moving along mi-
crotubules were found to contain NR2B. These results indicate that KIF17
transports the NMDA receptor subunit NR2B via the interaction with the
tripartite scaffolding protein complex containing mLin-10, mLin-2 and mLin-
7 (Fig. 5.4b, left). However, up to this point we have presented in vitro data;
therefore, we needed to determine whether KIF17 indeed transports NMDA
receptors in neurons in vivo.

We first expressed the yellow fluorescent protein (YFP)-KIF17 in cul-
tured hippocampal neurons [38]. YFP-KIF17 distributed mainly in the cell
body and dendrites, not in axons. We then examined whether the NR2B sub-
unit colocalized with YFP-KIF17-binding membrane vesicles by immunoflu-
orescent antibody staining. Many of the NR2B staining represented clusters
of NMDA receptors that had been already incorporated into postsynaptic
sites that were costained by the anti-PSD-95 antibody. However, NR2B stain-
ing that colocalized with YFP-KIF17 was not costained by the anti-PSD-95
antibody, suggesting that the NR2B staining that colocalized with YFP-
KIF17 were in the process of active transport in dendrites. A statistical analy-
sis showed that 45% of YFP-KIF17 colocalized with NR2B subunits. The re-
sults strongly suggest that KIF17 transports NMDA receptors in neurons in
vivo. To further verify this, we also performed functional blocking of KIF17
in hippocampal neurons [38]. We used two strategies; one was expressing anti-
sense oligonucleotides and another was expressing dominant-negative mutants
that express only the C-terminal tails. Both strategies showed that blocking
KIF17 resulted in a significant decrease in the density of NMDA receptor clus-
ters. This result strongly supported the idea that KIF17 transports NMDA
receptors (Fig. 5.4a).

When the NMDA receptor is functionally blocked by an AP-V antagonist,
the expression of NR2B subunits is upregulated. When cultured hippocampal
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neurons are treated with AP-V, the expression of KIF17 is also upregulated
[38]. Therefore, it is suggested that KIF17 and NR2B are coregulated at the
transcriptional level, which is also supported by the analysis of transgenic
mice, which will be discussed later.

5.3.2 Transport of AMPA Receptor by KIF5

As shown above, we have demonstrated that KIF17 transports one type of
glutamate receptor, the NMDA-type receptors [27]. We have also identified
the motor that transports α-amino-3-hydroxy-5-methylisoxazole-4-propionate
(AMPA)-type receptors, another type of glutamate receptor [34]. We were
searching the cargoes of KIF5, a conventional kinesin. Conventional kinesin
is composed of heavy chains, that is, KIF5 (5A, 5B, 5C), and light chains.
Light chains bind membrane vesicles containing the amyloid precursor pro-
tein (APP) and other molecules, therefore, they are among the cargoes of
KIF5 (Fig. 5.4a). However, we were searching cargoes that bind to the tail re-
gion of heavy chains using the yeast two-hybrid method. We found glutamate
receptor-interacting protein 1 (GRIP1), which binds to the GluR2 subunit of
AMPA receptor [34]. Immunoprecipitation showed that GRIP1 indeed binds
to both KIF5, the heavy chain of conventional kinesin, and the GluR2 subunit
in neurons (Fig. 5.4b, center). In addition, when a KIF5 dominant-negative
construct, which contains only the GRIP1-binding site but lacks the motor
domain, was expressed in cultured neurons, the density of GluR2 clusters in
dendrites significantly decreased, suggesting that GluR2 is normally trans-
ported to dendrites by KIF5 via the interaction with GRIP1 [34] (Fig. 5.4a).

Furthermore, when the minimal kinesin-binding domain of GRIP1 is
expressed in hippocampal neurons, conventional kinesins are recruited to
dendrites [34]. In contrast, when the JNK/stress-activated protein kinase-
associated protein 1 (JSAP1), which functions as a binding partner of kinesin
via light chains, is expressed, conventional kinesins predominantly localize
to axons [34]. These results suggest that binding of cargoes to conventional
kinesins either via heavy chains or light chains determines the polarity of
transport, that is, the transport of cargoes to axons or dendrites.

In summary, we have shown that the C-terminal tail of KIF5 binds to
GRIP1 and transports vesicles containing the GluR2 subunit of AMPA re-
ceptor in dendrites. We have also shown that the binding of GRIP1 to heavy
chains tends to steer KIF5 to dendrites rather than to axons, although the
mechanism is as yet to be elucidated.

5.3.3 Use of Adaptor/Scaffolding Protein Complexes

We will not go into detail, but we have also identified a new motor, KIF13A,
and showed that KIF13A transports vesicles containing the mannose-6-
phosphate receptor from the Golgi apparatus to the plasma membrane. In
this transport, the tail region of KIF13A binds to the AP-1 adaptor protein
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complex, which then recognizes the mannose-6-phosphate receptor enabling
its transport from the Golgi apparatus to the plasma membrane (Fig. 5.4b,
right) [30].

This series of experiments has demonstrated that KIF17 transports the
NMDA-type glutamate receptors, which is vital for important neuronal func-
tions such as memory and learning, and that KIF5 transports AMPA-type
receptors, which are also very important for neuronal functions. In addition,
this series of experiments has also established the mechanism by which motor
molecules recognize and bind to their cargoes (Fig. 5.4b). In the case of KIF17,
it binds to mLin-10, and via the mLin-10, mLin-2, and mLin-7 scaffolding pro-
tein complex to the NMDA receptor NR2B subunit (Fig. 5.4b, left). In the
case of KIF13A, it binds to β-1 adaptin and via the AP-1 adaptor complex to
the mannose-6-phosphate receptor (Fig. 5.4b, right). KIF5 binds to GRIP1 at
the heavy chains and via GRIP1 to the GluR2 subunit of the AMPA receptor
(Fig. 5.4b, center). Therefore, the tail region of motor molecules recognizes
and binds to the adaptor or scaffolding proteins in the transport of cargo
membrane organelles containing functional membrane proteins. The use of
adaptor and scaffolding proteins appears to be one of the basic mechanisms
for the recognition and transport of cargoes [1, 7].

5.3.4 Enhanced Spatial and Working Memory
in Transgenic Mice Overexpressing KIF17

We next examined the in vivo role of KIF17. We generated a gain-of-
function model, that is, a transgenic mouse overexpressing KIF17, using the
calmodulin-dependent kinase II (CaMKII) promoter [36]. The mouse is ap-
parently normal, but overexpresses KIF17.

We then performed behavioral tests [36]. In the delayed matching-to-place
version of the Morris water maze task, which measures working/episodelike
memory, the swimming speeds were not significantly different, but the working
memory of transgenic mice overexpressing KIF17 was significantly better than
the wild type. In the standard hidden-platform version of the Morris water
maze task, the transgenic mice demonstrated a better spatial learning and
memory than the wild type. It means that we generated a smart mouse.

We then investigated what was happening in the smart mouse’s brain.
In the hippocampus and cerebral cortex, the expression level of the KIF17
protein was high [36]. In addition, the mRNA expression levels of KIF17
and the NR2B subunit of NMDA receptors were high. NR2B transcription is
regulated by the phosphorylation of cyclic AMP responsive element-binding
protein (CREB). Therefore, we compared the expression levels of phosphory-
lated CREB in the wild-type and transgenic mice. Although the expression
levels of CREB were the same, that of phosphorylated CREB was significantly
up-regulated in the transgenic mice compared with that in the wild type [36].
The promoter region of NR2B has a CREB consensus sequence, which is reg-
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ulated by phosphorylated CREB. Interestingly, we found that KIF17 also has
a CREB consensus sequence in the promoter region [36].

From these results we propose the following as a potential mechanism by
which the overexpression of KIF17 leads to the improvement of learning and
memory. First, the overexpression of KIF17 leads to an increase in the den-
dritic transport of vesicles carrying the NR2B subunit of the NMDA receptor.
When the receptor is incorporated in the postsynaptic site, synaptic trans-
mission efficiency increases. As a result, calcium influx at the postsynaptic
site increases leading to the activation of signal transduction cascades such
as cyclic AMP-dependent protein kinase (protein kinase A, PKA), mitogen-
activated protein kinase (MAP kinase), and calmodulin-dependent protein ki-
nase, and culminating in the enhancement of the phosphorylation of CREB.
Then, mRNA transcription of KIF17 and NR2B is enhanced, which in turn
enhances protein translation. This will lead to a positive feedback of enhanced
dendritic transport of the NR2B subunit, and ultimately learning and mem-
ory improve, that is, a smart mouse is generated. In summary, the transgenic
mouse experiments showed that motor proteins play significant roles in form-
ing a basis for higher-order brain function.

5.3.5 Transport of RNA-Containing Granules by KIF5

Recently, we have also clarified a mechanism by which mRNA is transported
by molecular motors [28]. As we discussed previously, KIF5, the conventional
kinesin, is composed of heavy chains and light chains. We searched for a
cargo that binds via heavy chains, and identified one that binds to the amino
acid 865–923 of the tail domain, which we named the minimum binding site
(MBS) [28]. The cargo is a large granule containing various RNA-associated
proteins such as hnRNP-U, Purα, Purβ, PSF, DDX1, DDX3, SYNCRIP, TLS,
and NonO. KIF5 has three closely related genes, kif5a, kif5b, and kif5c, and
the granule binds to all the three KIF5s. Of the granular components, we have
examined 17 proteins in detail, and immunoprecipitation experiments showed
that all of these proteins are consistently contained in the granule. The granule
also contains several specific mRNAs such as that for CAMKIIα or activity-
regulated cytoskeleton-associated protein (Arc), but not other mRNAs such
as that for tubulin. Therefore, there is a specificity in which mRNAs are
transported in the granule.

We also generated antibodies to these 17 proteins, and demonstrated that
all these proteins and KIF5 colocalize with the Purα-containing granule [28].
We also showed that mRNAs for CaMKII and Arc colocalize with the gran-
ule. Furthermore, we visualized the movement of Purα-containing granules in
dendrites [28]. The movement velocity was ∼0.1 µm/s.

When RNA interference (RNAi) is used to suppress the expression of the
component proteins of RNA-containing granules, such as hnRNP-U, Purα,
PSF, or staufen, mRNA transport is suppressed [28]. These observations con-
firm that these proteins play significant roles in mRNA transport. However,
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the suppression of other proteins such as DDX3 or SYNCRIP does not affect
mRNA transport, suggesting that some proteins are not directly involved in
transport processes [28].

We have performed proteomic analysis of the transporting granule and
identified at least 42 proteins [28]. The proteins include those involved in
RNA transport, protein synthesis, RNA helicases, hnRNPs, and other RNA-
associated proteins. In this way, the mechanism by which mRNAs are trans-
ported is becoming clear.

5.4 KIF3, Left–Right Determination and Development

Here, we will discuss about a heterotrimeric motor, KIF3, which has a unique
physiological role not observed in other KIFs. KIF3 forms a heterodimer com-
posed of KIF3A and KIF3B, which are derived from separate genes [15]. The
heterodimer associates with kinesin superfamily-associated protein 3 (KAP3)
on its C-terminal tail, and therefore, KIF3A, KIF3B, and KAP3 form the
KIF3 motor (Fig. 5.3) [17]. KIF3A and KIF3B are abundantly expressed in
neurons, but they are ubiquitously expressed in other tissues as well [15, 17].

In neurons, the KIF3 motor transports membrane vesicles associating with
α-fodrin and these vesicles are important for neurite elongation [26]. The KIF3
motor is bound to α-fodrin via KAP3. To examine role of the KIF3 motor in
vivo, we generated KIF3A and KIF3B knockout mice [22,24]. These knockout
mice showed very similar phenotypes; therefore, we will mainly discuss the
KIF3B knockout mice [22].

5.4.1 Mice Lacking KIF3 Shows Randomization
of Left–Right Asymmetry

The lack of KIF3A and KIF3B is embryonically lethal [22, 24]. Therefore,
we analyzed the embryos. The embryos showed various phenotypes including
an open brain, pericardial swelling and abnormality in turning. Among these
various phenotypes, we focused our attention on the randomization of left–
right determination [22,24].

In humans, the Kartagener syndrome has been described, and 50% of
patients with this disease have a normal internal organization, that is, the
heart on the left, the liver on the right, and the spleen and pancreas on the
left. However, the remaining 50% of patients have a mirror image distribution,
that is, situs inversus viscera. The Kartagener syndrome patients also show
male infertility and respiratory failure, but the reason for the randomization
of left–right determination was not known. The first visible sign in the left–
right determination in embryogenesis is cardiac looping. Initially, the heart is
a straight tube, but it will fold to form an atrium and a ventricle. Normally it
will form the D-loop, but in situs inversus, the L-loop. One hundred percent of
wild-type and heterozygous mice showed the D-loop, whereas 50% of KIF3B
mutant mice showed the D-loop and the remaining 50% the L-loop.
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5.4.2 KIF3 is Essential for Ciliogenesis of the Nodal Cells

The left–right determination is the focus of much research in developmental
biology. A triangle ventral dent in an early embryo called the “node” plays an
important role. The node regulates the expression of a series of genes that are
expressed specifically on the left side, for example, nodal, lefty1, lefty2, and
Pitx2. However, the upstream events were not known. The whole-mount in
situ hybridization of wild-type and knockout mice revealed that the expression
of the most upstream gene, lefty2, is randomized in the knockout mice. The
results indicate that events upstream of the expression of these genes are
regulated by KIF3.

We then observed the node. Scanning electron microscopy revealed that
monocilia are present on nodal cells in the wild-type mice, but are missing
in the knockout mice. The wild-type nodal cilia have microtubule doublets
in a “9 + 0” arrangement, instead of the usual “9 + 2” arrangement. In
the 9 + 0 arrangement, the central pair is missing, and usually this type
of cilia are considered to be immotile. In the knockout mice, although the
cilia are missing, basal bodies are present. The first obvious question is how
the absence of KIF3 causes the absence of cilia. We demonstrated that KIF3
is present in the nodal cilia of wild-type mice by immunofluorescence and
immunoelectron microscopies. When this result is combined with data from
other laboratories, it indicates that the KIF3 heterodimer transports protein
complexes carrying the ciliary components from the base to the tips of cilia
along microtubules [22, 24, 47]. In the knockout mice, cilia are not formed
because ciliary component proteins are not transported in the cilia because of
the absence of the KIF3 motor.

5.4.3 Nodal Cilia Rotate to Produce a Constant Leftward Flow

Why does the left–right determination becomes randomized when nodal cilia
are not present? We next decided to approach this question [22,24]. In ordinary
cilia or flagella, nine pairs of microtubule doublets composed of the “A” and
“B” subunits are circularly arranged and in the center a pair of microtubules is
present [48]. In most of these 9 + 2 type of cilia or flagella, beating movements
are observed. In contrast, nodal cilia do not have the central pair and were,
therefore, thought to be immotile. We first examined whether nodal cilia are
indeed immotile by video microscopy using live embryos. Surprisingly, the
cilia were rotating clockwise at about 600 cycles/min. However, it remain
unclarified how the motility could be involved in the left–right determination.
Therefore, we attempted to determine the total effect of individual rotations.
We added fluorescent-dye-labeled beads to the extraembryonic fluid in the
node. To our surprise, the beads moved from the right to left; therefore, in
wild-type mice, there is a constant leftward flow of extraembryonic fluid in
the node. We named this flow “nodal flow”. In the node of heterozygous mice,
in which nodal cilia are present and motile, the beads showed a leftward flow.
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However, in the node of knockout mice, in which nodal cilia are missing, the
beads only show the Brownian movement, suggesting that the nodal flow is
absent.

In summary, the KIF3 motor transports protein complexes in nodal cilia
from the base to the tip in the wild-type mice. The nodal cilia rotate in
a clockwise manner at about 600 cycles/min, and this rotation generates a
flow of extraembryonic fluid in the node, the nodal flow. The leftward nodal
flow generates a concentration gradient of a putative morphogen X on the
left side of the node, which we will discuss later. The knockout mice do not
have cilia due to the absence of KIF3 and thus no ciliary movements. There
would then be no nodal flow, and the secreted morphogen X would simply
diffuse, switching on left-right-determining gene cascades randomly. Thus, it
was shown that the KIF3 motor regulates important events in development.

5.4.4 How is Nodal Flow Generated

We are left with two more questions: how do individual rotation movements
generate the net effect of a linear leftward flow, and what is the putative
morphogen. Regarding the first question, we first examined whether the same
nodal flow that we have demonstrated in mice is observed in other vertebrates
such as rabbits, whose embryos are closer to those of humans, or medaka fish,
which are similar to zebrafish [49]. We found that cilia are present in a region
of the rabbit notochord that corresponds to the murine node and in medaka
Kupffer’s vesicles, which play an important role in the left–right determina-
tion. We also found that most of these cilia have the 9 + 0 arrangement,
and also rotate clockwise. In addition, these rotation movements generate the
leftward nodal flow. Therefore, we found that the presence of cilia, rotation
movements of cilia and nodal flow are mechanisms conserved in vertebrates.

We have also established a video system with a high temporal resolution
and observed ciliary movements in detail. The cilia rotate with their axis
tilted at an angle of 40 degrees posteriorly [49]. Because of this tilt, when
a cilium rotates to the left, that is, movement from the right to the left, it
moves in a nearly vertical plane and from the hydrodynamic point of view,
the movement effectively generates the nodal flow because of shear resistance.
However, in returning, that is, movement from the right to the left, it moves
near the surface and, therefore, cannot effectively generate the nodal flow.
Thus, because of the tilting of the cilia posteriorly at an angle of 40 degrees,
the leftward flow is generated effectively, but not the rightward flow.

In conclusion, three elements, the structural assymmetry within cilia,
which creates clockwise movements, the presence of the node on the ven-
tral side of an embryo, and the tilting of the axis of rotation toward the
posterior at an angle of 40 degrees, combined together produce the leftward
flow generated by rotation movements. These observations also explain the
pathogenesis of Kartagener’s syndrome. The causal genes for Kartagener’s
syndrome are the components of the dynein motor, which is responsible for
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the movements of cilia and flagella; and its mutations mainly occur in light
chains and intermediate chains. The iv mouse is a model of Kartagener’s syn-
drome [50]. Nodal cilia are present, but immotile due to the defect in dynein
motor activity. Immotile cilia do not create nodal flow and cause the same
phenotype as that of KIF3 knockout mouse, that is, the randomization of the
left–right determination. Dynein motor defects also cause the immotility of
sperm flagella, and thus male infertility. The immotility of cilia in respira-
tory epithelial cells underlies the inability of coughing up sputum and thus
chronic respiratory complications. Therefore, why one-half of the patients with
Kartagener’s syndrome have situs inversus and how the situs inversus is
related to other symptoms are now understood.

5.4.5 Leftward Nodal Flow Transports Nodal Vesicular Parcels
Carrying Sonic Hedgehog and Retinoic Acid

We hypothesized that the leftward nodal flow creates a concentration gradient
of a putative morphogen X, which is likely a secreted protein. However, what
exactly is the signal transduction mechanism of this flow? In search of mor-
phogens and the signal transduction mechanism, we have found a new mode
of extracellular transport of morphogens in the node [51].

Because the findings of other laboratories suggest that fibroblast growth
factor (FGF) signaling is associated with left determination [52], we exam-
ined the distribution of FGF receptors in the node. Immunofluorescent stain-
ing showed that FGF receptors are localized on the nodal cilia and perinodal
cell surface. Thus, it appears that FGF proteins do not generate a left-right
concentration gradient by themselves. We then examined the effect of block-
ing FGF signaling on the left-determination process. In control embryos, the
static elevation of Ca2+ level starts from the left margin of the node and
laterally propagates towards the left lateral plate mesoderm as shown by the
use of calcium-sensitive fluorophores [53]. However, when FGF signaling is
blocked by a specific inhibitor of the FGF receptor tyrosine kinase, SU5402,
or a dominant-negative recombinant peptide of an extracellular domain of
mouse FGF receptor, FGFR-DN, the Ca2+ level elevation is significantly sup-
pressed. The suppressed Ca2+ signals are rescued by the supplementation of
downstream morphogen candidates, namely, Sonic hedgehog (SHH) or retinoic
acid (RA), suggesting that FGF, SHH and RA are involved in an event spec-
ifying laterality.

We then labeled membrane lipids with the lipophilic fluorescent dye DiI
and observed the nodes of living embryos by confocal microscopy. Surprisingly,
time-lapse imaging revealed that membranous parcels 0.3–5 µm in diameter
flow leftward once every 5–15 s. These parcels are released one by one from the
cell surface and dynamically protruding microvilli, flow down the stream of the
nodal flow, and are finally fragmented by ciliated surfaces into several small
pieces close to the left wall; this whole process takes about 30 s. Apparently,
the transport results in a massive transfer of materials, because the lipophilic
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fluorescent-dye staining tended to be brighter on the left side of the node than
on the right side. The transport is apparently triggered by FGF, because it is
suppressed by the suppression of FGF by SU5402 or FGFR-DN. We named
the parcels “nodal vesicular parcels” or NVPs. Typically, a parcel consists
of multiple lipophilic granules sheathed by an outer membrane and is often
associated with microvilli.

Does NVPs carry morphogens? To answer this we performed light- and
electron-microscopic immunohistochemistry using an anti-SHH or an anti-RA
antibody and found that SHH and RA are associated with NVPs.

Taken together, our data provide direct evidence that nodal flow trans-
ports NVP-associated morphogens toward the left, which is probably a criti-
cal phenomenon of symmetry breaking in mammalian embryos. The release of
NVPs is triggered by FGF and NVPs carry SHH and RA – the morphogens
positively involved in the left-determination.

5.4.6 Transport of N-Cadherin in Developing Neurons

Although the above studies clearly demonstrated the important roles of the
KIF3 motor in left–right determination in vivo, it is likely that the KIF3
motor has other in vivo functions as well. Because KIF3 knockout mice have
severe phenotypes and die at the embryonic stage, it is difficult to study
other roles of KIFs using the knockout mice. Because of this, we decided to
generate a conditional knockout mouse, and applied the Cre/loxP conditional
knockout strategy to bypass the midgestation lethality using a Cre transgenic
mouse drived by the promoter region of neurofilament-H (Nefh) gene [54].
We conditionally knocked out KAP3 gene. KAP3 binds to the tail end of
KIF3 and could control the binding of the KIF3 motor and cargoes. Thus,
the knockout of KAP3 could lead to the inhibition of KIF3 motor function.

In the conditional knockout mice, a tumorlike abnormal hypertrophy of
the cerebral cortex was observed, and it was suggested that cells that lack
KAP3 divide faster than control cells. We then examined whether the cad-
herin/catenin system, which controls cell-cell adhesion and proliferation, is
affected by KAP3 deficiency. The immunoblotting of brain lysates showed no
apparent changes in the expression levels of N-cadherin and β-catenin. How-
ever, when we probed brain sections against N-cadherin and β-catenin, we
found that the cell peripheral level of N-cadherin and β-catenin markedly de-
creased. To further clarify the relationship between KAP3 and N-cadherin, we
established an immortalized embryonic fibroblast cell line with the kap3 -null
genotype, and monitored the dynamics of GFP-tagged N-cadherin in vivo. It
was revealed that the release of N-cadherin-GFP from the Golgi apparatus is
significantly impaired, and the localization of N-cadherin-GFP at the cell-cell
boundaries is significantly reduced in the knockout cells. We also observed the
movements of individual post-Golgi organelles containing N-cadherin-GFP us-
ing time-lapse critical angle fluorescence microscopy (CAFM). Outward move-
ments in the knockout cells are not as straight or continuous as those in con-
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trol cells, and quantification showed that outward movements are significantly
reduced in knockout cells. Immunoprecipitation showed the association of
N-cadherin, β-catenin and the KIF3 motor, and immunostaining also showed
the colocalization of N-cadherin and KAP3.

In summary, KIF3 transports newly synthesized N-cadherin with β-catenin
from post-Golgi to the cell surface. This study suggests that KIF3 can be a
potential tumor-suppressing factor by transporting N-cadherin with β-catenin
from the cytoplasm to the plasma membrane. β-catenin in the nucleus can
work as a transcriptional factor, a downstream of Wnt canonical pathway to-
gether with T cell factor (TCF), and control the expression of many genes
including cyclin D1. Therefore, N-cadherin could function to control cell pro-
liferation by recruiting cytoplasmic and nuclear β-catenin to the plasma mem-
brane for cell adhesion machinery.

5.5 Monomeric Motor – How Can it Move?

Here, we discuss about the mechanism underlying motor motility. As we dis-
cussed above, we identified KIF1A motor, which exists as a monomer in so-
lution [13]. It was an important finding because all the motors that had been
identified before KIF1A are dimeric two-headed motors; for example, myosins
that move along actin filaments, dyneins that generate the movements of cilia
or flagella, or conventional kinesin. Therefore, the “walking” model or a “hand-
over-hand” model is a widely accepted model of the processive movement,
that is the movement of motor molecules along the rail without detaching
for some distance (Fig. 5.5) [55]. In other words, it had been widely accepted
that a motor needs two legs, just like when we walk. When one foot steps
forward, the other foot needs to be firmly attached to the rail for a motor to
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Fig. 5.5. Processivity of movement of monomeric motor along microtubules. Con-
ventional kinesin is dimeric in its native form. It moves processively along micro-
tubules in the dimeric forms, but not in the monomeric form. In contrast, KIF1A is
monomeric in its native form and moves processively in the monomeric form
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be able to “walk” without detaching from the rail. With this theory, a single-
headed motor molecule is not expected to move processively along the rail,
because a single-headed motor would dissociate from the rail when it steps
forward [56,57].

5.5.1 Processive Biased Brownian Movement of KIF1A

To determine whether KIF1A is a processive motor, we produced the shortest
motor domain construct of the KIF1A molecule, C351, and labeled it with a
fluorescent Alexa dye. A similar construct was produced for conventional ki-
nesin [23]. We constructed a low-background video-intensified microscope and
then visualized the behavior of single molecules, that is, their dynamics. It
was revealed that a single KIF1A molecule moves along a microtubule proces-
sively over a distance of more than 1 µm (Figs. 5.6a and 6b-c shaded bar).
The movement of single C351 molecules on the microtubule is not smooth,
and actually appears to be oscillatory (Figs. 5.6a and 6b-d). Although on av-
erage they move unidirectionally, a single C351 molecule sometimes pauses
for a while, or moves backward for a short distance, and then forward. To
quantitatively analyze this apparently oscillatory movement, the distribution
of displacement was plotted (Fig. 5.6b-f). The plot fitted well with a normal
distribution whose mean and variance increased linearly against time. The
linear increase of mean indicates a unidirectional constant-velocity movement
on average. The linear increase of variance indicates a linear accumulation
of random noise, as observed in Brownian movement [58]. Thus, the distri-
bution of the displacement of C351 suggests that it was a biased Brownian
movement. In contrast, a dimeric conventional kinesin molecule, K381, moves
smoothly unidirectionally (Figs. 5.6b-e and 6b-c open bar). The distribution
of its displacement fitted well with a normal distribution with linearly increas-
ing mean and a constant variance (Fig. 5.6b-g). The latter can be explained
by the error in position measurement.

We further analyzed the movement of C351 and K381 by plotting mean
square displacement ([MSD, ρ(t)]) against time, which is a convenient
quantitative measure of stochastic movement (Fig. 5.6b-h). The MSD plot
of C351 (Fig. 5.6b-h open circle) fitted well with biased Brownian movement,

ρ(t) = 2Dt + ν2t2, (5.1)

where D is the diffusion coefficient and ν is the mean velocity. The MSD plot
of C351 fitted well with

D = 44,000 ± 1200 nm2/s (5.2)

and
ν = 140 ± 10 nm/s . (5.3)

The estimated value of D is much larger than the value expected from fluc-
tuation in ATPase activity (<2400 nm2/s), but it is in good agreement
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Fig. 5.6. Processive movement of monomeric motor KIF1A (a) Movement of fluo-
rescently labeled single C351 molecules (red) along microtubule (green). Sometimes
C351 moves backward (arrowhead), but it usually moves in one direction (arrow).
Scale bar, 2 µm; frame interval, 0.5 s. (b) Analysis of movement. Distribution of
duration of movement of C351 (A) and K381 (B). Distribution of run length of
C351 (shaded bar) and K381 (open bar) (C). Typical traces of displacement of C351
(D) and K381 (E). Distribution of displacement of C351 (F) and K381 (G). MSD
of C351 (©) and K381 (�) plotted against time (H). Diffusion term of C351 (©)
and K381 (�) plotted against time (I). (c) Distribution of step size of KIF1A beads
measured by optical trapping. (d) Flush ratchet model of KIF1A movement along
microtubule. Panels (a and b) reproduced with permission from [23]. Panels (c and
d) reproduced with permission from [40]
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with the value previously reported for one-dimensional Brownian movement
in microtubule-motor protein systems. In contrast, the MSD plot of K381
(Fig. 5.6b-h closed square) fitted well with

D = 2200 ± 1000 nm2/s (5.4)

and
ν = 710 ± 10 nm/s , (5.5)

and the fluctuation in K381 movement can be explained by the fluctuation in
ATPase activity.

The difference in the degree of fluctuation of movement between C351 and
K381 is illustrated by the plot of the diffusion term,

ρ(t) − ν2t2 . (5.6)

The movement of C351 is about 20 times as diffusive as K381 (Fig. 5.6b-I).
This heavily stochastic nature of the movement cannot be explained by the
error of position measurement or the Brownian noise, because these cannot
accumulate and only contribute as constant terms to the diffusion term of
MSD or the variance of displacement. Furthermore, our single-motor assay is
free from the Brownian noise because the position of a fluorescent spot directly
reflects the position of a motor molecule. These results are the first clear
experimental demonstration that a motor could move by a biased Brownian
movement.

5.5.2 “K-loop” is Essential for Processivity

The next question is why a one-headed monomeric motor can move proces-
sively along microtubules without detaching. It was suggested that the binding
between motor and microtubule is mediated by electrostatic interactions. The
microtubule surface is mainly negatively charged; therefore, we thought that
KIF1A might have a highly positively charged region and we attempted to
identify this region. We found a region with five lysines in tandem, and named
this region the “K-loop” [23]. We considered that this highly positively charged
region may play important roles and we confirmed it to be so. When mutants
that have fewer lysines in the K-loop were produced, the processivity of the
motor decreases, as determined by single-motor motility assay [59]. In other
words, the duration of movement along a microtubule becomes shorter for the
mutant KIF1A. The turnover rates (kcat) of these mutants are the same level
as that of the original construct, but K0.5

MT(ATPase) (microtubule concentration
for half-saturation of ATPase), which is a measure of the average affinity to
microtubule throughout the ATPase cycle, is significantly affected.

The time constant of the mechanical processivity (τmec) of C351 deter-
mined by single-molecule-motor assay is 6.1 ± 0.8 s (Fig. 5.6b-A), which
agrees well with the time constant of kinetic processivity (τkin) of 6.3 s de-
termined by microtubule-activated ATPase assay. In comparison, the time
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constant of the mechanical processivity of K381 (τmec) is 2.6 s and that of
kinetic processivity (τkin) is 2.0 s (Fig. 5.6b-B), that is, about one-third of
those of C351, indicating that monomeric KIF1A has a higher processivity
than dimeric conventional kinesin.

The kinetic index of processivity, which indicates the number of ATPase
cycles per motor-microtubule encounter, is 690 for C351. On average, C351
hydrolyzes nearly 700 ATPs before detaching from the microtubule. This is
more than five times the number of ATPs hydrolyzed by the dimeric kinesin
K381, and more than 40 times that hydrolyzed by the monomeric kinesin
K351.

5.5.3 Biased Stepwise Movement During ATP Hydrolysis Cycle

We then analyzed the detail of movement by optical trapping nanometry [40].
For this, we attached a 0.2-µm-diameter bead to one end of a monomeric
KIF1A construct, which contains almost solely the motor head domain and
cannot dimerize. We then placed the beads on a polarity-marked microtubule
fixed to a coverglass and performed optical trapping, that is, by pulling a bead
with a laser beam, the optical tweezer, the movement of KIF1A is amplified
as the movement of the bead.

A region called the “neck linker” at the C-terminus of the motor domain is
proposed to play important roles in the motility of conventional kinesin [55,60].
To determine whether this is the case for the biased Brownian movement of
KIF1A, a bead was attached to the N-terminus or C-terminus of the KIF1A
motor domain. We also attached KIF1A to beads using methods that prevent
dimerization. Binding beads at the N-terminus or C-terminus of KIF1A does
not make any difference in the results of optical trapping nanometry; therefore,
this indicates that the neck linker does not significantly contribute to at least
motility based on biased Brownian movement.

The KIF1A attached beads showed a clear bidirectional stepwise move-
ment. In addition, it was shown that a single ATP hydrolysis produces a
single mechanical step. Furthermore, it was shown that the step size is not
fixed, but distributed approximately in multiples of 8 nm (Fig. 5.6c). The
histogram shows that the step size is distributed in both the directions of plus
and minus ends, but step sizes are all in multiples of 8 nm. Therefore, the
beads moved backward and forward in step sizes of multiples of 8 nm, but the
net direction of the bead movement is towards the plus end, indicating biased
Brownian movement. Because the size of the tubulin monomer is 4 nm and
that of the heterodimer is 8 nm, the microtubule is predicted to have high
affinity sites every 8 nm.

Next, to analyze at which steps the movement is biased towards the plus
end, the movement was observed in the presence of ATP at a low concen-
tration. The analysis showed that in the ADP-bound state, KIF1A was in
Brownian motion, and when it released ADP and had no nucleotides, it bound
tightly to the microtubule. At that moment, KIF1A moved towards the plus
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end by about 3 nm on average. This average distance of 3 nm is explained as
follows. If a motor moves twice towards the plus-end over a distance of 8 nm
and once towards the minus end over a distance of 8 nm once, the net distance
it moved is 8 nm towards the plus end. However, it took three steps to make
that movement. If 8 nm is divided by 3, the average movement of 2.66 nm
per step is obtained. Therefore, KIF1A always moves at step sizes of multi-
ples of 8 nm, but it moves towards the plus end over a distance of 3 nm on
average. It was also demonstrated that when ADP is released, KIF1A makes
a biased movement towards the plus end. In summary, the optical trapping
showed that KIF1A is in Brownian movement in the ADP-bound state, and
when ADP is released, it moves towards the plus end over a distance of 3 nm
on average (Fig. 5.6d). This model also agrees well with the results of X-ray
crystallography analysis, but we will discuss it later.

5.5.4 K-loop/E-hook Interaction Sustain Brownian Movement
in Weak-Binding State – Tarzan Model

We also studied the mechanism of biased Brownian movement by cryoelec-
tron microscopy [25]. The motor domain of KIF1A, C351, was bound to the
microtubule in an ATP-like strong binding state and its structure was studied
by cryoelectron microscopy at 15 Å resolution. In a state bound to a non-
hydrolyzable analog of ATP, AMP-PNP, the KIF1A motor domain bound to
microtubule protofilament like koala with three binding sites, namely MB1,
MB2, and MB3 (Figs. 5.7a and c). When this was compared with conventional
kinesin, a unique feature of KIF1A was found to be the high prominence of
MB3. The next step was to determine which primary sequences, that is, amino
acid sequence, form the MB1, MB2, and MB3 binding sites.

The X-ray crystallographic atomic structure of KIF1A was not available
at the time, therefore, the available conventional kinesin atomic model was
docked. Because the amino acid sequence of the motor domain of KIF1A have
60% similarity to that of conventional kinesin, certain parts would fit and
others would not, revealing the differences. The docking showed that MB3
corresponded to the loop L12, that is, the K-loop region, and MB1 and MB2
corresponded mainly to L8 and L11.

When the tubulin atomic model was also docked, another important fea-
ture was revealed, that is the flexible C-terminus of tubulin can interact with
the K-loop (Fig. 5.7b). This was confirmed by the cleavage of the C-terminus
of tubulin [59]. Because this C-terminal region contains many glutamates (E
in one-letter code), we named this region the “E-hook” [59]. It was also sug-
gested that the interaction between the E hook and K loop is specifically
important in the ADP-bound state. Furthermore, to directly show that the
K-loop corresponds to MB3, we labeled the K loop with colloidal gold cluster
by introducing reactive cysteine and examined it by cryoelectron microscopy.
The gold-cluster labeling unambiguously proved that MB3 contains the K
loop.
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(a)

(c) (d)

(b)

Fig. 5.7. (a–c) Docking of atomic model of KIF1A and tubulin. Surface represen-
tation from outside (c) and top view from plus end (a) and superposition of image
on atomic model (b). (d) Tarzan model of biased Brownian movement of KIF1A.
Panels (a–c) reproduced with permission from [25]

From these studies, we would like to propose a model for the biased
Brownian movement of KIF1A called the Tarzan model (Fig. 5.7d). Tarzan is
the KIF1A motor domain, and it is stretching its arm, the K-loop, upwards
and grabbing a tether that hangs from the microtubule protofilaments com-
posed of α- and β-tubulin. The tether is the flexible C-terminal E hook of
tubulin. In the ADP-bound state, Tarzan does the Brownian motion via the
interaction between the K loop and E-hook. Drag force, diffusion, might reflect
the fluctuation of the flexible tether between KIF1A’s K loop and tubulin’s
E hook. Upon the hydrolysis of ATP, Tarzan releases the tether and grabs
another tether, but in doing so, movement has bias towards the plus end.
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5.5.5 Conformational Changes in Switch I
and II During ATP Hydrolysis

We then studied how the bias works by examining ATP hydrolysis steps by
X-ray crystallography and cryoelectron microscopy (Fig. 5.8) [14]. First, the
ADP-bound state and AMP-PCP-bound state of KIF1A were studied. The
AMP-PCP state is considered to represent one of the ATP-like-states called
preisomerization. X-ray crystallography revealed that switch I and II regions,
which form a nucleotide-binding pocket interposed with the bridging water
molecule and hydrogen bonds, show marked conformational changes. First,
the switch I region forms a short β-hairpin structure in the ATP-like state,
but it changes to a helix flanked by two short loops in the ADP-state. In
addition, switch I region is closer to switch II region in the ATP-like state,
resulting in the closure of the nucleotide-binding pocket. Second, in the switch
II region, which is composed of the α4 helix and loop L11, the α4 tilts about
20 degrees and partly melts and L11 extends in the ATP-like state.

We then docked the atomic structures to cryoelectron microscopic images.
Cryoelectron microscopy revealed that the “long axis” of the KIF1A motor
domain in the ATP-state rotates ∼20 degrees compared with that in the ADP-
state. What roles this rotation plays is still a speculation, but this suggests
that although the α4 helix tilts ∼20 degrees in the crystal structure, when the
motor is bound to the microtubule it remains fixed to the microtubule and
the motor itself rotates relative to the microtubule.

We then analyzed additional states of ATP hydrolysis [43]. For this pur-
pose, we produced a very short motor domain construct, C340. There are
several ATP analogs that mimic the different states of the chemomechan-
ical cycle of kinesin motors. First, three analogs mimic the strong-binding
states: AMP-PCP, a nonhydrolyzable analog, mimics the preisomerization
state; AMP-PNP, also a nonhydrolyzable analog, mimics the next prehydrol-
ysis state; and ADP-AlFx mimics the early ADP-Pi state, in which ATP
hydrolysis begins. ADP-Vi mimics the late ADP-Pi state, in which the associ-
ation with the microtubule is the weakest, and is considered to be an actively
detaching state (Fig. 5.8c–f). After that is the ADP state, a weak-binding
state. As discussed above, we solved the AMP-PCP and ADP states by X-ray
crystallography in a previous study. Therefore, we decided to determine three
additional states, the AMP-PNP, ACP-AlFx, and ADP-Vi states; we have
solved five states in total (Figs. 5.8b–e).

Comparing the five different states, the most significant conformational
changes occur in switch I and II regions (Figs. 5.8c–f). In the preisomerization
(AMP-PCP) state, γ-phosphate does not interact with any regions (Fig. 5.8c).
In the prehydrolysis (AMP-PNP) state, γ-phosphate interacts with Ser215 and
Gly251 (Fig. 5.8d). The switch I region elongates and changes its shape from
a β-hairpin to a loop. Concomitantly, loop L11 in the switch II region extends
downwards. In the early ADP-Pi (ADP-AlFx) state, a hydrogen bond between
γ-phosphate and Gly251 in switch II is broken and L11 is raised (Fig. 5.8e).
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Fig. 5.8. (a and b) Crystal structures of KIF1A. (a) The AMP-PNP form. The
switch I, switch II and neck linker regions are highlighted in red. (b) Superposition
of AMP-PNP (red), ADP-AlFx (blue), ADP-Vi (green) and ADP (yellow) forms.
(c–e) Conformational changes in two switch regions during ATP hydrolysis. AMP-
PCP (c), AMP-PNP (d), ADP-AlFx (e) and ADP-Vi (f) forms. Reproduced with
permission from [43]

The raised conformation of L11 triggers a slight tilt of the α4 helix. In the late
ADP-Pi (ADP-Vi) state, γ-phosphate is released from the nucleotide-binding
pocket through the back door (Fig. 5.8f). This induces different interactions:
loop L11 shortens and the elongated α4 helix tilts further.
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5.5.6 KIF1A Alternately Uses Two Loops to Bind Microtubules

We docked the atomic structures of KIF1A and tubulin (Fig. 5.9) [43]. In tubu-
lin, helices H11 and H12 mainly serve as the rail for KIF1A movement. In the
strong-binding prehydrolysis (AMP-PNP) state, L11 is elongated and extends
downwards binding to H11’, which is between H11 and H12 (Fig. 5.9a). In the
next early strong-binding ADP-Pi (ADP-AlFx) state, an early stage of hy-
drolysis, the extended L11 begins to rise (Fig. 5.9b). In the next late ADP-Pi
state (ADP-Vi) state, the loop L11 is completely raised, but the loop L12 is
also raised; therefore, the interaction of KIF1A with the microtubule rail is
the weakest (Fig. 5.9c). This is an actively dissociating state. After the re-
lease of Pi in the ADP state, L12 extends downwards and binds to the E-hook,
which is the C-terminus of tubulin (Fig. 5.9d). At this stage, the interaction

Switch II
Helix α4

Switch II
Helix α2

Fig. 5.9. Structural models of active detachment of KIF1A and G proteins. (a–d)
KIF1A (pink)-microtubule (gray) complex observed from minus end of microtubule
in different states of ATP hydrolysis. (a) Prehydrolysis state. (b) Early ADP-Pi
state. (c) Late ADP-Pi state, that is, detaching state (indicated by arrows). (d)
ADP state. L11, α4 and L12 are shown as colored ribbon model (red, yellow and
green). H11’ and E-hook of tubulin are shown in purple. ATP, ADP and Pi are
shown as red, green and orange spheres, respectively. Asterisks refer to the second
ATP or ADP-Pi state of KIF1A. (e–h) The α subunit of G proteins and region
corresponding to switch II are color-coded as in (a–d). Adenylyl cyclase and β and
γ subunits of G proteins are shown in gray. (e) to (h) represent states during GTP
hydrolysis corresponding to those described in (a) to (d). The energy derived from
GTP hydrolysis is used for dissociation of Gα from adenylyl cyclase as indicated by
arrows in (g)
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between K-loop (L12) and E-hook, similar to the interaction between Tarzan’s
arm and the tether, causes the Brownian movement (Fig. 5.7d). Because of
this, the motor does not dissociate from the rail in spite of the fact that it is
in the weak-binding state. Therefore, Brownian movement is the underlying
force for the motor movement, and when ADP dissociates, KIF1A binds to
the microtubule with bias towards the plus end, probably due to the presence
of higher affinity sites on the plus end of tubulin.

We tested this hypothesis of the alternate use of two loops by introduc-
ing mutations to L11 and L12 and observed changes in the binding between
KIF1A and microtubules [43]. In the AMP-PNP state, introducing mutations
in L11 resulted in a decreased strength of binding. In contrast, in the ADP
state, introducing mutations in L12 resulted in a decreased strength of bind-
ing. These results confirmed that L11 is used for binding at the AMP-PNP
state and L12 is used for that at the ADP state. In addition, when the strength
of binding between KIF1A and microtubules was compared at different ATP
hydrolysis steps in wild-type constructs, ADP-Vi (late ADP-Pi) state was the
weakest binding state and KIF1A actively dissociates from microtubules in
this state.

In summary, KIF1A uses L11 and L12 alternately for binding to tubulin
(Figs. 5.9a–d). In the ATP-like prehydrolysis state, KIF1A extends L11 and
binds to the H11’ helix of tubulin. Then L11 is raised, and KIF1A dissociates
from tubulin in the late ADP-Pi state. In the ADP state, KIF1A extends L12,
binding to the E-hook, and makes a Brownian movement. Therefore, energy
derived from hydrolysis of ATP is used to dissociate from the microtubule at
the late ADP-Pi state. This strategy is also used when kinases phosphorylate
their substrates or when heterotrimeric guanine nucleotide-binding proteins
(G proteins) interact with their target molecules (Figs. 5.9e–h). In both cases,
energy derived from the hydrolysis of nucleotides is used for dissociation from
the substrates or target molecules. Therefore, it was suggested that this is an
evolutionarily conserved mechanism for nucleotide-binding proteins including
kinases, G proteins, and motor proteins. The movement itself of motor proteins
depends on the Brownian movement.

We would like to add some detailed discussion here. One of them is if neck
linker regions play any roles in the movement of motor proteins by biased
Brownian movement. The neck linker regions, which are located at the C-
terminus of the motor domain of N-kinesins, are proposed to play important
roles in dimeric motor movement. The neck linker of KIF1A is docked on the
motor domain when in the ATP-bound state, but undocked when in the ADP-
bound state, making conformational changes [14]. However, it is not likely that
the neck linker contributes to biased Brownian movement, because results of
optical trapping experiments were unaffected when beads were attached either
to the N-terminus or C-terminus of the motor domain [40]. Another issue that
needs to be discussed is the velocity achieved by biased Brownian movement.
When a single molecule is bound to a bead and moves through the mechanism
of Brownian movement, the bead moves at ∼0.2 µm/s, which is slower than the
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velocity observed in microtubule gliding assays. However, with the clustering
of a few KIF1A molecules on the bead surface, but without dimerization,
the bead moves much faster. This enhancement can be explained from the
nature of biased Brownian movement. The increase in velocity is caused by
the suppression of the backward movement, which is caused by the presence
of multiple motors; this results in an increase in the efficiency of forward
movement, that is, the plus-end-directed movement.

5.6 KIF2 – Microtubule Depolymerizing Motor

We have discussed translocators, that is, motor proteins that participate in
transport processes. We would like to turn to another unique type of motor,
KIF2 [12,39,42]. In the mammalian, the KIF2 gene family has three members,
KIF2A, KIF2B, and KIF2C. They are the middle motor domain type, M-
kinesins [32].

The first member we identified was KIF2A, which is expressed abundantly
in neurons, particularly in the juvenile stage and in growth cones [12]. To
examine its role in vivo, we generated a knockout mouse [39].

5.6.1 KIF2A Functions in Suppression
of Collateral Branch Formation

The mutant mice were born alive, but all died within one day. Their brains
showed laminary defects in the cerebral cortex, hippocampus, and cerebel-
lum. During normal development, neurons are first born and differentiate in
the ventricular zone and then they migrate outwardly towards the surface
along radial glias in an orderly manner thus properly forming normal lami-
nary structure. To examine whether there is any deficiency in neuronal migra-
tion in the mutant mice, we performed birth-date analysis by labeling cortical
neurons with bromodeoxyuridin (BrdU). The E14-born neurons were labeled,
and their distribution was analyzed at birth. When the mutant and wild-type
mice were compared, the mutant mice showed a much slower migration of
neurons. Then, to determine the events occurring at the cerebral cortex, the
axonal morphology was observed by diI crystal staining. In the wild type,
axons run straight longitudinally, but in the mutant mice, many horizontally
running neurites were observed. This suggests that axonal branching might
be abnormal in the mutants. When individual neurons were closely observed,
wild-type neurons had several apical dendrites and a single long axon, but long
axonal branches are rarely observed. In contrast, the mutant neurons had ax-
ons with many long axonal collateral branches. The results were also confirmed
in cultured hippocampal neurons (Figs. 5.10c and 5.10d). In addition, it was
observed that the frequencies of axonal collateral branch formation were the
same, but the branches are short in the wild type, but long and overextend
in the mutant neurons.
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Fig. 5.10. (a and b) Suppression of axonal collateral branch extension by KIF2A. In
the presence of KIF2A (a), growth cone extension is suppressed because microtubules
maintain a dynamic equilibrium between polymerization and depolymerization, par-
ticularly at the edge of growth cones. In the absence of KIF2A (b), microtubule tips
at the cell edge do not show controlled dynamics and hit the membrane. Microtubule
tips turn back (red arrowhead) or push the membrane forward (red arrow). (c and
d). Hippocampal neurons double-labeled for F-actin (green) and tubulin (red). (e)
Structural model of the mechanism of microtubule depolymerization by M-kinesin
(KIF-M). Neck region, KVD finger and L8 are shown in green, red and blue respec-
tively. See texts for detail. (f) Structure of KIF2C (AMP-PNP-bound form). View
from the microtubule-binding side. The residues corresponding to KVD motif are
shown as red spheres. Panels (a–d) reproduced with permission from [39]. Panels (e
and f) reproduced with permission from [42]
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We then observed the migration of cultured neurons by time-lapse analysis.
In the wild type, an axon extends from the cell body, and the cell body
migrates forward following the extending axon. In contrast, in the mutants,
many axonal collateral branches overextend forward, which hinder the forward
migration of the cell body. Therefore, the results suggest that an abnormal
axonal collateral branch elongation is one of the major cause of an abnormal
cell migration in the absence of KIF2A.

To elucidate further the abnormal axonal collateral elongation, we exam-
ined KIF2A function in growth cones. Previous studies in other laborato-
ries showed that KIF2C depolymerizes microtubules in an ATP-dependent
manner [61]. Therefore, we examined whether KIF2A has the same function,
and found that KIF2A also depolymerizes microtubules in an ATP-dependent
manner. We then examined microtubule behavior in neuronal growth cones
on the basis of fluorescence loss in photobleaching (FLIP) experiment. Micro-
tubule dynamics in growth cones is blocked in the mutants compared with
that in the wild type. When individual microtubule behavior in the cell pe-
riphery of KIF2A-expressing cells was observed, the elongating microtubules
began to depolymerize when it reached the cell periphery. In contrast, in the
absence of KIF2A, microtubules continued to elongate after reaching the cell
periphery.

In conclusion, the extension of axon collaterals is suppressed in the wild
type due to microtubule depolymerization at growth cones, which is regulated
by KIF2A (Figs. 5.10a and 5.10b). In contrast, in the absence of KIF2A,
microtubules continue to elongate and the extension of axonal collaterals is
not controlled. Therefore, KIF2A is very important for controlling brain wiring
by depolymerizing microtubules.

5.6.2 Common Mechanism for Microtubule Destabilizers

Lastly, we studied how KIF2 depolymerizes microtubules by X-ray crystallog-
raphy [42]. For this purpose, we used the minimal functional domain necessary
for depolymerizing microtubules, which is composed of the motor domain and
the neck, which is located at the N-terminal side of the motor domain in
M-kinesins. We also used KIF2C, which has a microtubule depolymerizing
activity higher than that of KIF2A. Both the ADP-bound and AMP-PNP-
bound forms were examined.

It was revealed that KIF2C has structural uniqueness primarily in three
regions (Fig. 5.10f). The first is the neck region, which is located at the N-
terminus of the motor domain and forms an α-helix-rich structure extending
vertically downward to microtubules. The second, region called L2, which is
a loop in other KIFs, is actually antiparallel two-stranded β sheets in KIF2C.
There is a unique KVD motif at the tip of where two sheets folds back and
it extends rigidly like a finger. Therefore, we named this region the “KVD
finger”. Third, the conformation of nucleotide-binding pocket does not alter
significantly in the ATP-bound and ADP-bound states because of the unique
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position of L8. In other translocator KIFs such as KIF1A, the distance be-
tween the switch I and II regions in nucleotide-binding pocket becomes smaller
in the ATP-bound state, and this conformational change triggers ATP hydrol-
ysis. In contrast, in KIF2C, the nucleotide-binding pocket remains open in the
ATP-bound state. However, if L8 is pulled up, the α3 helix rotates and the
nucleotide-binding pocket will close and trigger ATP hydrolysis.

We then fitted the atomic model of KIF2C to the microtubule protofila-
ment [42]. The microtubule protofilament is straight in the shaft, but curved
and frayed at its ends. KIF2C does not fit well with the straight protofil-
ament on the shaft, but it fits well on the curved protofilament, in good
agreement with the data that KIF2C preferentially binds to the plus end
of microtubules [62]. Because the N-terminal helix extends vertically, KIF2C
does not bind well to the straight portion of microtubules. However, at the
curved ends, the N-terminal neck extends into the side groove of the protofila-
ment and destabilizes the lateral interaction of adjacent protofilaments. At the
same time, the KVD finger inserts into the interdimer interface and stabilizes
the curved conformation of the protofilament. The stabilization of a curved
conformation by itself enhances tubulin dissociation. For KIF2C to bind to
tubulin tightly, L8 will be pushed up and this results in the rotation of the
α3 helix. The nucleotide-binding pocket will then close and ATP hydrolysis
begins.

In conclusion, the mechanism of microtubule depolymerization by KIF2
can be represented by a “packman” model (Fig. 5.10e). In the ADP-state, the
nucleotide-binding pocket is open and cannot bind to microtubules. When
ADP is released and ATP is bound, KIF2 diffuses along the microtubule
protofilament. When KIF2 reaches the microtubule end, it firmly attaches to
the microtubule. The N-terminal neck destabilizes the lateral interaction of
adjacent protofilaments and the KVD finger stabilizes the curved heterodimer
and enhances its dissociation. L8 is pushed up and the α3 helix rotates and
the nucleotide-binding pocket will close. Then ATP hydrolysis begins. The
tubulin heterodimer dissociates and phosphate is released. ATP becomes ADP
and the next cycle begins. Thus, we have elucidated how the KIF2 family
depolymerizes microtubules.

5.7 Conclusions and Future Perspectives

As we described, all types of cell including neurons use various motors, in-
cluding the monomeric type, dimeric type, heterodimeric type, N-terminal
motor domain type, middle motor domain type, and C-terminal motor do-
main type, and transport various molecules in the form of membrane vesicles,
protein complexes and mRNA protein complexes to the proper destination at
a proper velocity. These transport processes support basic functions of cells
and play critical roles as bases for higher brain functions such as learning and
memory or brain wiring. At the same time, the transport controls important
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events in development such as left-right axis determination and suppresses
tumor formation.

In addition to KIFs, myosin superfamily proteins and dynein superfam-
ily proteins are involved in the intracellular transport [3, 63]. Myosin super-
family proteins use actin filaments as rails and dynein superfamily proteins
use microtubules as rails. KIFs are mostly used for long-distance transporta-
tion, whereas myosins are mostly used for short-distance transport near the
plasma membrane. Dynein superfamily proteins move towards the minus end
of microtubules. Because most of KIFs are classified as N-kinesins and move
towards the plus end of microtubule, dyneins are involved in the transport
in the direction opposite to most KIFs. It is likely that KIFs, myosins, and
dyneins coordinate closely to accomplish complex intracellular transport, but
the detail is a subject of future study.

There are still many KIFs whose functions are as yet unclarified. We need
to clarify their functions using techniques in molecular cell biology and molec-
ular genetics. We also need to clarify how motor molecules recognize and bind
to their cargoes or how the binding is regulated. The transport is also regulated
in terms of directional transport such as axonal vs. dendritic transport. As we
demonstrated, the monomeric motors are the simplest motors, and studying
further mechanisms underlying their motility mechanism is important. Be-
cause dimeric motors lose their processivity when a single molecule is studied,
they need to be studied as dimers. However, in analyses using dimeric motors,
the existence of a second head always hinders detailed analyses. Because of
this, monomeric motors are best suited for the analyses of their mechanisms
underlying motility.
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Abstract. The development of tools to manipulate and study single biomolecules
(DNA, RNA, proteins) has opened a new vista on the study of their mechanical
properties and their joint interactions. In this short review we will focus on (sin-
gle and double stranded) DNA and its interactions with various classes of proteins:
structural DNA binding proteins such as gene repressors (e.g., the Galactose Repres-
sor, GalR) and mechano-chemical enzymes that alter the DNA’s topology (topoi-
somerases), unwind it (helicases) or translocate it (FtsK). We will show how the
new tools at our disposal can be used to gain an unprecedented description of the
binding properties (on and off-times) and the enzymes’ kinetic constants that are
often out of reach of more classical, bulk techniques.

6.1 Introduction

Biophysics is currently undergoing an important transformation due to the
development of tools for manipulating, visualizing and studying single mole-
cules and their interactions. New tools such as optical or magnetic tweez-
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ers, have allowed the manipulation of single DNA molecules and a detailed
characterization of their elastic response (see [1] for review). These experi-
ments have renewed theoretical interest in the mechanical properties of bio-
molecules. Consequently, we currently have a very good understanding of the
response to tension and torsion of DNA over a large range of forces and
torques [2]. Modification of these elastic properties induced by DNA binding
proteins provides precious information about interaction and enzymatic kinet-
ics. With these tools any protein that alters the DNA’s extension at a given
force can be studied at the single molecule level. Moreover, if the time resolu-
tion of the measuring device is sufficient, which is often the case, these studies
permit real time monitoring of the DNA/protein interaction. As with all single
molecule approaches, these investigations avoid the ensemble averaging inher-
ent in bulk measurements. Such averaging may hinder the observation of some
dynamical properties of the enzyme or obscure the existence of a heteroge-
neous population.

Micromanipulation experiments offer even more specific features. First
they introduce force as a new thermodynamic parameter in in vitro exper-
iments. Force can be used to alter the equilibrium of a reaction or modify its
activation barriers, in addition to the temperature or buffer conditions, which
are often the only control parameters in a conventional bulk assay [3–5]. An-
other interesting aspect of the single molecule assays is that they only measure
active enzymatic complexes. Indeed, in any conventional biochemical experi-
ment the intrinsic enzymatic activity is estimated by dividing the total activity
by the concentration of enzymes, an estimate that often underestimates the
real activity if a large portion of the enzymes are inactive or if the active
complex is multimeric.

In the present review, after a short introduction to magnetic tweezers and
a summary of the elastic properties of bare DNA molecules, we will present
some of the results obtained in our group as an illustration of the previous con-
siderations. First we will describe a loop forming protein, the Gal Repressor.
We will then discuss the action of enzymes that modify the DNA topology,
the so called topoisomerases. We will end by discussing the action of two DNA
translocases: UvrD helicase and the very fast FtsK.

6.2 Magnetic Tweezers

Most of the motors that act on DNA convert the energy from NTP (or dNTP)
hydrolysis into mechanical work. The hydrolysis of a single molecule of ATP,
under physiological conditions, generates about 20 kBT (i.e. 8 · 10−20J) of
energy (kB is Boltzmann constant and T ∼ 300◦K room temperature). Since
the characteristic displacement of a biological motor is on the order of a few
nanometers, the relevant forces for micromanipulation of biological molecules
are of order: 8 · 10−20J/10−8m ∼ 8 · 10−12 N. To apply and detect such forces
different techniques have been developed: Atomic Force Microscopy, Bio-
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Fig. 6.1. (a) Magnetic tweezers set-up. A few micron long DNA molecule is an-
chored at one end to a micron sized magnetic bead and at the other to the bottom
surface of a square capillary tube, placed on top of a microscope objective. Small
(few cm) magnets placed a few mm above the sample can be used to pull and twist
the DNA molecule. (b) Twisting by ∆Lk = n turns a λ−DNA (Lk0 = 4620) at var-
ious forces. At low forces (red), as the molecule is over or underwound its extension
decreases identically by forming left or right-handed plectonemes. At intermediate
forces (green), negatively supercoiled DNA denatures, while left-handed plectonemes
can still be observed at positive supercoilings. At high forces (blue), positively su-
percoiled DNA undergoes a transition to an inside-out structure called P-DNA [6].
(c) Force extension curves of single stranded (green and magenta points) and dou-
ble stranded (blue points) DNA, normalized by the crystallographic length of the
dsDNA. The dsDNA data was fitted to a WLC model (blue line) with persistence
length ξ = 52 nm. The two ssDNA data show that their elastic response depends on
their nucleotide content: green points correspond to Charomid DNA (50% GC con-
tent), magenta points correspond to pX∆2 DNA (30% GC content) (both in 10 mM
Tris, 5 mM MgCl2). Plain lines: results of MC simulations of an elastic model of
ssDNA [7]. Note that above 5 pN, ssDNA is longer than dsDNA. (d) The elastic be-
havior of ssDNA strongly depends on the ionic conditions. Dots: experimental points
in the indicated buffers: 1 mM and 10 mM Phosphate buffer (PB) and 10 mM PB
buffer with 0.5 mM Mg++ ions. Plain line: results of MC simulations of an elastic
model of ssDNA with a single fit parameter (the same for all curves) [7]

membrane Force Probe, glass micropipette manipulation, flow induced force,
optical and magnetic tweezers (see [2] and references therein). For the purpose
of this review, we provide only a brief description of magnetic tweezers.

Magnetic tweezers are used to manipulate magnetic beads tethered to a
surface by a DNA molecule (but potentially by any polymer). When placed
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in the magnetic field of permanent (or electro-) magnets (see Fig. 6.1a), their
magnetic dipole experiences both a force F (parallel to the magnetic field gra-
dient) and a torque Γ (that tends to align its dipole with the magnetic field).
The beads are subject to Brownian fluctuations and exhibit random displace-
ments transverse to the direction of the pulling force that are inversely pro-
portional to F : the stronger the force the less the bead fluctuates. In fact, the
bead tethered by a DNA molecule of extension l and pulled by the magnetic
field is similar to a damped pendulum. Applying the dissipation-fluctuation
theorem to this system, yields a relation between the force and the amplitude
of the transverse fluctuations 〈δx2〉: F = kBT l/〈δx2〉. Video microscopy al-
lows measurement of the three dimensional position of the bead [8] and thus
of l and 〈δx2〉. Forces have been measured from a few femtoNewtons to a
hundred picoNewtons [8], with a precision that depends only on the quality of
the statistical estimates of l and 〈δx2〉. In practice, we gather data for a time
long enough to ensure a relative precision δF/F < 10%. Notice that in a series
of experiments the force has to be measured only once, since it is associated
with a given distance of the magnets from the sample.

A distinct advantage of magnetic tweezers is that they are intrinsic force
clamps. As the magnetic field gradient varies on a scale (mm) much larger than
the size of the tethering DNA molecules (microns), the force applied to the
bead is fixed and the resulting extension of the molecule measured. Other mi-
cromanipulation (e.g., optical tweezers) systems are natural extension clamps,
distances are imposed and the force is measured. In those systems the appli-
cation of a constant force requires implementation of a feedback loop [9]. As
in all micromanipulation set-ups, the spatial and temporal resolutions of the
system are limited by the dissipation, i.e., by the friction of the molecules of
the solvent on the system. For a given dissipation, a high spatial resolution
(obtain by averaging or filtering the time signal) comes at the expense of a
lower temporal resolution, and vice-versa. To increase both the spatial and
temporal resolution one needs to reduce the dissipation, i.e. the size of the
bead and DNA. However as the maximal force one can apply on a bead de-
pends on its volume, there is a trade-off between the force one can apply on
a DNA molecule and the ensuing dissipation: the larger the maximal force,
the larger the bead and the larger the dissipation. In practice, some of these
numbers are set by the enzymatic system studied. Thus the typical forces one
needs to apply on enzymatic systems are a few pN, which with our present
set-up can be achieved with Dynal (Myone) beads of 1 µm diameter. The
typical time scales associated with enzymatic reactions are between 0.01 and
1 sec, which on a 1 µm DNA pulled at F = 1 pN result in a typical spatial
resolution of δx ∼ 10 nm.

A unique feature of magnetic tweezers is that they offer a non-invasive way
of twisting DNA by simply rotating the magnets. In this case, as long as the
angular rotation is less that about 10 turns/sec, the magnetic bead follows
the rotation of the field like the compass of a needle.
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6.3 Stretching and Twisting DNA

The double stranded DNA (dsDNA) molecule is a long, double helical poly-
mer. This particular secondary structure confers interesting mechanical prop-
erties to the molecule. Understanding these parameters is crucial before study-
ing DNA bound motors as their action might induce changes in the DNA’s
extension. Furthermore their activity might be controlled by the torque or the
force on the molecule.

6.3.1 Stretching dsDNA

Like any polymer in solution, dsDNA adopts a random coil geometry that
maximizes the number of accessible conformations and thus the entropy. As
one starts to stretch dsDNA, the molecule tends to align along the force axis,
which decreases the number of accessible conformations. This decrease in en-
tropy dictates the magnitude of the stretching force. This so-called entropic
regime of forces lasts until the molecule is fully aligned (with a single confor-
mation allowed) at a force F ∼ 10 pN. In that regime the elastic response of
dsDNA is well described as a flexible tube with bending rigidity B (Worm-
Like Chain (WLC) model). At any given force, the extension of the molecule l
is determined by minimizing its free energy (i.e. weighting the loss in bending
energy against the gain in entropy [10,11]).

The fit of the experimental force-extension data yields a persistence length
(i.e. the typical length over which thermal fluctuations can bend the DNA)
ξ = B/kBT = 52 nm [11] under physiological conditions, see Fig. 6.1b. This
value is high compared to common man-made polymers (with ξ ∼ 1 − 2 nm)
because the base stacking at the molecule’s core stiffens it. Using this value
of ξ, we can estimate the mean radius R0 of the E. coli chromosome: R0 =√

2Lξ � 10 µm, (L being the length of the DNA, � 1 mm). The comparison
of this value to the typical E. coli size of 1 µm suggests that the cell must
have more efficient ways to compact its DNA. This is indeed achieved by
specific DNA-compacting proteins (e.g., condensins) and by supercoiling the
molecule.

6.3.2 Twisting dsDNA

The behavior of DNA under torsion can be explored with magnetic tweezers
by simply rotating the magnets and thereby the bead tethered by a dsDNA.
At low twist, the DNA’s extension is not affected significantly by the torsion.
However when the number of turns imposed on the molecule is large enough
it buckles under the torsional load. Additional turns applied to the molecule
make it writhe and form plectonemic loops, Fig. 6.1a or b. Thus its exten-
sion decreases linearly with the applied number of turns, n. The partitioning
of the excess linking number ∆Lk (a topological constant here equal to n)
between writhe (plectonemes) and twist (change of the helical pitch) plays a
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key role in major cellular processes, such as DNA compaction, replication or
transcription. The formation of plectonemes is observed symmetrically under
positive and negative torsion, as long as the stretching force is held below
a (salt dependent) critical force, typically F ∼ 0.5 pN. However above this
force, the critical torque for denaturation is smaller than the critical torque
for buckling Γc (which increases as Γc ∼ F 1/2). In this case, a negatively su-
percoiled DNA will respond to a large unwinding by denaturing rather than
by forming plectonemic loops [12].

6.3.3 Stretching ssDNA

The elastic behavior of ssDNA, unlike that of dsDNA, strongly depends on
the salt conditions and the chain’s nucleotide content. It cannot be fitted by
a simple elastic polymer model such as the WLC model. First ssDNA is much
more flexible than dsDNA: its persistence length (ξssDNA ∼ 0.8 nm) is about
60 times smaller. Therefore, the electrostatic repulsion between the charged
phosphates on its backbone cannot be neglected (as they are for dsDNA),
since they are screened over a Debye length that is similar to ξssDNA. Second,
ssDNA is a somewhat peculiar polymer: because of the possibility of pairing
between the bases along its backbone, it is able to form hairpin structures
at low forces, which are highly sequence- and salt-dependent, see Fig. 6.1b,c.
All these effects can be incorporated (with some approximations) in a Monte
Carlo (MC) simulation of a chain under tension. These simulations turn out
to nicely describe the behavior of ssDNA over a large range of forces and ionic
strengths [7]. Even though a complete theoretical understanding of the elastic
behavior of ssDNA is still lacking, the experimental evidence clearly shows
that (except near F ∼ 5 pN) ssDNA and dsDNA have different extensions.
As we shall see below this difference can be used to monitor the action of
enzymes such as helicases (or DNA-polymerases) that transform dsDNA into
ssDNA (or vice-versa).

6.4 Protein Induced DNA Looping

Looping occurs when a protein (or a protein-complex) binds simultaneously
two different sites along the DNA, and bends the DNA molecule located be-
tween these two protein binding sites. This architectural modification is a very
common mechanism utilized by all organisms to regulate transcription. For
instance loop formation can physically block the binding of RNA polymerase
(RNA-pol) [13,14], or it can block (or promote) the transition from the closed
to the open promoter complex during isomerization of the RNA-pol in which
the DNA helix is opened [15,16]. Loop formation also plays an important role
in other cellular processes including DNA recombination, replication and re-
pair [17–20]. To study loop formation, the force stretching the DNA molecule
acts as a convenient thermodynamic parameter [21–23].
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We chose here as a model the galactose (gal) operon system, a gene cluster
composed of four genes involved in the metabolism of galactose in E. coli.
It is regulated by a repressor loop encompassing the promoter region, which
prevents binding of RNA-pol. The loop is formed by the interaction between a
protein (the gal repressor or GalR) and two DNA binding sites for this protein
(the operators). The repression induced by this loop also requires the presence
of the DNA binding protein HU and a negatively supercoiled DNA [14].

We used magnetic tweezers to finely tune the tension and torsion applied
on a single DNA molecule containing the promoter region of the gal operon.
At a moderate force (F = 0.9 pN), in the presence of the proteins GalR and
HU and a DNA molecule negatively supercoiled by at least 3%, we observed
that the length of the molecule switched intermittently between two values,
see Fig. 6.2, corresponding to the DNA length in the presence and absence of
a loop [3].

As expected, higher forces shifted the thermodynamic equilibrium in fa-
vor of the unlooped form. From experimental traces like those shown in
Fig. 6.2, we determined the mean lifetimes (i.e. inverse of the kinetic con-
stants) as a function of force of the looped (τon) and unlooped (τoff ) DNA
conformations [23]. The free energy change ∆G associated with formation of
a loop at a given force F and torque Γ is obtained using the relation [23]:
∆G = kBT log τoff

τon
= ∆G0 + F∆l + Γ∆θ, where ∆G0 is the free energy of

binding at zero force and zero torque, ∆l the size of the loop, i.e. the separa-

Fig. 6.2. (a) A typical signal observed without proteins and in presence of GalR
and HU. The measurement was made by stretching a negatively supercoiled DNA
(Ω = −3% ) with a force F = 0.9 pN. (b) Parallel and antiparallel loops respond
differently to a stretching force
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tion between the two free energy minima and ∆θ the change in twist between
these minima. On a supercoiled molecule that change of twist in the DNA
loop must be compensated by an opposite change in the rest of the molecule,
i.e. by a change in the number of plectonemes on the DNA. On a supercoiled
DNA molecule the last term can thus be written as: Γ∆θ = ±Flp∆θ/π, where
lp ∼ 50 nm is the size of a plectoneme obtained by a change of linking num-
ber: ∆Lk = 1 (the ± signs accounts for the opposite effects expected on
(+) and (−)scDNA). The observed total change in the DNA’s extension is:
∆ltot = ∆l± lp∆θ/π arising in part from the size of the loop and in part from
the compensating extra (positive or negative) writhe in the molecule.

Indeed, the observed decrease in the DNA’s extension in presence of GalR
and HU (∆ltot ∼ 55 nm) is larger than the distance lrr = 39 nm that separates
the two GalR binding sites (see Fig. 6.2). This result cannot be explained by
the formation of a parallel loop of DNA (see Fig. 6.2a) for which ∆θ = π
(and ∆ltot = lrr + lp > 55 nm). It is however consistent with an antiparallel
loop of DNA for which the DNA segment at the loop entrance is antiparallel
to the segment at its exit, see Fig. 6.2b. The fact that ∆ltot > lrr could be
due either to a slight twist of that loop (by ∆θ < 1 radian) and/or to the
need for the two segments to bend gradually in order to align in the direction
of stretching. The existence of this antiparallel loop was confirmed in recent
work from the Adhya lab [24].

The force F0 ∼ .88 pN for which the system has a probability 1/2 of being
in either state (and thus ∆G = 0) allows us to estimate: ∆G0 = −F0∆ltot ∼
−12kBT . It will be interesting to change the distance between the GalR bind-
ing sites lrr by a few bps, since this will affect the change in twist ∆θ in the
loop formed by the operon. That change in twist will result in a variation of
∆ltot with the DNA pitch similar to the variation of the J-factor measured in
DNA cyclization experiments [25].

6.5 Type II Topoisomerases

Type II topoisomerases (topos) are enzymes responsible for the regulation of
DNA topology in the cell [26,27]. They catalyze the ATP-dependent passage of
one double-stranded DNA segment (the transport, or (T), segment) through
another (the gate, or (G), segment) [26, 28] by creating a transient break in
the (G) segment (see Fig. 6.3a). Using this mechanism, they decatenate sis-
ter chromosomes during DNA replication but are also known to regulate the
level of supercoiling during replication, transcription and recombination (the
double-strand passage allows for a change in linking number by two units) [29].
As a consequence, their malfunction at mitosis or meiosis ultimately causes
cell death. A particular feature of these enzymes is their ability to decatenate
DNA molecules well below the thermodynamic entanglement equilibrium [30]:
type II topos systematically shift the partition between knotted and unknot-
ted DNAs towards unknotting. The mechanism by which this local action of



6 Studies of DNA-Protein Interactions 131

type II topos on DNA results in overall unknotting is not fully understood, but
from thermodynamic considerations (they are no “Maxwell demon”), it must
be linked to the fact that to perform their feat these enzymes consume two
ATP molecules per cycle [31]. Coupling between DNA transport and ATP
hydrolysis has been investigated for years [26, 28, 32–34], but the detailed
mechanochemistry of these fascinating enzymes remains still obscure.

Single Molecule Uncoiling Assay

In this context, single DNA micromanipulation provides a powerful way to
track the activity of a single topoisomerase on a stretched supercoiled DNA.
Figure 6.3b shows a typical experiment done at a saturating ATP concentra-
tion
(1mM) and a stretching force of 1 pN in the presence of the S. cerevisiae
type II topo (as described in [35]). Mechanical coiling of the DNA leads to
a noticeable reduction in the DNA’s extension, due to the formation of plec-
tonemic loops (see Fig. 6.1b) and sketch in Fig. 6.3b. At a sufficiently low
enzyme concentration (�100 pM), there is a long waiting time between DNA
winding and the binding and uncoiling of the molecule, leading to an increase
in extension. This waiting time (longer than the relaxation time) ensures that
plectoneme removal is catalyzed by a single enzyme. Interestingly, the enzyme
acts processively so that all the plectonemes are removed within a single burst
of activity. From this experiment, one can extract the enzyme turnover rate v,
knowing that 2 links (i.e. turns) are removed per enzymatic cycle: v � 2.5 cy-
cles/s. By reducing the ATP concentration, Strick et al. could slow down the
enzyme and thus resolve each cycle of activity and observe a single enzymatic
cycle by a single enzyme [35]!

Investigating the Mechanism of Type II Topoisomerases

The versatility of the micromanipulation setup allows one to generate (+)
supercoils as well as (–) supercoils [36] and thus to test the activity of type
II topos on different substrates. It has been shown that Topo IV, one of the
two type II topos found in prokaryotes, relaxes (+) supercoils much more
efficiently than (–) ones [37], which raises the question: what is the mecha-
nism of topological discrimination? Recent single molecule studies have shown
that Topo IV displays similar topological selectivity when unlinking two DNA
molecules, lending support to a model in which discrimination is achieved
through recognition of the crossing angle between DNA segments [38,39].

6.6 Study of Helicases

DNA helicases use the energy of ATP hydrolysis to catalyze the unwinding
of a dsDNA substrate to produce two ssDNA strands. They play an essential
role in a number of processes such as DNA replication, recombination and
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Fig. 6.3. Tracking the activity of Type II topoisomerases using DNA microma-
nipulation. (a) Type II topoisomerases are known to pass a double stranded DNA
segment (the transport, T-segment) through another one (the gate, G-segment) by
operating a transient break in the latter. Thus, it can decatenate entangled DNA
molecules but also relax the supercoiling arising in twisted DNA. (b) Typical un-
coiling assay at saturating ATP concentrations in the presence of S. cerevisiae topo
II at F = 1 pN. Red points: extension of a twisted DNA molecule as a function of
time. By mechanically rotating the magnets (the black straight line indicates the
rotation of the magnets), we induce the formation of plectonemic structures in the
DNA (its extension drops in the left part of the plot). After a random waiting time,
an enzyme binds the DNA and processively uncoils it, thus leading to an increase
in the DNA’s extension

repair [40]. UvrD is one of the 12 different helicases in E. coli. It plays a
central role in the mechanisms of DNA repair following UV damage [41]. It
initiates DNA unwinding from a nick and then translocates along one strand
with a 3′ to 5′ polarity [42,43].
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To follow DNA unwinding (see Fig. 6.4) we pull on a nicked dsDNA mole-
cule. As a helicase binds to the DNA and unwinds it, it creates a ssDNA
region. As already mentioned, if the stretching force is above 5 pN, transfor-
mation of dsDNA into ssDNA results in a lengthening of the molecule. The
dissociation of the enzyme from the DNA substrate is followed by rapid rehy-
bridization of the two strands (an event labeled H), leading to the recycling
of the DNA substrate. Thus, the time trace of the DNA extension displays
separated sawtooth shaped events, each corresponding to the action of a sin-
gle helicase (Fig. 6.4b). From these bursts it is possible to extract statistical
distributions of many relevant parameters, such as the unwinding rate, the
duration of unwinding and the number of base pairs unwound (respectively
the slope of the rising part of a burst, its duration and its height). At sat-
urating ATP concentrations, UvrD unwinds DNA at a constant, normally
distributed, rate of 250 bp/s (see Fig. 6.4c). The helicase activity does not
display any pauses. The mean lifetime of the enzymatic complex follows a
Poisson distribution, with mean lifetime of ∼1s.

Unexpectedly, we observed a second type of unwinding event. The as-
cending part (U for unwinding) of these events is the same as for the events
already described: the enzyme binds to its substrate and unwinds it. However,
the enzyme then switches strands (instead of dissociating) and translocates
backwards on the opposite strand, with the fork closing in its wake (a slowly
decreasing event labeled Z for reZipping, see Fig. 6.4d). Strand switching
events are unlikely to be sequence-dependent, as they are continuously, Pois-
son distributed. The UvrD translocation rate for a reZipping event, i.e. when
pushed by the ds/ssDNA fork, is only slightly higher than its unwinding rate
(vZ ∼ 300 bp/s as compared to vU ∼ 250 bp/s). This indicates that the
enzyme unwinds DNA by translocating along it like a “snow-plough” with
most of the energy required for the translocation rather than for the opening
of the strands. This observation does not support a passive model in which
the enzyme would wait for the junction to breathe, and then trap the opening
fluctuation by translocating forwards.

From an analysis of the noise during a U (or Z) event we can deduce the
enzymatic step size, i.e. the number of base-pairs opened per enzymatic cycle
(about 5 bps) [44]. This analysis uses the fact that the noise during an un-
winding (or rezipping) event comes from two sources. First the experimental
noise spectrum associated with the Brownian fluctuations of the bead which
at low frequencies is white, i.e. frequency independent. Second, the noise spec-
trum associated with the stochastic stepping (DNA unwinding) of the enzyme
which increases at low frequencies as 1/f2 and is larger the greater the step
size (the larger the number of base-pairs unwound). The different spectral
behavior of these two sources of noise permits their deconvolution and the
extraction of a value for the enzymatic step size [45].

A remarkable feature of these single molecule data on the activity of UvrD
is that they allow us to extract all the kinetic constants that define the tran-
sitions between the various U, Z or H states. These rate constants are simply
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Fig. 6.4. (a) helicase assay setup. Magnets (gray) exert an adjustable force F on
the DNA (red). Transformation of dsDNA into ssDNA as a result of helicase activity
induces a lengthening of the molecule (F = 35 pN, [ATP] = 500 µM for all data). (b)
Typical sawtooth helicase events. From each burst it is possible to extract the rate
VU , the lifetime τU and the number of bp unwound NU (see text). (c) Distribution
of the unwinding rate (VU ) of UvrD (red, mean 〈VU 〉 = 248 ± 3 bp/sand S.D.
σ(VU ) = 74 bp/s) and experimental noise (black, mean 〈VN 〉 = −0.6 ± 0.7 bp/s
and S.D. σ(VN ) = 32 bp/s). The increased width of the unwinding rate distribution
corresponds to additional noise arising from the stochastic stepping of the helicase.
(d) Typical UvrD strand switching event

related to the probability of going to one state (say Z) from a given state (say
U). These probabilities can be determined directly from the data, by simply
counting the number of specific events (say a Z-event following a U-event) out
of the total number of observed events [44]. This extremely powerful attribute
of single molecule experiments, totally absent from bulk assays, has not yet
been fully exploited.

6.7 The Fastest Known DNA Translocase: FtsK

The efficient transmission of genetic material from one cell to her daugh-
ters is essential for the survival of an organism. Genetic transmission requires
both faithful replication of the genome and physical transfer of the repli-
cated chromosomes to the daughter cells. In E. coli, the protein FtsK acts
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Fig. 6.5. Measurements of DNA extension vs. time in the presence of FtsK ex-
hibits many transient decreases in extension; two such events are highlighted here.
Both events were taken in the presence of 1 mM ATP, at F = 3.6 pN. (a) typical
event showing a fast, constant-velocity decrease, corresponding to translocation by
the protein and loop formation, followed by protein unbinding and a sudden re-
covery of the initial extension. (b) After causing the initial decrease, FtsK reverses
and translocates DNA in the opposite direction, causing a much slower recovery of
the initial extension than in (A). In such events, FtsK moves the same section of
DNA in both directions. We conclude therefore that DNA sequence is not a strong
determinant of the protein’s translocation direction

in both chromosome transfer and in cell division. Each activity is associated
with a different protein domain. The N-terminal domain of FtsK is bound
to the cell membrane at the septum, and is essential for cell division. The
C-terminal domain is an active DNA translocase: it hydrolyzes ATP in order
to transfer DNA within the cell. It has been shown that DNA pumping by
the C-terminal domain is important in the final stages of chromosome segre-
gation. We have studied FtsK’s action both on DNA molecules that are not
torsionaly constrained (i.e. nicked) and those that are constrained (unnicked).
In order to avoid the complications of supercoiling, our initial experiments
utilized nicked molecules. With those molecules, immediately upon protein
addition, we observed large transient decreases in the DNA’s extension, as
shown in Fig. 6.5. Analysis of these events revealed an initial ATP-dependent
constant-velocity decrease in extension, followed by a fast (ATP-independent)
recovery back to the initial extension; the speed of this recovery is limited only
by the drag on the bead. We have identified the velocity of decrease in exten-
sion as the velocity of translocation by FtsK as it extrudes a loop of DNA (see
Fig. 6.5). FtsK is an incredibly fast motor: it can translocate DNA at speeds up
to 2µm/s, making it the fastest DNA motor protein yet discovered. Strikingly,
it can also suddenly change its translocation direction. This can be seen in
Fig. 6.5, where recovery of the initial DNA extension occurs at an ATP-
dependent rate similar to the initial decrease, indicating that the motor is
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translocating but in the opposite direction, since the bead is rising. When
utilizing unnicked DNA molecules, we are able to record the twist induced
by FtsK into a DNA molecule; this property that can be easily quantified
with magnetic tweezers. This measurement gives insight into the mechanism
of FtsKs interaction with DNA, particularly the amount of relative rotation
between FtsK and DNA during translocation. We have found that, unlike
all previously studied DNA translocases, FtsK does not track DNAs helical
pitch; that is, it does not induce a rotation of one turn for every DNA heli-
cal pitch (10.5 bases pairs) translocated, but instead a surprisingly low value
of one turn for every 143 bp [46]. This value is almost exactly the oppo-
site of the torsion already present in the E. coli genome. We proposed that
this is not a coincidence but rather the most efficient way for FtsK to not
disturb the torsional state of the genome during chromosome transfer. An-
other characteristic of this motor is the long distances it can travel: ∼3.4 µm
(i.e. about 10 kbp) at F = 0 pN. FtsK’s processivity decreases quickly with
force; based on this, we proposed [47] a mechanism by which force might be
used to direct FtsK’s activity onto misplaced sections of the genome: in vivo,
misplaced loops of the genome will not be bound by any protein, while the
correctly-placed sections, in the center of the daughter cell, will be subject to
the activity of next generation polymerases, condensins, and other proteins.
If FtsK attempts to transport such a section, the bound protein will resist,
creating a tension in the DNA. Since this tension is analogous to the force
we apply in the measurement, existing bound protein on a section of chro-
mosome will decrease FtsK’s processivity, disallowing the transport of that
section. Therefore, only those sections of the genome that are free of protein,
i.e. those that are misplaced, will be efficiently dispatched to their correct
location. This model may explain the in vivo role of FtsK in segregation of
normal chromosomes. However, FtsK is also involved in resolving chromosome
dimers that sometimes appear in the E. coli cell cycle. Genetic studies had
demonstrated that an interaction of FtsK with short, polar DNA sequences is
involved in the repair of dimers. In our first measurements a sequence having
a polarizing effect in vivo showed no special effect on FtsK translocation [47].
Nevertheless, in a separate experiment Pease et al., [48] by directly observing
the motion of an aggregate of FtsK, showed a direct effect of DNA sequence
on the direction of translocation. A possible explanation for these apparently
contradictory results was proposed recently [49]. Recent genetic studies led to
the identification of the polarising sequences as an 8 bp motif named KOPS
(FtsK Orienting Polar sequences). The in vitro use of KOPS in single mole-
cule and bulk measurements showed a strong effect on FtsK translocation
only when 3 consecutive KOPS were contained in the DNA molecule. Such a
need for consecutive sequences was already demonstrated in the case of an-
other translocase RecBCD [50]. It was then proposed that the reading of a
single KOPS sequence is stochastic [47, 49] and does not have an all or none
effect. The strong sequence effect observed by Pease et al. might be due to the
presence of an aggregate of protein: multiple motors in the aggregate could
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simultaneously read the sequence, and thus have a much higher probability of
stopping even on a single KOPS.

6.8 Conclusion

In this paper we have seen how one of the new tools of single molecule ma-
nipulation (magnetic tweezers) can be applied to the study of a broad range
of DNA binding proteins and enzymes. The level of precision and detail of
these experiments is often unmatched by bulk assays. These techniques allow
one to generalize to a large class of enzymes the approach applied successfully
and for many years to the study of ion channels.

We have hereby only described one aspect of recent single molecule studies,
those involving their manipulation. Another equally exciting and powerful ap-
proach is using single molecule fluorescence and fluorescence resonant energy
transfer (FRET) to monitor the motion of a single enzyme on its substrate [51]
and its internal conformational changes [52] with nanometer accuracy and mil-
lisecond time resolution [53].

Combining both approaches [54, 55] will provide new opportunities for
single molecule enzymology, where all (or most) of the parameters character-
istic of a single molecular motor will be measured simultaneously (its rate,
processivity, step-size, work done and number of ATP molecules consumed
per cycle [56]). The characterization of the dynamic feature of an enzyme
together with its static crystallographic data should provide an (almost) com-
plete picture of its mechanism.
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Abstract. There is a growing pool of evidence showing the biological importance
of membrane nanotubes (with diameter of a few tens of nanometers and length
upto tens of microns) in various intra- and intercellular transport processes. These
ubiquitous structures are often formed from flat membranes by highly localized forces
generated by either the pulling of motor proteins or the pushing of polymerizing
cytoskeletal filaments. In this chapter we give an overview of the theory of membrane
nanotubes, their biological relevance, and the most recent experiments designed for
the study of their formation and dynamics. We also discuss the effect of membrane
proteins or lipid composition on the shape of the tubes, and the effect of antagonistic
motor proteins on tube formation.

7.1 Introduction

Eukaryotic cells are typically a few microns to a few tens of microns in size.
Even at these small scales, there is a clear organization of spatially and func-
tionally separated compartments (organelles) for different cellular functions:
the nucleus for coding and storing the genetic information, the endoplasmic
reticulum (ER) for the synthesis of proteins and lipids, the Golgi apparatus
for the sorting of proteins according to their destination, the mitochondria for
ATP production, or the chloroplasts for photosynthesis. A much-simplified
sketch of a eukaryotic cell is presented in Fig. 7.1. The cells, and the or-
ganelles within them, are bounded and separated from the rest of the world
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Fig. 7.1. Sketch of the internal organization of a eukaryotic cell. The arrows indicate
the movement of membrane compartments along the microtubule cytoskeleton

by membranes. These membranes are made up of a mixture of different types
of lipids that form a bilayer, and also contain a large number of membrane
proteins.

7.1.1 In vivo Occurrences of Membrane Tubes

One important mechanism through which different compartments are shaped
and spatially distributed is the action of motor proteins and the cytoskeleton.
The cytoskeleton forms a dense network of tracks throughout the cell, and
functions as an infrastructure for the movement of motor proteins that pull
on the membrane compartments. This results either in the movement of the
compartments through the cell or, if opposing forces are present, in their
deformation, such as the formation and elongation of membrane tubes (also
known as tethers), which are only a few tens of nanometers in diameter, but
can reach tens of microns in length.

Motor proteins convert the chemical energy of ATP or GTP into mechan-
ical work, and can typically generate forces up to 6 pN (the stall force [1]).
Based on sequence homology, there are three main families of motors: kinesins,
dyneins, and myosins [2]. Kinesin and dynein move along microtubules (MTs),
whereas myosin along actin filaments. MTs grow by the polymerization of 8-
nm-long tubulin dimers, which gives them a natural periodic and asymmetric
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structure. Motors recognize this asymmetry: kinesin moves towards the plus-
end, while dyneins move towards the minus-end of the MT in 8-nm steps [3].
There are, however, exceptions: the kinesin-family protein ncd [4] moves in the
minus-end direction. While the details of the movement of individual motors
begin to be unraveled [2, 5–8], it is clear that dimerization (or oligomeriza-
tion) of motor proteins is crucial to their processivity (i.e., the number of
steps taken before dissociation from the MT).

Conventional kinesin e.g., which is a dimer, takes on average ∼100 steps
of 8 nm, and it can move at speeds up to 1 µm/s [2]. When an external force
is applied to kinesin (e.g., with optical tweezers or through cargo), the speed
of the motor decreases until it stops moving at the stall force and, at the same
time, the average number of steps before detachment decreases. Dynein, the
dominant motor for minus-end directed movement along MTs, consists of a
complex of proteins [9], making it difficult to work with for in vitro studies
(genetic modification, expression, and purification). Ncd has been shown to
be a non-processive motor: upon each contact with a MT it moves ∼9 nm and
subsequently detaches [10]. The speed at which ncd can move MTs in gliding
assay [2] has been measured to be 0.1–0.15 µm/s [11].

The different organelles in cells have characteristic shapes, which are dy-
namic in the sense that they are constantly being remodeled and deformed.
From our point of view, in this review, the most interesting ones are the endo-
plasmic reticulum (ER) and the Golgi apparatus. The ER is often described
as consisting of two different parts: the rough ER and the smooth ER. The
rough part consists of flat sacs covered with ribosomes, whereas the smooth
part consists of a network of interconnected membrane tubes. These tubes give
the ER its characteristic appearance of a net-like labyrinth, which colocalizes
with the MT cytoskeleton (see Fig. 7.2, [12,13]).

In the smooth ER, new tubes are continuously being formed and existing
ones disappear [14] by the action of motor proteins that move along MTs [15].
The importance of motors and the cytoskeleton is demonstrated by experi-
ments in which the expression of kinesin is suppressed [16] or the MTs are
depolymerized [17]. In both cases the tubular membrane network retracts
towards the cell center and no tubes are being formed anymore. Tubular net-
works can also be observed in cell extracts, providing more insight into the
relevant processes involved [18–20]. Such experiments have recently allowed
for the determination of the forces required to form tubes from Golgi and ER
membranes [21].

The Golgi apparatus is often characterized as a stack of flattened mem-
brane sacs. Like the ER, the Golgi apparatus is also a dynamic organelle. On
the cis side membranous cargo carriers that arrive from the ER fuse with the
Golgi membrane, while on the trans side tubulovesicular membrane compart-
ments form [22] and pinch off for further transport [23]. Motor proteins that
move along MTs have been suggested to form and extend these tubes.

In addition to the shaping of larger organelles, motor proteins and the cy-
toskeleton are essential for intracellular transport as well. The compartmen-
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Fig. 7.2. Fluorescently labeled microtubules (a) and endoplasmic reticulum (b) are
distributed in vivo throughout the cell, and show a close colocalization (c and d).
Adapted from [12]. The bar in (b) is 10 µm and in (d) is 5 µm

talization of the cell requires the movement of material between the different
organelles. Cargo carriers for intracellular transport are small membrane com-
partments. Historically, it was thought that they had a spherical shape, and
were around 100 nm in size. Recent advances in microscopy, especially the
specific fluorescent labeling of proteins (GFP technology [24]) have led to the
observation that transport carriers in fact have many different shapes. For
example, large parts of tubes formed from the Golgi apparatus are cleaved off
at once, and subsequently transported [23, 25]. This process of cleavage, the
correct movement to the target organelle and the subsequent fusion are in-
tricate processes themselves that require the activity and assembly of protein
complexes and cofactors on the membrane [26,27].

Motor proteins are not the only molecules that can generate localized
forces and pull out tubes from membranes. When polymerizing cytoskeletal
filaments hit a flat membrane, then they can also generate tubes by pushing
the membrane further. Polymerization forces can potentially even be larger
(∼50 pN for MTs [28]) than the maximal force that a single motor protein
can exert. Cilia and flagella [29] are such MT-based protrusions of the plasma
membrane (cell membrane). They are responsible for the movement of a vari-
ety of eukaryotic cells. In addition, filopodia [29], which are exploratory motile
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structures that form and retract with great speed, are generated by rapid lo-
cal growth of actin filaments that push out the plasma membrane. Adhesive
fingers between cells can also be formed by actin polymerization [30]. Re-
cent experiments show that intercellular nanotube networks can be generated
via actin polymerization (in rat neural and kidney cells [31], and also in hu-
man immune cells [32]) or via transient cell-cell contact (in human immune
cells [33]), and that these networks provide a novel mechanism for intercellular
communication.

Even though the important role of motor proteins and the cytoskeleton for
membrane tube formation is well-established, it should be noted that there are
other mechanisms through which curvature may be imposed on membranes
that result in shape changes. One may for example think of the assembly of
a protein coat with an intrinsic curvature on the membrane, or proteins or
lipids that change the local composition of one of the monolayers [34,35].

7.1.2 In Vitro Experiments

For a better understanding of the relevant physics involved in tube formation
and to measure the elastic properties of membranes, several experimental
techniques have been developed for pulling nanotubes from cell membranes
and synthetic vesicles. Historically, membrane nanotubes (tethers) were first
observed to be formed from red blood cells attached to glass surfaces and
subjected to hydrodynamic flows [36]. This was later followed by other hy-
drodynamic flow experiments [37,38], and the application of small beads that
are attached to the membranes and manipulated mechanically [39–41] or via
optical and magnetic tweezers [21, 42–48]. Very recently, motor proteins and
polymerizing MTs have been used to form membrane tubes from artificial
vesicles [47,49–51]. Sheetz and co-workers have also shown that tubes can be
extracted from neuronal growth cones and other cells with optical tweezers
and were able to measure the extrusion force as a function of length [52–54].
In all cases, tethers were shown to be mainly membranous, i.e., devoid of
cytoskeleton [55,56].

In addition to the studies of individual nanotubes, networks of tubes be-
tween membrane vesicles have also been built for biotechnological applica-
tions [57–61]. Fluid in such tubes can be transported via surface tension dif-
ference: Marangoni flow drives the membrane and hence the fluid inside the
connecting tubes towards vesicles of higher tension, while Poiseuille flow (in-
duced by Laplace pressure) occurs in the opposite direction [58,62]. For giant
vesicles the Marangoni flow dominates. When more than one tubes is pulled
from the same vesicle, then they tend to attract each other and coalesce [63].
Such coalescence has been observed experimentally [57, 61] and also used to
measure the elastic properties of membranes [64].
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7.2 Theory of Membrane Tubes

The basic question concerning membrane tubes is: why they form in the first
place. When a largely flat piece of membrane is grabbed at a point (by a bead,
motor protein, or a cytoskeletal filament) and pulled away, one would naturally
expect the formation of some cone-like object rather than a narrow tube. An
illustrative answer is that because membranes are usually under tension, they
try to reduce their surface. The minimum surface area configuration is reached
when the membrane is retracted to its original flat conformation and becomes
connected to the point of pulling by an infinitesimally narrow tether (having
practically zero surface area). As the membrane shrinks towards this tether,
however, its curvature increases. And because membranes do not favor large
curvatures, the bending rigidity will eventually prevent the membrane from
collapsing entirely into such an infinitesimally narrow tether. The result is a
narrow tube, the radius of which is set by the balance between the surface
tension and the bending rigidity.

7.2.1 Free Energy of Membranes

To calculate the radius of membrane tubes and also to study tube formation,
let us turn to the elastic theory of two-dimensional liquid bilayers. A general
theoretical framework has been developed for the last three decades [65, 66].
In the earliest description [67, 68], known as the spontaneous curvature (SC)
model, the membrane is treated as a thin sheet and locally characterized by
its mean curvature

H =
1
2

(
1

R1
+

1
R2

)
, (7.1)

where R1 and R2 are the two principal radii of curvature, as illustrated in
Fig. 7.3a. The energy of the membrane, the so-called Helfrich-Canham free
energy, is defined as

FH−C =
∫ [κ

2
(2H)2 − κ2HC0

]
dA , (7.2)

where κ denotes the bending rigidity of the membrane, C0 is the spontaneous
curvature (characterizing the asymmetry of the membrane if either the lipid
composition or the surrounding medium is different on the two sides), and
the integral goes over the entire surface of the membrane. The equilibrium
shape of the membrane can then be found by minimizing this free energy
while obeying system-specific constraints and boundary conditions.

In case of vesicles, e.g., the surface area A and the enclosed volume V
are often considered constants (A0 and V0, respectively). These constraints
can be taken into account by complementing the free energy with the terms
σA − pV , where σ and p are Lagrange multipliers. If, in addition to this, the
distance L between the two poles of the vesicle along the z direction are also
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Fig. 7.3. (a) Sketch of a piece of membrane, with the two principal radii of curvature
(R1 and R2) and the normal vector of the surface (n) indicated. (b) Either the
extensive variables (such as A, V , and L) or their intensive conjugate variables (σ,
p, and f) are kept fixed during the minimization of the free energy of the membrane

kept fixed (L0), then the term −fL should also be added to the free energy,
where f is again a Lagrange multiplier (for illustration see Fig. 7.3b). Thus,
the function to be minimized becomes:

F = FH−C + σA − pV − fL . (7.3)

The values of these Lagrange multipliers will have to be chosen such that
the corresponding constraints (A = A0, V = V0, and L = L0) be fulfilled.
Then the physical meaning of σ, p, and f will become the surface tension
of the membrane, the pressure difference between the inside and the outside
of the vesicle, and the pulling force at the poles, respectively. This can be
easily demonstrated through, e.g., the pulling force: at the minimum of F ,
any of its first derivatives must be zero, thus, for fixed values of A and V
the derivative ∂F/∂L = ∂FH−C/∂L− f (representing an infinitesimal length
change) is also zero, i.e., −f = −∂FH−C/∂L, which is indeed, by definition,
the force exerted by the membrane (or conversely, f is the external force
pulling on the membrane).

Here we note that a term proportional to the integral of the Gaussian
curvature (which is also quadratic in the curvature, because it is the product
of the two principal curvatures) could also be included in the Helfrich-Canham
free energy. But since such an integral is a topological invariant, it can be
ignored in the energy minimization for vesicles.

If the surface area of the membrane is not constant, either because it is in
contact with a lipid reservoir at a fixed chemical potential (as is often the case
for biological membranes [44]), or because we are interested in only a small
part of the vesicle (as in case of tube formation), then the constraint A = A0
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is released, the rest of the world at the boundaries of the membrane can be
replaced by a surface tension σ and, thus, the term σA will become a real free
energy contribution. Similarly, if instead of volume and length constraints,
the conjugate variables (i.e., the pressure difference p and the pulling force f)
are controlled, then the −pV and −fL terms will also become real contribu-
tions to the free energy (for illustration see also Fig. 7.3b).

Since a membrane is a bilayer (consisting of two monolayers of lipids),
the description of a thin sheet is not always adequate. An additional term
needs to be incorporated that takes into account the coupling between the
two monolayers. When a bilayer is bent, the outer layer is stretched, while the
inner monolayer is compressed. This differential stretching is the essence of
the area difference elasticity (ADE) model [69], also known as the generalized
bilayer-couple model [70] and it contributes an additional term (quadratic
in the deviation of the area difference between the two layers ∆A from the
preferred value ∆A0) to the free energy. Although not all experimentally ob-
served shapes and shape transitions can be explained by this model, for most
cases the predicted behavior agrees well with the observations [71].

Since for short membrane tubes the free energy contribution of the differ-
ential stretching is much smaller than the other terms [72], we will omit it in
the rest of this chapter. Similarly, in case of nanotubes the pressure term is
also negligible [63,70,72,73], and will be omitted. Thus, for the description of
membrane tubes we will consider the following free energy:

F =
∫ [κ

2
(2H)2 − κ2HC0 + σ

]
dA − fL . (7.4)

7.2.2 Effects of Membrane Proteins and Lipid Composition

So far we have considered the membranes to be spatially homogeneous. While
this is indeed the case in most experiments with artificial vesicles, real biologi-
cal membranes are usually made up of various different kinds of lipids and they
also contain membrane proteins. If the different lipids and proteins have differ-
ent elastic properties (e.g., contribute differently to membrane rigidity) then,
as their distributions couple to the local membrane geometry, they can be-
come inhomogeneously distributed or even cause shape instabilities (budding,
pearling, fission, etc.) [74–80]. On top of this, the different molecular species,
due to the different interactions between them, can even phase separate into
distinct domains [81–83]. Such inhomogeneities and domain formations have
often been observed experimentally (for examples in relation to membrane
tubes see [35, 84–87]), and might be highly relevant in biological processes
(such as protein and lipid sorting, or vesiculation).

As the simplest case, let us consider a two-component membrane and
expand the free energy contribution of its local composition upto quadratic
order in the mean curvature of the membrane (2H) and the concentration Φ
of one of the two constituents:
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Fcomp =
∫ [

−λ2HΦ − µΦ +
χ

2
Φ2

]
dA , (7.5)

where λ is the coupling constant between the curvature and the concentration,
µ can be regarded as a chemical potential, and χ as a susceptibility coefficient
[74–76, 88]. The first experimental measurements of these parameters in case
of a transmembrane protein have been reported very recently in [89].

Now the total free energy, which is the sum of Eqs. (7.4) and (7.5), has
to be minimized with respect to both the geometry of the membrane and
the concentration distribution Φ. However, since only Fcomp depends on Φ,
and only in a quadratic fashion, it alone can be minimized very easily with
respect to Φ. The obtained minimum can then be added to Eq. (7.4) to get
the effective total free energy, which thus depends only on the membrane
geometry. It turns out that this effective free energy has the same functional
form as Eq. (7.4), in other words, the presence of a second molecular species
in the membrane simply rescales the elastic parameters of the membrane [90].
Therefore, in the following we will restrict ourself to the free energy as defined
in Eq. (7.4).

7.2.3 Formation of Membrane Tubes

The radius of a long tube can easily be derived from Eq. (7.4). For a cylinder
of radius R (yielding 2H = 1/R) and length L the free energy simplifies to:

F =
(

κ

2
1
R

− κC0 + σR

)
2πL − fL . (7.6)

Minimizing this with respect to R results in

R0 =
√

κ

2σ
(7.7)

for the tube radius. Plugging this back into Eq. (7.6), the free energy can be
written as

F = 2πκ

(
1

R0
− C0

)
L − fL . (7.8)

Since this function is linear in L, the tube force f0 (i.e., the force necessary
to hold the tube) can be calculated by taking this free energy equal to zero:

f0 = 2πκ

(
1

R0
− C0

)
. (7.9)

If a pulling force f larger than f0 is applied, then the free energy becomes
negative and the tube grows to infinity, whereas if f is smaller than f0, then
the free energy is positive and, therefore, the tube retracts.

Note, that the tube force f0 vanishes at C0 = 1/R0. For even larger spon-
taneous curvatures the tube force becomes negative, signaling that the mem-
brane is unstable, and tubes will grow spontaneously even without pulling.
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Interestingly, the tubes themselves will also become unstable against pearling
above this critical spontaneous curvatures [72,90,91], thus, the growing objects
will look like necklaces rather than tubes [86].

Although the calculation of the tube radius R0 and tube force f0 has been
an easy exercise, the initial formation of the tubes is a non-trivial process. For
C0 = 0 the force starts to increase linearly as the flat membrane gets deformed,
and then reaches a maximum (which is about 13% higher than f0) before it
converges to f0 with an exponentially damped oscillation [63, 70, 73, 92], see
Fig. 7.4. For larger C0, but still below 1/R0 (an illustration for C0 = 0.9/R0

can also be seen in Fig. 7.4) the oscillations of the force become much more
pronounced, pearls appear initially, and even the long and well developed
tubes get connected to the flat part of the membrane by extremely narrow
necks, which can be prone to fission [90]. Thus, the curvature sensitivity of
membrane proteins and the pulling of motor proteins together can easily lead
to vesiculation.

The shapes and forces just described and exhibited in Fig. 7.4 have been
calculated by numerically solving the so-called shape equations (for more de-
tails see [63]), which can be derived from the free energy of the membrane by
variational methods [93–96].

In most experiments with artificial vesicles the spontaneous curvature can
be considered zero. In this case the tube force simplifies to f0 = 2π

√
2σκ. This

theoretical prediction has been verified experimentally [41,45,97,98], and also
used for determining the bending rigidity κ of membranes.

For biological membranes the value of κ is usually in the 10−20 − 10−19 J
range and the surface tension σ varies between 10−3 and 10−6 N/m [65].
Choosing some typical values (κ ≈ 4 × 10−20 J and σ ≈ 5 × 10−5 N/m)
and ignoring the spontaneous curvature one finds that R0 ≈ 20 nm and f0 ≈
12.6 pN. Thus, in agreement with the multitude of experimental observations,
membrane nanotubes are indeed a few tens of nanometers wide, and can be
formed by forces around ten piconewtons, which can be easily generated by
either the pushing of polymerizing filaments or the pulling of a couple of motor
proteins.

Because at the tip of the tubes the mean curvature (and thus the free
energy density) of the membrane diverges [63,92,99], for biological systems it
seems reasonable to protect the tips and distribute the pulling forces at larger
areas (e.g., by utilizing cap proteins or lipid rafts). Recent in vitro experiments
have demonstrated that if the pulling area greatly exceeds the tube radius,
then a significant force barrier has to be overcome during tube formation,
which depends linearly on the radius of the pulling area [46, 48, 100]. This
observation is in good agreement with theoretical predictions [48].
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Fig. 7.4. Force vs. length curves for the formation of a membrane tube pulled out
of a flat membrane that spans a ring of radius 20R0 for two different values of the
spontaneous curvature (C0 = 0 and C0 = 0.9/R0). The shape of the emerging tube
is also depicted at certain stages

7.3 Membrane Tube Formation
by Cytoskeletal Motor Proteins

The properties of individual motor proteins are being unraveled at a rapid
pace. Much less is known about how and whether multiple motors coop-
erate, interact, and coordinate their activities. Although individual motors
could in principle move objects (such as vesicles, DNA, proteins, membrane
tubes, etc.), in vivo they often function together in groups. Many organelles
are observed to move over larger distances than one motor can move [101],
suggesting that multiple motors are working together. Cooperative func-
tioning is also thought to be important for the spatial distribution and
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morphology of organelles: multiple motors of opposite directionality are
present on organelles [102, 103], and it is yet unclear how their interaction is
orchestrated [104,105]. Here, we will discuss recent in vitro studies that shed
some light on how motor proteins cooperate to generate enough force to form
and maintain membrane tubes. Next, we will discuss some promising future
studies to tackle the problem of oppositely directed motors, and we will give
some first results.

7.3.1 In vitro Studies Demonstrate that Molecular Motors
Cooperatively Pull Membrane Tubes

Recent in vitro experiments with purified motors and synthetic vesicles have
shed some light on the cooperative activity of motor proteins. When puri-
fied motors were linked to beads, which were subsequently attached to a giant
unilamellar vesicle (GUV), and then these bead-motor-complex coated vesicles
were brought into contact with a network of MTs, the formation of membrane
tubes was observed (see Fig. 7.5a [49]). The fact that the force required to
form a tube is usually higher than what a single motor protein can exert sug-
gests that each bead was pulled by several motors simultaneously. In contrast,
in other experiments with no beads (see Fig. 7.5b [51,106]), it was found that
motors do not need to be cross-linked into multi-motor complexes for tube
formation. It was demonstrated that the extent of tube formation depends
on the concentration of motor proteins on the vesicle and the force that is
required to form a tube (set by global parameters like the membrane tension
and the bending rigidity). This led to the proposed mechanism of dynamic
association of motor proteins [51]: a steady-state cluster of motor proteins is
dynamically maintained at the tip of a membrane tube, taking into account
a force dependent departure rate of motor proteins [107, 108] and a concen-
tration dependent arrival rate into the cluster. By simultaneously fluorescent
and biotin labeling of lipids, Leduc and Campàs et al. [50] succeeded in the
experimental demonstration of clusters at the tip of a tube. Their accompa-
nying theoretical description, which takes into account on and off rates of
motors and the active flux of motors along the tube as well, allowed for the
quantitative determination of parameters like the motor binding rate and the
minimal number of motors required for the extraction of a tube.

All the above-mentioned in vitro experiments were conducted with a bi-
otinylated kinesin motor [109], which is a processive dimer. To determine
whether tube formation by dynamic clusters of motor proteins is a robust
and general mechanism, we recently studied the tube-formation potential of a
biotinylated ncd motor. This motor was attached to GUVs, and interestingly,
after getting into contact with a network of MTs, the first results indicate that
ncd motors are also able to pull membrane tubes [110]. This process seems to
occur in a similar manner as tube formation by kinesin. Some differences are
that tube formation occurs at a low velocity (in agreement with the veloc-
ity of ncd-mediated bead movement [10]) and a higher concentration of ncd
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bead

microtubule microtubule

membrane tube
(a) (b)

membrane tube

motor proteins

Fig. 7.5. Sketches of the in vitro experiments, where membrane nanotubes are
formed by biotinylated motor proteins that pull on biotinylated lipids either (a)
indirectly with the help of streptavidin coated vesicles or (b) directly through indi-
vidual streptavidin molecules

is required for the same tube-formation potential as kinesin. As individual
ncd motors are not processive, this result reveals an interesting cooperativity-
effect: even if individual motors are non-processive, their joined activity can
result in long-distance (processive) movement and drive tube formation and
extension under an opposing load.

Interestingly, a recent finding indicates that the binding of motors is en-
hanced close to where other motors are bound [111]. This could stimulate the
(dynamic) formation and stabilization of clusters of motors, which in turn
would facilitate long distance movement and tube formation.

7.3.2 Interaction between Clusters of Antagonistic Motors?

There is substantial evidence that oppositely directed (antagonistic) motors
are simultaneously attached to membrane organelles in the cell. This leads to
bi-directional movement of organelles [102–105], and the morphology of mem-
brane structures may also be dependent on such antagonistic motors [102].
In addition to a sufficiently high force, for membrane tube formation another
requirement is that a sufficiently high counterforce is exerted on a membrane
vesicle, as in the absence of a counterforce the vesicle would be dragged along.
This counterforce may be generated by static linkers that immobilize a mem-
brane vesicle, or can be developed by motors that exert force in the opposite
direction.

To study the interaction between antagonistic clusters of motors, (plus-
end directed) kinesin and (minus-end directed) ncd were simultaneously at-
tached to the same vesicle. These motor-coated vesicles were brought into
contact with a diluted concentration of immobilized MTs (in order to have
only one MT as an interaction partner). Subsequently, a vesicle was grabbed
with optical tweezers, and placed on top of the MT. In Fig. 7.6 we present a
first result of such an experiment. After placing the vesicle on top of a MT,
it started moving. This movement continued for several tens of micrometers,



154 I. Derényi et al.

Fig. 7.6. VE-DIC microscopy of a membrane tube formed from a vesicle coated with
kinesin and ncd. Microtubules are hardly visible. The mark X indicates a reference
point on the surface of the coverglass. Time is in minutes and seconds. The bar is
10 µm

after which it stopped, while (at the same time) a membrane tube was formed
and extended along the MT at about 0.4 micron/second.

Clearly more experiments are required, but one intriguing interpretation
of this result is the following: first, the vesicle is moved along a MT by a
cluster of motors (presumably kinesin, since it moves at ∼0.4 µm/s), Next, a
cluster of ncd motors is nucleated at the trailing end of the vesicle, supplying
sufficient counterforce to stop the movement of the vesicle by kinesin. Finally,
as the cluster of kinesin motors can generate a high enough force the tug-of-
war results in the formation of a tube.

An interesting point here is that naively one would expect two tubes to be
formed, since motors are pulling in two opposing directions. It is, however, not
energetically favorable to form two tubes, since in this case two neck regions
with a high curvature need to be created [70], making it more favorable to
extend an already existing tube. Also, the force (energy) barrier required to
form a tube is larger than the force required to extend an existing tube [63,73],
depending on the size of the area on which the force is exerted [48]. Thus, two
tubes will only be formed if the vesicle is held at its position by an additional
force.

Our preliminary data suggest that the competition between antagonistic
clusters of motor proteins can lead to membrane tube formation. This tube
formation is an additional degree of freedom, and it would prevent a tug-of-
war in which case neither group of motors can move. Interestingly, the tubes
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effectively function as a sorting tool, since only motor proteins that move
in one direction will move into and be enriched on a tube. If the tube were
subsequently pinched off from the main vesicle body, the plus- and minus-end
directed motors and their attached cargo would be segregated.

One important note is that, in the experiments where just kinesin is present
on the vesicles and tubes are formed, kinesin motors supply the counterforce
that holds the GUV by moving in all directions on the high-density network
of randomly oriented MTs. It cannot be excluded that the interaction of the
vesicle with the surface, or the presence of rigor motors may also play a role
in the immobilization of the vesicle. In order to have interpretable experi-
ments, in the antagonistic motor assay, the density of MTs on the surface
was diluted to prevent the interaction of motor-coated vesicles with multiple
MTs. However, this method does not prevent the interaction of the vesicle
with the coverslip’s surface. For a proper study of the interactions between
antagonistic motor proteins, it will be important to immobilize the MTs, and
at the same time prevent the vesicles from adhering. This is a big challenge
since the underlying reason that MTs attach to a surface (charge), also makes
the vesicles attach. A possible work-around for this issue is to use vesicles
of a different charge. Alternatively, an elegant method may be to construct
3D structures like pillars [112] where MTs reach from one side to the other,
and the middle part is not in contact with any surface. Vesicles can then be
brought into contact with the elevated MT using the tweezers.

A subject connected with the antagonistic motors is the bi-directional
movement of organelles that is observed in cells. When oppositely directed
motors are present on a smaller vesicle, instead of tube formation their ac-
tivity may lead to bi-directional movement (as tube formation from smaller
vesicles will require a higher force because there is less excess surface area).
Generally it is suggested that “coordination machinery” exists that controls
whether one kind of motor or the other is active [104, 105], however, the
physical interaction of antagonistic clusters of motors (transmitted through
the vesicle) might play a role as well. One can imagine that at low motor
concentrations, stochastic fluctuations in the number of motors may lead to
alternating stable clusters of plus-end or minus-end directed motors, in turn
leading to bi-directional movement. In that case the dynamical transition of
collections of motors would act as number fluctuation amplifier [113–115].
The details of such “metastable” bi-directionality should depend on the rate
of arrival into and the rate of departure from a cluster of motors [51, 110]. A
further discussion of this bi-directionality is outside the scope of this work,
but experiments are on the way to determine this system in more detail, and
establish the regulatory role of physical parameters on antagonistic clusters
of motors.

It is now well established that force-generating motor proteins are sufficient
and enough for membrane tube formation. Resolving how (physical) parame-
ters may regulate the dynamic interplay between motors and membranes is a
promising line of research.
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O. Orwar (2001). Nature, 409, pp. 150–152



158 I. Derényi et al.
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113. F. Jülicher, J. Prost (1995). Phys. Rev. Lett., 75, pp. 2618–2821
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Abstract. Polysaccharide modifying enzymes may utilise enzyme-substrate motion
to generate specific sequence patterns in polymers (e.g. epimerisation), or to pro-
duce oligomers as a result of depolymerisation. Enzyme catalysed polymerisation of
polysaccharides may also create motion of entire species (bacteria). The energy bal-
ance show the clear role of biochemically accessible energy in most of such examples,
whereas in others, conformational changes associated with the mutual relocation of
the enzyme relative to the polymer substrate is the most likely source. A compar-
ison between the mechanism underlying the nanoscale motion of enzymes working
on polysaccharides, with various known types of energy catalysing the motion is
discussed.

8.1 Introduction

Life implies transformations and movement, which in the living world are
powered by proteins. The term “molecular device” designates single proteins
or protein assemblies having this ability. They fall into two broad classes:
Catalysts and machines [1]. Catalysts are characterised by their ability to
enhance the rate of a chemical reaction, and proteins having this ability are
called enzymes. Chemical reactions may, despite having a favourable free en-
ergy change, proceed very slowly because of a large activation energy barrier.
Molecular machines differ from catalysts in that they actively reverse the nat-
ural direction of a chemical or mechanical process by coupling it to another
one. Progress made in the field of molecular biology has enabled a molecular
level understanding of these biological devices. This new insight has attracted
attention not only from biologists but also from chemists and physicists.

Most macroscopic machines invented to produce movement from chem-
icals require an intermediate form of energy, usually heat or electricity. In
this sense, the generation of movement in cells is an exception since it in some
cases involves the conversion of chemical energy directly to mechanical energy.
The chemical energy often drives a conformational change within the proteins
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that mediate the movement. Whereas some molecular machines depend on
an internal source of energy, others depend on an external source. Molecular
machines falling into the last category can again be divided into motors, char-
acterised by their ability to transduce free energy into motion, pumps, which
create concentration differences across membranes, and synthases which drives
a chemical reaction, i.e. the synthesis of some product.

The interest in molecular machines increased with the realisation that the
ability of motor proteins to generate force and to undergo directed motion
form the basis of much of cellular behaviour and architecture. In eukaryotes,
there are two major motility systems. The first involves interactions between
the motor molecules kinesin and dynein and microtubules. Microtubules are
abundant in interphase cells and are used as highways for a variety of intracel-
lular transport processes. A second system is based on interactions between
actin microfilaments and members of the myosin family of motor molecules.
The action of these motility systems is fundamental to a wide range of cel-
lular functions such as directed transport of macromolecules, membranes, or
chromosomes within the cell’s cytoplasm, and muscle contraction underlying
locomotion. Other well-known examples of molecular machines found in cells
are the DNA and RNA polymerases, which function in replication or tran-
scription of DNA, respectively.

Despite the growing interest in molecular devices, most of the focus has
been on molecular motors working on protein polymers, DNA or RNA. The
examples of molecular motors given in recent reviews on this topic illustrate
this trend [2, 3]. In the following we will present some examples illustrating
the growing body of evidence revealing important roles played by molecular
devices working on polysaccharides. In some cases these molecular devices are
processive enzymes. Processive enzymes are interesting because they have the
abilities of both catalysts and molecular motors, i.e. they enhance the rate
of chemical reactions, and they use energy to undergo directed motion along
their polymer substrate.

Polysaccharide modifying processive enzymes may utilise enzyme-substrate
motion to generate specific sequence patterns in polymers, or to produce
oligomers formed as a result of depolymerisation. Enzyme catalysed polymeri-
sation of polysaccharides may also create motion of entire species (bacteria).
The energy balance show the clear role of biochemically accessible energy in
most of such examples, whereas in others, conformational changes associated
with the mutual relocation of the enzyme relative to the polymer substrate is
the most likely source. This chapter presents a comparison between the mecha-
nism underlying the nanoscale motion of enzymes working on polysaccharides,
with the various known types of energy catalysing the motion. Here, we fo-
cus on three enzyme substrate systems where recent research has provided
new insight. Common to the examples chosen is also that models have been
proposed in order to explain and predict the behaviour of the enzymes and
the structures formed as a result of their action. Before describing these sys-
tems some relevant background information concerning polysaccharides and



8 Macromolecular Motion at the Nanoscale of Enzymes Working 163

the requirement met by processive enzymes working on these polymers are
given.

8.2 Polysaccharide Modifying Enzymes

Carbohydrates are among the most abundant organic compounds found in
natural sources; they are widespread in both plants and animals. They range
from small molecules with molecular weights exceeding one hundred to poly-
mers with molecular weights exceeding one million. In nature, polysaccharides
serve as stores of energy (starch and glycogen), they are found in bacterial
cell walls or extrusions (scleroglucan, xanthan), in algae (alginate, agar, car-
rageenan) and they form a major portion of the supporting tissue of plants
(cellulose, pectin) and of some animals i.e. crustacea (chitin). In view of this
widespread occurrence and important roles played by polysaccharides, it is
not surprising that many enzymes have evolved to synthesise, modify, or de-
grade them. One example of an enzyme working on a polysaccharide chain
is depicted on the AFM topograph in Fig. 8.1, showing C-5-mannuronan
epimerases catalysing the last step in the biosynthesis of the polysaccharide
alginate. The enzyme catalysed reactions require that the enzyme recognise
the substrate and form an enzyme-substrate complex. This complex stabilises
the transition state and greatly reduces the activation energy of the reaction
in comparison to that without the enzyme. When catalysed by enzymes, reac-
tions can therefore proceed under mild conditions. The relationship between
substrate and enzyme has been compared to a “key and lock” system. This

Fig. 8.1. Tapping mode AFM topograph showing flexible mannuronan polysaccha-
ride with C5-mannuronan epimerase AlgE4 (globular, bright dots) bound to some of
the polymer strands
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analogy is illustrative of the properties of the complex formation, which is
achieved through complementary interfaces on the two molecules, allowing
specific non-covalent bonds to form.

8.3 The Action Patterns of Polymer Modifying Enzymes

The action patterns traditionally applied to describe enzymes that act on
polysaccharide substrates are the following. The single-chain mechanism de-
scribes a situation where the enzyme forms an enzyme–substrate (ES) com-
plex, perform its function along the chain and dissociate from the polymer at
the end of the chain or when a non-convertible unit is reached. In a multi-chain
mechanism the enzyme reacts randomly with a polymer unit and dissociates
after each reaction. The multiple-attack mechanism represents an intermedi-
ate of the two extremes presented above by catalysing repeated reactions per
effective encounter [4]. It has later been argued that the modes of action can
be described more accurately in terms of enzyme processivity, i.e. the average
number of times the reaction is repeated between association and dissociation
of ES [5]. Processive enzymes differ greatly in the “extent” of their processiv-
ity. Any processive enzyme working on a substrate can be characterised by
the mean number of subunits converted before enzyme-substrate dissociation.
This number provides a quantitative measure of the processivity [6,7]. In the
classical random attack model, as well as in the processive model, the enzyme
is believed to randomly attack the polymer chains for each enzyme-substrate
encounter (displays no preference for specific sequences). In the preferred at-
tack model, on the other hand, the enzyme is supposed to have preference for
specific monomer sequences within heteropolymeric substrates. Processivity
requires a sliding motion of the enzyme relative to the polymer substrate. At
least partial contact with the polymer lattice is therefore required at all times,
since Brownian motions would otherwise rapidly separate detached enzymes
from their track. In order to slide an enzyme must therefore strike the right
energetic balance to remain associated with its polymeric substrate, while re-
taining the ability to move from site to site. Studies of different processive
enzymes have shown that this problem of energetic balance is solved in differ-
ent ways [8]. One strategy to prevent the protein from dissociating involves the
creation of a physical barrier. A second strategy involves a “hand-over-hand”
interaction with the polymer (also called “subunit switching” or “rolling”).
This mechanism requires alternate binding of individual subunits of the motor
to the lattice in a co-ordinated manner, so that at least one subunit is tightly
bound to the lattice at any given time.

8.4 Polysaccharide Degrading Processive Enzymes

Polysaccharide modifying enzymes sometimes contain separate modules
that afford the substrate binding capabilities of the enzyme. Non-catalytic
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polysaccharide-recognising modules of glycoside hydrolases are named carbo-
hydrate-binding modules (CBM). Experimental studies have identified many
CBMs, and a recent review summarised the current knowledge of their struc-
ture and function [9]. By integrating different information the article discusses
CBMs in the broader context of carbohydrate binding proteins and provides
new insight into the mechanism of protein-carbohydrate recognition. Through
their sugar-binding activity, CBMs maintain the enzyme in proximity with the
substrate. In the case of polysaccharide degrading enzymes, this is thought
to lead to more rapid degradation [10]. In some cases CBMs have evolved
to become components of the substrate-binding sites of glycoside hydrolases,
and sometimes even influence the substrate specificity and mode of action of
the enzymes [11]. Comparative studies have revealed that cellobio-hydrolases
belonging to different structural families all exhibit active sites with a tunnel-
like topology [12–14]. The tunnels result from loops folding over the active site
groove and allow the protein to progress unidirectionally along the polysac-
charide chain without dissociating from its substrate between two hydrolysis
events [12–15].

In the following we focus on family 18 chitinases which are reported to
both have a CBM belonging to family 18 and a processive mode of action.
Chitinases are found in bacteria, fungi, viruses, animals and in some plants.
In these organisms they have both physiological and ecological roles. Inver-
tebrates require chitinases for partial degradation of their old exoskeletons.
Fungi produce chitinases to modify chitin, which is an important cell wall
component. Bacteria produce chitinases to digest chitin and utilise it both as
an energy and carbon source. The production of chitinases by higher plants
has been suggested to be part of their defence mechanism against bacterial
and fungal pathogens.

Chitosans are heteropolymers consisting of 2-acetamido-2-deoxy-D-glucose
(GlcNAc, A) and 2-amino-2-deoxy-D-glucose (GlcN, D), which are formed by
partial deacetylation of chitin, a (1,4)-β-linked linear polymer of GlcNAc.
Biosynthesis or enzymatic degradation of chitin or chitosan produces chi-
tooligosaccharides. These possess a number of biological activities, such as
immune stimulation through activation of macrophages [16] and induction of
chemotactic migration of polymorphonuclear cells [17]. It has been reported
that compounds differing in degree of polymerisation (DP) and mole frac-
tion of acetylated residues (FA) cause different biological response [18]. Enzy-
matic hydrolysis of polysaccharides produces oligosaccharides with specified
lengths and, in the case of heteropolymeric substrates, specific sequences.
The oligomer sequence and the mode of action of the enzyme determine the
length and sequence characteristics of the products. A model based on knowl-
edge about the enzymatic mode of action and substrate specificity would, if
combined with structural information of the substrate, allow predicting and
controlling the outcome of the enzymatic reaction. The development of such
a model is therefore of significant scientific and industrial interest. In this
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Fig. 8.2. Example of a chitosan oligomer sequence (ADAAAD) presented to a six-
subsite model for hydrolysis of chitosans by ChiB chitinase. The glycosidic bond
between the residues positioned in the −1 and +1 subsite is cleaved. The relative
hydrolysis rates of a given oligomer sequence is determined by its composition. This
can be accounted for by additive contributions depending on the residue-subsite
pairwise contribution, to an overall apparent activation energy for the hydrolysis to
occur [24]. In the processive mode of action, the chitosan polysaccharide undergoes a
sliding motion of two sugar residues, about 1.03 nm, relative to the enzyme following
each hydrolysis step

section we describe some recent studies aiming at providing such a model for
a family 18 chitinase.

Hydrolyses of chitosans with various FA by members of the family of
processive enzymes known as 18 exochitinase ChiB yields mixtures of oligosac-
charides, differing in sequence and DP [19]. ChiB is an elongated molecule.
The active site is formed by a long, deep cleft (about 40 Å long, 15 Å wide,
and 20 Å deep), which is characterised by a large number of exposed hy-
drophobic residues and harbours the catalytic residue [20]. It has six subsites,
numbered from −3 to +3, and for all family 18 chitinases the cleavage occurs
between site −1 and +1 [20] (Fig. 8.2); notation according to [21]. Hydrol-
ysis of the glycosidic bond requires that the sugar bound in the −1 subsite
be N -acetylated [22,23]. The ChiB enzyme also contains a chitin-binding do-
main, which presents an aromatic surface presumably involved in substrate
binding. Chitosan and ChiB may form non-productive enzyme–substrate com-
plexes. Binding of a D residue in the −1 subsite would represent one such
non-productive complex. Experimental evidence suggests that non-productive
binding do not necessarily result in enzyme substrate dissociation, but might
instead result in displacement of the enzyme along the polymer chain allowing
adjacent susceptible bonds to be reached and hydrolysed [19].

An approach for modelling chitosan degradation catalysed by ChiB was re-
cently suggested [24]. Since the products obtained are the result of a complex
interaction between the enzyme and the substrate, many parameters must be
considered in order to predict their formation. The hydrolysis rate and the sub-
strate binding energies will thus depend on the sequence of A and D units in
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the substrate. The model used experimental data obtained from the hydrolysis
of well-defined and well-characterised polymeric substrates to estimate nec-
essary parameters in the model. As the monomer sequence in the polymeric
substrate is random [19, 25, 26], it was argued [24] that it was not possible
to predict the reaction products using an analytical solution. A method of
random sampling of the reaction space using Monte Carlo (MC) simulations
was therefore chosen. The proposed model allowed predicting the outcome of
hydrolysis experiments on chitosans with varying degrees of acetylation, as
well as on oligomeric, fully acetylated substrates. Based on the Monte Carlo
simulation the degree of processivity of the ChiB enzyme was determined from
the fit to the experimental data. The results indicated an average number of
residue moves per single attack equal to 16, corresponding to a total relocation
of each enzyme along the polymer equal to 16.5 nm.

Biochemical and structural studies have revealed that the tunnel-forming
loops observed in many processive enzymes often undergo conformational
changes. Initiation of the reaction often demands an opening of the tunnel to
allow an initial endo-attack. This is followed by a closing of the tunnel needed
for the sliding motion of the enzyme, i.e. a processive mechanism [27–29].
The exo-chitinase ChiB is one example of a processive enzyme in which the
tunnel-like active site undergoes conformational changes upon substrate bind-
ing [20,23]. Conformational changes require energy, but the ChiB enzyme does
not rely on any external source of energy. Instead, a likely source of energy for
the conformational changes of the enzyme, underlying the directed movement
of the enzyme along the polymeric substrate, is the energy contained in the
chemical bonds of the substrate being cleaved. All molecules carry a definite
amount of stored energy, residing in their chemical bonds. This chemical bond
energy, just as any other form of stored energy, drives towards lower values,
and it constitutes a potential source of the energy driving the conformational
changes of enzymes.

The occurrence of tunnel-like active sites or CBMs in processive cellu-
lases or chitinases, has been suggested to reflect the necessity to prevent
isolated polysaccharide chains from re-adhering to the crystalline cellulose
or chitin substrate [30]. In other systems this requirement does not exist,
and other topologies which also promotes processivity are observed. The
endo/exocellulase E4 from Thermospora fusca displays a catalytic domain
with an open cleft topology, yet it degrades crystalline cellulose in a processive
manner. This is due to the presence of an appended cellulose-binding domain,
which remains loosely associated to the cellulose microfibril [11]. The proces-
sive character of α-amylases is proposed to result from a large interacting area
in the open active cleft [31]. The high levels of multiple attacks observed in
mammalian α-amylases may be facilitated by a movable loop, which interacts
with subsites −2 and +2 upon substrate binding [32,33]. In the case of more
amorphous substrates, such as arabinans or pectins, processivity arises from
the binding energies of individual subsites [30, 34]. In endopolygalacturonase
a mutation at the −5 sugar binding site turn a non-processive enzyme into
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a processive one and vice versa. This observation can be explained by the
residue found in this position being involved in sliding the substrate through
the cleft at the active site [34, 35]. The examples presented above illustrate
that in nature many alternative structural solutions which allow a protein to
slide along its substrate has evolved. In the next section we shall focus on a
class of processive enzymes displaying a catalytic domain with an open cleft
topology. The experiments that first revealed the processive mode of action
of these enzymes are also outlined.

8.5 Enzyme-Substrate Motion Can Explain the
Formation of Specific Sequence Patterns in
Polysaccharides

A number of different uronic acid-containing polysaccharides undergo post-
polymerisation modifications to produce the final biologically active struc-
ture [36, 37]. Examples are found in the biosynthesis of heparin/heparan sul-
phates [38], dermatan sulphates [39] and alginates [40]. This modification has
a profound effect on the secondary structure of these polysaccharides and
therefore on their biological role. The apparatus allowing these modifications
to occur are submitted to genetic control, and represent tools that allow tai-
loring the structure of the polysaccharides and thereby optimise functional
properties fulfilling a specific biological role. In the following we focus on
one of these systems: the alginates. Alginate consist of β-D-mannuronic acid
(4C1 conformation) (ManA, M) and α-L guluronic acid (1C4 conformation)
(GulA, G). Alginates are used commercially mainly as gelling agents, and the
gelation properties depend both on the fraction of α-L-guluronic acid, and the
sequence pattern of the G and M residues. The alginates available from various
sources offer a certain, but limited selection of sequence patterns. Variations
in sequence pattern found in alginates extracted from different parts of the
algae (stem, blade etc) illustrate how the algae tailor the sequence pattern
in order to afford its different parts with varying stiffness or strength [41].
When preparing alginate gels, this observed source dependence is exploited
for tailoring the gel properties required for a given application. Another way
of increasing the versatility in the properties of alginate gels involves con-
trolled epimerisation of alginates. Such controlled epimerisation is expected
to increase the application potential of these materials [42].

In alginates the conversion of β-D-mannuronic acid to α-L-guluronic acid
at the polymer level is catalysed by enzymes known as mannuronan C-5
epimerases [37] (Fig. 8.3). The epimerase reaction is proposed to occur via
a three-step reaction mechanism [43]. In the first step the negative charge on
the carboxylate anion is neutralised, either by co-ordination to a metal ion or
by the formation of a salt-bridge with an amino acid in the active site of the
enzyme. The second step involves base-catalysed abstraction of the proton
at C-5, which in the third step is replaced with a proton from the medium,
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Fig. 8.3. Epimerisation of mannuronan with the C-5 epimerase AlgE4. Analysis
of the residue sequence developing as the epimerisation proceed [46] indicate that
every second residue is converted yielding an overall polyalternating, or repeating
dimeric, structure

which is added from the stereochemically opposite direction giving rise to
the change in configuration around carbon 5 [43, 44]. Seven different natural
mannuronan C-5-epimerases are known. Studies have revealed that each of
them catalyse the production of alginates with a distinct monomer distrib-
ution pattern [45]. The mode of action of the different enzymes determines
whether single guluronate units are introduced at random, or successively as
blocks.

Monitoring the introduction of sugar sequence triads in the reaction prod-
uct as G residues are being introduced by the activity of the epimerases
AlgE2 and AlgE4 is accomplished by NMR spectroscopy [46]. The deter-
mined sequence distribution patterns revealed that the epimerase AlgE4 pre-
dominantly produced an alginate with long stretches of alternating MG se-
quences. The formation of such a pattern could be explained by a proces-
sive mode of action, and further studies therefore aimed at providing more
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Fig. 8.4. Kinetic scheme (a) and simplified scheme (b) for modelling residue se-
quences introduced in alginates by C5-mannuronan epimerase AlgE4 [47]. Examples
of residue sequences of M and G present in a hypothetical four subsite model (min-
imum number of required subsites) for productive modes (i) and non-productive
modes (ii) for the AlgE4 enzyme are given. Mannuronan is the homopolymer of
β-D-mannuronic acid (M), whereas naturally occuring alginates consist of various
sequences of the two residues. The residue outlined in bold is the residue being
epimerised. X depicts residues that do not yield nonproductive binding sequences.
In the case of the productive mode, the epimerisation (Fig. 8.3) and associated pros-
essive movement (kp2 and kp1) correspond to a sliding motion of two sugar residues,
being displaced about 1.03 nm relative to the enzyme upon each epimerisation re-
action

information about this reaction mechanism. The evolution of the sequence
pattern in the alginate product, as determined by NMR, was investigated us-
ing Monte Carlo simulations [47]. Both a preferred attack mechanism and a
processive mode of action could account for the non-random sequence arrange-
ment of the residues. A model that allowed for preferred attack and/or proces-
sive mode of action was therefore used. Figure 8.4 shows the kinetic scheme
used.

In this model, the preferred attack is obtained when both parameter kp1

and kp2 equal zero, whereas these differ from zero in a processive mode of
action. The propagation probability, p, for the processive mode is given by
kp1/(kp1 + k−1) (Fig. 8.4b), where kp1 and k−1 are the kinetic constants
for propagation and dissociation, respectively, of the enzyme-product com-
plex. The average number of converted residues per enzyme attack is equal
to 1/(1 − p).

The analysis was carried out using an ensemble of 10,000 polymer chains.
An experimentally determined degree of polymerisation and initial fraction
of guluronic acid were used. For each iteration step, the concentrations of
the enzyme–substrate complexes were updated based on knowledge about
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affinity constants between the enzymes and substrates of different size and
sequence, and the relative abundance of the productive substrates. Addition-
ally, in the processive mode model, a certain probability for propagation rel-
ative to dissociation was assumed at each step, limiting the length of the
polyalternating MG-blocks introduced. Several factors potentially influence
the length of the blocks formed by these processive enzymes. Bacterial algi-
nates contain acetyl groups covalently linked to a fraction of the monomers.
These groups function as termination signals, possibly due to steric hindrance
introduced by the acetyl group. The concentration and type of ions present
in the medium also influence the pattern observed in the end product. In
the Monte Carlo simulation these factors were incorporated in the following
way. After each cycle of epimerisation, the complexes were selected for either
dissociation or propagation based on a propagation probability parameter p.
The simulated residue sequences obtained were compared with the sequence
information obtained using NMR. This comparison showed that for AlgE4
a situation without product inhibition, as well as a situation with product
inhibition, could account for the experimental data, but demanded different
substrate affinity constants. Additional experiments using 3H-labelled algi-
nate oligomers revealed that an octamer was the minimum size necessary to
support enzyme activity of AlgE4 [47]. For AlgE2 the experimental data were
more conclusive: the data suggested that AlgE2 function by a preferred attack
mechanism.

The remaining questions concerning the mode of action of AlgE4 were re-
addressed in a later single molecular dissociation study between the epimerase
and mannuronan, performed using an AFM. When measuring intermolecular
forces with AFM, the AFM tip is functionalised with one of the interact-
ing molecules. These molecules, exposed on the surface of the tip, are then
allowed to interact with potential binding partners immobilised to a mica sur-
face. Pulling experiments in which the tip-surface separation speed is changed
in such a way that the force per unit time acting on the molecular bond
under study is changed over many orders of magnitude, are referred to as
dynamic force spectroscopy. In the study of the mannuronan-epimerase in-
teraction, the polysaccharide-functionalised tip was brought in contact with
the immobilised epimerase enzymes by controlling the z-piezo movement, al-
lowed to form substrate-active cleft interactions, and withdrawn (Fig. 8.5a).
Applying a continuous force ramp allowed determination of the most prob-
able unbinding force at various force loading rates as well as determination
of the ratio between the epimerase – mannuronan dissociation rate at zero
force and the catalytic rate of epimerisation of single residues [48]. The re-
sults suggested a processive mode of action. Separate studies were performed
on the two modular components, A and R, making up the AlgE enzymes.
These studies revealed that the processive mode of action is associated with
the A-module. The A-module alone was also found to bind more strongly
to the alginate chain than the whole enzyme, and the R-module apparently
did not interact directly with the polymer. These observations were taken to
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Fig. 8.5. (a) Left: Schematic illustration of the unbinding experiment between
epimerases AlgE4 attached to the mica surface (bottom) and mannuronan attached
to the AFM tip (top) retracted from the surface (events towards right). Right:
Examples of force – z-piezo translation distance curves obtained for mannuronan
functionalised AFM tips against C-5 mannuronan epimerase AlgE4 immobilised on
mica. Curve i–iv: low mannuronan grafting densities on the AFM tip and low Al-
geE4 density mica substrate. Curve v: effect of increasing the AlgeE4 density on
the mica substrate. (b) Left: Schematic illustration of the unbinding experiment
between epimerases AlgE4 attached to the mica surface (bottom) and mannuronan
attached to the AFM tip (top) at constant separation 100–250 nm between the
polymer functionalised tip and the enzyme covered surface. Right: Deflection of the
cantilever holding the tip observed as a function of time. Curve i ii: low mannuronan
grafting densities on the AFM tip and low AlgeE4 density on the mica substrate.
Curve iii: effect of increasing the AlgeE4 density on the mica substrate. Curve iv:
deflection of a tip having low mannuronan grafting densities positioned above a
uncoated mica surface. The bottom panel shows magnifications of two of the force
jumps observed in Curve i. The steepness of the cantilever deflection, indicated by
the overlaid grey lines (bottom panel), contain information about the translocation
speed of the enzyme
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indicate that the R-module is involved in the regulation of the enzyme-
substrate binding strength [48]. Another experimental setup which would give
information concerning the mode of action of potentially processive enzymes
is the one illustrated in Fig. 8.5b.

In this set-up, the polymer functionalised tip is held in a fixed position a
certain distance above the enzyme-covered surface. The distance separating
the tip and the surface should, in order to allow enzyme-substrate interactions,
be shorter than the length of the polymers. If this requirement is fulfilled,
rare binding events might be observed (Fig. 8.5b). This experimental set-up
is interesting because the forces working on the enzyme-substrate complex,
trying to bring the two components apart, are kept smaller than in the set-up
illustrated in Fig. 8.5a, and the duration of the interaction can therefore be
observed over a longer period of time.

Dynamic force spectroscopy studies do not provide detailed information
about the length of the oligomer fully saturating the active cleft, and the
position of the converted residues in that sequence. These questions were later
addressed using NMR spectroscopy, electrospray ionisation mass spectrometry
(ESI-MS) and capillary electrophoresis (CE). It was concluded that AlgE4
binds a minimum of 6 residues in the catalytic site, and for short chains the
third residue from the non-reducing end is the first to be epimerised [49].
On average, the enzyme epimerises 10 units ((MG)10) in each reaction before
leaving the chain [49]. This corresponds to a mutual translocation distance
equal to 10.3 nm.

8.6 Possible Sources of Energy for the Epimerisation
of Alginates at the Polymer Level

The studies cited above present convincing evidence that the AlgE4 enzyme
is a processive enzyme, which upon each attack slides on average 10.3 nm
relative to its substrate. Such a sliding movement of one macromolecule with
respect to another one requires energy, but no external source of energy is
supplied to the epimerase. It is therefore necessary to look for other possible
sources of energy in order to explain this behaviour. As mentioned above, the
atoms making up a molecule carry a definite amount of stored energy, and all
spontaneous chemical reactions proceed in the direction that lowers the free
energy. A negative ∆G value associated with the conformational change of the
monomer units making up the polymer might therefore yield the driving force
for the epimerisation reaction. This energy might also afford the net energy
needed for conformational changes in the enzyme allowing it to relocate with
respect to the polysaccharide. Alternatively, this relocation might be driven
by the conformational change of the polysaccharide, relocating the polymer
with respect to the binding sites in the enzyme.

A factor complicating the picture further is the Ca2+dependence of the
epimerases. All the epimerases are dependent on Ca2+ ions for activity, and
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all the AlgE epimerases are reported to have a calcium-binding domain. One
possible function of Ca2+ is related to stabilisation of the active conformation
of the enzyme. Alternatively, alternating binding and liberation of Ca2+ might
produce repeated conformational changes of the enzyme, possibly underlying
the translocation of the enzyme with respect to the polysaccharide. Identifi-
cation of the molecular mechanism for the observed metal-ion dependence of
the epimerisation reaction is complicated by the fact that the substrate also
interacts with Ca2+ ions. The requirement for Ca2+ can therefore, at least in
part, be explained by Ca2+ complexation of the carboxylate of a mannuronic
acid residue about to undergo epimerisation. Homopolymers of mannuronic
acid and guluronic acid both binds Ca2+ with dissociation constants equal
to 2 × 10−4 M and 1 × 10−3 M, respectively [50]. It is conceivable that such
complexation would withdraw electron density from the carbon atom α to the
carboxylate (C-5), rendering the H-5 more acidic and hence more labile [50].

The 3-dimensional structure of the AlgE4 A-module was recently deter-
mined by X-ray crystallography at 2.1 Å [51]. Furthermore, it was recently
shown that the interchange of certain amino acids from AlgE4, a proces-
sive enzyme, into AlgE2, a non-processive enzyme, converted the AlgE2 into
a processive enzyme [52]. Hopefully, this structural information will allow
further insight into the mechanism underlying the nanoscale motion of this
enzyme.

8.7 High-Order Molecular Assembly of Cellulose

In the two systems described above, polysaccharide modifying processive
enzymes utilised enzyme-substrate motion to degrade polysaccharides into
oligosaccharides of well-defined size and structure, or to generate a specific
sequence pattern. In the next example we focus on a system in which en-
zyme catalysed polymerisation of polysaccharides may create motion of entire
bacteria.

Cellulose is a linear polysaccharide consisting of glucose units linked by
β-(1,4)-glycosidic bonds. Structures responsible for cellulose synthesis have
been identified by electron microscopy in freeze-fractured plasma membranes
of many organisms [53]. Almost half a century ago it was proposed that the
growth of a cellulose microfibril is due to the action of an enzyme complex
at the tip of the microfibril [54]. These complexes were later given the name
“terminal complexes” (TCs) because they are often observed at the end of
microfibril imprints. The formation of cellulose microfibrils (CMF) involves a
nearly simultaneous process of assembly, polymerisation, and crystallisation.
In order to perform all these operations, the cellulose synthesising complexes
contain, in addition to the polymerases, other components involved in provid-
ing the substrate, initiation or termination of the chain elongation or regula-
tion of the activity of the complex. The spatial arrangement and the number
of subunits in the terminal complexes to a large extent determine both the
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structure and morphology of the microfibrils (square or flat, ribbon-like type)
and their width or diameter. Figure 8.6 is a schematic representation of dif-
ferent arrangements found in terminal complexes and the cross-sections of the
corresponding cellulose microfibrils produced. That overview shows that the
hexagonal structures with six-fold symmetry, rosettes, are observed in many
organisms, i.e. mosses, ferns, algae and vascular plants. Each rosette is ∼25 nm
in diameter, comprises six subunits and is believed to contain several, possibly
six, synthetic units (CesA). The rosettes can be viewed as channels through
which glucose from the interior of the cell is drawn, and subsequently poly-
merised into β-(1,4)-glucan chains. The glucan chains immediately associates
with adjacent chains from the same rosette to form elementary microfibrils
extruded on the outside of the plasma membrane.

Time-lapse studies have showed that cellulose synthesis in bacterial cells of
the Azetobacter genera gives rise to a rotational movement of the cells along
their longitudinal axes as they spin the cellulose ribbons [56]. This movement
is thought to be due to the force of CMF crystallisation. The observed move-
ment of the cell illustrates the strength of the forces of crystallisation. It also
illustrates that in nature polysaccharides can, in much the same way as pro-
tein filaments, be involved in generating motion of entire cells. The assembly
and disassembly of cytoskeletal protein filaments have for long been known
to generate pushing and pulling forces that, together with motor proteins,
contribute to the correct positioning of structures within cells [57]. The as-
sembly (and disassembly) of these structures provide a source of energy for
mechanical force generation.

Growing CMF produced by plant cells also give rise to forces. But, un-
like the bacterial cells, these cells are parts of multicellular organisms and
therefore do not share the ability of the Azotobacter cells to move around
their axis. The strain formed by the crystallisation of the microfibrils as they
are being deposited is therefore instead assumed to give rise to a displace-
ment of the rosettes in the plasma membrane of the plant cells. If this is the
case, the tracks followed by the rosettes would determine the orientation of
the CMF in the cell membrane, and thus lead to the cell wall texture. This
hypothesis has formed the basis of a model aiming at explaining the differ-
ent cell wall structures observed in different plants [56, 58]. Previous models
aiming at explaining the different patterns observed have claimed that CMF
orientation is guided by microtubules [59]. However, this model seems to be
ruled out for walls deposited in non-elongating cells, where CMF orientations
are uncorrelated to the microtubule organisation [60]. Because these walls are
also highly organized this mechanism cannot be considered a sufficient basis
for the observed structures. The geometrical model for CMF ordering dur-
ing their deposition is based on the observation that CMFs always appear
approximately evenly spaced in close-packed lamellae and that their average
distance apart does not depend on their orientation with respect to the cell
axis. Based on these observations a geometrical close packing rule [56,58] has
been formulated. As shown in Equation (8.1), this model relates the CMF



176 M. Sletmoen et al.

Organism TC type
Number of

subunits
per TC

Cross-section
of cellulose
micro-fibrils

(nm)

Number of single
enzymatic catalytic
sites found in one

TC subunit
Land plants
Micrasterias
Nitella
Spirogyra

6              3.5

 3.5

6

Coleochaete 8
             5.5

  3.1 -

Oocystis
-               25

10
-

Valonia
-               20

  17
10

Pelvetia
Sphacelaria 10-100

               14
  2.6 -

Vaucheria
               21

 1.5

Erythrocladia
Erythrotrichia

32-140
20-110

              28
  1.2

3

Porphyra yezoensis
P. leucosticta

11-25
 6-24

                9
  1.3 -

Hypoglossum
Radicilingua

6
6

                5

  5 -

Ceramium
Laurencia

-
6

                4

 4
-

Acetobacter -
             ~100

 1.5 -

* Each single catalytic site synthesizes one glucan chain.

Fig. 8.6. Organisation of terminal complexes of various organisms and correspond-
ing geometric cross-section of the extruded cellulose microfibril. Redrawn from Fig.
7 of Tsekos [55] with permission from the publisher to reproduce this graph

winding angle α with respect to the long axis of the cells to the number of
CMFs being deposited (N), the distance d between them and the radius R of
the cell.

sinα =
Nd

2πR
(8.1)

The observed CMF ordering is both due to the restricted movement of
the rosettes and to the limited area in which the fibrils are deposited as they
are opposed during formation against already formed primary or secondary
wall material. Observations have indicated that the available space for depo-
sition of CMFs is optimally exploited i.e. the fibrils are packed as densely as
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possible. This results in a constant average distance between adjacent CMFs
within a lamella, independent of their orientation. It also results in a coupling
between the orientation of the newly deposited fibrils and the number of fib-
rils being deposited, which equals the number of active rosettes. This coupling
provides the cell with a mechanism for manipulating the CMF orientations by
controlling the number of active rosettes and/or the amount of wall matrix.

A diversity of cell wall texture patterns exists in nature. These include tex-
ture in which the angle of orientation between subsequent lamellae changes
by a constant amount, texture with alternating lamellae with transverse and
axial oriented CMFs, purely axial texture, and helical texture in which the
CMFs have an almost constant winding angle α. Wood is a natural fibre com-
posite. Each wood cell is typically built of cellulose fibrils spiralling around
the macroscopic fibre direction. Experimental results have established a strong
correlation between the CMF angle α of the cellulose fibrils in the cell wall and
the modulus of elasticity on one hand, and the strain at maximum stress, char-
acterising the extensibility of the cell wall, on the other hand. The variation
of fibril angles has been found to provide an optimum combination of stiff-
ness (small angles) and extensibility (large angles), in response to the actual
mechanical demands in various parts of a tree. The large α found in juvenile
wood confers low stiffness and gives the sapling the flexibility it needs to sur-
vive strong winds without breaking. It also means that timber from juvenile
wood is unsuitable for use as high-grade structural timber.

The identification and the growing understanding of the structures in-
volved in the CMF formation opens for a deeper understanding of the mech-
anism of cellulose synthesis as well as future improvements in the in vitro cel-
lulose synthesis. The geometrical model proposes a mechanistic explanation
of the formation of different patterns of cell wall textures found in nature. A
combination of this information might enable future manipulations and mod-
ifications of the process of cellulose formation in plant cell walls for human
benefit. The extent to which these techniques should be used to i.e. improve
timber quality by reducing the CMF angle α in juvenile wood is, however,
uncertain, since care must be taken to avoid compromising the safety of the
tree.

8.8 Conclusions

The examples presented above show that in nature, the use of macromolecu-
lar motion in order to create specific structures or motion is not restricted to
the field of protein filaments. The examples also illustrate the mutual benefit
and close connection between applied and fundamental research on enzymes
working on industrially important polymers. This connection was underlined
in a recent review on enzymatic hydrolysis of cellulose [61], where impor-
tant outstanding questions were divided into two groups: Fundamentally de-
fined questions with applied implications and application-defined questions
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with fundamental implications. Progress in our understanding of molecular
devices can be sought via either structural modelling, revealing protein func-
tion based on protein structure, or via functional modelling, aiming at an
aggregated understanding based on knowledge about substrate features and
protein function. Single molecule studies offer another interesting approach,
which in the future may afford new insight into the function of single molec-
ular devices. One motivation for seeking such understanding is related to the
fact that biological machines have potential applications in the fabrication of
movable nanodevices. In order to succeed in designing semibiological or fully
synthetic molecules capable of performing directed motions in response to cer-
tain stimuli it is important to bring together the research areas of biological
and artificial molecular machineries, and to initiate a new paradigm for the
development of intelligent nanodevices [62]. We believe that in this context it
is important to reveal the principles underlying not only the molecular motors
playing the most important role in biological systems, but also to advance the
knowledge about more rare systems. These systems are not only fascinating
in themselves, but they may also reveal a diversity of solutions found in na-
ture to the problems arising when trying to construct a nanodevice. They
may therefore both lead to increased understanding of the possibilities and
restrictions of such devices, and possibly inspire new solutions to problems
met when designing artificial molecular machines.
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9.1 Introduction

The first half of this chapter describes the development in mathematical mod-
els of Brownian motion after Einstein’s seminal papers [1] and current appli-
cations to optical tweezers. This instrument of choice among single-molecule
biophysicists is also an instrument of precision that requires an understanding
of Brownian motion beyond Einstein’s. This is illustrated with some applica-
tions, current and potential, and it is shown how addition of a controlled
forced motion on the nano-scale of the tweezed object’s thermal motion can
improve the calibration of the instrument in general, and make it possible
also in complex surroundings. The second half of the present chapter, starting
with Sect. 9.1, describes the co-evolution of biological motility models with
models of Brownian motion, including very recent results for how to derive
cell-type-specific motility models from experimental cell trajectories.
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182 D. Selmeczi et al.

9.2 Einstein’s Theory

When Einstein in 1905 formulated the theory that quickly became known
as his theory for Brownian motion, he did not know much about this
motion1. He was looking for observable consequences of what was then called
the molecular-kinetic theory of heat. So he was not concerned about the finer
details of specific situations. In fact, apart from dated mathematical language,
his papers on Brownian motion [1] remain paradigms for how to model the
essence of a phenomenon with ease and transparency by leaving out everything
that can possibly be left out.

The simplest version of his theory,

ẋ(t) = (2D)
1
2 η(t) , (9.1)

for the trajectory x(t) of a Brownian particle, here in one dimension and in the
language of Langevin [3,4], works so well also for real experimental situations
that its extreme simplicity may be overlooked: No simplification of this theory
is possible. The white noise η(t) is the simplest possible:

For all t, t′, 〈η(t)〉 = 0 and 〈η(t)η(t′)〉 = δ(t − t′) . (9.2)

When this noise is normalized as done here–as simple as possible–the dimen-
sions of x and η require that a constant with dimension of diffusion coefficient
appears where it does in (9.1). Equation (9.1) is mathematically equivalent
to the diffusion equation, introduced by Fick in 1857, in which the diffusion
coefficient D is already defined, and that determines the factor 2D in (9.1).
The new physics was in Einstein’s assumption that Brownian particles also
diffuse, and in his famous relation, the fluctuation-dissipation theorem

D = kBT/γ0 , (9.3)

which relates their diffusion coefficient D and their Stokes’ friction coefficient
γ0 via the Boltzmann energy kBT . It is derived by introducing a constant
external force field in (9.1), and assuming Boltzmann statistics in equilibrium.
For a spherical particle,

γ0 = 6πρνR , (9.4)

where ρ is the density of the fluid, ν its kinematic viscosity, and R is the
sphere’s radius.

9.3 The Einstein-Ornstein-Uhlenbeck Theory

Details left out in the model described in (9.1–9.4) will be found missing,
of course, if one looks in the right places. For example, the length of the
1 Just how much he knew seems an open question that may never be answered [2].
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trajectory x(t) is infinite for any finite time interval considered2. Ornstein and
Uhlenbeck [5,6] showed that this mathematical absurdity does not appear in
Langevin’s equation [3],

mẍ(t) = −γ0ẋ(t) + Fthermal(t) , (9.5)

where m is the inertial mass of the Brownian particle, and the force from the
surrounding medium is written as a sum of two terms: Stokes friction, −γ0 ẋ,
and a random thermal force Fthermal = (2kBTγ0)1/2 η(t) with “white noise”
statistical properties following from (9.2). The random motion resulting from
(9.5) is known as the Ornstein-Uhlenbeck process (OU-process). In the limit
of vanishing m, Einstein’s theory is recovered. Together, they make up the
Einstein-Ornstein-Uhlenbeck theory of Brownian motion.

The OU-process improves Einstein’s simple model for Brownian motion
by taking the diffusing particle’s inertial mass into account. As pointed out
by Lorentz [7], however, this theory is physically correct only when the parti-
cle’s density is much larger than the fluid’s. When particle and fluid densities
are comparable, as in the motion Brown observed, neither Einstein’s theory
nor the OU-process are consistent with hydrodynamics. This is seen from ex-
act results by Stokes from 1851 and by Boussinesq from 1903 for the force
on a sphere that moves with non-constant velocity, but vanishing Reynolds
number, through an incompressible fluid. Hydrodynamical effects that the
OU-process ignores, are more important than the inertial effect of the par-
ticle’s mass. These effects are the frequency-dependence of friction and the
inertia of entrained fluid. Stokes obtained the friction coefficient, (9.4), for
motion with constant velocity [8]. Brownian motion is anything but that.
Also, mass and momentum of the fluid entrained by a sphere doing rectilin-
ear motion with constant velocity is infinite according to Stokes solution to
Navier-Stokes equation [8, 9]. This gives a clue that entrained fluid matters,
and the pattern of motion too.

But since Einstein’s theory explained experiments well, this hydrodynami-
cal aspect of Brownian motion did not demand attention. Not until computers
made it possible to simulate molecular dynamics.

2 Consider an interval of duration t. Split it into N intervals of duration ∆t = t/N .
In each of these, the mean squared displacement of the Brownian particle is
2D∆t. So on the average, the distance travelled in a time interval of duration
∆t is proportional to (∆t)1/2 ∝ N−1/2. Consequently, the distance travelled in a
time interval of duration t is proportional to t1/2 ∝ N1/2. Let N → ∞, and the
infinite trajectory has been demonstrated. The proof can be made mathematically
rigorous in the formalism of Wiener processes, e.g., which is just the mathematical
theory of Brownian motion.
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9.4 Computer Simulations: More Realistic than Reality

In 1964–66 Rahman simulated liquid Argon as a system of spheres that in-
teracted with each other through a Lennard-Jones potential [10,11]. He mea-
sured a number of properties of this simple liquid, including the velocity auto-
correlation function φ(t) = 〈v(t)·v(0)〉, which showed an initial rapid decrease,
followed by a slow approach to zero from below, i.e., there was a negative long-
time tail. Several attempts were made to explain his results theoretically, with
mixed success.

In the years 1967–1970 Alder and Wainwright simulated liquid Argon as a
system of hard spheres and observed hydrodynamic patterns in the movement
of spheres surrounding a given sphere, though all the spheres supposedly did
Brownian motion [12, 13]. Using a simple hydrodynamical dimension argu-
ment, and supporting its validity with numerical solutions to Navier-Stokes
equations, they argued that the velocity auto-correlation function has a posi-
tive power-law tail, φ(t) ∝ t−3/2 in three-dimensional space. This result is in
conflict with the velocity auto-correlation function for the OU-process, which
decreases exponentially, with characteristic time m/γ. But the 3/2 power-law
tail agrees also with Alder and Wainright’s simulation results for a simple
liquid of hard spheres doing Brownian motion.

This made theorists [14] remember Stokes’ result from 1851 for the friction
on a sphere that moves with non-constant velocity: There are actually two
Stokes’ laws, published in the same paper [8]. Einstein had used the simplest
one, the one for movement with constant velocity, so the effect of accelerated
motion is not accounted for in his theory. Nor is it in the Ornstein-Uhlenbeck
theory. However, acceleration of a particle in a fluid also accelerates the fluid
surrounding the particle, in a vortex ring (in three dimensions, and two vor-
tices in two dimensions) that persists for long, disappearing only by broad-
ening at a rate given by the kinematic viscosity [13]. In this way the fluid
“remembers” past accelerations of the particle. This memory affects the fric-
tion on the particle at any given time in a manner that makes the dynamics
of the particle depend on its past more than inertial mass can express. The
result is an effective dynamical equation for the particle, Newton’s Second
Law with a memory kernel, as we shall see.

9.5 Stokes Friction for a Sphere
in Harmonic Rectilinear Motion

The friction coefficient that is relevant for a more correct description of Brown-
ian motion, differs from the friction coefficient that most often is associated
with Stokes’ name, (9.4), but it is actually the main subject of [8]. Stokes
was not addressing the hydrodynamics of Brownian motion in 1851, but the
hydrodynamics of an incompressible fluid surrounding a sphere that does
rectilinear harmonic motion with no-slip boundary condition, at vanishing
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Reynolds number, and with the fluid at rest at infinity. The equations de-
scribing this motion are linear, however, and any trajectory of a particle can
be written as a linear superposition of harmonic trajectories, by virtue of
Fourier analysis [15]. So the flow pattern around a sphere following any tra-
jectory can be written as a superposition of flows around spheres in har-
monic motion, as long as the condition of vanishing Reynolds number is
satisfied by the arbitrary trajectory. It is for a Brownian particle’s trajec-
tory, so Stokes’ result for harmonic motion is fundamental for the correct
description of Brownian motion.

In general, the instantaneous friction experienced by a rigid body that
moves through a dense fluid like water, depends on the body’s past motion,
since the past motion determines the fluid’s present motion. For a sphere
performing rectilinear harmonic motion x(t; f) with cyclic frequency ω = 2πf
in an incompressible fluid and at vanishing Reynolds number, Stokes found
the “frictional” force [8], [9, §24, Problem 5],

Ffriction(t; f) = −γ0

(
1 +

R

δ(f)

)
ẋ(t; f)

−
(

3πρR2δ(f) +
2
3
πρR3

)
ẍ(t; f) (9.6)

= −γStokes(f) ẋ(t; f) ;

γStokes(f) ≡ γ0

(
1 + (1 − i)

R

δ(f)
− i

2R2

9δ(f)2

)
, (9.7)

where only the term containing ẋ(t; f) = −i2πfx(t; f) dissipates energy, while
the term containing ẍ(t; f) = −(2πf)2x(t; f) is an inertial force from entrained
fluid. The notation is the same as above: γ0 is the friction coefficient of Stokes’
law for rectilinear motion with constant velocity, (9.4). The penetration depth
δ characterizes the exponential decrease of the fluid’s velocity field as function
of distance from the oscillating sphere. It is frequency dependent,

δ(f) ≡ (ν/πf)
1
2 = R(fν/f)

1
2 , (9.8)

and large compared to R for the frequencies we shall consider. For a sphere
with diameter 2R = 1.0 µm in water at room temperature where ν =
1.0 µm2/µs, fν ≡ ν/(πR2) = 1.3 MHz.

Note that the mass of the entrained fluid, the coefficient to ẍ in (9.6),
becomes infinite in the limit of vanishing frequency f , i.e., the flow pattern
around a sphere moving with constant velocity has infinite momentum, ac-
cording to Stokes’ steady-state solution to Navier-Stokes’ equations.

9.6 Beyond Einstein: Brownian Motion in a Fluid

The friction on a sphere that, without rotating, follows an arbitrary trajectory
x(t) with vanishing Reynolds number in an incompressible fluid that is at rest
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at infinity, is found by Fourier decomposition of x(t) to a superposition of
rectilinear oscillatory motions x̃(f). Using (9.6) on these, gives

F̃friction(f) = −γStokes(f)(−i2πf) x̃(f) , (9.9)

which Fourier transforms back to [15],

Ffriction(t) = −γ0 ẋ (9.10)

−2
3
πρR3 ẍ(t) − 6πρR3f1/2

ν

∫ t

−∞
dt′(t − t′)−1/2 ẍ(t′) .

So the Langevin equation (9.5) is replaced by [16,17]

mẍ(t) = Ffriction(t) + Fexternal(t) + Fthermal(t) , (9.11)

where Fexternal denotes all external forces on the sphere, such as gravity or
optical tweezers, and Fthermal denotes the random thermal force on the sphere
from the surrounding fluid.

Several authors have derived expressions for the thermal force using dif-
ferent arguments and finding the same result

F̃thermal(f) = (2kBT ReγStokes(f))
1
2 η̃(f) ; (9.12)

see overviews in [18, 19]3. Briefly, Brownian motion in a fluid is the result
of fluctuations in the fluid described by fluctuating hydrodynamics [9, Chap.
XVII]4. In this theory one assumes that the random currents split up into
systematic and random parts, the former obeying (Navier-)Stokes equation,
the latter obeying a fluctuation-dissipation theorem. From this theory one
derives the expression of the thermal force on a sphere in the fluid.

Note that this description did not invoke a scenario of randomly moving
molecules that bump into the micro-sphere and thus cause its Brownian mo-
tion. This scenario is correct for Brownian motion in a dilute gas. It is of great
pedagogical value in undergraduate teaching. But it does not apply to fluids!
The scientific literature shows that some undergraduates proceed to become
scientists without realizing this limitation on the scenario’s validity. However,
the coarse-grained description that replaces a molecular description with a hy-
drodynamical one, is a very good approximation on the length- and time-scales
of the thermal fluctuations that drive the Brownian motion of a micron-sized
sphere in a fluid. This is why fluctuating hydrodynamics [9, Chap. XVII] is

3 Here we have written the frequency-dependent noise amplitude explicitly, and to
this end introduced η̃(f), the Fourier transform of a white noise η(t), normalized
as in (9.2).

4 Readers familiar with the Green-Kubo theory of linear response to perturbations
may appreciate fluctuating hydrodynamics as a case where the order of lineariza-
tion and “stochastization” [20, Sect. 4.6] is a non-issue by virtue of the Reynolds
number for thermal fluctuations.
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Fig. 9.1. The power spectrum of Brownian motion in an optical trap according to
Einstein’s theory, PLorentz, divided by the hydrodynamically correct power spectrum
for the same motion, PHydro; see [21] for explicit expressions for the two spectra. Fully
drawn line: Trap with Hooke’s constant 3.8 · 10−2 pN/nm for a micro-sphere with
diameter 1 µm. Dashed line: Hooke’s constant 1.9 · 10−2 pN/nm for a micro-sphere
with diameter 0.5 µm. At low time resolution, i.e., low frequency, the error vanishes.
Einstein made an excellent approximation when he chose Stokes’ law for constant
velocity to characterize motion along a fractal trajectory

formulated by a “stochastization” [20, Sect. 4.6] of Navier-Stokes equation,
and not by coarse-graining Langevin equations for individual molecules in
the fluid. The correct physical scenario to bear in mind is one of molecules
squeezed together “shoulder-to-shoulder” in a manner that allows only collec-
tive motion, similar to that observed in a tightly packed crowd of people.

Equations (9.10–9.12) constitute the accepted hydrodynamically correct
theory for classical Brownian motion, i.e., in an incompressible fluid. It differs
from Einstein’s theory in a manner that matters in practise with the precision
that optical tweezers have achieved recently [21,22]; see Fig. 9.1.

Power spectra of micro-spheres in optical traps can be measured with sto-
chastic errors below 1% [21]. So the differences in Fig. 9.1 between Einstein’s
simple theory and the hydrodynamically correct theory for Brownian motion
in a fluid can be exposed experimentally [21,23,24]. The form of the thermal
force in (9.12), on the other hand, remains a theoretical result. It is not a
controversial result, it is not questioned. But because it is a small effect, it
has not yet been demonstrated experimentally.
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9.7 Power-Law Tails

In the absence of external forces, the position power spectrum of Brownian
motion following from (9.10–9.12) is

P (f) ∝ 〈|x̃2|〉 ∝ 2kBTRe γStokes(f)
|m(2πf)2 + i2πfγStokes(f)|2 . (9.13)

Here, the frequency-dependent numerator is the power spectrum of the ther-
mal force in (9.11), while the denominator is given by the other terms in (9.11).
The frequency-dependent friction coefficient, γStokes(f), appears both in nu-
merator and denominator, and both appearances contribute, with opposite
signs, to the t−3/2 power-law tail in the velocity auto-correlation function.

By Wiener-Khintchine’s theorem, the velocity auto-correlation function is

φ(t) = 〈ẋ(t)ẋ(0)〉 ∝
∫ ∞

−∞
dfe−i2πtf (2πf)2P (f) . (9.14)

At asymptotically large values of t, φ(t) is given by P (f)’s behavior at small
values of f ,

(2πf)2P (f) = 2D(1 − (f/fν)1/2 + O(f/fν)) . (9.15)

Hence
φ(t) =

D

2πf
1/2
ν

t−3/2 + O(t−5/2) for t → ∞ , (9.16)

quite different from the exponential decrease following from Einstein’s simple
theory, but not conceptually different from it [14,16,17].

Experimental evidence for this power-law tail remained sparse for years.
Dynamic light scattering offered promise of its observation, but only Boon and
Boullier [25, 26] reported an experimental result of the magnitude predicted
theoretically, with statistical errors about half the size of the signal. Paul
and Pursey used photon correlation dynamic laser light scattering to measure
the time dependence of the mean squared displacement of polystyrene spheres
with radius R ∼ 1.7 µm [27]. They found clear evidence for the expected t−3/2-
behavior (t1/2 in the mean squared displacement), but with an amplitude of
only 74±3% of that predicted theoretically. They never found the reason why
26% of the theoretically expected amplitude was missing [28]. Ohbayashi,
Kohno, and Utiyama [29] also used photon correlation spectroscopy, on a
suspension of polystyrene spheres with radius 0.80 µm, and found agreement
between the theoretical amplitude of the t−3/2 tail and their experimental
results which has 9–10% error bars. Their results also agree with the pre-
dicted significant temperature dependence. This convincing experiment thus
supports the validity of the theory (9.11). This is the current experimental sta-
tus of the power-law tail of the velocity auto-correlation function of classical
Brownian motion.
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Or was, when this chapter was written. But before it went into print, [24]
appeared. Strangely, the velocity auto-correlation function is not given in [24],
though its authors have measured what it takes to display its power-law tail.
Instead, they show the mean-squared-displacement of a diffusing micro-sphere.
That quantity is essentially the velocity auto-correlation function integrated
twice, and consequently contains the same power-law integrated twice.

The amplitude that was measured in all these experiments, albeit indi-
rectly with photon correlation spectroscopy, is the first-order term in the ex-
pansion of P (f) above, Eq. (9.15), in powers of (f/fν)1/2. This coefficient
has two contributions: One from the denominator, from Stokes’ frequency-
dependent friction coefficient, and another from the numerator. The latter is
half-as-large as the former, and with opposite sign. It stems from the noise
term’s frequency dependence.

Instead of measuring a photon correlation function for laser light scattered
off a suspension of micro-spheres, developments in instrumentation [22] and
data analysis [21] for optical tweezers have made it possible now to measure
directly, with accuracy and precision, on a single micro-sphere [24]. Thus it
just might be possible to observe directly the “color” of the thermal noise, the
frequency dependence of the non-white power spectrum, in a very challenging
single-particle experiment with optical tweezers [30].

9.8 In Situ Calibration of Optical Tweezers
by Forced Nano-Scale Motion

There are many ways to calibrate an optical trap. Some ways are better than
others if accuracy and precision is a concern. In that case, the best way is
based on the motion’s power spectrum [21]. Two aspects must be calibrated:
The spring constant of the Hookean force exerted by the trap on a trapped
micro-sphere (bead), and, to this end, the millivolt-to-nanometer calibration
factor. The latter tells us which nanometer-displacement of the bead in the
trap corresponds to a measured millivolt-change in output potential of a photo
diode in the position detection system used with the tweezers. A common way
to determine this calibration factor requires that one knows the radius of the
bead, the temperature and dynamic viscosity of the fluid surrounding it, and
its distance to the nearby surface of the microscope cover slip, if, as is usually
the case, the experiment is done near this surface. One can then calculate the
bead’s diffusion coefficient in m2/s using Stokes’ law (9.4), Einstein’s relation
(9.3), and Faxén’s formula [31,32] [21, Sect. XI]. By comparing the result with
the same quantity measured experimentally in V2/s, the calibration factor is
determined.

A calibration of the photo diode that is much less dependent on a priori
knowledge, can be achieved by moving the fluid cell with the bead harmon-
ically relatively to the laboratory with the optical trap [33]. With a piezo-
electric translation stage this can be done accurately with an amplitude of
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Fig. 9.2. Power spectrum of 1.54 µm diameter silica bead held in laser trap with
corner frequency fc = 538Hz. The sample moves harmonically with amplitude A =
208 nm and frequency fstage = 28 Hz. The power spectrum shown is the average of
48 independent power spectra, sampled at frequency fsample = 20 kHz. The total
sampling time was 79 s, which is six times more than we normally would need to
calibrate. It was chosen for the sake of illustration, to reduce the relative amplitude
of the Brownian motion, i.e., the scatter in the spectrum away from the spike at
28 Hz

order 100 nm and frequency of order 30 Hz. In the laboratory system of refer-
ence, the fluid flows back and forth through the stationary trap with harmon-
ically changing velocity. This gives rise to an external force on the trapped
bead in (9.11), a harmonically changing Stokes friction force,

Fexternal(t) = γ0vstage(t) = γ02πfstageA cos(2πfstage(t − t0)) , (9.17)

where A and fstage are, respectively, the amplitude and frequency with which
the stage is driven, and t0 is its phase. The amplitude A can be chosen so
small that the forced harmonic motion of the bead in the trap is masked by
its Brownian motion, when observed in the time domain. Nevertheless, when
observed long enough, the forced harmonic motion stands out in the power
spectrum of the total motion as a dominating spike; see Fig. 9.2. This spike is
the dynamic equivalent of the scale bar plotted in micrographs: The “power”
contained in it is known in m2 because the bead’s motion in nanometers follows
from its equation of motion and the known motion of the stage, measured in
nanometers. The bead’s motion is measured in Volts, however, by the photo-
detection system, and the Volt-to-meter calibration factor depends on the
chosen signal amplification, laser intensity, etc. So calibration is necessary. It
is done by identifying the two values for the power in the spike: The measured
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value in V2 with the known value in m2 [33]5. This method resembles an old
method of calibration that moves the bead back and forth periodically with
constant speed, but harmonic motion has a number of technical advantages.
One is that the precision of power spectral analysis demonstrated in [21] can
be maintained, while adding the advantage of not having to know the bead’s
radius, nor its distance to a nearby surface, nor the fluid’s viscosity and tem-
perature. On the contrary, the combination of these parameters that occurs in
the expression (9.3) for the bead’s diffusion coefficient, is determined experi-
mentally from its Brownian motion, so, e.g., the bead’s radius is measured to
the extent the other parameter values are known. But also, this calibration
method can be used in situ, where an experiment is to be done, by confining
the bead’s forced motion to this environment. This is useful for measurements
taking place near a surface, in a gel, or inside a cell.

9.9 Biological Random Motion

Robert Brown did not discover Brownian motion, and he, a botanist, got his
name associated with this physical phenomenon because he in 1827 carefully
demonstrated what it is not, a manifestation of life, leaving the puzzle of its
true origin for others to solve. Brownian motion has been known for as long
as the microscope, and before the kinetic theory of heat it was natural to
assume that “since it moves, it is alive.” Brown killed that idea. But after
Einstein in 1905 had published his theory for Brownian motion, Przibram in
1913 demonstrated that this theory describes also the self-propelled random
motion of protozoa [35]. By tracking the trajectories x(t) of individual proto-
zoa, see Fig. 9.3, Przibram demonstrated that the net displacement x(t)−x(0)
averages to zero, while its square satisfies the relationship known for Brownian
motion,

〈d(t)2〉 = 2ndimDt , (9.18)

where ndim is the dimension of the space in which the motion takes place.
In Einstein’s theory D is the diffusion coefficient, and satisfies his famous

relation (9.3). Przibram found a value for D which was much larger and much
more sensitive to changes in temperature than Einstein’s relation states. He
used this as proof that it was not just Brownian motion that he had observed.

5 A spike similar to the one shown here in Fig. 9.2 is seen in [34, Fig. 9.1b]. It was
produced with a bead embedded in polyacrylamide, hence not moving thermally,
and not optically trapped. It was used to demonstrate the high sensitivity of the
authors’ position detection system. It was also used for Volts-to-meters calibration
of the detection system, and gave 10% agreement with the same calibration factor
obtained from the power spectrum of Brownian motion. The optical properties
of polyacrylamide differ from those of water, however, so it is an open question
how accurate that calibration method can be made. Obviously, it is not an in situ
calibration method.
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Fig. 9.3. Example of Przibram’s motility data, a trajectory of a protozoon, hand-
drawn with a mechanical tracking device operated in real time with a microscope.
A metronome was used to mark time on the trajectory every four seconds [35]

If Przibram, a biologist, had used a better time resolution by marking
out points in Fig. 9.3 more frequently than every four seconds, he might also
have gotten ahead of the physicists in theoretical developments. But he was
drawing by hand, marking time to a metronome, so marking points closer to
1 Hz must have been a challenge.

Fürth, a physicist at the German university in Prague where Einstein
had been a professor for 16 months in 1911–12, also studied the motility of
protozoa. First he repeated Przibram’s results, apparently without knowing
them [36]. Later he found that his data [37] were not described by (9.18). He
consequently considered a random walker on a lattice, and gave the walker
directional persistence in the form of a bias towards stepping in the direction of
the step taken previously. By taking the continuum limit, he, independently of
Ornstein [5,6], demonstrated that for random motion with persistence, (9.18)
is replaced by

〈d(t)2〉 = 2ndimD(t − P (1 − e−t/P )) , (9.19)

where P is called the persistence time, and characterizes the time for which a
given velocity is “remembered” by the system [37].

Ornstein solved (9.5), since known as the Ornstein-Uhlenbeck (OU) process.
Its solution also gives (9.19), with P ≡ m/γ. The physical meaning of the three
terms in the OU-process does not apply for cells: Their velocities are measured
in micrometers per hour, so their inertial mass means absolutely nothing for
their motion. Friction with the surrounding medium also is irrelevant – the
cells are firmly attached to the substrate they move on – and it is not thermal
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forces that accelerate the cells. But as a mathematical model the OU-process
is the simplest possible of its kind, like the harmonic oscillator, the Hydrogen
atom, and the Ising model. It also agrees with the earliest data. Consequently,
the OU-process became the standard model for motility. We can write it as

P
dv

dt
= −v + (2D)1/2η , (9.20)

where each component of η is a white noise normalized as in (9.2) and uncor-
related with the other components.

〈η(t)〉 = 0 ; 〈ηj(t′)ηk(t′′)〉 = δj,kδ(t′ − t′′) . (9.21)

Here δ(t) and δj,k are, respectively Dirac’s and Kronecker’s δ-functions, and
η(t) is assumed uncorrelated with v(t′) for t ≥ t′. Fürth’s formula (9.19) is
a consequence of Equations (9.20) and (9.21), but follows also from other,
similar theories. It was often the only aspect of the theory that was compared
with experimental data, and with good reason, considering the limited quality
of data.

Gail and Boone [38] seem to have been the first to model cell motility with
(9.19). They did a time study of fibroblasts from mice by measuring the cells’
positions every 2.5 hrs. Equation (9.19) fitted their results fairly well. Since
then, cell motility data have routinely been fitted with (9.19). Its agreement
with data can be impressive, and is usually satisfactory– sometimes helped
by the size of experimental error bars and few points at times t that are
comparable to P . Data with these properties cannot distinguish (9.19) from
other functions that quickly approach 2ndimD(t − P ).

Equation (9.19) is essentially a double integral of the velocity auto-
correlation function φ(t) of the OU-process, where

φ(t) = 〈v(0) · v(t)〉 =
ndimD

P
e−|t|/P . (9.22)

Experimental results for the velocity auto-correlation function are better
suited for showing whether the OU-process is a reasonable model for given
data. But experimental results for velocities are calculated as finite differences
from time-lapse recordings of positions. If the time-lapse is short, precision is
low on differences, hence on computed velocities. Yet, if the time-lapse is
longer, the time resolution of the motion is poor. The solution is somewhere
in between, compensating for lost precision with good statistics. Good sta-
tistics was not really achievable till computer-aided object-tracking became
possible.

9.10 Enter Computers

We recently wanted to characterize the compatibility of human cells with
various surfaces by describing the cells’ motility on the various surfaces [39].
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Fig. 9.4. Isolated human dermal keratinocytes are motile by nature. If not sur-
rounded by other cells, they react as if in a wound: They search for other cells of the
same kind with which they can connect to form skin. Trajectories are formed from
15min time-lapse photography. Trajectories as those shown here in the right panel
make up the raw data that are analyzed statistically to find a suitable stochastic
model for the motility of these keratinocytes. The black bar is 0.2 mm long

Computer-aided cell tracking – see Fig. 9.4 – quickly gave us so much data
that we found ourselves in a new situation with regards to modelling: We
were not limited to showing whether or not there is agreement between data
and a few consequences of a given model. We could investigate the model
itself experimentally, measure each term in its defining equation, check that
their assumed properties are satisfied, and whether together they satisfy the
equation of motion.

Furthermore, before we checked the equation of motion, we could check
whether the data are consistent with various assumptions of symmetry and
invariance on which the equation of motion is based. We found that the cells
behaved in a manner consistent with the assumptions that their surroundings
are isotropic, homogenous, and constant in time. This allowed us to average
data over all directions, places, and times. This in turn improved the statistics
of our investigation of the equation of motion [39].
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9.11 Tailor-Made Theory Replaces
“One Theory Fits All”

The theory in (9.20) states that for a given velocity v the acceleration is a
stochastic variable with expectation value proportional to v,

〈
dv

dt

〉
v

= −v/P . (9.23)

Figure 9.5a,b shows that this is also the case for experimental data.
The theory in (9.20) states also that

dv

dt
−

〈
dv

dt

〉
v

=
dv

dt
+ v/P = (2D)1/2η/P , (9.24)

i.e., that this quantity in the OU-process is a white noise with the same
speed-independent amplitude in both directions: parallel and orthogonal to
the velocity.

Figure 9.5b shows that experimentally the amplitude of the two compo-
nents of this noise are indeed indistinguishable in the two directions, but the
two amplitudes are clearly not independent of the speed! Here we see the
experimental data reject the OU-process as model. The distribution of exper-
imentally measured values of the noise also reject the OU-process as model.
Figure 9.5d shows clearly that it is not Gaussian, as it is in the OU-process.
Apart from that, Fig. 9.5c shows that the noise is uncorrelated, like in (9.21),
on the time scale where we have measured it. This result radically simplifies
the mathematical task of constructing an alternative to the OU-process on the
basis of experimentally determined properties of these cells’ motility pattern.

The velocity auto-correlation function of the OU-process is a simple expo-
nential, (9.22). Figure 9.5e shows the experimentally measured velocity auto-
correlation function. It is fitted perfectly by the sum of two exponentials, so
again the experimental data reject the OU-process as model.

The data shown in Fig. 9.5 are so rich in information that with a few
assumptions favored by Occam’s Razor one can deduce from the data which
theory it takes to describe the data, and this theory is unambiguously defined
by the data [39]. Results from this theory are shown as the fully drawn curves
passing through the data points in Fig. 9.5. It is given by the stochastic
integro-differential equation

dv

dt
(t) = −β v(t) (9.25)

+α2

∫ t

−∞
dt′e−γ(t−t′)v(t′) + σ(v(t))η(t) ,

where
σ(v) = σ0 + σ1v . (9.26)
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Fig. 9.5. Statistics accumulated from trajectories like those shown in Fig. 9.4. (a):
The two components of the acceleration, as functions of speed. Panels A1 and A2
show

(continued)
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The integral over past velocities in (9.25) is called a memory-kernel by math-
ematicians. It shows that these cells have memory. This is no surprise: The
polarity of the cytoskeleton of a moving cell is a manifest memory of direc-
tion, and while its instantaneous velocity depends on the activity of transient
pseudopodia, the fact that pseudopodia are active depends on states of the
cell that last longer than the individual pseudopod, one would expect.

Note the similarity between (9.25) and the hydrodynamically correct the-
ory for Brownian motion, (9.10, 9.11). Though both are more complex than
Einstein’s theory, applied by Przibram, and the OU-process, applied by Fürth,
they still have much in common. This is so because they both are linear and
both respect causality and the same space-time symmetries.

Linearity is simplicity, so wherever in modelling it is sufficient, one avoids
going beyond it. This is why (9.10, 9.11) and (9.25) are both linear.

The Principle of Causality states that the future does not affect the
present, including present rates of change of state variables. Only the past
can do this. This principle is respected throughout physics, and we have of
course built it into our motility models as well. This is why the rate of change
of the velocity given in (9.10, 9.11), respectively (9.25), depends only on past

Fig. 9.5. (continued) the acceleration parallel with, respectively orthogonal to, the
velocity. These scatter plots show that the two functions contain random parts, like
the acceleration in (9.20). (b): Data points with error bars: Mean and standard
deviation as function of speed for data shown in Panel A. Curves show the same
quantities, plus/minus one standard deviation, calculated from the theory given
in (9.25). (c): Correlation functions for scatter shown in Panel A. Panels C1 and
C2 show the auto-correlations of the two components, C3 and C4 show the cross-
correlation between the two, for both signs of the time difference. The many values
shown are almost all indistinguishable from zero. This suggests that the scatter in
data can be modelled with uncorrelated noise, as in (9.21). This is an experimental
result for the theory we seek. The curves shown are not fits to the data shown, but
results of (9.25) after it has been fitted to data in Panels B, E, and F. (d): Histograms
of scatters shown in Panel A, measured relatively to the means shown in Panel B,
and in units of the standard deviations shown in Panel B. The curves shown are
not fits to the histograms shown, but results of (9.25) after it has been fitted to
data in Panels B, E, and F. (e): Velocity auto-correlation function, calculated from
trajectories like those shown in Fig. 9.4. It is not a simple exponential as in (9.22).
But a sum of two exponentials fit data perfectly. So we assume that the theory
we seek has a velocity auto-correlation function that is a sum of two exponentials.
The curves through the data points are that correlation function, plus/minus one
standard deviation, computed with the theory in (9.25), after it has been fitted
to the data shown here, and simultaneously to the data in Panels B and F. (f):
Histograms of speeds and (speed)2 read off trajectories like those in Fig. 9.4. The
curves shown are the same speed distributions calculated from the theory in (9.25),
after it has been fitted to the data
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and present velocities. The integral kernels occurring in both equations are
memory kernels in order to respect this principle.

In a homogenous, isotropic environment that is constant in time, there is
no absolute position, direction, nor time. A theory for a dynamical system in
such an environment consequently cannot depend on the position variable x,
nor can it depend explicitly on the time variable t, nor on explicit directions
in space. The theory must be translation invariant in space, time, and with
respect to direction. The last invariance is called covariance under rotations,
because a theory for a vector variable like the velocity is not invariant under
rotations of the coordinate system, it is covariant, i.e., transforms like the
vector it describes. Because these space-time symmetries are shared by hy-
drodynamics and our cells, neither (9.10, 9.11) nor (9.25) depends on x, nor
explicitly on t, and both models transform like a vector under rotations.

We conclude that with the rich data that one now can record and process,
one should not be satisfied with the simplest possible model for persistent
random motion, the OU-process. “One size fits all” is no longer true, if it
ever was. Motility models can be made to measure. Here we have only pre-
sented the first phenomenological steps of that process: How to plot and read
motility data in a manner that reveals mathematical properties of the theory
sought. That done, it is another task to construct a model with the properties
demanded. If that can be done, it is yet another task to decide whether the
theory is unique or not. Two examples of such theories and their derivation
are given in [39].
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Nonequilibrium Fluctuations
of a Single Biomolecule
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Abstract. In recent years it has been realized that equilibrium information is sub-
tly encoded in the fluctuations of a microscopic system that is driven away from
equilibrium, such as a biomolecule stretched irreversibly using optical tweezers. The
key to decoding this information resides in the external work, W , performed on
the system. I will give a brief summary of three theoretical predictions that relate
nonequilibrium statistical fluctuations in W to equilibrium properties of the system,
and which remain valid even in the far-from-equilibrium limit.

Over the past several decades, there has been a growing appreciation that
individual biomolecules and biomolecular complexes are capable of carrying
out remarkably sophisticated tasks. A prototypical example is the enzyme
RNA polymerase, which crawls along a segment of DNA, locally unzips the
two helical strands, and makes a messenger RNA copy of the gene. While this
behavior is in many ways reminiscent of a factory assembly line, it is not imme-
diately clear that the laws of macroscopic thermodynamics, originally derived
with steam engines in mind, can be applied without modification to describe
that operation of a single RNA polymerase. In particular, fluctuations arising
from thermal noise introduce a degree of randomness into the behavior of this
enzyme – or for that matter the behavior of artificial nano-scale machines –
which we do not observe in the deterministic cycles of a properly functioning
macroscopic machine.

While the fluctuations experienced by a system in thermal equilibrium
are well described by traditional, Boltzmann-Gibbs statistical mechanics [1],
and linear response theory in turn reveals that these equilibrium fluctuations
govern the response of the system to small external perturbations [2], much
less is known about the fluctuations of a system far from thermal equilibrium.
Recently, however, it has been realized that such fluctuations are governed by
unexpectedly strong and general laws [3]. These results, which originated in
the theoretical community but have become the subject of active experimental
investigations, fall roughly into two classes. The first set describe fluctuations
in the entropy production of a system evolving in (or relaxing toward) a
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nonequilibrium steady state [4–13]. The second set pertain to fluctuations in
the external work performed when driving a system away from an initial state
of thermal equilibrium [14–32]. From the biomolecular perspective, we might
expect the former set to reveal something interesting about the operation of
a molecular machine in its natural environment (e.g. the RNA polymerase
chugging along a piece of DNA can be viewed as a system in a nonequilibrium
steady state), whereas the latter are more naturally applied to laboratory
experiments in which properties of a system are investigated by observing its
response to external perturbations.

Here I will focus on the second set of predictions mentioned above. My
aim is to provide a brief, pedagogical introduction to three central results
that have been derived in this context, Equations (10.4), (10.6), and (10.10)
below. The emphasis is on theoretical, rather than experimental or compu-
tational, aspects. For details of experimental tests and applications of these
predictions, see the work of Liphardt et al. [22] and Collin et al. [31] involving
single-molecule manipulation, and that of Douarche et al. [30] using torsional
oscillators. For a very nice discussion of issues related to computational ap-
plications of these theories, see Park and Schulten [29].

While the results I will discuss are quite general, they are most naturally
presented in the context of single-molecule pulling experiments. Section 10.1
begins with a schematic depiction of such an experiment, then presents the
theoretical predictions that constitute the focus of this chapter. These predic-
tions relate the work performed on a system during a nonequilibrium thermo-
dynamic process, to free energy differences between equilibrium states of the
system. Section 10.2 gives a simple proof of one of these predictions, (10.4),
for the special case of a thermally isolated system. Finally, Sect. 10.3 briefly
discusses the relation between (10.4) and the second law of thermodynamics.

10.1 Setup and Statement of Theoretical Predictions

Figure 10.1 shows a schematic depiction of a single-molecule pulling experi-
ment carried out by Liphardt and collaborators [22]. Two short DNA handles
tether a strand of RNA between two microspheres, one of which is held in
place by a micropipette, while the other is confined by an optical trap, shown
as a harmonic potential. The entire system is immersed in a bath of water,
perhaps including some cosolvents, at room temperature and pressure. Let
λ denote the distance between the end of the pipette and the center of the
optical trap, and imagine that this parameter can be manipulated externally,
by varying the position of the trap.

When λ is held fixed, a state of thermal equilibrium is eventually achieved,
in which the RNA, DNA, and beads – all subject to continual bombardment by
the surrounding solvent molecules – jitter about randomly. These fluctuations
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Fig. 10.1. A single strand of RNA, tethered between two beads (microspheres).
The relative sizes are not drawn to scale

are described by the familiar formalism of classical statistical mechanics. In
particular, the free energy of this equilibrium state is given by

Gλ = −kBT ln Zλ , (10.1)

where the partition function Zλ is a sum – over microstates of the system –
of the relative probabilities with which the system samples these microstates.
(See the Appendix for details.)

The setup just described contains the elements that one ordinarily encoun-
ters in a textbook discussion of thermodynamic processes. The RNA strand,
DNA handles, and the two beads constitute a system of interest; the aqueous
bath provides a thermal environment; and the pipette-to-trap distance λ is a
work parameter, akin to an externally manipulated piston pushing against a
gas of particles.

Now imagine the following sequence of steps. First, (i) we prepare the sys-
tem by holding the work parameter fixed at λ = A, allowing the biomolecule
to relax to a state of thermal equilibrium. Next, (ii) we disturb the system,
and we perform external work on it, by varying the work parameter from its
initial value λ0 = A to some final value λτ = B, according to an arbitrary
but pre-determined schedule. The notation λt specifies the value of the work
parameter at a time t during this interval, from t = 0 to t = τ . Let W de-
note the total amount of work that we perform on the biomolecule during
this interval of time. Finally, (iii) we hold the work parameter fixed at the
value λ = B, and allow the system to relax to a new state of equilibrium. No
work is performed during this final relaxation stage, although typically there
is some systematic exchange of energy between the system and its thermal
surroundings. These steps constitute an irreversible thermodynamic process,
during which the system begins and ends in equilibrium states (corresponding
to λ = A and B), but is driven away from thermal equilibrium at intermediate
times.
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The external work performed on the system is defined as follows:1

W =
∫ τ

0

dt λ̇
∂H

∂λ
(xt, λt) . (10.2)

Here, x = (r1, r2, · · · ;p1,p2, · · · ) is a many-dimensional vector specifying
the microstate of the system of interest, i.e. the position and momentum of
every one of its microscopic degrees of freedom; and xt is the microstate
reached by the system at time t during a given realization of the process. The
function H(x, λ) is the Hamiltonian of the system, which gives its internal
energy in terms of both the microstate and the value of the work parameter.
This definition of work (10.2) was introduced implicitly by Gibbs [33] (see
Uhlenbeck and Ford [34] for a pedagogical motivation), but differs from the
familiar notion of mechanical work as an integral of force versus displacement,
Wmech =

∫
F dz. Hummer and Szabo [20] discuss the relationship between

the two quantities, W and Wmech, and when they can or cannot be used
interchangeably (to a good approximation), in the context of single-molecule
pulling experiments (see also [35,36]).

As indicated by (10.2), the amount of work W performed during a single
realization of this process depends both on how we act on the system (the
schedule λt for varying the work parameter) and on how the system responds
(the microscopic motions described by the trajectory xt). Since the system
is continually jostled by the surrounding water, there is an element of ran-
domness in its response to the perturbation: if we carry out the same process
repeatedly – e.g. we stretch the RNA molecule repeatedly, always using the
same schedule λt – we will typically observe different microscopic trajecto-
ries, xt, and therefore different values of W , from one realization to the next.
In other words, the thermal fluctuations of the system give rise to statistical
fluctuations in the amount of work performed on it. These fluctuations in W
represent a specific experimental signature of the underlying nonequilibrium
response of the system, and are the central focus of this chapter.

10.1.1 Nonequilibrium Work Theorem

Imagine that we repeatedly subject our system to the process described above,
carefully noting down the work, W , performed during each realization of the
process. After infinitely many realizations, we construct the empirical distri-
bution of these work values, ρ(W ), depicted in Fig. 10.2, defined such that
ρ(W ) dW is the fraction of realizations for which the work was observed to
fall between W and W + dW . This distribution provides a quantitative de-
scription of the statistical fluctuations in W .

By the second law of thermodynamics (in the form given by the Clausius
inequality [37]), we expect the mean of ρ to exceed the free energy difference
between the initial and final equilibrium states:
1 Since λ is presumed to be held fixed during both the initial and final relaxation

stages, the integration limits can be extended from −∞ to +∞.
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W

ρ(W)

∆G <W>

Fig. 10.2. Distribution of work values. According to the second law of thermo-
dynamics, the mean of this distribution is greater than the free energy difference
∆G = GB − GA

〈W 〉 ≥ ∆G , (10.3)

where 〈W 〉 =
∫

dW ρ(W )W and ∆G = GB −GA is the free energy difference
between the equilibrium states at λ = A and B. However, as suggested by the
“tail” of ρ(W ) extending to the left of ∆G in Fig. 10.2, we might occasionally
observe a work value less than the free energy difference, i.e. W < ∆G. Such
realizations are fortuitous, occurring when the nearby water molecules jostle
the system in a way that facilitates the stretching of the molecule. Events
of this sort are sometimes described as “violations” of the second law [11],
although it is understood that this pillar of science has in no way been toppled:
when W < ∆G, it is simply a case of a relatively large fluctuation in a very
small system.

These expectations regarding ρ(W ) reflect our understanding of the sec-
ond law of thermodynamics as a statistical statement. However, the nonequi-
librium work theorem [14,15] (see also [32]) predicts that fluctuations in W are
subject to a constraint that is considerably stronger than what we might rea-
sonably have predicted by extrapolating down from macroscopic experience.
Specifically, this theorem states that〈

e−βW
〉

= e−β∆G , (10.4)

where 〈e−βW 〉 ≡
∫

dWρ(W )e−βW , and β ≡ 1/(kBT ), where kB is Boltz-
mann’s constant, and T denotes the bulk temperature of the surrounding
thermal environment.2

2 Since we assume that the system is prepared in equilibrium with its surroundings,
we can also interpret T as the initial temperature of the trapped biomolecule
itself. However, once we begin to stretch the biomolecule, its temperature might
no longer be well defined, as it is not in thermal equilibrium.
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The work distribution ρ(W ) depends strongly on the schedule for vary-
ing λ: if we change the work parameter very slowly, then ρ will be sharply
peaked around ∆G, whereas for fast and violent perturbations we expect a
broader distribution, with a mean substantially higher than ∆G. However,
according to (10.4), the value of the integral

∫
dWρ(W )e−βW does not de-

pend on the schedule for varying λ, but only on the difference between initial
and final equilibrium free energies, ∆G. In this respect the nonequilibrium
work theorem extends, to irreversible processes, a familiar result from classi-
cal thermodynamics, namely that the work performed on a system during a
reversible, isothermal process depends only on the initial and final equilibrium
states [37].

10.1.2 Crooks Fluctuation Theorem

Equation (10.4) pertains to many repetitions of a single thermodynamic
process. Let us now consider a comparison between two processes, designated
forward and reverse. The forward process (F ) is just the one considered above:
the work parameter is varied from A to B according to a schedule λF

t . During
the reverse process (R), λ is varied from B (at t = 0) back to A (at t = τ),
using a schedule that is the time-reverse of that used in the forward case:

λR
t = λF

τ−t . (10.5)

Thus if we move the trap away from the pipette at a speed u during the forward
proces, then during the reverse process we move the trap toward the pipette
at the same speed. Each process (F and R) also includes the initial and final
relaxation stages, hence the system begins and ends in thermal equilibrium.

Imagine that we carry out each process infinitely many times, and let
ρF (W ) and ρR(W ) denote the corresponding work distributions. The Crooks
fluctuation theorem [17] then predicts that these distributions are related by
the following simple formula:

ρF (W )
ρR(−W )

= exp[β(W − ∆G)] , (10.6)

where ∆G = GB − GA, as earlier. This prediction applies even if the process
is highly irreversible, that is, even if the work parameter is varied sufficiently
violently to drive the biomolecule substantially far from equilibrium during
the process.

The distributions ρF (W ) and ρR(−W ) are depicted schematically in
Fig. 10.3. In agreement with the second law of thermodynamics, the means of
these distributions are shown to lie to the right and to the left, respectively, of
∆G. [Thus the mean of ρR(W ) is greater than −∆G = GA −GB .] An imme-
diate consequence of (10.6) is the nonequilibrium work theorem: multiplying
both sides of (10.6) by ρR(−W ) exp(−βW ) and integrating over the W -axis,
we obtain (10.4), for the forward process. [If we instead multiply both sides by
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∆G
W

ρR(-W)

ρF(W)

Fig. 10.3. Comparison between two distributions of work values, corresponding to
the forward and reverse processes. Note the minus sign in ρR(−W ): in effect the
distribution ρR(W ) has been reflected around the point W = 0

ρR(−W ) exp(β∆G) and integrate, then we get the corresponding prediction
for the reverse process.] Another consequence is that the crossing point of
ρF (W ) and ρR(−W ) occurs precisely at W = ∆G [31], as seen by setting the
numerator and denominator on the left side of (10.6) equal to one another.

10.1.3 Reweighting Theorem

Equations (10.4) and (10.6) are both relatively easy to state, and can be sub-
jected to direct experimental verification. Moreover, these predictions reveal
that it is possible to determine equilibrium free energy differences ∆G, from
observations of systems that are driven away from equilibrium. A third predic-
tion related to the response of a system driven far from equilibrium, (10.10)
below, is somewhat more abstract, but reveals that equilibrium quantities
other than ∆G can similarly be determined from nonequilibrium data.

Let us again consider infinitely many repetitions of the thermodynamic
process during which the work parameter is varied from A to B (i.e. the for-
ward process). Now, however, imagine that during each realization we record
the entire trajectory xt (0 ≤ t ≤ τ) describing the evolution of every degree
of freedom of the system of interest. Also, instead of simply noting down the
total work, W , we keep track of the work as it is being performed: for a given
realization, let wt be the work that we perform from time 0 up to time t; thus
w0 = 0, and wτ = W .

If xt denotes the microscopic history of the system during one realization
of the process, then our ensemble of realizations consists of a set of such
trajectories, {x(1)

t ,x(2)
t , · · · }, where x(n)

t is the evolution observed during the
n’th realization. Typically, we represent such an ensemble by a time-dependent
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phase space density,
f(x, t) = 〈δ(x − xt)〉 . (10.7)

Here as in (10.3) and (10.4), angular brackets denote an average over a sta-
tistical ensemble of realizations of the process. If we picture our ensemble of
trajectories as a swarm of fictitious particles evolving independently in many-
dimensional phase space, then f(x, t) simply represents the time-dependent
number density of these particles (normalized to unity).

For the same ensemble of trajectories, let us now consider an alternative
statistical representation, g(x, t), in which each realization carries around a
time-dependent statistical weight, exp(−βwt):

g(x, t) = 〈δ(x − xt) exp(−βwt)〉 . (10.8)

If we imagine that each particle in our swarm has a fictitious, time-dependent
“mass”, µt = exp(−βwt), then g(x, t) is the corresponding time-dependent
mass density (normalized to the average particle mass).

The distributions f(x, t) and g(x, t) are two different ways of representing
the same data, namely the set of microscopic histories {x(1)

t ,x(2)
t , · · · } ob-

served during repeated stretches of the biomolecule. The difference between
them is that while f is “democratic”, in the sense that each realization con-
tributes equally to the number density, g is “undemocratic”: each realization
contributes an amount µt at time t. While the assignment of such statistical
weights might appear to be an unnecessary complication, it leads to an elegant
result, (10.10) below, with useful consequences.

Since we assume an initial state of thermal equilibrium, and since w0 =
0 by definition, both f and g are initially given by the Boltzmann-Gibbs
distribution corresponding to λ = A:

f(x, 0) = g(x, 0) =
1

ZA
exp[−βH∗(x;A)] . (10.9)

Here exp[−βH∗(x;λ)] is the Boltzmann factor describing the equilibrium state
at fixed control parameter value λ; the partition function Zλ is obtained by
integrating this factor over all of phase space (see Appendix). Once we drive
the system away from equilibrium, f(x, t) generally evolves in a complicated
way, all the more so if the system is driven far from equilibrium. The work
reweighting theorem, however, asserts that the weighted density g(x, t) evolves
as follows [15,18,20]:

g(x, t) ≡ 〈δ(x − xt) exp(−βwt)〉 =
1

ZA
exp[−βH∗(x;λt)] . (10.10)

Note the normalization mismatch: the Boltzmann factor for λ = λt is divided
by the partition function for λ = A. Apart from normalization, however, the
right side of (10.10) is exactly the equilibrium distribution associated with the
current value of the control parameter. In other words, (10.10) predicts that
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even though the system is out of equilibrium at time t, information about the
λ = λt equilibrium state is nevertheless encoded in the ensemble of trajectories
{x(1)

t ,x(2)
t , · · · }, and the key to extracting this information is to reweight each

realization by a time-dependent factor exp(−βwt).
By integrating both sides of (10.10) over phase space (

∫
dx · · · ), we are

led immediately to the nonequilibrium work theorem (10.4). Moreover, since
(10.10) gives a prescription for constructing equilibrium distributions from re-
peated observations of the system’s behavior as it is driven away from thermal
equilibrium, it in principle enables us to use nonequilibrium data to compute
equilibrium averages of arbitrary observables. Hummer and Szabo [20] have
made use of this property to develop a method for constructing potentials
of mean force (equilibrium free energy profiles along a reaction coordinate,
rather than as a function of an externally manipulated parameter), using the
data from nonequilibrium pulling experiments.

10.2 Proof of Nonequilibrium Work Theorem
for a Thermally Isolated System

To date, a number of derivations of the predictions discussed above have
been presented in the literature [14–20,23,24,26,28,29]. These differ from one
another with respect to how one models the microscopic evolution of a system
in contact with a heat reservoir. However, under fairly standard assumptions
of classical (or quantum [19,24]) statistical mechanics, these derivations lead
to the same results, (10.4), (10.6), or (10.10), suggesting that these predictions
are relatively robust.

In this section I present a simple proof of (10.4) for the special case of
a system that is thermally isolated as the work parameter is varied. This
situation is admittedly not the most physically interesting, or even plausible,
in the context of single-molecule pulling experiments, which are inevitably
carried out in solution. However, my aim here is simply to illustrate how one
might derive this sort of result from first principles, while avoiding some of
the technical details that necessarily arise when allowing for the possibility
of heat exchange with a surrounding environment. For a derivation that is
similar in spirit to the one given below, but which includes heat exchange
with a reservoir (and unlike earlier treatments allows for strong interaction
between the system and reservoir), see [28].

As above, x denotes a microstate of the system (a point in its phase space);
λ a work parameter; and H(x;λ) the system Hamiltonian. Imagine that we
prepare the system (prior to t = 0) by placing it in weak thermal contact with
a heat reservoir at temperature T , holding the work parameter fixed at λ = A,
and then removing the reservoir after a sufficiently long equilibrium time. At
the end of such a procedure, the system is in a microstate x, which can be
viewed as a random variable sampled from the Boltzmann-Gibbs distribution
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peq(x;A) =
1

ZA
exp[−βH(x;A)] , (10.11)

with
ZA =

∫
dx exp[−βH(x;A)] . (10.12)

The free energy corresponding to this equilibrium state of the system of inter-
est is given by GA = −β−1 ln ZA (10.1). (Both Z and G depend on the temper-
ature at which the system is equilibrated, but I will suppress this dependence
in the notation. As noted in the Appendix, for a system that is strongly cou-
pled to a thermal environment, the Hamiltonian H must be replaced by an
effective Hamiltonian H∗ = H + φ, to account for the free-energetic cost of
solvation.)

After removing the heat reservoir, the time evolution of the (now isolated)
system is determined by Hamilton’s equations:

q̇ =
∂H

∂p
, ṗ = −∂H

∂q
. (10.13)

Here q is a vector representing the configurational coordinates of the system,
and p gives the associated momenta, hence x = (q,p).

Now imagine that the system evolves in time as we vary the control para-
meter according to some protocol/schedule λt, from the initial value λ0 = A
to a final value λτ = B. Let xt denote the trajectory describing the micro-
scopic evolution of the system during this time interval. Since an isolated
system does not exchange energy with thermal surroundings, any change in
the energy of the system must be due to the work that is performed on it.
The total amount of work performed on the system is thus equal to the net
change in the value of H:3

W = H(xτ ;B) − H(x0;A) . (10.14)

Since evolution under Hamilton’s equations is deterministic, the microstate
reached by the system at the final time τ is determined uniquely by the initial
microstate:

xτ = xτ (x0) . (10.15)

Now consider the Jacobian matrix ∂xτ/∂x0, whose (i, j) element is the deriva-
tive of the i’th component of the vector xτ with respect to the j’th component
of x0. By Liouville’s theorem [38], the determinant of this matrix is equal to
unity, ∣∣∣∣∣

∂xτ

∂x0

∣∣∣∣∣ = 1 . (10.16)

3 For a system evolving under Hamilton’s equations, (10.2) and (10.14) are equiv-
alent, as follows from the identity dH/dt = λ̇ ∂H/∂λ. See [38], Equations (8–35).
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This has a simple geometric interpretation: phase space volume is preserved
under Hamiltonian evolution. That is, a cell of initial conditions in phase
space, after propagation under Hamilton’s equations, gets mapped onto a cell
of final conditions of equal volume.

With these elements in place, the derivation of (10.4) is straightforward.
By (10.14) and (10.15), the work performed on the system can be viewed as
a function of the initial conditions:

W = W (x0) = H(xτ (x0);B) − H(x0;A) . (10.17)

The evaluation of 〈e−βW 〉 is now a matter of averaging the quantity
exp[−βW (x0)] over an equilibrium distribution of initial conditions:

〈
e−βW

〉
=
∫

dx0 peq(x0;A) exp[−βW (x0)] =
1

ZA

∫
dx0 exp[−βH(xτ (x0);B)] ,

(10.18)
using (10.11) and (10.17). The last integrand above depends on x0 implicitly,
through xτ (x0). Because there is a one-to-one correspondence between initial
and final conditions, we can perform a change of variables in this integral,
replacing the integral over x0 with an integral over xτ . This change of variables
involves the usual Jacobian factor, i.e.

∫
dx0 · · · →

∫
dxτ

∣∣∣∂xτ

∂x0

∣∣∣−1

· · · , (10.19)

but by (10.16) this factor is equal to unity. We thus get

〈
e−βW

〉
=

1
ZA

∫
dxτ exp[−βH(xτ ;B)] =

ZB

ZA
= e−β∆G , (10.20)

using (10.1). This concludes the derivation.
Note that the Boltzmann factor exp[−βH(xτ ;B)] appears in the last step

of this derivation. At first glance this seems to suggest that we have somehow
slipped in the assumption that at t = τ , the system is in the equilibrium state
corresponding to λ = B. This is not the case, however. The appearance of this
Boltzmann factor in (10.20) is the result of a cancellation [in (10.18)] between
factors associated with the assumption of an initial state of equilibrium, and
the expression for W . In general the system is not in equilibrium at t = τ .

10.3 Relation to Second Law

Equation (10.4) relates the work performed on a system during a nonequi-
librium process (W ), to the change in the value of a thermodynamic state
function (∆G). This equality immediately implies two inequalities that, not
surprisingly, are closely related to the second law of thermodynamics. First,



212 C. Jarzynski

Jensen’s theorem [39] tells us that 〈e−βW 〉 ≥ e−β〈W 〉. Combining this with
(10.4) gives us

〈W 〉 ≥ ∆G . (10.21)

Thus, the nonequilibrium work theorem is consistent with our expectation
that the mean of the distribution ρ(W ) is no less than ∆G (Fig. 10.2).

With just a bit more effort we can use (10.4) to derive a more stringent
inequality. For a given schedule λt, let P (W < Xn) denote the probability
of observing a work value no greater than Xn ≡ ∆G − nkBT , where n is
an arbitrary positive constant. We can think of this as the probability of
observing an apparent violation of the second law, where the magnitude of
the violation (the amount by which W falls short of ∆G) is at least n units
of kBT . This probability is equal to the area underneath the tail of ρ(W ), to
the left of W = Xn, which leads us to the following inequality chain:

P (W < Xn) =
∫ Xn

−∞
dW ρ(W ) (10.22)

≤
∫ Xn

−∞
dW ρ(W ) eβ(Xn−W ) (10.23)

≤ eβXn

∫ ∞

−∞
dW ρ(W )e−βW = exp(−n) , (10.24)

using (10.4) in the last line. (The first inequality is the result of multiply-
ing the integrand by a factor that is never greater than unity over the range
of integration; the second is obtained by extending the upper limit of inte-
gration.) This result is independent of both the size of the system and the
schedule for perturbing it. It reveals that the likelihood of an apparent vio-
lation of the second law diminishes exponentially (or faster!) with the degree
of violation: no matter how we stretch the biomolecule, it is extremely un-
likely that we will observe a violation whose magnitude is, say, at least 10 kBT
(P ≤ e−10 ≈ 4.5 × 10−5).

10.4 Conclusion and Discussion

My central aim in this chapter has been a brief introduction to three closely
related theoretical predictions – (10.4), (10.6), and (10.10) – pertaining to
the statistical fluctuations of a microscopic system that is driven away from
an initial state of thermal equilibrium. The take-home message is that such
fluctuations are not quite as random as might be expected. Even when the
system is driven far from equilibrium, these fluctuations satisfy strong con-
straints, which in principle make it possible to deduce equilibrium properties
of a system, from observations of its non-equilibrium behavior.

In principle, the reversible unfolding or refolding of a nucleic acid or protein
provides the most direct measurement of the free energy difference between
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the two end states. However, in an actual single-molecule pulling experiment
it is often difficult or impossible to carry out the process reversibly. There are
two time scales of relevance: the time over which the molecule is stretched (τ),
and the intrinsic relaxation time of the molecule (trel), which can be taken as
the transition time between the folded and unfolded configurations (when the
externally applied forces are such that the free energies of these two states
are equal). For a reversible process, we require τ > trel, which might not be
experimentally feasible if the free energy barrier between the configurations
is high. Moreover, current single-molecule experiments are often subject to
(poorly understood) apparatus drift [31], which introduces a systematic error
that grows with the duration of the pulling process, τ . Thus, even if it is possi-
ble to pull the molecule nearly reversibly, the benefits might be outweighed by
the error arising from drift. For these reasons, the nonequilibrium approaches
described in this chapter, and validated in recent single-molecule pulling ex-
periments [22, 31], represent a potentially useful route for the experimental
determination of equilibrium free energy differences.

Any method based on the theoretical predictions described in this chap-
ter inevitably involves a number of repetitions of the thermodynamic process
in question (or of two processes, the forward and the reverse). An obvious
practical question involves the number of realizations needed for the method
to give an accurate estimate of ∆G. This issue remains to be fully investi-
gated, especially for methods based on (10.6) and (10.10). However, assuming
Gaussian work distributions, Gore et al. [40] have suggested that the num-
ber of realizations needed for the convergence of (10.4) grows exponentially
with the average dissipated work, 〈Wdiss〉 = 〈W 〉 − ∆G. This conclusion is
supported by a more recent and general analysis [41].

Another issue of practical importance is the evaluation of the work per-
formed during a given realization of the thermodynamic process. While the
value of W is given by (10.2), in an experimental situation this integral must
be estimated as a sum over discrete time steps of size δt:

W ≈
∑

n

δλn
∂H

∂λ
(xtn

, λtn
) , (10.25)

where δλn denotes the increment in the value of the work parameter during
the n’th time step, from tn to tn+1 = tn + δt. For this approximation to
be valid, the time step δt must be small enough to accurately capture the
fluctuations in ∂H/∂λ as the system evolves in time. Specifically, the change
in ∂H/∂λ between consecutive time steps ought to be small in comparison
with the characteristic size of fluctuations in ∂H/∂λ. Otherwise, (10.25) will
give an overly coarse-grained estimate of (10.2), which will artificially suppress
statistical fluctuations in W from one realization of the process to the next.

An explicit expression for ∂H/∂λ in terms of experimental data depends
on the physical nature of the work parameter, and its coupling to the system of
interest. For instance, if λ specifies the position of a potential well created by
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laser tweezers, and this trap acts on a bead attached to a polymer (Fig. 10.1),
then ∂H/∂λ is simply the instantaneous force that the trap exerts on the
bead, along the direction of motion of the trap.

Finally, it bears emphasis that the definition of work given by (10.2),
and approximated by (10.25), differs from the more familiar expression for
mechanical work as the integral of force over displacement. As mentioned in
Sect. 10.1, the criteria for using Wmech in place of W were derived in [20]. In
the single-molecule pulling experiments of [22,31], these criteria were found to
be satisfied. By contrast, in the torsional oscillator experiment of [30], there
is a substantial difference between these two definitions of work, hence Wmech

cannot be used as a substitute for W . The difference between W and Wmech

is related to the difference between using (10.4) for estimating a free energy
difference ∆G, and using (10.10) for estimating a potential of mean force
along a reaction coordinate [20]. While (10.4) and (10.6) have been confirmed
experimentally [22,30,31], to date there has been no direct experimental test
either of (10.10), or of the method proposed by Hummer and Szabo for using
this result to reconstruct potentials of mean force [Equation (10.8) of [20]].

This work was supported by the United States Department of Energy,
under contract W-7405-ENG-36.

Appendix

When the work parameter is held fixed at a particular value λ, and the system
is allowed to exchange energy with its surroundings, then these thermal fluc-
tuations drive the system to a state of equilibrium. Equation (10.1) expresses
the free energy of this state, Gλ, in terms of the associated partition function,
Zλ. In textbook discussions of classical statistical mechanics, the partition
function is ordinarily defined as an integral of the Boltzmann factor over all
microstates of the system, Z =

∫
dx e−βH (omitting prefactors that render Z

dimensionless, and which do not contribute to free energy differences). This
familiar expression is valid when the interaction energy between the system
and its thermal surroundings is weak in comparison with the bare internal
energy H of the system, as is generally the case when the system of interest
is macroscopic. For a single solvated biomolecule, however, this is typically a
poor approximation. Indeed, solvation effects such as thermodynamic sensi-
tivity to the presence of cosolvents, provide direct evidence that the coupling
between the biomolecule and its aqueous surroundings is not at all negligible.
It is therefore important that the statistical-mechanical formalism properly
account for a non-negligible interaction energy.

As discussed in [28] (see also references therein), when the system-
environment coupling is substantial, then the equilibrium distribution is given
by the usual Boltzmann-Gibbs formula, but with an effective Hamiltonian H∗

in place of the bare Hamiltonian H:
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peq(x;λ) =
1

Zλ
exp[−βH∗(x;λ)] (10.26)

Zλ =
∫

dx exp[−βH∗(x;λ)] . (10.27)

This effective Hamiltonian has the form

H∗(x;λ) = H(x;λ) + φ(x) , (10.28)

where φ(x) can be interpreted as the free-energetic cost of transferring the
biomolecule from vacuum to the aqueous solution under consideration. [See
Equation (10.20) of [28] for an explicit expression for φ]. In the limit of infi-
nitely weak system-environment coupling, φ(x) vanishes and we recover the
usual formula.
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Abstract. We address the long-standing puzzle of why some proteins find their
targets faster than allowed by 3D diffusion. To this end, we measured the one-
dimensional diffusion of LacI repressor proteins along elongated Lambda DNA using
single molecule imaging techniques. We find that (1) LacI diffuses along nonspecific
sequences of DNA in the form of 1D Brownian motion; (2) the observed 1D diffusion
coefficients DDNA vary over an unexpectedly large range, from 2.3× 10−12 cm2/s to
1.3 × 10−9 cm2/s; (3) the lengths of DNA covered by these 1D diffusions vary from
120 nm to 2920 nm; and (4) the mean values of DDNA and the diffusional lengths
indeed predict a LacI target binding rate 90 times faster than the 3D diffusion limit.
The first half of this chapter is a tutorial on the models we use to think about the
physics, the limited and noisy data, and how to squeeze the maximum amount of
physics from these data. The second half is about our experiments and results.

11.1 Introduction

Single-molecule techniques have helped emphasize a fact of biological complex-
ity that was for a long time not generally recognized: biomolecules, because
of their complex structural elements, can exist in a vast number of differ-
ent conformational states [1]. Single-molecule work has also helped emphasize
another aspect of statistical physics, namely that thermal fluctuations are im-
portant at the single-molecule scale in biology. This then leads to a problem in
single-molecule experiments, e.g. with a protein: When are you looking at an
essentially time-invariant distribution of conformational states of a given pro-
tein – time-invariant because they are separated by free-energy-barriers that
Y.M. Wang et al.: When is a Distribution Not a Distribution, and Why Would You Care:
Single-Molecule Measurements of Repressor Protein 1-D Diffusion on DNA, Lect. Notes Phys.
711, 217–240 (2007)
DOI 10.1007/3-540-49522-3 11 c© Springer-Verlag Berlin Heidelberg 2007
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are large compared to kBT – and when are you looking at thermal fluctuations
around a single energy minimum?

This may seem like an academic question, but it is important in biology
because much of biology is about specificity: proteins make conformational
changes which greatly alter their reactivity. Prions are but an extreme exam-
ple [2]. A less controversial, but biologically much more important, example is
the specific recognition of gene control sites by protein complexes [3]. We will
explore in this paper a related issue to conformational changes in proteins:
the statistics of single molecule diffusion measurements, and the extraction of
reliable values for diffusion coefficients in single molecule experiments, which
involve protein-DNA complexes. The connection to conformational distribu-
tions should be clear (we hope) by the end of the chapter.

11.2 Random Walks, Random Motion, Diffusion

First, some fundamental statistical mechanics before we get to the biology1.
In single molecule measurements the experimenter watches the motion of a
single molecule in time. Let’s consider the simplest of examples, a trajectory
of a particle doing random Brownian motion in one dimension, i.e., simple
diffusion. About names: A random walk consists of discrete steps, often of fixed
length, and usually taken at fixed time intervals. So random walks typically
take place in discrete time, and often in discrete space as well. The direction of
each step is chosen at random, and in the simplest and most common type of
random walk, each step is chosen independent of all previous steps, and with
equal probability for all directions. Random motion, on the other hand, usually
denotes motion in continuous space and time, such as diffusional motion of a
particle. Thus random motion has a continuous trajectory x(t), where x is a
real-valued spatial coordinate and a continuous function of a real variable t
that parameterizes continuous time – or x is a set of such coordinates in case
of motion in two or more dimensions.

About geometry: The trajectory x(t) of a random motion is a continuous
variable, but in its simplest mathematical form, described by Langevin’s equa-
tion from 1908 (See Eq. (11.1) in the chapter by Selmeczi et al. in this volume),

1 Many textbooks give good introductions to this subject. Howard Berg’s delightful
Random Walks in Biology (Princeton University Press, 1993) is gentle and solid.
The Feynmann Lectures on Physics (Benjamin Cummings, 2005) are always good
for a good introduction. For this particular subject, with the added twist of some-
thing rare from Feynman: The opening sentence on Brownian motion is totally
wrong! Robert Brown did not discover Brownian motion! Its discovery is, natu-
rally, as old as the microscope [4, 5, Easily available thanks to Peter Hänggi, at
www.physik.uni-augsburg.de/theo1/hanggi/History/BM-History.html]. Another
pedagogical introduction is given in F. Reif, Fundamentals of Statistical and Ther-
mal Physics (McGraw-Hill, 1965). Van Kampen’s book is a standard graduate-
level [6].
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it is not a smooth motion: It has no tangent vector, but zigzags in such a crazy
manner that the length of its trajectory is infinite, no matter for how short a
time it is measured! The trajectory is actually a fractal ! This obviously is not
a realistic physical description of diffusion, because the actual path traced out
in finite time must have a finite length. The infinite trajectory arises, because
the inertial mass of the diffusing particle is ignored in Langevin’s equation.
This mathematical artifact is the price paid for the, in other ways, mathemat-
ical simplicity of Langevin’s description: It has no inherent length-scale. So if
you come across the statement that “diffusion has no inherent length-scale,”
this is what is referred to. Check the diffusion equation:

∂

∂t
ρ(x, t) = D

∂2

∂x2
ρ(x, t) . (11.1)

Do you see a length-scale anywhere? The density or concentration ρ is a
function of space that depends on time, and may of course be created initially
with a built-in length scale. But the equation itself has none. The dimension of
the diffusion coefficient D is obviously (length)2/(time), and any length-scale
built into ρ(x, 0) will change with time, and become increasingly difficult to
discern in ρ(x, t).

The diffusion equation is a very simple equation. It describes the deter-
ministic time evolution of the density of a large number of identical, non-
interacting particles that all behave the Langevin equation, so it can be de-
duced from the Langevin equation [6]. It consequently contains the same ar-
tifact of infinitely long transport in any finite time: Let all particles in an
ensemble be located at x = 0 at t = 0. Then at any later time, however
shortly after t = 0, there is finite probability for particles everywhere on the
x-axis, according to the solution ρ(x, t) = (4πDt)−1/2 exp(−x2/(4Dt)) to the
diffusion equation with this particular initial distribution.

Mathematicians actually had to develop a whole new formalism in order
to speak correctly about Brownian motion. They invented the Wiener process
for the purpose, a new kind of function at its time of invention [6]. It is just
Brownian motion. Except, what is meant by that? Well, this is what the
mathematicians pinned down: You may think of the Wiener process as a limit
of random walks with steps in space and time made infinitesimal. This limit
is similar in spirit to approximating a smooth trajectory with a sequence of
straight-line trajectories. The only difference is that the sequence of straight-
line trajectories zigzags freely in the case of the Wiener process.

We mention all this in order (i) to teach you a few words that you may
come across; (ii) to make sure that you don’t think of random walks as smooth
curves. Check Fig. 11.1, the curves are not smooth; (iii) to make you realize
that all this goes on “under the hood,” so to speak, of the innocent-looking
diffusion equation when you look into the behavior of the individual diffusing
particle; and, not the least, (iv) to explain to you how the computer program
works that produced the data for this paper. It simulates Brownian motion,
obviously, or we couldn’t use it for illustration. But computers can only work
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Fig. 11.1. Forty random paths, outlined as 200 points on each path. The position
coordinate of each point is plotted against its time of recording. The plotted points
are connected with straight lines to guide the eye. The true trajectories are fractals
that zig-zag from one plotted point to the next. The length- and time-scales used are
arbitrary. In a single-molecule measurement, each one of these paths can be traced
in time. In an ensemble measurement, on the other hand, a large number of particles
is simultaneously measured but are not individually distinguished from one another

with finite numbers, so we didn’t go all the way to the limit, just close enough
to be far away from all physical scales. Then physical results extracted from
our simulation do not depend on our discretization of time – the usual proce-
dure in numerical analysis.

11.3 Einstein’s Theory for Brownian Motion

If by now you feel thrown into the pool at its deep end, you may find conso-
lation in the fact that the 26-year-old patent clerk with a four-year university
education who first described Brownian motion correctly, in 1905, knew none
of this, as he was only about to prompt its development. He was a physicist,
and knew that inertia would smooth the trajectory of the thermal motion of
the micron-sized particles that he was thinking about, but would do this on a
scale of space and time that could not be resolved in 1905. So he thought up
an effective theory, valid at the scales that could be resolved with an optical
microscope and was correspondingly simpler.

In this theory [7], the observer records the position xi = x(ti) of the
particle at discrete times ti = i∆ t where ∆t is so large that displacements
∆xi = xi−xi−1 corresponding to different i-values are effectively uncorrelated,
i.e., 〈∆xi ∆xj〉 = 0 for i = j. Here the angular brackets denote the expectation
value, a theoretical ideal that is approached by making many, say M , identical
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experiments, and then calculate the average over these experiments of the
entity inside the brackets. Thus, if we record M trajectories of the same
particle, each trajectory consisting of N measurements, we can compute the
mean squared displacement achieved in N time-steps:

〈(xN − x0)2〉 =

〈(
N∑

i=1

∆xi

)2 〉

=
N∑

i=1

〈(∆xi)2〉 +
N∑

i�=j=1

〈∆xi ∆xj〉

∼ N〈(∆x)2〉 =
(
〈(∆x)2〉/∆t

)
t . (11.2)

Here we have said that 〈(∆xi)2〉 does not depend on i, and have called it
〈(∆x)2〉. This is really an assumption: we assume that the random motion we
are considering, is a stationary process, i.e., everything about it is constant in
time, including the probability distribution from which it derives its random
nature.

The problem with this approach is that one has to be assured that one
always is measuring the same particle (different particles could have different
values for D!), and it requires M � 1 independent trajectory measurements:
one often doesn’t have that luxury in optical measurements, where the mea-
surement process can destroy or alter the sample.

The diffusion equation is much older than Einstein, and it has the property
that the second moment of a concentration ρ(x, t) that at time t = 0 is
concentrated at x = 0, is 2Dt. By assuming that colloid particles also diffuse,
Einstein thus had the prediction that the thermal motion of a colloid particles
should satisfy

〈(x(t) − x(0))2〉 = 2Dt (11.3)

where the diffusion coefficient D is a so far unknown constant of proportion-
ality, but a property of the individual particle.

Already Eq. (11.3) was a great step forward in understanding thermal
motion: It states that the mean squared displacement is proportional to time.
Experimenters at the time had tried to measure the speed of thermal motion,
and arrived at conflicting results. Equation (11.3) explains this. They got the
mean speed by looking at the mean displacement, as in v = N−1

∑N
i |∆xi|/∆t.

In this formula, ∆xi/∆t gives approximately the speed at time ti if the tra-
jectory is smooth and ∆t small. But Einstein’s theory states that trajectories
are not smooth, since the displacements ∆xi, i = 1, . . . , N , are uncorrelated
random increments. Also, Eqs. (11.2) and (11.3) taken together give that
〈|∆x|〉 ∝

√
∆t if D is a physical quantity, hence independent of our choice

of ∆t. Consequently, v ∝ (∆t)−1/2. So you can see why experimenters got
conflicting results for v: their results depended strongly on their choice of ∆t!
You can also see that the distance traveled along the trajectory in a time t is
vt ∝ t/(∆t)1/2, which diverges in the limit ∆t → 0 that defines the Wiener
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process. So now you have seen that the trajectory has infinite length in finite
time, in theory.

Einstein also considered diffusion in a gravitational field, of colloid par-
ticles experiencing a downward net force mg from gravitation minus buoy-
ancy, and a Stokes friction force −γẋ for particles sinking with velocity ẋ.
He found that a steady-state-distribution would result, with density profile
ρ(x) ∝ exp(−mgx/(γD)). Boltzmann had already found that this distrib-
ution should be ρ(x) ∝ exp(−mgx/(kBT )). In this way Einstein found his
famous relation for the diffusion coefficient,

D = kBT/γ , (11.4)

and suggested that one could use Stokes result from 1851 for the friction
coefficient,

γ = 6πηa , (11.5)

where a is the radius of the colloid particle and η is the dynamic viscosity
of the surrounding liquid. Stokes derived this result for a sphere moving with
constant velocity and zero Reynolds number through a liquid at rest. Einstein
used it for a particle moving with anything but constant velocity through
a liquid in incessant thermal motion. Nevertheless, it is an extremely good
approximation; see Fig. 11.1 in Selmeczi et al. in this volume. The relative
importance of corrections to Einstein’s theory coming from hydrodynamical
and inertial effects is also shown in this figure, as a function of the time scale.

11.4 The Problem of Tracing Single Trajectories

With all this theory in place, you might also appreciate the following experi-
mental problem: An experimenter follows a particle that does random motion,
and records the position xi = x(ti) at discrete times ti = i∆ t. The particle
is unaffected by the fact that its position is recorded at these discrete times.
The question now is: How to measure a particle’s diffusion coefficient from its
trajectory?

The biggest problem is the measurement process itself (such as fluorescence
excitation): the exciting light can very rapidly destroy the chromophore that
makes tracking possible. We may not be able to record M trajectories. We
might be able to make just N measurements on one trajectory, in fact. Can’t
we just drop the ensemble average in Eq. (11.3), and gate our measurement
light so that we only make two measurements, one at time 0 and one at time
t? Is there a time t that is sufficiently long to make a good approximation of

(xN − x0)2 = 2Dt ? (11.6)

We know the left-hand side, we know t, so we can deduce D if this relation is
OK. It is not at all OK, however. The problem is the size of the fluctuations
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Fig. 11.2. A histogram of the distribution of net distances from the origin after 200
measurements

of xN . Figure 11.2 gives a histogram of the quantity (xN − x0)2 for our 40
computer simulated trajectories, and the distribution of diffusion coefficients
that would come from that histogram if we used Eq. (11.6). That distribu-
tion of D-values is wrong, all the trajectories have the same parent diffusion
coefficient.

The diffusion equation, Eq. (11.1), describes these. It describes how the
probability distribution for the particle’s position at time t evolves from a
delta-function distribution at time zero: For ρ(x, 0) = δ(x − x0), Eq. (11.1)
gives ρ(xN , t) = (4πDt)−1/2 exp(−(xN − x0)2/(4Dt)). So xN − x0 has a ran-
dom value, Gaussian distributed with variance 2Dt. It consequently doesn’t
matter for how long we measure: (xN − x0)2 is also a random number, and
does not self-average as the technical term goes. On the contrary, it scatters
more widely the larger t is. While its expectation value is 2Dt, as we have
already mentioned, a small calculation gives that its standard deviation (SD)
is 2

√
2Dt. So the signal-to-noise ratio in Eq. (11.6) is 2−1/2, i.e., less than one!

That is why Eq. (11.6) is no good for estimations of D.

11.5 Time Average vs Ensemble Average

What was said above for the interval t, holds also for the interval ∆t. Thus
xi − xi−1 is Gaussian distributed with expectation value zero and variance
given by Eq. (11.3),

〈(xi − xi−1)2〉 = 2D∆t , (11.7)

while (xi−xi−1)2 has the expectation value just given and standard deviation
2
√

2D∆t. This SD exceeds the expectation value. But (xi − xi−1)2 we have
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measured N times, one for each value of i = 1, . . . , N , and these measure-
ments are statistically independent, because the N intervals do not overlap.
So consider the time average

(∆x)2 = N−1
N∑

i=1

(∆xi)2 . (11.8)

Its expectation value is 2D∆t, but its SD is 2D∆t
√

2/N , so its signal-to-noise
ratio is

√
N/2. Consequently, the more positions xi, i = 0, . . . , N we measure,

the more precisely we determine D, when we estimate it as

D ∼ (∆x)2/(2∆t) . (11.9)

11.6 Check First, Interpret Later

Estimating values for parameters in a theory is one thing, proving data consis-
tent with the theory is another. The former makes sense only after the latter
has been done. Thus estimation of D, as just described, is a correct approach
only if Einstein’s simple theory describes all aspects of data. Not that there
are that many aspects, according to his theory, because it assumes that the
displacements ∆xi, i = 1, . . . , N , are uncorrelated Gaussian variables.

So we must first demonstrate that the displacements we have measured,
are not auto-correlated, i.e., we must demonstrate that

∆xi∆xi+j = 0 for j > 0 (11.10)

is satisfied up to statistical errors on this quantity. Here the bar denotes
time-averaging over the dummy variable i = 0, . . . , N − j. Consequently, the
statistical error to compare with, the standard deviation, is

σ(∆xi∆xi+j) = 〈(∆x)2〉/
√

N − j , (11.11)

a brief calculation shows. That done, we must show that a histogram of the
recorded values for the N displacements ∆xi, i = 1, . . . , N , is described by a
Gaussian with zero mean and, obviously, variance (∆x)2.

11.7 And Now with Experimental Errors . . .

In the two previous sections we found stochastic errors on our results which
depended on our measurements as N−1/2 and (N−j)−1/2 with no mentioning
of t, the duration of our measurement. Apparently, we can achieve any degree
of precision on our estimates for D and the auto-correlation function for dis-
placements merely by recording positions xi more frequently in the same time
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interval! This seems so because there is no inherent time- nor length-scale in
Einstein’s theory for Brownian motion. In reality – and here we mean physi-
cal reality – he knew and we know that inertial motion and, more important,
hydrodynamic effects not accounted for with Stokes simple friction coefficient,
will provide a cut-off that is not there in Einstein’s theory; see Selmeczi et al.
in this volume. In practice – and here we mean experimental practice – you
are likely to run into limits in your data acquisition system before you see in-
ertial effects. In the literature on optical tweezers, you may come across plots
of Brownian motion trajectories that are claimed to demonstrate ballistic mo-
tion, i.e., demonstrate the effect of inertial mass in Brownian motion. They
look that way, with smooth trajectories. But such plots only demonstrate that
the data acquisition system contains a low-pass filter [8]. Know thy filters! Or
inoculate yourself against that mistake by calculating the characteristic time
m/γ with which momentum is dissipated by friction according to Eq. (11.1)
in Selmeczi et al., this volume.

If you are using fluorescent imaging, you are likely to have limited spatial
resolution, set by the point-spread function of your optics in combination with
a finite number of photons. The finite pixel width of your digital camera may
add to this. So let’s consider how a random recording error on xi affects the
precision with which we can determine D: Suppose the recorded position,
x

(rec)
i , is the true position, x

(true)
i , plus an error si

x
(rec)
i = x

(true)
i + si (11.12)

where we imagine si drawn from a Gaussian distribution with zero mean, SD
σs, and no correlation between si and sj for i = j, i.e.,

〈sisj〉 = σ2
sδi,j . (11.13)

Then estimation of D must take into account the fact that Eq. (11.7) no longer
holds for the positions we have recorded. Instead we have

〈(∆x
(rec)
i )2〉 = 2D∆t + 2σ2

s . (11.14)

We can still estimate the left-hand side well with (∆x(rec))2, but the right-
hand side now contains two unknowns, D and σ2

s , so how to determine D?
If we simply ignore the second term on the right-hand side, we have a bi-
ased estimator for D in Eq. (11.9), the bias being σ2

s/∆t. We systematically
overestimate D by this amount, on the average.

Also, before D is estimated, we must check that our data are consistent
with the theory as such, we have emphasized. To that end, we must now take
into account that Eqs. (11.10) and (11.11) no longer hold for the positions we
have recorded. Instead we have that consecutive displacements are correlated,
because the same noise term si occurs both in ∆x

(rec)
i and in ∆x

(rec)
i+1 . A brief

considerations shows that
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〈∆x
(rec)
i ∆x

(rec)
i+1 〉 = −σ2

s . (11.15)

So 〈∆x
(rec)
i ∆x

(rec)
j 〉 = 0 holds only for |i − j| ≥ 2.

Equations (11.14) and (11.15) can be combined to form an unbiased esti-
mator for D. There is no free meal, however: By ridding ourselves of the sys-
tematic error caused by the bias, we increase the stochastic error. A simpler
approach that uses σ2

s does not depend on the value of ∆t. So by estimating
the left-hand side of Eq. (11.14) with (∆x(rec))2 for several different values
of ∆t, one over-determines both D and σ2

s . That is useful, since the over-
determination provides a reality-check of our assumptions about the noise.

11.8 Over-sampling

We now discuss over-sampling, a powerful trick of improving statistics by
using correlated data. It is a very useful technique in situations where it is
much cheaper (or only possible!) to take data more frequently than it is to
run the experiment the extra time it takes to produce more data that are less
correlated.

We need not measure again to obtain time series with different values for
∆t. Our original time series of N + 1 positions x

(rec)
i recorded at intervals ∆t

contains two overlapping subseries recorded at intervals 2∆t, the one having
i = 0, 2, 4, . . . and the one having i = 1, 3, 5, . . . . Our original time series also
contains three overlapping subseries recorded at intervals 3∆t, etc. So for any
integer n � N we have n overlapping subseries recorded at intervals n∆t on
which we can test our theory and, if it works, from which we can estimate D,
σ2

s , and the stochastic errors on our estimates.
Each of these n subseries defines a series of displacements ∆x(rec) that,

apart from their correlations through si, are uncorrelated, according to
Einstein’s theory. Each displacement in one series is, on the other hand, cor-
related with the two displacements that it overlaps with, in each of the other
n − 1 subseries. So the n subseries are correlated with each other. It is eas-
ier to do statistics with uncorrelated numbers. But we get better statistics
if we use all available information, here all n subseries. The mean-squared-
displacement average MSDn over all displacements in all the n subseries uses
this information from a single trajectory:

MSDn,N = (∆nx(rec))2 =
1

N − n + 1

N∑
i=n

(x(rec)
i − x

(rec)
i−n )2

∼ 2Dn∆t + 2σ2
s . (11.16)

The great power of MSDn,N comes from the variance of MSDn,N . In the
absence of recording errors, i.e., for σ2

s = 0 or negligible, and for 2n− 1 ≤ N ,
the stochastic error on the estimate obtained with Eq. (11.16), its standard
deviation, is [9],
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σ
(
(∆nx)2

)
= 2D∆t

√
2n(2n2 + 1)
3(N − n + 1)

− n2(n2 − 1)
3(N − n + 1)2

≈ 2Dn∆t

√
2
N

2n2 + 1
3n

for N � n ; (11.17)

see also [10, Chap. 4 and Appendix D2]. For n = 1, we recover the SD
2D∆t

√
2/N already given above, i.e., a relative error of

√
2/N . For n > 1

the error is larger and grows faster with n than the estimated quantity, i.e.,
the relative error grows with n.

If MSDn,N is plotted against n∆t, this mean squared displacement falls
on a straight line with slope 2D and intercept 2σ2

s with the second axis. Such
a plot looks like a nice way to test the theory and get an idea about the
value of D and the relative importance of the noise term 2σ2

s . You should
not, however, determine D by fitting a first-degree polynomial in n∆t to the
plotted points! At least not without realizing that the values they represent,
are highly correlated! These values were obtained by applying the estimator
in Eq. (11.16) repeatedly to the same time-series xi, i = 0, . . . , N , just with
different values of n. You plug in the same data each time, only tweak n a
bit, and out you get: highly related numbers, of course. So if your estimate
happens to overshoot (undershoot) the true value at one n-value, you’ll see
that it also overshoots (undershoots) the true value for many nearby n-values.
But the least-squares fitting routine that you use to fit a straight line to your
points, will treat these points as statistically independent data! Your fitting
routine yields a value for D which isn’t necessarily wrong, but it may also
output an error estimate for this value, and that value is unfounded, even if
you feed the program the correct stochastic error for each data point, as given
below. I don’t have to know your program to know this, because least-squares
fitting routines that can fit to correlated data are rare, and users who know
how to turn on that facility are possibly rarer and do not read this far in the
present kind of text.

Don’t despair, however. The best estimate for D is really obtained in the
case of n = 1, provided σ2

s = 0, and the long-winded story that you just read,
is all about estimating whether σ2

s = 0 is a good approximation, and if not,
what to do (see below).

11.9 Estimating D

Here’s how to estimate D if σ2
s is not negligible: Plot the values you get with

the estimator in Eq. (11.16) against n after having divided each value with
2n∆t. This is a plot of estimates of D. These estimates are biased, you know,
since σ2

s is not negligible, and the bias is σ2
s/(n∆t), i.e., decreases as 1/n. Plot

the error bar given in Eq. (11.17) on each data point after having divided it
as well with 2n∆t. This is not the true error, since it ignores contributions
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from the recording error. Never mind that for now. You need a value for D in
Eq. (11.17) in order to get a value for the error bar. Use your estimate for D.
Either the individual estimate you have for each n-value or a sensible-looking
average of them, or, for that matter, the value found in the slope of estimates
for 2Dn∆t plotted against n∆t. Any reasonable value will do, as we won’t
worry about small errors on error bars, and you can always redo this part
of the procedure when you know D’s value better. You now have a plot of
estimates for D which have minimal stochastic error and maximal systematic
error at lowest n-values, and vice versa at large n-values. Between this Scylla
and Charybdis you must navigate.

If your data are consistent with the theory presented here and you have
good statistics, navigation is unproblematic, there is a range of intermediate
n-values for which your estimates for D are the same because n is large enough
for the systematic error to be negligible, yet the stochastic error remains small.
Any of these estimates is correct, and comes with the correct error bar.

If you don’t have good statistics, but it’s good enough to show that σ2
s is

substantial, you’ll need formulas we won’t bother you with here – or you’ll
have to cut the usual corners.

11.10 “Give Me a Random Number Between 1 and 10!”
“Seven!” . . . . . . . . . . . . . “Seven Doesn’t Look Random!”

The reader should be warned that a given “random path” needs not look
obviously random. As an example, we extracted one “unusual” path and have
plotted it in Fig. 11.3. If you didn’t know better, this certainly looks like the

Fig. 11.3. The trajectory of a particular path in the set of 40, plotted over 200
time measurements. It is a random trajectory, though it does not look random
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Fig. 11.4. log MSDn vs. log n plot for all 40 trajectories. All 40 trajectories collapse
onto a common line, with a fixed diffusion coefficient

path of a particle which moved with constant negative speed on top of some
noise until about the 150th measurement and then reversed course. But, it is
simply one random path out of a rather small set of 40 of them, and there is
no deterministic motion in spite of appearances.

Figure 11.4 shows the same 40 trajectories we have used in the previous
figures analyzed using Eq. (11.16). Unlike the huge, and incorrect, apparent
distribution of diffusion coefficients that arise from doing the simple net dis-
placement analysis presented in Fig. 11.2, Fig. 11.4 shows that indeed all 40
trajectories have the same diffusion coefficient D within a relative standard
deviation of

√
2/200 ∼ 10%, and that they are all random trajectories since

they have the same unit slope in a log-log plot. Even the “bizarre” trajectory,
which looked non-random, is no statistical outlier.

11.11 The Random Diffusion of Transcription Factors

Now we try to apply this analysis to the problem in biological physics, which,
as we mentioned, motivated the lengthy theoretical introduction: the presum-
ably random motion of transcription factors as they move over non-specific
sequences in dsDNA. The expected bimolecular association rate kdiff by which
molecules, such as transcription factors, find specific sequences on double-
strand DNA (dsDNA) by a purely Brownian motion search in 3-D solution
is 4 πDsoln�seq, where �seq is the protein-DNA interaction length which we
set equal to the physical length of the specific sequence on the DNA, which
the transcription factor binds to, and Dsoln is the diffusion coefficient of the
protein in solution [11–13]. As we mentioned above, the diffusion coefficient of
a protein in solution satisfies Einstein’s famous relation Dsoln = kBT/γ. Here
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kB is the Boltzmann constant, T is the absolute temperature, and γ = 6πηa is
Stokes friction coefficient, with η the viscosity of the solvent and 2a = 5 nm the
typical diameter of the protein. Thus Dsoln = 8.8 × 10−7 cm2/s at room tem-
perature. If we assume that �seq ≈ 3 bp = 1 nm, then the DNA-binding rate
kdiff should be approximately 108 M−1s−1. A kdiff = 108 M−1s−1 can actu-
ally be a problematic rate in biology. The original in vitro study on LacI-lacO
binding by Riggs et al. was with 45.5 kbp DNA of 15.5 µm length [11], and the
lacO association rate ka was measured to be 1010 M−1s−1, 100 times higher
than ka ≈ 108/M/s of the diffusion limit [11] (the 1010/M/s binding rate was
also reported in [13–15]). It has been proposed that such high rates can be
achieved if encounters between transcription factors and the specific sequence
are facilitated by a combination of diffusion in 3-D solution, searching for a
1-D object, the DNA, followed by diffusion along the 1-D DNA, searching for
the specific sequence. Since a 3-D search for a 1-D object is faster than a 3-D
search for an effectively 0-D object, and a 1-D search for an effectively 0-D
object is even faster, facilitated diffusion, as this scenario is called, is a proper
name for it.

Thus, in the facilitated diffusion scenario, the key to faster target binding
lies in the long non-specific DNA sequences that flank the target site. A protein
that binds non-specifically to a flanking region and then diffuses along the
DNA can search through the nonspecific stretches of DNA for a binding site
with an effective rate that can be substantially higher than the simple 3-D
rate. The facilitated 1-D protein-target association rate coefficient ka has been
derived by Halford and Marko [13] to be:

ka =
Dsoln�d

1 +
[

Dsoln
DDNA

]
�2dLc

(11.18)

where DDNA is the 1-D diffusion coefficient of the protein bound non-
specificially to dsDNA, L is the total length of the DNA molecule, �d is the
total distance over which the protein diffuses while bound to the DNA non-
specifically, c is the concentration of the specific target site.

In order to check the facilitated association rate scenario directly, it is
necessary to know DDNA for LacI bound to DNA, and �d = xmax − xmin, the
length of the interval covered by the protein during its 1-D random motion
along the dsDNA before their dissociation. In fact, if these values do not
fall within a certain range– if the time spent by the protein on the DNA is
spent inefficiently by too slow diffusion, albeit in a lower dimension – then
“facilitated” diffusion can actually slow the search times, so it is critical to
experimentally determine DDNA and �d.

In order to visualize the transcription factor proteins, in our case LacI, we
used a LacI protein, which was fused to a fluorescent green fluorescent protein
(GFP). GFP13 (S65T):LacI-I12 fusion (GFP-LacI) and DNA constructs with
256 tandem copies of lacO (lacO256) were used. lacO256-DNA was 42.06 kbp
long with a contour length of 14.3 µm, and the 9.22 kbp lacO256 insertion
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Fig. 11.5. (a) Schematics of a GFP-LacI (green) bound lacO256-DNA monomer
and dimer (red). (b) Elongation of the DNA. (c) Frame averaged superposed image
of GFP-LacI bound to an elongated lacO256-DNA dimer molecule. The scale bar is
1 µm. (d) A GFP-LacI monomer of frequent blinking and unitary bleaching. (e) A
GFP-LacI monomer that blinked, recovered the first bleaching in 3 sec, and finally
irreversibly bleached. (f) The GFP-LacI dots for the first 12 frames of (e), showing
blinking at frames 2 and 7, and bleaching at frame 10. (g) A GFP-LacI dimer with
two bleaching events. This dimer was made from one monomer of type (d) and one
of type (e)

started at 24.02 kbp. The synthesis methods for the fusion protein and the
lacO256-DNA, and the sample preparation method are described in [16]. The
final GFP-LacI concentration was 100 nM, and lacO256-DNA concentration
was 0.6 µg/ml. The dimeric cyanine dye BOBO-3 was used to fluorescently
image the stretched dsDNA molecules. Cyanine dyes, when intercalated in
dsDNA, are known to stretch dsDNA by 30% in length at 1 dye per 5 bp [17],
so at 1 dye per 10 bp, our DNA molecules should have been stretched by 15%
to 16 µm. There were lacO256-DNA dimers as well as monomers in the solu-
tion; the dimers were formed by the sticky-end-hybridization of two lacO256-
DNA monomers. A catalytic oxygen scavenging solution was used to maxi-
mize dye lifetimes [16]. The dsDNA+ GFP-LacI solution was deposited onto a
fused-silica chip, then a cover slip was used to flatten the solvent between the
fused-silica chip and the cover slip, and the edges of the cover slip were then
sealed with nail polish. As the cover slip flattened the droplet, hydrodynamic
flow elongated the DNA dimers, and the two LacI-lacO256 sites stuck to the
surface, creating an anchored elongated DNA molecule (Fig. 11.5b and c). At
pH 8, dsDNA doesn’t stick to fused-silica surfaces, and the elongated DNA
molecules were suspended, so unbound GFP-LacI molecules interacted only
with free unattached and nonspecific DNA. The elongated DNA molecules
were stretched up to 90% of their native contour length; the tension on DNA
was a few nano-Newtons [18]. The transverse mean Brownian displacement of
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the suspended DNA was observed to be less than 50 nm, thus making the lon-
gitudinal Brownian fluctuations of the DNA-chain negligibly small and they
do not influence the observed of order 100 nm longitudinal protein movement
measurements along the DNA.

Near-field excitation techniques are critical for single-molecule imaging.
Our technique was described in [16]. Briefly, a prism type Total Internal Re-
flection Fluorescence Microscopy (TIRFM) method was used. The laser exci-
tation was synchronized to the 3.4 Hz data acquisition rate of the I-CCD cam-
era. The emitted photons from BOBO-3 and GFP were collected using a 100X
TIRF oil-immersion objective (N.A. = 1.45), went through a custom-designed
dichroic mirror and emission filter set (Chroma Technology Corp, Rocking-
ham, VT) and were recorded by an I-CCD camera (I-PentaMAX:HQ Gen
III, Princeton Instruments, Trenton, NJ). The point spread function width
of the optical system was measured to be approximately 280 nm. The pixel
count of the camera was converted to a photon count using known conversion
factors [16]. The mean 488 nm illumination intensity over the point spread
function was 1000 W/cm2. The centroid location of a GFP-LacI dot was de-
termined by fitting its 1-D fluorescence intensity profile to a Gaussian profile.

Knowledge of the time-dependent fluorescence characteristics of free single
GFP-LacI monomers and dimers attached to fused-silica surfaces are essential
and place fundamental bounds on how well we can determine ld and DDNA.
GFP-LacI monomers blink frequently (short fluorescence dips to near noise
level), and bleach with no recovery (Fig. 11.5d). At our excitation intensity
of 1000 W/cm2, mean exposure time of 10 ms, and synchronized imaging fre-
quency of 3.4 Hz, the mean net observation time of each GFP-LacI molecule
was 5 s before it bleached (giving a total laser exposure time of 0.15 s). The
mean number of photons emitted by the bound GFP-LacI molecules before
bleaching was ≈4 × 104 photons. This 5 s observation time gave the instru-
mental limit to the maximum mean distance that we observed GFP-LacI
motion on DNA in this experiment.

An image sequence of a single GFP-LacI molecule diffusing along DNA
is shown in Fig. 11.6. This is 1 out of 70 trajectories that were observed,
and chosen for its large displacement. Figure 11.6a shows the frame averaged
superposed image of the anchored DNA, the diffusing GFP-LacI on DNA,
and the two LacI-lacO256 anchors. Time-lapse images of the diffusing protein
show clear relative displacements (Fig. 11.6b), with one immobile anchoring
site used as a reference point. We know that we are observing a GFP-LacI
dimer from the fluorescence time trace in Fig. 11.6d, which clearly shows
two bleaching steps. Both GFP-LacI monomers (80%) and dimers (20%) have
been observed to diffuse on DNA. As is evident in Fig. 11.6d, fluorescence
time traces of bound GFP-LacI molecules were identical to that of immo-
bile GFP-LacI (Fig. 11.5d–g), with the same blinking rate and characteristic
bleaching time of ≈ 0.15 s (5 s net observation time). We thus can infer that
each observed diffusing GFP-LacI was one single protein that remained bound
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Fig. 11.6. A diffusing GFP-LacI molecule along DNA. (a) Frame averaged, super-
posed image of a GFP-LacI molecule diffusing along DNA. The two large dots at the
DNA ends are LacI-lacO256 sites, and the green segment on the nonspecific DNA
denoted by arrow is the single GFP-LacI protein. In this panel we have summed the
frames in Panel (b), so that the net path of the molecule shows as a green line. (b)
Image series of the diffusing protein (arrow) of selected clear relative displacements
corresponding to green dots in (c), the displacement vs. t curve of the diffusing
protein. (d) The fluorescence time trace of the diffusing GFP-LacI. It is a dimer.
(e) Gaussian distribution of consecutive displacements xi − xi−1. The scale bar is
0.5 µm
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to DNA until bleached, rather than different proteins that jumped on and off
the DNA.

We are faced here with the same dilemma that we faced in the Introduc-
tion: how can we extract good diffusion coefficients from these time series
data? Obviously the MSD technique is the one to apply. That the GFP-LacI
molecular motion was a Brownian motion, can be established by plotting
log (∆nx)2 against log(n), which, as we have shown, should yield a straight
line with slope 1 on a log-log plot, and an intercept at n = 1 whose value
is 2D∆t for that particular trajectory. Figure 11.7 shows an analysis of 15
trajectories in which no more than 5 contiguous GFP blinks occured. Fig-
ure 11.7a is a plot of simple displacement x(t) vs. time, Fig. 11.7c is a plot
of the (∆nx)2 vs. n, while Fig. 11.7d is a plot of the log(∆nx)2 vs. log n.
It is clear that the log-log plot yields the most information concerning the
nature of these diffusional motions, and makes clear that all the trajectories
are basically Brownian in nature since (∆nx)2 scales linearly with n. The
dashed line in Fig. 11.7d is a weighted fit to Eq. (11.16) for a particular tra-
jectory. Thus, while all the trajectories are Brownian in nature, the different
intercepts at n = 1 indicate that there is a large distribution in diffusion co-
efficients and that there is not a unique, single value for the one-dimensional

Fig. 11.7. (a) x vs. t for 70 diffusion events of GFP-LacI on DNA. The black line
is a stationary protein stuck to fused-silica surface (not bound to DNA), and the
colored lines are the 15 events for which we have obtained DDNA. (b) Gaussian
uncorrelated xi − xi−n distributions for n = 1, 2, and 3 for the first 15 points of all
70 events. (c) (∆nx)2, here called MSD(n,N), vs. n for the 15 colored trajectories
in linear scale and (d) in log-log scale. The arrows in (a), (c), and (d) denote the
trajectory in Fig. 11.2. The dashed lines in (c) and (d) are a fit of Eq. (11.16) to the
uppermost random trajectory
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Fig. 11.8. (a)DDNA distribution of the 15 single diffusion events. (b) DDNA vs.
fractional bound location on the nonspecific segment of the lacO256-DNA dimer. The
error bars were obtained from the fit of MSD(n,N) to n with weighted errors at each
n given by Eq. (11.17). (c) Histogram of the 1D diffusion length xmax − xmin = �d

for the 70 observed diffusing events. The solid line is a Gaussian fit with a mean
of 500 ± 220 nm (mean ± SD). Values in (a) and (c) have been adjusted to DNA
contour length

diffusion coefficient DDNA. Note how the variance of σ(∆nx)2 in Fig. 11.7c
increases rapidly with n as predicted by Eq. (11.17). Random trajectories
with more than N = 15 position measurements were used to obtain values for
DDNA. Figure 11.8a shows 15 single diffusion DDNA values, which span a large
range from 2.3× 102 nm2/s to 1.3× 105 nm2/s (or 2.3 × 10−12 cm2/s to 1.3 ×
10−9 cm2/s). Clearly, each LacI molecule diffuses with dramatically different
speeds. Figure 11.8b shows that the different DDNA values are distributed
randomly along the nonspecific DNA, apparently showing a lack of correla-
tion between the diffusion coefficient and the position on the DNA where the
protein lands.

We can use our data to examine the question of the extent to which fa-
cilitated diffusion can enhance the rate at which transcription factors find
their specific binding sites, the biological purpose behind these measure-
ments. Just as there is a distribution in the 1-D diffusion coefficients, there
is also a distribution in the sliding lengths �d, which is further compro-
mised by the mean observation-time-to-bleaching of the GFP chromophore,
approximately 5 seconds. Figure 11.8c shows the measured distribution in
the sliding lengths �d from our data. Since there is a large distribution in
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both DDNA and �d, we use the mean value of 〈�d〉 (probably a lower bound
really due to bleaching) of 500 nm, and the mean diffusion coefficient of
〈DDNA〉 = 2.1× 10−10 cm2/s in Eq. (11.18). Using 〈�d〉 = 500 nm, Riggs’ con-
centration of 1 lacO per 1670 µm3, Dsoln ≈ 4×10−7 cm2/s for LacI tetramers
(a ≈ 10 nm), 〈DDNA〉 = 2.1 × 10−10 cm2/s, and L = 15.5 µm, the predicted
acceleration factor from our data is 93 ± 20. We conclude from these measure-
ments that facilitated diffusion does increase the LacI-lacO binding rate well
over the apparent diffusion limit. This result demonstrates that facilitated dif-
fusion in the form of 1-D Brownian motion is the mechanism responsible for
the faster-than-diffusion binding of LacI to lacO, and quite possibly, the rea-
son also for the observed faster-than-diffusion binding in other protein-DNA
interactions.

11.12 Real Distributions?

Hopefully we have convinced the reader that we have done a reasonably careful
analysis of the data. As we discussed in the section on Brownian dynamics,
it is easy to see distributions in single-molecule experiments where there are
none due to the statistical nature of the data. In our case, we believe that
the statistical analysis has been done right and that there is indeed a large
distribution in the 1-D diffusion coefficients on DNA. What could be the origin
of such a distribution?

One of the authors (RHA) began his scientific work with Professor Hans
Frauenfelder. We found a simple problem related to the fairly simple problem
discussed in this paper, namely the recombination of carbon monoxide (CO)
after photolysis from the heme protein myoglobin [19].

The recombination of the CO with Fe2+ iron in the heme should be a
bimolecular recombination with the (temperature dependent) rate k(T ) and
irreversible binding:

d[Mb]
dt

= −k(T )[Mb][CO] (11.19)

The standard treatment in biochemistry and chemistry is based on two equa-
tions: The time course of a reaction is usually fitted to one or possibly two
exponentials,

N(t) = N(0) exp[−k(T )t] (11.20)

and the temperature dependence of the rate coefficient k(T ) is usually fitted
to an Arrhenius (Transition State) expression

k(T ) = A exp[−H/kBT ] (11.21)

where H is the activation energy for the chemical reaction.
We might have expected that the recombination curve would be a simple

exponential decay law as the CO recombines with the iron atom and that
there would be a single activation barrier H. However, that is not what was
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Fig. 11.9. Time dependence of the rebinding after photodissociation of CO to Mb.
N(t) is the survival probability, the fraction of Mb molecules that have not bound
a CO at time t after the flash. The solid lines correspond to a theoretical fit with
the activation enthalpy distribution g(H)

observed if the temperature is varied over a much bigger range than is typi-
cally down in biological experiments. At temperatures below about 200 K, the
recombination is highly non-exponential. A typical result is shown in Fig. 11.9
for the rebinding of CO to sperm whale myoglobin. Note that the plot does
not display log N(t) versus t, but log N(t) versus log t. In a log-log plot, an ex-
ponential appears nearly like a step function, and a power law gives a straight
line.

We postulated that proteins exist in different conformational substates,
that these different conformational substates have different barrier heights,
and denoted by g(HBA)dHBA the probability of a protein having a barrier
height between HBA and HBA + dHBA. Thus we got

N(t) =
∫

dHBAG(HBA) exp[−kBA(HBA, T )t] , (11.22)

where the rate constant kBA is assumed to be given by the Arrhenius relation:

kBA(HAB , T ) = ABA exp(−HBA/kBT ) . (11.23)

If N(t) is measured over a wide range of temperatures and times, the pre-
exponential ABA and the activation enthalpy distribution g(HAB) can be
found by numerical Laplace transformation. This has to be done numerically,
since the real exponential functions do not form an orthonormal set. The pre-
exponential factors typically have values on the order of 109 s−1, and some
distributions are shown in Fig. 11.10.

We are faced with a similar dilemma in this work. Instead of a single
1-dimensional diffusion coefficient, we measured a large range of diffusion co-
efficients. In the case of the Mb work, it was essential to cool the system to
extract the distribution of rates because the protein Mb presumably rapidly
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Fig. 11.10. Activation energy distribution g(H), for rebinding of CO and O2 to
myoglobin and the separated beta chains of normal and mutant hemoglobin

samples (diffuses) over many states during the time it takes a CO molecule
to find the protein and thus one gets an average rate at room temperature.
Had we been able to do single-molecule recombination, the result would have
been the same: only a lower temperature could have frozen out the rapid ther-
mal sampling of states, and the full ensemble of states would not have been
revealed through single-molecule techniques. In the present experiment, the
single-molecule nature of the measurements does allow us to see directly that
there is a distribution in diffusion coefficients, but once again it must be true
that this distribution has a characteristic relaxation time much longer than
the 10 seconds or so that we observe a given protein on the DNA.

We don’t know at present the origin of the distribution in diffusion rates
for the GFP-LacI/DNA system. There are several possibilities. For example,
the protein interaction with nonspecific DNA may vary with local DNA se-
quence variations, such as AT and CG composition differences, given that
the AT/CG ratio along Lambda DNA fluctuates from 30% (per 100bp unit)
to 70%. The dependence of DNA stiffness with base pair composition [20]
could then influence protein diffusion coefficients. It could also be that the
conformation of LacI changes upon nonspecific binding to DNA and that also
influences DDNA: when LacI first lands on a sequence of non-specific DNA,
it adapts to one of its many configurations that best suits the sequence [21].
Since this configuration lasts for a certain time, it affects the over all protein’s
motion on DNA. This suggestion is supported by the fact that for diffusion
events of different DDNA, the one-step displacements have xi − xi−1 have
comparable sizes, rather than sparse large steps and many small steps. So
LacI diffuses with the same diffusion constant for each diffusion event, on
the average 1.5 kbp of DNA of various sequences, indicating that the LacI’s
characteristics upon binding to DNA may play a role in DDNA.
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However, the source of this large distribution in diffusion coefficients re-
mains to be explained at present. It is true that there is large variance in
sequence on Lambda DNA in the nonspecific region with ±30% different in
AT and CG concentration, thus it is possible that the diffusion constants
are a function of local sequence. It is also possible that the large distribu-
tion in DDNA is caused by conformational distributions, either in the protein
and/or the pinned DNA. NMR measurements have shown that LacI has at
least 21 different conformations [21]. We discussed at the beginning of this ar-
ticle how early experiments showed that proteins exist in a free energy basin
where there are many accessible discrete conformational states. If the con-
formational relaxation time [19] is greater than the mean diffusional search
time, this conformational distribution could influence the effective 1-D diffu-
sion rate. The DNA molecule also has many conformational states accessible
to it, due to the 50 nm persistence length for both twisting and bending of
the polymer [20]. The bending and twisting of the DNA molecule results in
a thermally accessible set of topological states, which could get frozen in when
the ends of the molecule get tacked down. Thus, there could also be a static
distribution in DNA supercoiling numbers due to the non-equilibrium pin-
ning of the two ends of the DNA molecule [22] and there could be changes in
the diffusion rates with the supercoiling. Further experiments are needed to
answer these questions about the role of conformational distributions in this
biological system. But, we think you should care.
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in J. Ingen-Housz, Verm. Schriften physisch-medicinischen Inhalts. Christian
Friederich Wappler, Wien, (1784).

5. J. Ingen-Housz (1789). Nouvelles expériences et observations sur divers objets
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Abstract. Techniques from nanoscience now enable the creation of ultrasmall elec-
tronic devices. Among these, nanoelectromechanical systems (NEMS) in particular
offer unprecedented opportunities for sensitive chemical, biological, and physical
measurements [1]. For vacuum-based applications NEMS provide extremely high
force and mass sensitivity, ultimately below the attonewton and single-Dalton level
respectively. In fluidic media, even though the high quality factors attainable in
vacuum become precipitously damped due to fluid coupling, extremely small de-
vice size and high compliance still yield force sensitivity at the piconewton level –
i.e., smaller than that, on average, required to break individual hydrogen bonds that
are the fundamental structural elements underlying molecular recognition processes.
A profound and unique new feature of nanoscale fluid-based mechanical sensors is
that they offer the advantage of unprecedented signal bandwidth (	1 MHz), even
at piconewton force levels. Their combined sensitivity and temporal resolution is
destined to enable real-time observations of stochastic single-molecular biochemical
processes down to the sub-microsecond regime [2].

12.1 Introduction: Mechanical Sensors for Biology

In 1992, Hoh et al. [3] pioneered the application of micron scale mechani-
cal sensors to the study of biological molecules and their interaction forces.
These UCSB researchers noted discrete steps in the adhesive interaction be-
tween a silicon nitride atomic force microscope [AFM] tip and a glass sur-
face, steps that were interpreted as corresponding to an interaction force of
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10 pN – apparently the average strength of individual hydrogen bonds. Since
this pioneering experiment, a growing literature of force spectroscopy, also
known as chemical force microscopy, has shown that a chemically-modified
AFM can indeed be tailored to measure the binding force of interactions for
a wide range of affinity-based processes, such as single receptor-ligand inter-
actions. In such experiments, the tip of an AFM cantilever is typically func-
tionalized with a receptor of interest, a molecular complex with the analyte is
formed and then pulled, and the interaction force applied is read out as pro-
portional to the measured tip deflection. Early studies included probing the
biotin-streptavidin interaction force by Lee et al. [4] and the study of biotin-
avitin, desthiobiotin-avidin, and iminobiotin-avidin by Florin et al. [5]. Force
spectroscopy experiments were extended to cells by Dammer et al. [6] who
studied intercellular adhesion forces (of proteoglycan from a marine sponge)
and Evans et al. [7] who also observed adhesion forces at the cell surface.
A large body of literature has ensued. Force spectroscopy is not limited to
studies of interaction forces but has also been applied to the study of con-
formational changes, e.g., of the enzyme lysozyme [8] and of the unfolding
of the protein titin [9]. Force spectroscopy has also been used to study DNA
hybridization processes [10].

Clearly, force spectroscopy has proven to be an extremely fruitful approach
for studying biomolecular interactions. However, cantilevers employed for this
work are primarily research-oriented probes and not, per se, directly applicable
for biosensing in the conventional sense (at least not for large scale, real-time
applications). However, a related cantilever-based biosensor technology has
developed within the field of microelectromechanical systems (MEMS) and
has been successfully applied to biological detection in liquids. These surface-
stress sensors are based upon a direct measurement of the stress induced by
the binding of a layer of ligands to an appropriately-prepared (“biofunction-
alized”) device surface [11–16]. Despite the impressive advances in this field,
these MEMS-based surface-stress sensing devices have critical limitations. In
order to achieve a notable change in surface stress, these sensors require the
binding of many ligands (a significant fraction of a monolayer); consequently,
surface-stress sensors, in general, suffer from the inability to respond to forces
that vary rapidly in time. Especially important are variations on the few µs
timescale, characteristic of both important classes of conformational changes
in large biomolecules and of low-affinity or non-specific binding processes.
As regards the latter, high frequency response may ultimately prove critical
to following the stochastic nature of affinity-based interactions, such as the
receptor-ligand interaction, especially in the presence of an overabundance of
weakly-binding entities. Receptor-ligand pairs interact dynamically: binding,
remaining engaged for times ranging from microseconds to seconds (depend-
ing on the exact binding affinities and concentrations), and then releasing.
Temporal resolution would provide an additional new “dimension” for dis-
crimination between processes.
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Ostensibly, the utilization of MEMS or NEMS as sensor devices is sim-
pler than the setup required for force spectroscopy – with sensor devices one
waits for the molecule of interest to bind, whereas with force spectroscopy one
actively searches for it. Hence, at first glance, biosensor systems may appear
simpler in that they do not apparently require a scanning system, feedback,
or even a sharp tip, which are essential elements of a force spectroscopy ap-
paratus. However, advanced MEMS and NEMS sensors do indeed require
additional system components: microfluidic delivery systems, differential bio-
functionalization (to allow multiplex assays), and complex readout systems,
which, in fact, may be feedback-based for optimal performance.

The current state-of-the art of mechanical biosensors and force spec-
troscopy devices labor with an addition limitation: the majority of force spec-
troscopy and surface-stress sensor devices employ optical displacement detec-
tion of the probe. This detection scheme has proven extremely fruitful for
scientific studies of cantilevers with feature sizes of order 1 µm and greater.
However, in this paper we show that greatly increased sensitivity can be at-
tained if the cantilever dimensions are further reduced into the nanometer size
regime. Here, however, diffraction limits one’s ability to focus optical “interro-
gation” upon the nanocantilever tips (as required for optical detection); hence
alternative detection schemes become essential. Moreover, a totally integrated
approach to sensing, such as is provided by electrical schemes, is crucial for
the large-scale integration required for multiplex sensing applications. In situ,
that is on chip, electrical displacement transduction eliminates the need for
external equipment typically employed for optical detection. This greatly in-
creases the potential applications of electrically-transduced devices beyond
those of the research laboratory setting.

In what follows we describe a new class of nanomechanical biosensors:
BioNEMS. These sensors are distinctly different from the aforementioned sur-
face stress sensors. The central point we emphasize in this review is that
BioNEMS, as we define them, do not sense quasistatic surface-layer induced
stress. Instead, BioNEMS sense analyte-induced changes that measurably
alter dynamical device properties. Moreover, the mechanisms that underlie
BioNEMS sensing scale to the realm of single molecules (a fact that is con-
firmed by force spectroscopy itself), whereas stress sensing devices do not. We
shall describe in what follows the changes that arise from analyte binding to
BioNEMS sensors. Among these are: alteration of the nanomechanical device
compliance (force constant), changes to device damping, or direct imposition
of additional forces or motional correlations to the device. The latter are ef-
fective in multiple-cantilever assays, which are described below. At the outset,
we stress that for fluid-coupled nanomechanical devices the inertial mass is
not among the parameters most strongly affected by target capture (analyte
binding); hence BioNEMS as described herein are not mass sensing devices.
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12.2 Motion Transduction via Piezoresistive Sensing

Our work utilizes electrical displacement sensing based upon integrated
piezoresistive strain sensors. The piezoresistive effect in silicon was discov-
ered in the 1950s [17] and its application has played an important role in
early silicon sensor devices [18, 19] and more recently for sensitive detection
of displacement within microelectromechanical devices [MEMS], both in vac-
uum [20] and air [21]. Piezoresistive sensors were first applied to AFM can-
tilevers by Tortonese et al. in 1993 [22] and have since been adopted by a
number of researchers. The sensitivity attained is comparable to that of op-
tical sensors, yet significant advantages for size scalability and integration
both in the context of reducing device dimensions to sizes where optical de-
tection would not be possible and for arrays where optical detection is more
complicated (due to the extra hardware required). Piezoresistive sensors have
recently been applied to surface-stress sensor devices by Rasmussen et al. [23]
who have detected immobilization of ssDNA, and Wee et al. [24] who used
piezoresistive surface-stress sensors to detect prostate specific antigen and C-
reactive proteins (specific markers for prostate cancer and cardiac disease,
respectively). Modeling of piezoresistive surface-stress sensors has been per-
formed by Rasmussen et al. [25, 26] Kassegne et al. [27] and Yang et al. [28].

12.3 Nanoscale Mechanical Devices: BioNEMS

Previous techniques have all involved force sensors with active surface areas
that are quite large compared to the molecular scale. This is the case since
surface-stress sensors rely on interactions between a layer of molecules on the
device surface; hence a significant fraction of the surface area must be coated
with molecules to enable detection. It is unclear how surface-stress sensors
will scale, if at all, to the few-to-single molecule regime. These are among the
issues that motivate our investigation of alternative sensing techniques with
BioNEMS. We are interested in both passive and active sensors for which the
binding of an analyte molecule of interest leads to a direct change in the vibra-
tional behavior of a cantilever. As mentioned, in the case of a single cantilever
device this may originate from several mechanisms [2]. Increased damping
will arise if an analyte with surface area comparable to the device dimensions
binds to the device. A change in the device compliance (the inverse of force
constant) arises for the case where the analyte is allowed to bind in such a
fashion as to bridge a gap between the suspended device and a rigid support
structure. In both cases, the signal arises from a change in the dynamical,
fluid-coupled response function of the device as a direct consequence of the
binding of the analytes under study. Clearly, with sufficient sensitivity the
approach scales to the realm where single analytes may be resolvable. In what
follows we demonstrate this possibility; more than a decade of aforementioned
work in force spectroscopy confirms this.
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A separate class of BioNEMS devices involves multiple-cantilever
devices [2]. For these, the binding of an analyte between two cantilevers leads
to a novel biomechanical coupling. This, in turn, is then reflected in motional
correlations between the two devices as well as the ability to directly transmit
forces between the two devices – both mediated by the soft “biological linker”,
i.e. the target analyte. These two consequences of coupling offer two modali-
ties of biosensing; they correspond to passive and actively-driven sensing. We
shall demonstrate that by reducing the dimensions of the device to the size
regime of the cells, spores, and molecules of interest for biosensing, BioNEMS
offer the prospect of high force sensitivity in liquid with fast response times.
We now embark on a discussion of response functions in liquid for the devices
of interest and then to an evaluation of their ensuing force sensitivities.

12.4 Overview: Realizable Force Sensitivity
of Piezoresistive BioNEMS Devices

For nanometer-scale cantilevers, the most important dynamical regime is that
of very low Reynolds number flow. Below we evaluate the realizable sensitivity
of fluid-coupled systems that take into account noise of practical readouts; our
results are based upon initial experiments, analytic calculations, and numer-
ical modeling. Thermal noise is typically characterized by its power spectral
density (PSD), S(f), defined as the Fourier transform of the autocorrelation
function for the process of interest (in this case the stochastic thermal noise).
The “sensitivity” is then given by

√
S(f). The total r.m.s. noise is the integral

of this force sensitivity over the experimental frequency bandwidth. Limits to
force sensitivity imposed by thermal fluctuations appears better than 10 fN/√

Hz for small but realizable device dimensions via advanced nanofabrication
techniques. Transducer-coupled force sensitivity (referred to the input, i.e.,
force domain) – which includes all additional noise processes generated down-
stream from the mechanical probe by the displacement transducer and its
essential electrical readout scheme – is still well below the 100 fN/

√
Hz realm

and permits bandwidths greater than 1MHz. This opens a new range of pos-
sibilities for biological force measurements on extremely short time scales.

12.5 Fluid-Coupled Nanomechanical Devices: Analysis

Many important biological processes involve complicated fluidic interactions
on the micro- and nano-scales [29]. The nondimensional equations govern-
ing the motion of an incompressible fluid are the well-known Navier-Stokes
equations,

�f
∂u

∂t
+ �uu · ∇u = −∇p + ∇2u and (12.1)
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∇ · u = 0 . (12.2)

In these equations u represents the fluid velocity and p the pressure. The
frequency- and velocity-based Reynolds numbers are �f and �u, respectively.
The velocity-based Reynolds number �u = uw/2ν expresses the ratio between
inertial convective forces and viscous forces where ν is the kinematic viscosity
(defined as η/ρ where η is the dynamic or shear viscosity and ρ the density).
The characteristic length scale is chosen as the cantilever half-width, w/2.
For MEMS and NEMS devices both the characteristic velocity and length
scale become quite small resulting in low Reynolds numbers where viscous
effects dominate inertial effects. For the nanoscale devices under considera-
tion �u � 1 making the nonlinear convective inertial term negligible which
greatly simplify analysis. The frequency-based parameter �f = fw2/4ν ex-
presses the ratio between inertial acceleration forces and viscous forces where
the inverse oscillation frequency, 1/f , has been used for the characteristic
time scale. �f can become important when oscillations are imposed exter-
nally. This is the case when micron and nanometer scale cantilevers im-
mersed in fluid exhibit stochastic dynamics due to their constant buffeting
by fluid particles, i.e. by their Brownian motion. For the nanoscale cantilevers
under consideration here �f ∼ 1. As a result the local inertial term must
be included making the resulting analysis more difficult. This has led to the
development of an experimentally accurate numerical approach to calculate
the stochastic dynamics of micron and submicron scale cantilevers (discussed
below) [30]. Hereafter we shall simply refer to the frequency-based Reynolds
number as �.

12.6 Analytical Calculations
for Experimentally Relevant Conditions

The motion of a cantilever in a fluid vibrating in its fundamental mode can
be described by the equation of a simple damped harmonic oscillator:

F (t) = Meff
∂2x

∂ t2
+ γeff

∂x

∂ t
+ Kx . (12.3)

Here we take x to describe the motion of the free end of the cantilever
and F(t) as the effective force acting at cantilever tip. For a cantilever of
width, thickness and length w, t, l, respectively, vibrations in the fundamental
mode involve a force constant [31] K ∼= 0.25Ew (t/l )3. In vacuum Meff →
M0

∼= 0.243ρc wt l and feff =
√

K/Meff/2π → f0
∼= 0.507

√
E/ρc( t/l2)/π.

Here, ρc is the cantilever’s mass density and E is its Young’s modulus. An
oscillating device in a fluidic medium will have a characteristic boundary layer
of fluid (dependent on the device geometry, frequency of oscillations, and
fluid properties) which effectively oscillates with the device. This is referred
to as fluid loading and adds an additional contribution to the effective mass
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of the device (described below). The constant γeff is the effective damping
coefficient; as described below, in all cases of interest here the cantilever’s
coupling to the fluid completely dominates its internal materials-dependent
loss processes.

Noise is often characterized by its power spectral density, S, defined as the
Fourier transform of the autocorrelation function of the parameter of interest.
The sensitivity is then given by

√
S. Finally, the total r.m.s. noise is given by

the integral of the sensitivity over the measurement bandwidth. Although we
are concerned here with quite small, i.e. nanoscale, systems, the mechanical
structures themselves are still quite large compared with the size of solvent
molecules. The thermal motion of a fluid-loaded nanocantilever may thus be
modeled in terms of stochastic forces, which are Markovian (because the time
scale of molecular collisions are short compared with frequencies of macro-
scopic motion) and Gaussian (because many molecular collisions combine to
force macroscopic motion). Hence, the fluctuation-dissipation theorem may
be used to analyze this motion. The force spectral density is given by the
Nyquist formula, SF = 4kBTγeff [32]. This is the fundamental limiting force
sensitivity of a sensor in fluid. Hence, the force sensitivity can be optimized
by minimizing this force noise while at the same time optimizing the sensing
protocol to allow a force sensitivity very close to this fundamental limit to
be achieved. One finds that a uniform reduction of all device dimensions ac-
complishes both goals. The damping of the cantilever arising from the fluid
loading is most dependent upon its dimensions transverse to the motion, i.e.
its width and length, and the reduction of these dimensions therefore leads
to a direct reduction of the force spectral density from fluctuations. Reduc-
tion in device thickness, by contrast, leads to improvements in the device
responsivity, which allows signals at forces comparable to the Brownian noise
floor to be readily “transduced” to experimentally measurable voltage signals
at levels above the noise floor set by transducer noise processes and readout
preamplifier noise limitations. It will be shown that such a scaling downward
of dimensions has the profound additional benefit of leading to a marked re-
duction in response time. This decrease arises primarily from the reduction in
cantilever mass loading with the decreased dimensions.

A very rough estimate of the drag constant is possible by considering the
drag on a sphere in low Reynolds number flow far from any surface. In this
case, γeff = 6πη a, where η = ρν is the shear viscosity of the solution and a
is the radius of the sphere. For a = 1 µm, in water, the Nyquist formula yields
S

1/2
F ∼ 17 fN/Hz1/2.

12.7 BioNEMS Displacement Response Functions

The motion of the free end of a cantilever in fluid at frequency f is described
by
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Sx =
SF

[(K − 4π2Mefff2)2 + 4π2γ2
efff2]

. (12.4)

This equation represents the average squared magnitude of the Fourier
transform of Eq. (12.3) [32]. Sx is the power spectrum density of the tip dis-
placement (i.e. the Fourier transform of the autocorrelation function for the
cantilever’s tip displacement). The constant γeff is the effective damping co-
efficient. This provides a complete description of the cantilever’s displacement
response both to the externally applied forces and, through the fluctuation-
dissipation theorem, to the stochastic forces imparted from the fluid. As shown
below, in all cases of interest here the cantilever’s coupling to the fluid com-
pletely dominates its internal materials-dependent loss processes.

Sader has presented a very useful analysis of the coupling of the fluid
to long thin cantilevers in the context of the atomic force microscope [33].
Numerical evidence suggests that loading of a rectangular cantilever is well
approximated by the loading of a circular cylinder of diameter equal to the
width of the beam [34]. The fluid loading of an infinite cylinder, first calculated
by Stokes, is well known [35] and can be written as an equivalent mass per
unit length:

L(f) =
πρLw2

4
Γ (�). (12.5)

The prefactor is simply the volume displaced by the cylinder while the
function Γ which depends solely upon Reynolds number must be calculated
from the motion of the fluid. In this approximation, the fluidic forces at each
frequency and on each section of the cantilever are proportional to the dis-
placement at that point. For this case it can be shown that the structure
of the cantilever modes is unchanged – only their frequency and damping is
modified. The Stokes calculation for a cylinder yields

Γ (�) = 1 +
4iK1(−i

√
i�)√

i�K0(−i
√

i�)
(12.6)

where Ko and K1 are modified Bessel functions. There are two important
consequences of this relation; first, 2π f Im {Γ} gives an effective, frequency-
dependent, viscous force per unit length, � Im {Γ (�) } πη u, where u is the
velocity. The prefactor, � Im {Γ (�) }, is of order 4 at � = 1 and is only
a slowly varying function of �. The similarity with the expression for the
Stokes force 6πηau acting upon a sphere of radius a is apparent. However,
unlike the case for the sphere, the dissipative drag coefficient for a cylinder
does not asymptotically approach a constant value at low Reynolds numbers
– instead the prefactor decreases asymptotically as 8/ ln� at very small �.
For the fundamental mode of a rectangular cantilever, the fluidic damping
term can be written as

γeff
∼= α � [2πf Im {L }] . (12.7)
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This is weakly frequency dependent, since the factor 2πf Im { Γ } is not
constant. The parameter α relates the mean square displacement along the
beam to the displacement at its end. For the fundamental mode of a simple
rectangular cantilever, α = 0.243 [31]; for a cantilever that acts as a hinge,
α = 0.333.

The second consequence of mass loading is an increase in the effective mass
per unit length given by Re{Γ}. This term becomes quite large at small �.
For the fundamental mode of a cantilever,

Meff
∼= α (ρC Vc + �Re {L }) . (12.8)

Here, Vc is the cantilever volume. Note that the fluid loading is determined
by w2 and not wt; hence thin beams experience relatively large fluid loading.
The value of Re{Γ} is unity for large �, is around 4 at � = 1, and continues
to increase as � decreases. Hence, for a silicon cantilever in water at a value
of w/t = 2, the mass loading factor (defined as the ratio of fluid loading to
inertial mass) is approximately 3 at � = 1 and increases for proportionately
thinner beams and lower Reynolds numbers.

If we assume that the fluid mass dominates, the quality factor Q of the
oscillator can be estimated simply from the fluid properties as

Q ∼ 2πf Meff

γeff
∼ Re { Γ (�) }

Im { Γ (�) } . (12.9)

This expression is rather independent of frequency, varying only over the
range 0.2 < Q < 0.9 as � changes from 10−3 to 1. As expected, this is many
orders of magnitude smaller value than the Q’s obtained from semiconductor
resonators in vacuum [1, 36]. Note that since Meff and γeff are frequency-
dependent, this notion of Q is only approximate.

The displacement response function is given by the Fourier transform of
Eq. (12.3):

H(f) =
x̃

F̃
=

1
K − Meff (f) + i2πfγeff (f)

. (12.10)

(The average squared magnitude of H(f) was given in Eq. (12.4)). We shall
use this in the analysis below to relate effective sources of displacement noise
back to the force domain (in electrical engineering parlance, “refer them to the
input”) to enable evaluation of the practical force sensitivity attainable. The
resultant motion of the cantilever tip from an applied force, F, is consequently
dependent on two parameters, the spring constant, K, which depends on the
elastic properties of the material and device geometry and the normalized
displacement response function which characterizes the frequency-dependent
response of the beam in fluid. (This is analogous to the response function for
a resonant device in vacuum, except that in the case of the latter the effective
mass and damping are frequency-independent. In Fig. 12.1 we plot theoret-
ical calculations of the response function, H (f), for two different cantilever
geometries (the dimensions and properties are delineated in Table 12.1). At



250 J.L. Arlett et al.

Fig. 12.1. Prototypical silicon nanocantilevers. The cantilevers extend over a fluidic
via (dark region) formed by deep-etching the wafer through to its backside. The
topmost electron micrograph shows the following geometrical parameters for this
particular prototypical two-leg device: � = 15 µm, w = 2.5 µm, wleg = 0.58 µm, and
�leg = 4 µm. The cantilever thickness is t = 130 nm, of which the top 30 nm forms
the conducting layer (with a boron doping density of 4 × 1019/cm3). From this top
layer the transducer and its leads are patterned. The two electrical terminals are
visible on the right. For this cantilever, the current path is along the 〈110〉 direction
for which π� ∼ 4 × 10−10 Pa−1 [37, 38]. The two lower colorized images show other
nanocantilevers above their respective fluidic vias (dark regions). The small gold pad
visible at the cantilever tip is used for thiol-based biofunctionalization protocols

high frequencies (greater than 10% of the vacuum resonance frequency) the
roll-off in device response due to fluid induced effective stiffening (from fluid
loading) is evident. At low frequencies (less than 1% of the vacuum resonant
frequency) the effect of fluid on the cantilever response is slight. It is in the
intermediate region that a sharp resonance would be observed for a vacuum
based device. In fluid there is a peak in responsivity (at least for cantilever 1),
but it is a very broad peak, greatly suppressed compared to the responance in
vacuum. The experiments of Viani et al. [39] involving silicon nitride micro-
cantilevers in water confirm this; a peak intensity response of order of twice
the low frequency response is found.
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Table 12.1. Physical parameters for two prototype Si nanocantilevers. Parameters
tabulated are thickness, t; width, w; length, �; constriction (leg) width, Wleg, and
length, �leg; fundamental mode resonant frequency in vacuum, f0; force constant,
K; and Reynolds number at the resonant frequency in vacuum, 
. (For a description
of the dimensions referred to here see Fig. 12.1)

# t(nm) W (µm) �(µm) �leg Wleg f0 K 

(µm) (nm) (MHz) (mN/m)

1 130 2.5 15 4.0 600 0.51 34 0.8

2 30 0.1 3 0.6 33 3.4 2.2 0.01

12.8 Transducer Performance and Noise Analysis

We turn now to consider a concrete implementation of fluid-based mechan-
ical force detection. Perhaps one of the most important engineering chal-
lenges is that of the readout system, which provides continuous interroga-
tion of cantilever displacement. The devices under study will be referred to as
“cantilevers” but in fact they are somewhat more complex than simple “diving
board” cantilever geometry. Prototypical devices are shown in Fig. 12.2. By
removing a region to create two “legs” near the anchor point at the end of the
device, a higher degree of compliance is attained along with a slight reduction
in cantilever mass. Because these “two-legged” geometries are rather non-
standard, we provide the following approximate expression for the effective
force constant, K, (for point loading at the end of the cantilever) [40]:

K =
Et3

4�3

w +
(
2�3leg − 6��2leg + 6�2�leg

)(
1

wleg
− 2

w

) , (12.11)

The displacement transducer converts the motion of the cantilever into an
electrical signal, in this case this occurs via the strain-induced change of the
resistance of a conducting path patterned from a p+ doped Si epilayer on the
topmost surface of the device [41]. We characterize the transducer’s perfor-
mance by its responsivity (with units volts/m), RT = Ib

∂Rd

∂x , where I is the
bias current, G = ∂Rd

∂x = 3βπ�

2wlegt2 (2� − �leg) KRd is the resistance change per
unit displacement of the cantilever tip and Rd is the two-terminal resistance
of the transducer. RT δx is the signal (in volts) that will be observed for a
tip displacement δx. (Note that this transducer responsitivity is distinct from
the device’s compliance, which is its mechanical responsivity.) Here, the pa-
rameter π� is the piezoresistive coefficient of the p+ transducer material. The
parameter β was introduced by Harley and Kenny to account for the decrease
in ∂Rd/∂x due to the finite thickness of the conducting epilayer and its overlap
with the induced variation of the strain field along the thickness dimension
of the device. For their devices, which are similar to those discussed here,
β ∼ 0.7 [20]; β approaches unity in the limit where the carriers are confined
to a surface layer of infinitesimal thickness.
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To account for the effect of degradation of force sensitivity by read-
out process; we add three additional terms (arising from electrical noise)
to the spectral density of fluid-induced displacement fluctuations, Sγ

x =
4kBTγ |H (f)|2. Again, to assess their role in limiting the practical force
sensitivity of the transducer-coupled device, these must be referred back
to the input, i.e. to the displacement domain using the factor 1/R2

T . The
first arises from the thermal voltage noise of the piezoresistive transducer,
SJ

V = 4kB T Rd, while the second arises from the readout amplifier’s voltage
and current noise, SA

V = SV +SI R2
d, where SV and SI are the spectral density

of the amplifier’s voltage and current noise, respectively. If the response ex-
tends down to low frequencies, we must also consider a third term, the flicker
noise (often termed “1/f” noise) in the transducer, S

1/f
V . The sum of these

fluctuations yields what we term the total coupled displacement noise, which
is the actual displacement sensitivity of the entire system:

S(tot)
x = Sγ

x +
1
R2

T

{
SJ

V + SA
V + S

1/f
V

}
. (12.12)

From this we can determine the coupled force sensitivity of the electro-
mechanical system:

S
(tot)
F = S(tot)

x / |H (f)|2 = 4kBTγeff

+
1

|H (f)|2 R2
T

{
SJ

V + SA
V + S

1/f
V

}
. (12.13)

Fig. 12.2. Calculated Amplitude response functions (defined by Eq. (12.10) in the
text) for two prototypical fluid-loaded nanocantilevers. The curves correspond to
two examples whose properties are delineated in Table 12.1. The Reynolds number
at the vacuum resonance frequency ranges from 0.8 to 0.01 (cf. Table 12.1) and the
response is seen to evolve from nearly critically damped to strongly overdamped
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12.9 BioNEMS: Practical Considerations Determining
Realizable Sensitivity

12.9.1 Maximal Transducer Current Bias

We now investigate the constraints upon the level of current bias that can
be applied. The force sensitivity attainable clearly hinges on the maximum
current level that is tolerable, given that the responsivity is proportional to
bias current, RT = Ib

∂Rd

∂x . However, this applied bias current leads to self-
heating of the device. Several considerations are important in determining
the optimal (maximum) current level: first, the highest tolerable temperature
rise within the device must be considered both at its biofunctionalized tip
(to avoid damage to the SAM) and at the position of peak temperature rise
within the device (to avoid device failure). Additionally, if the electrical el-
ements of the device are unpassivated, it may prove important to limit the
transducer voltage drop to below 0.5 V to prevent undesired electrochemical
processes. Here we consider the self-heating of the device due to electrical
power dissipation. The geometry of the prototype devices causes dissipation
to occur predominantly within the constriction regions, treated as a beam
of width, Wleg, length, �leg, and cross sectional area A (cf. Fig. 12.2) with a
one dimensional heat sink at the supporting end. For x > �leg, a rough esti-
mate of the heat loss to the surrounding fluid may be obtained through the
relationship κSi A d2T

dx2 = κH2OP∇nT , where P is the perimeter around cross-

sectional area A of the beam. Estimating ∇nT ∼ T/w, d2T
dx2 ∼ 2(w+t)κH2O

κSitw2

where κSi = 1.48× 102 W/m K [42] is the thermal conductivity of silicon and
κH2O = 0.607 W/mK [43] the thermal conductivity of water. In the dissipa-
tive region x < �leg we have 2κSitwleg

d2T
dx2 ∼ − I2

b Rd

�leg
+ 4 (wleg + t) T

wleg
κH2O. As

boundary conditions we have that the temperature is continuous at �leg, as is
the heat flux, and the temperature must monotonically decrease for x > �leg.
For a bias current of 30 µA, this calculation yields a temperature rise at the
cantilever tip of 0.01 K. The maximal temperature rise of 0.1 K occurs within
the constricted region, approximately 2.3 µm from the support. For this bias
current, our prototype device yields a responsivity RT = Ib

∂Rd

∂x ∼ 20µV/nm.
With knowledge of these parameters we now estimate the coupled force

sensitivity of the prototype system. For cantilever 1, assuming that a 1 K
rise at the tip is tolerable, the transducer-induced displacement sensitivity

is found to be
√

SJ
V /5×10−13 m/

√
Hz. This number represents the PSD for

displacement fluctuations of the cantilever tip due to thermal mechanical mo-
tion. For a typical low noise readout amplifier with voltage and current noise
levels (referred to input) of ∼4nV/

√
Hz and ∼5 fA/

√
Hz, respectively,1 these

same parameters yield an amplifier term
√

SVA/RT = 2×10−13 m/
√

Hz (this

1 This is a typical value for JFET input low noise amplifiers, for frequencies beyond
the 1/f noise knee.
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Fig. 12.3. Total, coupled force spectral density for cantilever 1. The analytic model,
based upon fluid coupling for an infinite cylinder, is used for analysis of the device
that has parameters shown in Table 1. As described in the text (Eq. (12.14)), the
force noise includes noise contributions from the electrical domain, referred back to
the input (force domain) – specifically, electrical fluctuations arising from Johnson
noise in the piezoresistive transducer and noise from the subsequent read-out am-
plifier. The fluidic fluctuation limit is displayed for reference; at higher bias currents
this is more closely approached

number represents the PSD for displacement fluctuations that would yield a
noise equivalent to the PSD for the combined Johnson and preamplifier noise).

Figure 12.3 shows the coupled force sensitivity per unit bandwidth for
this device, as given by Eq. (12.13). This includes the combined noise from
fluidic, transducer, and readout amplifier sources referred to input (i.e. the
force domain) using the above parameters. For comparison, separate traces
representing only the fluidic noise are displayed; these are calculated from the
Nyquist formula with Eq. (12.7) for the damping term in water.

Figure 12.3 shows that even the largest device (cantilever 1) yields a re-
markably low coupled force sensitivity, [S(tot)

F ]1/2 ≤ 30 fN/
√

Hz for frequencies
below 100 KHz, at a bias voltage of 0.5 V. This means dynamical measure-
ments on the ∼10 µs scale are possible for absolute forces on the level of < 8 pN
without averaging. This is comparable to the average force of a single hydrogen
bond (∼10 pN) [45, 46, 47], whereas typical antibody-antigen binding forces
are in the 50–300 pN range [48, 49]. Two higher bias voltages are also shown in
Fig. 12.3. The heating at the cantilever tip remains modest at these voltages.
For a bias voltage of 4.3 V across the device, the expected temperature rise at
the tip is only 0.9 K, and a coupled force sensitivity [S(C)

F ]1/2 ≤ 33 fN/
√

Hz
for frequencies below 500 KHz can be attained. This is only 20% above
the thermomechanically determined thermal noise floor and means that
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dynamical measurements on the ∼2 µs scale are possible for absolute forces
on the level of <22 pN without averaging.

In Fig. 12.3 the transducer noise is clearly dominant. At fixed voltage, V,
the Johnson noise contribution to the force sensitivity is given by

√
SJ

F =
4t2

√
2wleg�legρepikBT

3βπ�V (2� − �leg)
√

tepiK |H (f)|
. (12.14)

where the product K |H (f)| is a dimensionless response function (Fig. 12.1).
It is clear from Eq. (12.14) that to minimize the Johnson noise it is desirable
to maximize β, π� and V. Since π� decreases with increasing doping (boron
concentration), [37, 44] in the Johnson noise limited regime it is desirable
to work at low doping concentrations. (Below 1 × 1017 cm−3π� is essentially
independent of doping concentration.) While modest improvements can be
made in these areas, there is more potential in improved device design through
the reduction of device dimensions, particularly wleg, t, and �leg. It is actually
also beneficial to increase the total device length � although this increased
sensitivity comes at the expense of bandwidth. However, by far the greatest
improvement is achieved through a reduction in device thickness.

With these considerations in mind we evaluate an additional device; can-
tilever 2, for which the dimensions have been reduced. We stress that all of
these dimensions, as tabulated in Table 12.1, are practical ; they are read-
ily achievable by top-down nanofabrication processes in our laboratory. For
cantilever 2, with dimensions tabulated in Table 12.1, we obtain Rd = 270
kΩ and ∂Rd/∂x = 9.9 × 109 Ω/m. We again first assume that a maximum
voltage drop across the device of 0.5 V is tolerable. The resulting force sen-
sitivity is shown in Fig. 12.4. This smaller device provides very impressive
force sensitivity: [S(tot)

F ]1/2 ≤ 6 fN/
√

Hz for frequencies below 0.5 MHz. This
permits dynamical measurements on the 2 µs scale with force resolution at
the 4 pN level without averaging. For a larger bias voltage of 4.1 V across the
device, the bandwidth can be increased to 2 MHz while maintaining a coupled
force sensitivity [S(tot)

F ]1/2 ≤ 8 fN/
√

Hz, allowing dynamical measurements on
the 500 ns time scale for absolute forces at the 10 pN level. Again, resulting
temperature rises for these higher biases are negligible on biochemical scales.

12.9.2 Low Frequency Displacement Transducer Noise

An important consideration is the low-frequency “flicker” noise that arises
within the transducer under conditions of current bias from its intrinsic re-
sistance fluctuations, S1/f = I2

b SR. An empirical model first proposed by
Hooge [50] and applicable where the number of carriers is small, relates the
spectral density of the transducer’s resistance fluctuations to the number of
carriers involved in conduction, SR = ς R2

d/Nf . Here, ς is a sample-specific
materials parameter and N is the number of carriers within the sample. This
formula assumes uniform conduction; based upon the work of Harley and
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Fig. 12.4. Total coupled force spectral density for cantilever 2. The noise per-
formance obtained is again qualitatively similar to that of the two larger devices
considered, but substantially higher sensitivity is obtained for this, the smallest de-
vice analyzed. Note that at frequencies <1 MHz, the transducer is quite capable
of matching the thermodynamic limit imposed by Brownian fluctuations, and the
coupled sensitivity remains within about 20% of the fluidic noise floor at a bias
voltage of 0.5 V. Below 0.25 MHz, the spectral density is only of order 5 fN/

√
Hz

(for reasonable bias voltages). The low frequency noise rise in these spectra includes
the expected contributions from low frequency resistance fluctuations arising within
the piezoresistors (see text), which is more clearly displayed in Fig. 12.5

Kenny [44] this is a reasonable approximation if N is taken to represent the
combined number of carriers in the two legs, and from their work we expect
ς ∼ 10−5 for our devices. (This assumes a 3 hour anneal at 700◦C.) Based
on numerical calculations of the depletion length, the number of carriers in
the doped region is estimated to be 1.2 × 104 for cantilever 2.2 In the plots
of Fig. 12.5 we have included the low frequency flicker noise for this device
at the current bias levels used in Fig. 12.4. Note that above about 10 kHz
the total noise floor for the coupled device is dominated by either Brownian
fluidic fluctuations or the combined Johnson noise of the transducer and its
readout amplifier.

2 In addition to concerns over the depletion length, one might be concerned as to
whether a total thickness of 30 nm (comprised of 7 nm doped and 23 nm intrinsic
silicon) is feasible due to migration of carriers into the intrinsic region. Numerical
calculations show that for this dopant concentration, 2.3 nm into the intrinsic
region, the concentration of holes has dropped by about an order of magnitude,
and by 7.3 nm it has dropped by 2 orders of magnitude.
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Fig. 12.5. Total, low frequency, transducer-coupled force spectral density for can-
tilever 3. The increase in the low frequency spectral densities arises from flicker noise
processes in the displacement transducers (see text). This unavoidable voltage noise
contribution from the semiconducting piezoresistors of cantilever 3 (cf. Table 12.1) is
referred back to the input (force domain) and contributes to the overall noise spectra
for the transducer-coupled devices. As can be seen, despite this contribution, above
a few kHz the low frequency noise is not significant for these cantilever dimensions

12.10 Simulations of the Stochastic Dynamics
of Fluid-Coupled Nanocantilevers

To realize the goal of making single molecule biophysical measurements with
NEMS it is important to have a baseline of understanding concerning their
stochastic motion in the absence of any immobilized biomolecules. In our
previous discussion we have modeled the stochastic dynamics of a long and
slender cantilever (as is common in atomic force microscopy) by coupling the
classic equations of beam elasticity with the two dimensional flow field around
an oscillating circular cylinder [33, 52]. However, the nanoscale biosensors we
are developing raise new concerns that require a more precise and quantitative
approach. Four of these concerns are discussed below.

(1) The cantilevers under consideration are an order of magnitude smaller
than those considered in the past. As a result, the fluidic damping is much
stronger and the fluid coupling with the cantilevers is large. When there is
less dissipation (i.e. for devices with higher Q) it is possible to take advan-
tage of the fact that the mode shape of the cantilever remains unchanged by
developing an analytical solution based upon an expansion of these modes.
However for the BioNEMS cantilevers under consideration here the complex
and highly dissipative flow field affects the beam mode shapes, making this
approach quite difficult. (2) The geometries under consideration are actually
not simple cantilevers but are instead complex structures designed to im-
prove experimental measurement (cf. Fig. 12.2). The flow field around these
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complex geometries is also more complicated and, for example, the flow field
off the tip of the cantilever is now also of importance. As a result, the approx-
imation of an oscillating cylinder of infinite length is no longer appropriate.
(3) Advanced mechanical bioassays involve multiple cantilevers – for exam-
ple, cantilevers biofunctionalized for different target biomolecules and placed
in close proximity to one another. Their proximity results in mutual coupling
of the cantilevers through the intervening fluid. Understanding, and ideally,
exploiting this fluidic coupling will be an important and essential component
in advanced BioNEMS designs. This mutual fluidic coupling imposes impor-
tant, ultimate limits to the performance of complex BioNEMS assays. First,
it determines the maximum density at which BioNEMS arrays can be as-
sembled. Second, for force transmission assays (§15.2 and Fig. 12.11), it also
determines the threshold force magnitude that is detectable, i.e. it sets the
biomolecular coupling required to exceed this unavoidable background fluidic
coupling. There is currently no analytical theory available to quantitatively
describe the fluid coupled motion of arrays of elastic structures. (4) For many
lab-on-a-chip applications arrays of biosensors will be placed in small volumes,
comparable in size to the sensors themselves. The fluid disturbance caused by
an oscillating cantilever is long range compared to its dimensions. As the can-
tilevers are scaled in size downward the range over which fluidic effects are
significant increases. For the BioNEMS devices this can be on the order of
microns.

12.11 Stochastic Dynamics
of Fluid-Coupled Nanocantilevers: Theoretical Approach

A possible approach to the analysis of fluid-coupled nanomechanical de-
vices would be to perform a stochastic simulation allowing resolution of the
Brownian dynamics of the surrounding fluid and the cantilever. This approach,
however, would be both extremely difficult and computationally intensive. On
the other hand, we can exploit the fact that the system is always at, or near,
thermal equilibrium. This consideration allows use of powerful concepts of sta-
tistical mechanics such as the fluctuation-dissipation theorem. Utilizing this
has led to a deterministic numerical approach that allows the stochastic dy-
namics of BioNEMS cantilevers to be calculated with sufficient accuracy to
model the experimental devices and their performance. Below we discuss in
more detail how this is accomplished; the logic follows the development given
by Paul and Cross [30].

For the case of fluid loaded cantilevers, the fluctuations are caused by the
collisions of fluid molecules with the cantilever and the dissipation is due to
the fluid viscosity. However, dissipation from other sources such as the internal
elastic dissipation of the cantilever could be included if desired.

The approach can be clearly described using a classical formulation of
the fluctuation-dissipation theorem [53, 54]. Consider a dynamical variable
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A which is a function of the microscopic phase space variables consisting of
3N coordinates and conjugate momenta of the cantilever, where N is the
number of particles in the cantilever. For now we will leave A general but, in
what follows, it will represent displacement of a nanomechanical device, e.g.
deflection of a cantilever tip. Next, consider the situation where a force F (t)
that couples to A is imposed. In this case the Hamiltonian of the system is,

H = Ho − AF (t) , (12.15)

where H0 is the Hamiltonian of the system in the absence of the force F (t).
We are interested in the linear response, or in other words, we are interested
in the case where F (t) is very small. For the special case of a step function
force applied in the distant past and turned off at t = 0,

F (t) =
{

Fo for t < 0
0 for t ≥ 0 . (12.16)

In the linear response regime, the change in the average value of a second
dynamical quantity B from its equilibrium value in the absence of F is given
by,

∆ 〈B (t)〉 = βFo 〈δA (0) δB (t)〉o . (12.17)

Here β = (kBT )−1, kB is Boltzmann’s constant, T is the absolute tempera-
ture, δA = A − 〈A〉o, δB = B − 〈B〉o and the subscript zero on the average
〈〉 denotes the equilibrium average in the absence of the force, F . (Here, as
above, we are considering B as a general parameter, but in what follows we
shall specify it as displacement of a second, adjacent nanomechanical device.)
Thus, by rearranging the above expression, a relation for the general equilib-
rium cross-correlation function is found in terms of the linear response as

〈δA (0) δB (t)〉o =
kBT

Fo
∆ 〈B (t)〉 . (12.18)

This result is exact in the approximation of classical mechanics and linear
behavior. If, in addition, the dynamical variables are sufficiently macroscopic
such that the mean 〈B(t)〉 can be calculated using deterministic, macroscopic
equations, we have our desired result. In other words, if ∆〈B(t)〉 can be cal-
culated deterministically from simplified analytical models, experiment, or
numerical simulations then Eq. (12.18) will yield the desired result describing
the precise stochastic dynamics that would be measured in experiment. The
frequency response is given by the noise spectrum which is the cosine Fourier
transform of Eq. (12.18).

An important advantage of this approach is that the full correlation func-
tion is given by a single deterministic calculation. This becomes particularly
straightforward for the response of the system to the removal a step force. The
approach is advantageous for the low-quality factor (Q) dynamics characteris-
tic of fluid-damped nanoscale cantilevers, since their spectral response is very
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broad and a large number of fixed-frequency simulations would otherwise be
needed to characterize this response. Finally, Eq. (12.18) allows the calcula-
tion of the correlation function and noise spectrum of precisely the quantity
that is measured in experiment. This is accomplished by first tailoring the
applied force to couple to one physical variable measured in the experiment
(A), and then determining the effect on the second physical variable (B). For
the case of the BioNEMS sensors discussed in the previous section, the dis-
placement of the cantilever is measured through the strain of a piezoresistive
layer near the pivot point of the cantilever. It is possible to tailor the force F
to couple to this distortion, and so determine the “strain-strain” correlation
function of one or more cantilevers.

12.12 Stochastic Dynamics of Fluid-Coupled
Nanocantilevers: Implementation and Results

The numerical problem is reduced to the deterministic calculation of the re-
sponse of a fluid-immersed elastic body to the removal of step force. Numeri-
cal methods for such fluid-solid interaction problems are quite well developed,
both in the research literature as well as in industry (see for example [55,56]).
We have validated this approach to calculate the stochastic dynamics of an
AFM cantilever in fluid [30]. We now demonstrate how this approach can be
used to calculate the auto- and cross-correlation functions for the displace-
ments x1(t) and x2(t) of the tips of one or two nanoscale cantilevers with
experimentally-realistic geometries, as shown in Fig. 12.6. For this case nei-
ther analytical nor, at present, experimental results are available; this makes
the numerical approach a valuable tool for developing further insight. These

Wall WallX1(t) X2(t)

F1

fluid

x

y

s

Fig. 12.6. Schematic of two adjacent cantilevers immersed in fluid. The step force
F1 is released at t = 0 resulting in the deterministic cantilever motion referred
to by X1(t). The deterministic motion of the adjacent cantilever is, X2(t), and is
driven through the response of the fluid. The cantilever separation is given by s.
The numerical simulations are three-dimensional (the figure shows only a side view)
and the cantilevers are placed in a large box (only the side-walls are shown in the
figure) with the no-slip boundary condition on all surfaces
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calculations are accomplished by first calculating the deterministic response
of the displacement of each tip, denoted as X1(t) and X2(t), after switching
off at t = 0 a small force applied to the tip of the first cantilever, F 1, given by
Eq. (12.16). For this case the equilibrium auto- and cross-correlation functions
for the fluctuations x1 and x2 are precisely,

〈x1 (t) x2 (0)〉 =
kBT

F1
X1 (t) , (12.19)

〈x2 (t) x1 (0)〉 =
kBT

F1
X2 (t) . (12.20)

The cantilever autocorrelation function and the two cantilever cross-
correlation functions are shown in Fig. 12.7 (a) and (b), respectively. The
quantities actually measured in experiment, the noise spectra G11 (f) and
G12 (f), are simply the cosine Fourier transforms of the auto and cross-
correlation functions, respectively, and are shown in Fig. 12.8 (a) and (b).

It is informative to explore these results further. The autocorrelation at
time t = 0 is 〈x1 (0) x1 (0)〉 ≈ 0.471 nm2. The square root of this gives an
indication of the cantilever deflection due to Brownian motion that would be
measured in an experiment; this yields a deflection of 0.686 nm or about 2.3%
of the thickness of the cantilever. The cross-correlation of the Brownian fluc-
tuations of two cantilevers is small compared with the individual fluctuations.
The largest magnitude of the cross-correlation is –0.012 nm2 for s = h and
–0.0029 nm2 for s = 5h. Notice that tuning the separation could be used to
reduce the correlated noise in some chosen frequency band.

The variation in the cross-correlation behavior with cantilever separation
as shown in Fig. 12.7 can be understood as an inertial effect resulting from the
non-zero Reynolds number of the fluid flow. The flow around the cantilever
can be separated into two components. The first is a potential component,
which is long range and propagates instantaneously in the incompressible
fluid approximation. The second is a vorticity-containing component which
propagates diffusively. For small cantilever separations the viscous component
dominates for nearly all times, and the result of this is an anticorrelated
response of the adjacent cantilever. This behavior is in agreement with an
experimental study of the hydrodynamic coupling between two micron scale
beads in fluid [57]. However, with increasing cantilever separation the amount
of time during which the adjacent cantilever is subject solely to the potential
flow field increases resulting in the initially correlated behavior.

12.13 Implementation of Practical Biosensing Protocols

In this section we outline the translation of conceptual device design into
realistic biosensing protocols. Possible BioNEMS sensors can be differenti-
ated into two main classes that we describe in turn below: single cantilever
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Fig. 12.7. Absolute predictions of the auto- and cross-correlation functions of the
equilibrium fluctuations of a fluid-coupled pair of BioNEMS cantilevers. The calcu-
lation assumes the cantilevers are configured as shown in Fig. 12.6. Panel (a) shows
the autocorrelation of the fluctuations; panel (b) shows their cross-correlations. In
panel (b) 5 different cantilever separations (from 5 independent numerical simula-
tions) are shown for s = h, 2h, 3h, 4h, 5h. (Only s = h, 5h are labeled; the remaining
curves lie between these values in sequential order.) The initial conditions are a step
force applied to the tip of the first cantilever, F1 = 0.75 pN at t = 0. The dashed line
indicates where the cross-correlation is equal to zero, and is included here to high-
light the novel bipolar evolution of the cross-correlations as separation is increased

and multiple-cantilever devices. Single cantilever devices can be actuated
in a number of ways including: piezoelectric actuation – e.g., via a piezoelectric
actuation element patterned locally upon the cantilever; fluidic actuation –
e.g., via pulsatory fluidic drive delivered through the microfluidic environ-
ment in which BioNEMS devices are housed [58]; magnetic actuation – e.g.,
via inclusion of nanomagnets upon the cantilever tip and use of external or
on-chip drive coils [40]; or by “passive actuation” – i.e., stochastic sensing,
which employs Brownian fluctuations as the “drive” force [2,40]. Independent
of the method of actuation employed, device response in fluid is governed by
the response function discussed previously.

Biosensing with NEMS is based upon effecting a change in the dynamical
properties of the device upon capture of a target analyte. To realize this, the
device must be biofunctionalized in a manner such that the immobilization
event induces a change in device response – either through change in the
device compliance, a change in its damping, or by the imposition of new



12 BioNEMS: Nanomechanical Systems for Single-Molecule Biophysics 263

f (MHz)

G
11

(f
)

(1
0-6

nm
2

H
z-1

)

0 1 2 3 4

0.4

0.8

1.2

(a)

f (MHz)

G
12

(f
)

(1
0-8

nm
2

H
z-1

)

0 0.5 1 1.5 2

-9

-6

-3

0

3
s = h

s = 5h

(b)

Fig. 12.8. Noise spectra and cross-noise spectra for a fluid-coupled pair of nanocan-
tilevers. Panel (a): The noise spectrum, G11(f). Panel (b): The noise spectrum,
G12(f), as a function of cantilever separation, s, for two adjacent experimentally
realistic cantilevers. Five separations are shown s = h, 2h, 3h, 4h, 5h where only
s = h, 5h are labeled and the remaining curves lie between these values in sequential
order

correlations or actuation forces as a result of target immobilization. We now
consider concrete realizations for each of these types of devices.

12.13.1 BioNEMS Detection Based on a Change
in Device Compliance

The binding of an analyte will lead to a change in the cantilever’s effective
spring constant if its immobilization forms a structural bridge between the
motional element and some other body. This is most effective if the other
body is a rigid structure; Fig. 12.9 shows such a device in which a cantilever
becomes tethered to a rigid dock upon target capture. In this example, the fine
gold lines at the cantilever tip and along the dock in the vicinity of the tip are
functionalized with a receptor that is specific to the analyte of interest. This
illustrates the general protocol involving the binding of an analyte between
two functionalized regions to form a biomolecular bridge, which increases the
effective device spring constant.

12.13.2 BioNEMS Detection Based on a Change
in Device Damping

The analysis of Sects. 12.9 and 12.10 makes it clear that fluid coupling de-
pends upon the cross-sectional surface presented by the device, normal to
the direction of its motion. To effect a measurable change in this coupling,
the cross section presented must be increased by some fraction of the total
effective surface area; the absolute fractional change required depends upon
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Fig. 12.9. BioNEMS device employing single-analyte detection via change in device
compliance. In these devices analytes bind across the gap between the active can-
tilever and the dock, and their immobilization is reflected as a measurable change
in the overall device compliance [58]. This particular family of devices is config-
ured for detection of bacterial pathogens; the fine Au lines at the active device tip
and on the dock are biofunctionalized with antibody-terminated alkanethiol SAMs
[59]. Electrical connections to these lines permit electrically-activated biofunction-
alization protocols in situ. Upon specific binding, the target pathogens subtend the
submicron gap between these biofunctionalized regions (see magnified view in the
inset). Both the gap width and the two biofunctionalized regions are specifically
tailored to capture an individual biological target of interest

the measurement resolution. These considerations make it clear that the ef-
fective surface area of an analyte to be detected must be sufficient as to lead
to an appreciable change in the fluid loading of the device. If this is the case,
then the binding of an analyte can lead to a direct change in the device re-
sponse through an increase in damping. This, in turn, leads to a change in
the response function of the device which can also lead to a change in the
requisite driving force (the latter would be the case for both fluidic drive and
drive based on Brownian fluctuations). This “damping assay” is conceptually
depicted in Fig. 12.10.
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(a) (b)

Fig. 12.10. Schematic of analyte detection based on single-cantilever devices. These
images detect two single-molecule sensing modalities that remain effective for
heavily-fluid damped nanomechanical sensors, even when the associated molecu-
lar mass-loading is undetectable [2]. Hence, these are not mass sensing protocols.
(a) Detection based upon a change in device compliance. The presence of a single
biomolecular bond changes the force constant of the device sufficiently to alter its
vibrational properties in fluid, as described in the text. (b) Detection based upon a
change in device damping. The immobilization of a target analyte causes increased
damping which is detectable by the resulting change in the device response function.
The impact of an individual analyte binding event can be amplified by attaching a
“label”, e.g., a star dendrimer, which causes enhanced fluid coupling (compared to
that which is induced by immobilization of an unlabelled analyte)

12.13.3 Coupled, Multiple-Cantilever Devices

More sensitive detection schemes can be based upon the use of two or more
coupled cantilevers. These multiple cantilever devices fall into two general
classes schematically depicted in Fig. 12.11, namely stochastic sensors and
actively-driven sensors.

Stochastic sensors make use of Brownian fluctuations of the fluid for their
“actuation.” As discussed previously, adjacent cantilevers are coupled by lo-
cal fluidic correlations. If placed sufficiently far apart, these background cor-
relations can be very small, and the immobilization of a biomolecular target
between the two devices, as depicted in Fig. 12.11(a), can induce new, mea-
surable correlations between their motion in the Brownian drive “field.”

Actively-driven “force transmission” devices involve, at minimum, two can-
tilevers, one of which is actuated while the second serves as a sensor. This is
shown schematically in Fig. 12.11(b). Ideally, for such a detection scheme
there would be no background coupling between the actuator and sensor
in the absence of analyte binding. Again, in reality there is a background
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(a) (b)

Fig. 12.11. Schematic of two-cantilever, analyte-coupled devices. In these devices
coupling between the adjacent cantilevers is induced by specific interactions be-
tween immobilized biomolecules [2]. (a) Passive stochastic correlation sensing. In
this modality the biomolecular linkage induces additional motional correlations be-
tween two cantilevers – correlations that exceed the “parasitic” background present
due to mutual fluidic coupling (see text). (b) Active driver/follower lock-in force
sensing. This two-cantilever sensing protocol involves an actuator cantilever that is
actively-driven (the “driver”), which imparts forces of specific frequency and phase
to a second detector sensor (the “follower”). The resulting “lock-in” force detection
provides increased resolution of the binding of an analyte linking two cantilevers.
Both of these concepts can be translated into realistic two-cantilever biosensor pro-
tocols in multiple ways. For example, a pre-programmed linkage (such as pictured
above) can be designed to become destabilized upon the arrival of a target analyte
that displaces an initial ligand to bind with the immobilized receptor with higher
affinity. Alternatively, a high specificity, two-cantilever sandwich assay may be
formed by functionalizing the adjacent cantilever pair with two different immobi-
lized antibodies, which then permit specific binding to two different epitopes upon
the same individual target antigen

coupling imposed by the fluidic coupling of the devices discussed previously.
This imposes a minimum threshold for the strength of the analyte-induced
coupling [60]. With a three-cantilever design (using two actuators, driven with
a specific phase difference, and one follower) it is possible to place the sen-
sor in a “node” of the fluidic coupling from the two actuators so that a null
baseline can be achieved [2].

12.13.4 Practical Considerations

Embedding the BioNEMS device in a microfluidic assembly is essential in
order to complete the goals of simplification and miniaturization for which
the integrated sensors were chosen [40]. Single-molecule biosensing protocols,
in some sense, become practically useful only within microfluidic assembly
where total fluidic volumes is minimized, recirculation protocols can be real-
ized to create enhanced binding probabilities, and the environment to which
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the device is exposed can be actively controlled. The silicon devices discussed
here are readily compatible with most of the common microfluidic designs,
including surface-micromachined [61] and polymer- [62,63] based protocols.

12.14 Specificity and the Stochastic Nature
of Single-Analyte Binding Events

The biomolecular specificity of the devices discussed herein is governed en-
tirely by their biofunctionalization; this is the biosensors true “front end.”
Hence, surface biochemistry of the analyte-receptor interaction is critical –
high affinity capture probes will ensure a highly selective response with good
rejection of non-specific background interactions. The design of high affinity
capture probes is clearly absolutely essential to future progress and real ap-
plications in all areas of biosensing, and this includes BioNEMS. However,
discussion of this important topic is outside the scope of the present review.

The stochastic nature of single molecular events certainly makes for inter-
esting science, but its also opens very significant new challenges for biosensing.
This is true both in terms of device design and interpretation of data that is
acquired [64]. For biosensing, it is usually “go/no-go” sensing, rather than the
ensemble-averaging of events, that is the goal. Hence, protocols must be for-
mulated that deal directly with such considerations, for example, as the fact
that the residence time and binding constant for individual events – that is
successive events involving the same biochemical species – may vary [65]. One
possible avenue to minimize this intrinsic “uncertainty,” i.e., provide biosens-
ing protocols with high confidence levels even for single-shot measurements,
is to make use of extremely high-affinity capture probes. This, again, puts
the onus upon obtaining or developing optimal biofunctionalization; with ex-
tremely high affinity capture probes, false positives will be minimal and res-
idence times will be sufficiently long as to permit temporal rejection of the
ubiquitous background of non-specific binding. A second approach, which we
have involved in our work, involves electrically-actuated analyte release [59].
This utilizes the fact that, although capture is a stochastic process, release
after capture can be programmed deterministically, and the resultant response
used to provide good rejection of false positives [2].
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13.1 Introduction

During the last two decades, biotechnology research has resulted in progress in
fields as diverse as the life sciences, agriculture and healthcare. While existing
technology enables the analysis of a variety of biological systems, new tools
are needed for increasing the efficiency of current methods, and for developing
new ones altogether. Interest has grown in single molecule analysis for these
reasons.

The ability to detect single molecules provides a number of advantages
in biomolecular analysis [1–10]. One benefit is an increase of quantification
accuracy, as analysis occurs at the ultimate resolution limit. Single molecule
techniques also consume less reagent than conventional techniques, and re-
duce analysis times. Mass production of micro-total-analysis-systems with the
ability to analyze single molecules could increase the scope of otherwise pro-
hibitively expensive and protracted processes, such as genomic sequencing and
drug discovery. In addition to increasing the efficiency of existing technologies,
single molecule analysis grants access to information that is otherwise unob-
tainable. The characteristics of biomolecular reactions are of interest in this
regard. Molecular biologists have used conventional methods to study the en-
semble characteristics of many systems. While this approach yields important
information regarding the average behavior of a system, it tells little about
the specific behavior of single molecules. This includes the time evolution and
statistical distribution of parameters obscured by traditional techniques.

A variety of nanofabricated structures have emerged as potential tools
for single molecule analysis. Several nanostructures have been developed for
enhanced optical detection, including quantum dots [11–13], metallic nanobar-
codes [14], and nanometric slits [15]. Two optical structures in particular have
demonstrated their utility for single molecule analysis – fluidic channels with
submicrometer and nanometer dimensions, and optical nanostructures known
as zero mode waveguides. Fluidic channels provide controlled transport of an-
alytes through a subfemtoliter focal volume, while zero mode waveguides have
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a focal volume in the zeptoliter range that enables single molecule detection
at micromolar concentrations. Consequently, the two structures have distinct
applications in single molecule analysis. Nanofabricated structures have also
been designed to physically confine and manipulate biomolecules at molecular
length scales. Entropic traps, for example, use alternating regions of high and
low molecular confinement as a molecular separation mechanism. A variety
of other mechanisms have been utilized, including solid state nanopores, dif-
fusion arrays [16], post arrays [17, 18] and nanochannels for confinement of
DNA [19–21].

In many of these cases, fluorescence microscopy is used for single molecule
detection. Continuous wave lasers are typically used as spatially confined and
spectrally isolated excitation sources [22]. Because organic fluorophores can
emit many photons in a separate band of the visible spectrum, high signal to
noise ratios are achievable. As fluorescent molecules move through the device
focal volume, they are excited and emit fluorescence. Some fraction of the
emitted fluorescence is collected with a high numerical aperture microscope
objective. The fluorescent signal is filtered, and in the case of a multicolor
experiment, split into two color channels. The signal can then be focused on
one or more optical fibers, used simultaneously as pinholes apertures and to
transmit the light to photodiodes for transduction and amplification. ICCD
cameras are also frequently used for device imaging.

13.2 Nanostructures for Optical Confinement

13.2.1 Fluidic Channels

A principal advantage of performing single molecule spectroscopy in nanofab-
ricated structures is the small focal volume provided by the device. A small
focal volume reduces the amount of extraneous fluorescent material observed,
such as buffer solution and associated impurities, in addition to the analyte
of interest. This increases the signal to noise ratio of single molecule detec-
tion. A small focal volume also extends the range of solution concentrations
at which single molecule detection is possible. The instantaneous occupation
probability of the focal volume is determined by a Poisson distribution:

Pk(x) =
kxe−k

x!

Where k is the mean number of particles per unit focal volume, given by
the solution concentration, and x is the instantaneous occupancy of the focal
volume. As the size of the focal volume is reduced, the probability of more
than one analyte simultaneously occupying it becomes small, even at high
solution concentrations. This is an important consideration for single molecule
spectroscopy of biological reactions for which a high concentration is required,
typically in the micromolar regime.
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Fig. 13.1. A schematic of a typical submicrometer fluidic channel with a laser
beam focused on the center for excitation of flowing analytes. The channel defines
the width and depth of the resulting focal volume, while the length is defined by the
excitation profile and optical configuration

A natural focal volume to consider for the sake of comparison is that of a
diffraction limited spot produced by a high numerical aperture objective. The
full-width at half-maximum of such a spot is defined as [23]:

.61λ

NA

where λ is the wavelength of the light and NA is the numerical aperture of the
objective. In the case of light with a wavelength of approximately 500 nm, and
a numerical aperture of 1.2, a diffraction limited spot has lateral dimensions
of approximately 200 nm. The use of pinhole apertures can limit the depth
of focus to approximately 1 µm, yielding a focal volume of approximately
0.4 fL. Nanofabricated structures generally have focal volumes less than or
equal to this value, depending on the optical setup. In the case of a fluidic
channel, the laser profile and microscope configuration define the length of
the focal volume, while the channel dimensions define its width and depth, as
shown in Fig. 13.1. Typical focal volumes for submicrometer fluidic channels
range from 0.1 to 0.5 fL.

Because the dimensions of nanofabricated structures are less than or on the
order of the wavelength of light used for fluorescence excitation, it is possible
to define the focal volume as a region of constant intensity in some region of the
structure. This enables uniform excitation and analysis of molecules entering
the device. This is an important issue when quantifying various aspects of
fluorescence emission, such as photon burst intensity and length. If single
molecule detection and counting are the only goals, this need not be an issue.
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Consider the intensity profile of a laser beam focused by a high numerical
aperture microscope objective. The intensity is approximated by a gaussian
distribution in the two lateral dimensions, and an elongated gaussian in the
axial dimension. If the back aperture of the objective is overfilled with an
expanded laser beam, a diffraction-limited spot is created, with lateral di-
mensions on the order of 200 nm. If the objective back aperture is underfilled
with a tightly collimated laser beam, the resultant intensity profile can have
a 1/e decay distance of several micrometers across the width of the spot [23].
If a structure such as a fluidic channel with submicrometer or nanometer di-
mensions is placed at the center of such a spot, the excitation intensity will be
approximately uniform across the width and through the depth of the struc-
ture. In the case of a diffraction-limited laser spot, a channel with dimensions
on the order of 50 nm is necessary to achieve uniform intensity. With a larger
spot, 500 nm channels can be uniformly illuminated across the width and
depth. In either case, the intensity will vary as a gaussian distribution along
the length of the channel. When using a confocal microscope, correct selection
of pinhole apertures can limit the length of the laser spot along the channel
to approximately one micrometer.

Another advantage specific to fluidic channels with submicrometer and
nanometer dimensions is that every molecule that enters the channel is in-
dividually analyzed. This is in contrast to diffusion-limited single molecule
spectroscopy, where an unknown and potentially small fraction of the sample
is analyzed. Furthermore, when diffusion is relied upon to deliver analytes to
the focal volume, large molecules with small diffusion coefficients may never
be observed.

In addition to detecting each molecule that enters the device once, fluidic
channels enable much higher throughput than diffusion-limited single molecule
spectroscopy. Because analytes can be driven rapidly through the channel, it is
possible to analyze a statistically significant number of analytes in a relatively
short period of time. Furthermore, because fluidic channels are amenable to
massively parallel integration, they are well-suited for ultrahigh throughput
single molecule spectroscopy applications.

Precise control over fluid flow and particle motion in fluidic channels has
a number of benefits for single molecule spectroscopy. One result is a more
uniform distribution of analysis times than is otherwise achieved in a diffusion-
limited experiment. This is an important factor to consider when quantifica-
tion of fluorescence emission is an objective of the experiment, and analysis
time uniformity is an important control. Flow control also allows the use of
channels in a variety of experiments with different requirements. In an ex-
periment limited by the signal-to-noise ratio, such as the detection of single
fluorophores, the flow rate can be decreased to achieve longer analysis times.
This results in an increased number of collected photons from each molecule
and a corresponding increase in signal-to-noise ratio. In an experiment lim-
ited by detection statistics, such as the quantification of a low concentration
species, the flow rate can be increased for rapid analysis of a greater number
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of particles. In practice, a compromise between the two is chosen based on the
needs of the particular experiment.

There are a number of techniques to transport analytes through the chan-
nel and focal volume. A commonly used method is electrokinetic [24,25] drive,
in which an electrical bias is applied across the two sample reservoirs on either
end of the channel. This results in two primary physical phenomena, including
electrophoresis [26–30] of charged particles and electroosmosis [31,32] of bulk
fluid. In the case of electrophoresis, charged particles are attracted to their
counter-electrodes with a velocity given by:

vep =
qE

6πηr

where q is the effective screened charge of the particle, E is the electric field,
η is the viscosity of the solution, and r is the hydrodynamic radius of the
particle. The second main effect, electroosmosis, occurs when the glass surfaces
of the fluidic channel are wetted and become negatively charged by ionization
and adsorption. The negative channel surfaces attract a layer of cations from
solution. This double-layer [33–35] of cations is then attracted towards its
counter-electrode, and via shear forces drags the bulk fluid contained within
the channel along with it. This results in a uniform fluid velocity given by:

veo =
ζεE

η

where ζ is the Zeta potential of the wall and ε is the dielectric constant of
the liquid. Electroosmosis can be used to drive neutral analytes through the
channels, since they are dragged along with the moving fluid. Because particle
velocity scales linearly in both cases, control over particle motion in the case
of electrophoresis, and fluid flow in the case of electroosmosis, is a simple
process.

Application of hydrostatic pressure is another method of transporting ana-
lytes through fluidic channels with submicrometer and nanometer dimensions.
Pressure drive has the advantage of exhibiting no dependence on solution
chemistry and analyte charge. However, a detrimental effect of this technique
is the parabolic velocity profile across the channel width and depth, resulting
in a broad range of analyte speeds. If single molecule detection and counting
is the sole purpose of the experiment, this range of particle speeds need not
be an issue. If quantification of fluorescent emission is sought, however, this
large velocity distribution in turn broadens the distributions of analysis times.
This can hinder analysis of photon burst histograms. Additionally, pressure
drive results in an average velocity that scales with the square of the channel
diameter, making it unfavorable for submicrometer and nanofluidic channels.

Because of the large surface-to-volume ratio of nanofabricated structures,
surface interactions are a frequent occurrence and are an additional cause of
a variety of problems in single molecule analysis.
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One issue is when fluorescent molecules adsorb to the surfaces of the struc-
ture in close proximity to the focal volume. This can increase fluorescent back-
ground and consequently decreases the signal to noise ratio of single molecule
detection. Surface interactions can also generate a population of slow mov-
ing or stuck analytes near the device surfaces, in addition to those flowing or
diffusing unhindered through the rest of the device. This broadens the dis-
tribution of observation times and hinders analysis of autocorrelation curves.
Adsorption of analytes can also be a factor in clogging, which is particularly
problematic when a microfluidic channel narrows to a nanofluidic constriction.
Adsorption may also result in the loss of low concentration analytes.

Interactions between surfaces and analytes in solution can be diminished
via an assortment of surface treatments [36]. The surface charge and chem-
istry of the device can be altered by plasma and chemical exposure. Permanent
coatings, such as a silane monolayer [37, 38], are applied before the channels
are wetted. Dynamic coatings, including a variety of polymers [39,40], surfac-
tants [41, 42] and biological agents [43, 44], are added to the running buffer
solution and continually coat and refresh the channel walls.

13.2.2 Fabrication

A variety of techniques are used for the fabrication of structures with sub-
micrometer and nanometer dimensions. Conventional photolithography is an
attractive choice for larger structures, while electron beam lithography re-
mains the popular for smaller nanoscale structures. A number of methods
bridge the gap between the two.

Lithography techniques adopted from the semiconductor industry are com-
monly used to fabricate a variety of submicrometer and nanometer sized struc-
tures. Lithography allows the precise definition of features and integration of
structural elements across a wide range of size scales. Photolithography is used
to pattern features ranging in size from millimeters to hundreds of nanome-
ters, while electron beam lithography is capable of defining features as small
as 10 nm.

Perhaps the simplest fabrication method for a variety of structures is to
define the pattern negative into a thin film for pattern transfer [45, 46], and
subsequently etch [47,48] the structure into the bulk substrate. The etch depth
is easily controllable from the nanometer to the micrometer scale. To generate
an enclosed structure, a cover wafer can be bonded to the substrate to seal the
device. This technique is rapid, simple and has the advantage of incorporating
a cover wafer compatible with standard high numerical aperture, coverslip-
corrected microscope objectives.

A more complex photolithography technique is the use of a sacrificial layer
[17,49,50], such as polysilicon, to create enclosed fluidic structures on top of a
substrate. A positive device pattern is defined via a raised polysilicon structure
on a fused silica substrate, for example. This raised structure is then oxidized
and selectively removed, resulting in an enclosed fluidic channel on top of the
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substrate with an extremely thin ceiling and walls. The main advantage of
sacrificial layer fabrication is that as the outside of the polysilicon sacrificial
layer is oxidized, its interior dimensions shrink. This allows for a significant
reduction in size of photolithographically defined features. Fluidic channels
with dimensions of approximately 250 nm by 350 nm have been fabricated
using this technique.

For any structure fabricated in or on a bulk substrate, material selection
of the substrate is an important parameter. High purity synthetic amorphous
silicon dioxide, or fused silica [51–53], is preferred for its low fluorescent back-
ground. Additionally, fused silica is resistant to thermal stress and is insensi-
tive to solution chemistry. For applications where signal to noise ratio is not a
limiting factor, or where high throughput production and device disposability
is a consideration, a variety of other fabrication techniques and materials may
also be used to form nanostructures [54]. One such method is NanoImprint
Lithography (NIL), in which a master mold is used to imprint multiple device
copies in soft matter, combining nanoscale resolution with rapid fabrication.

Another recently developed fabrication technique is the use a microfabri-
cated tip to electrospray a nanometer-scale fiber onto a substrate [55]. The
microfabricated electrode is coated with a polymer solution and brought in
close proximity to a spinning substrate, acting simultaneously as a counter-
electrode. A Taylor cone forms at the microfabricated tip and a jet of fluid
is driven towards the spinning counter-electrode, upon which the solution is
deposited. As the solvent evaporates, a polymer fiber is left behind, which can
be used as a sacrificial template for nanofluidic channels.

In one iteration of this technique [56], a polymer nanofiber is deposited
on a substrate. The fiber is then coated with a thin film of silicon dioxide
and heated to the vaporization temperature of the polymer. As the sacrificial
polymer fiber vaporizes, a glass nanofluidic channel is left behind. The pri-
mary advantage of this type of fabrication is that electrospun fibers are easily
integrated with predefined microfabricated structures. Nanofluidic channels,
for example, have been suspended over microfabricated trenches and used for
single molecule detection [57]. In this situation, the nanofluidic channel is not
surrounded by bulk material, which can otherwise be a source of reflection
and scattering. This can increase the signal to noise ratio of single molecule
detection, and nanofluidic channels fabricated with this method do indeed
provide a low-noise environment for single molecule spectroscopy.

13.3 Applications of Optical Confinement
Nanostructures

13.3.1 Fluorescence Correlation Spectroscopy

Fluorescence Correlation Spectroscopy (FCS) [58–60] is a technique in which
fluctuations in fluorescence emission resulting from particles moving through a
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region of high excitation intensity, typically a focused laser beam, are autocor-
related. The autocorrelation function provides information on the temporal
decay of fluorescence fluctuations due to a variety of physical mechanisms,
including diffusion, photophysical effects, fluid flow, chemical reactions and
other phenomena. The concentration of the fluorescent species is also evident
from this function, which is fit to an analytical model to extract the desired
parameters.

Because nanofabricated structures have dimensions less than or on the or-
der of a focal volume generated by a focused laser beam, the effects of the
structure on the observed autocorrelation function must be considered [61].
For example, when a focal volume is situated in free solution, fluorescent mole-
cules are free to diffuse through it in all three dimensions. This is reflected in
the autocorrelation function, which accounts for three-dimensional diffusion. If
the laser spot is focused on a fluidic channel with submicrometer or nanome-
ter dimensions, however, the channel width and depth can be significantly
smaller than the related dimensions of the laser focal volume. The channel is
therefore uniformly illuminated across its width and through its depth, and
fluorescent species are free to diffuse, and flow, in only one dimension through
the focal volume. This altered dimensionality must be accounted for when
fitting the measured autocorrelation function to the appropriate analytical
model [62,63]:
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In this equation, G(τ) is the autocorrelation as a function of time, τd = wi/4D,
where wi is the e−2 radius of the ith dimension of the focal volume and D is
the diffusion coefficient, and tf = wi/vi, where vi is the speed of analytes in
that dimension.

Additionally, because the size of the channel and the laser focal volume are
similar, the alignment of the two is critical. Lateral positioning is particularly
sensitive in this regard.

13.3.2 DNA Fragment Sizing

DNA fragment sizing is an important process in a variety of biotechnology
applications, including DNA sequencing [64]. Reduction of analysis time and
sample consumption is the primary motivation for using nanofabricated struc-
tures for single molecule analysis in this capacity.
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Submicrometer fluidic channels have been used to detect and characterize
a mixture of DNA molecules [19,21,49,65]. This process was used to determine
the distributions and proportions of DNA fragments in solution as well as the
overall concentration of the sample used. The use of nanofabricated fluidic
channels in conjunction with a confocal microscope consumed approximately
10,000 molecules, or 76 fg of DNA; far less than conventional methods.

Fluidic channels were fabricated on a fused silica substrate using polysili-
con as a sacrificial layer, resulting in channels roughly 300 nm deep and one
micrometer wide.

A 40 × 0.8 NA microscope objective was underfilled with a 488 nm laser
beam to achieve an approximately uniform excitation profile across the one
micrometer width of the channel. DNA fragments were driven electrokinet-
ically through the channels. Using FCS, the flow speed was found to vary
linearly with applied voltage. For fragment size analysis, the mixture of DNA
molecules was driven at 3.1 kV/cm. This applied voltage resulted in a flow
dominated regime with uniform analysis times.

A histogram of the photon burst size was developed and analyzed to de-
termine the composition of the sample, as shown in Fig. 13.2. Larger frag-
ments with more intercalated dye molecules were brighter, which was reflected
in peaks in the histogram corresponding to the various lengths of molecules
studied. Peaks were fit to gaussian functions, and the relative peak amplitude
provided an estimate of the actual molecular distribution of the molecules.
For DNA fragments over one thousand base pairs, this method has resolution

Fig. 13.2. A photon burst size histogram from a mixture of DNA fragments provides
information on the sample composition. Because burst size was found to vary linearly
with DNA fragment size, the position of each peak is proportional to the size of
each DNA fragment, while the peak area is proportional to the relative fragment
concentration. Each peak was fit to a gaussian distribution using a least-squares
method
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greater than or equal to gel electrophoresis, while being faster and consuming
less sample. Additionally, the use of submicrometer fluidic channels enables
integration with other microfluidic devices for Lab-On-A-Chip and µTotal-
Analysis-System applications.

13.3.3 Detecting Labeled Single Molecules

Semiconductor nanocrystals, or quantum dots, have attracted attention as an
emerging technology in the field of single molecule spectroscopy. Because of
their nanoscale dimensions, quantum dots exhibit unique optical properties
that make them ideal for use as fluorescent labels in high throughput single
molecule assays.

Signal to noise ratio is often the limiting factor in single molecule spec-
troscopy. While nanostructures can be used to reduce background noise, flu-
orescent labels must also be bright enough to detect and analyze in a wide
variety of environments. Because of their high quantum yields and extinction
coefficients, quantum dots are extraordinarily bright, making them attractive
for use in high throughput, low analysis time experiments.

There are a number of other considerations when selecting fluorescent la-
bels for multicolor spectroscopy. In order to detect fluorescence emission from
a single fluorescent species, the Stokes shift must be large enough to resolve
the emission and excitation peaks. When multiple species of fluorophore are
present simultaneously, the emission and excitation spectra can overlap. This
is typically managed by confining the range of collected fluorescence, resulting
in rejected signal and reduced detection efficiency. This is mitigated by the
narrow and symmetrical emission spectra and large effective Stokes shift of
quantum dots. Additionally, multiple quantum dots can also be excited by the
same excitation source over a wide range of the visible spectrum. This results
in the ability to excite several species of quantum dots, or combinations of
quantum dots and other fluorescent labels, with a single light source, while
the emission spectra are efficiently resolved.

To demonstrate the use of quantum dots in a multicolor single molecule
study, DNA oligomers labeled with a single Alexa Fluor 488 fluorophore were
identified at low concentrations by detecting their binding to a functionalized
quantum dot [66]. Submicrometer fluidic channels with square 500 nm cross
sections were used in this experiment. Characterization of single molecule
binding has a variety of applications including high throughput immunoassays
and array-free hybridization measurements.

All analytes were driven through the channels electrokinetically at
2.3 kV/cm. A single blue (476 nm) laser was used to excite both quantum dots
and organic fluorophores, and the emission spectra were resolved without sig-
nificant signal rejection. Fluorescence emission was collected simultaneously
from green (500–590 nm) and red (610–680 nm) regions of the spectrum. A
60× 1.2 NA objective was used both to focus the laser beam and collected
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Fig. 13.3. A fluorescence intensity scan shows the detection of individual DNA
oligomers labeled with single Alexa Fluor 488 fluorophores in the green color channel
(top), and individual Quantum Dot 655 Conjugates in the red color channel (bottom).
The first detection event in both color channels is coincident, indicating that the
two species are bound together. Subsequent detection events are temporally separate
and are the result of the detection of unbound species

emitted fluorescence. When bound together, the two species were detected si-
multaneously as they crossed the focal volume, while unbound quantum dots
and DNA molecules were detected as non-coincident photon bursts in the two
color channels, as shown in Fig. 13.3.

Because Alexa Fluor 488 exhibits a long tail at longer wavelengths, a
small amount of spectral cross talk was expected between Alexa Fluor 488
and Qdot 655. False positive signal in the red optical channel due to detec-
tion of Alexa Fluor 488 molecules was found to be within background noise.
Photon counting histogram analysis was used to quantify coincident detection
and to characterize the binding processes of the conjugates, and fluorescence
correlation spectroscopy was used to account for possible mobility differences.

13.3.4 Identifying Color-Coded Fluorescent Labels

Nucleic acid engineers have developed fluorescent labels that are uniquely
identifiable by the number of conjugated fluorophores, and with binding
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characteristics that permit recognition of individual specific biomolecules. The
viability of this technology for use in single molecule spectroscopy depends on
the ability to detect individual labels, and distinguish the fluorescence emis-
sion of each label. Submicrometer fluidic channels have been used to rapidly
detect individual labels in solution, and labels with small disparities in flu-
orophore composition have been differentiated with varying degrees of accu-
racy [67].

Fluorescent labels are synthesized at the molecular level from dendrimer-
like DNA. Three oligonucleotide components are annealed to make each Y-
shaped DNA fragment, and the complementary ends of corresponding frag-
ments are then ligated to create a specific label. The oliogonucleotide design
assures one-way ligation. The outside oligonucleotides of the DNA molecules
are covalently conjugated with Alexa Fluor 488 (green) and BODIPY 630/650
(red) fluorescent dyes. The identity of the label is determined by the number
of dye molecules incorporated. A variety of labels have been studied for use in
single molecule spectroscopy, including one green and one red fluorophore, one
green and two red fluorophores, one green and three red fluorophores, three
green and one red fluorophores and four green and four red fluorophores.

In order to detect and identify single labels, all analytes were driven
electrokinetically through the submicrometer fluidic channels with a bias of
2.3 kV/cm. Blue (488 nm) and yellow-green (568 nm) lasers were used to excite
the two fluorophore species. The two laser beams were overlapped to create
a single multicolor focal volume. Fluorescence was collected simultaneously
from green (500–550 nm) and red (610–680) parts of the spectrum.

To explore the decoding resolution limit, labels with a single fluorophore
of each color were detected, and were found to be distinguishable as a group,
but not individually, from labels with one additional red fluorophore, as shown
in Fig. 13.4. Labels with one green and three red fluorophores were individ-
ually distinguishable with greater than 80% accuracy from labels with one
red and three green fluorophores. Photon counting histograms were analyzed
to differentiate the various labels. The primary means of identification was
the spectral intensity ratio, defined as the number of red photons collected
divided by the sum of the number of red and green photons collected. Photon
burst height and area histograms were also analyzed for label differentiation.
Fluorescence correlation spectroscopy was used to measure the mobility and
account for differences in analysis time for the labels.

13.3.5 Zero Mode Waveguides

The Zero Mode Waveguide (ZMW) is a nanoscale aperture in a thin metal film
on a glass substrate, which is illuminated through the substrate (Fig. 13.5) by
a continuous wave laser. The confluence of several physical phenomena results
in a high degree of focal volume confinement. First, the 50 nm aperture of the
structure is so small that no modes are guided, resulting in a radially con-
fined evanescent field at the bottom of the ZMW. Ohmic losses in the metal
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Fig. 13.4. Photon burst size histograms are produced from the detection of two
species of nucleic acid engineered fluorescent labels. 1G1R contains one Alexa Fluor
488 fluorophore and one BODIPY 630/650 fluorophore, while 1G2R contains two
BODIPY 630/650 fluorophores. While differences in the two populations are evident,
in this case individual labels were not distinguishable based on their fluorescence
emission. However, labels with greater differences in fluorophore composition were
individually identifiable with a higher degree of accuracy

cladding further shorten the evanescent decay of the illumination. Addition-
ally, fluorescence emission must couple back out of the ZMW, which has an
efficiency similar to that of the excitation. Finally, fluorophores in a metal
cavity are known to have altered emission rates due to changes in the local
density of states, and hence emit fewer photons in a ZMW. Taken together,
these processes result in a focal volume in the atto- to zeptoliter range [68].

The small ZMW focal volume enables single molecule detection at rela-
tively high, micromolar concentrations, whereas conventional techniques are
limited to the nanomolar range. The ZMW is therefore an ideal platform for
performing FCS on enzymatic systems requiring high ligand concentrations.

The measured autocorrelation function is closely related to the shape of the
ZMW observation volume, which is defined by both the shape and intensity
of the excitation illumination and the spatial sensitivity of the detection ap-
paratus [69]. If the fluorophore coupling efficiency and quantum efficiency are
assumed to be proportional to the intensity profile then the observation profile
can be approximated by an exponential decay in one dimension, S(z) = e−z/L,
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Fig. 13.5. A schematic of a Zero Mode Waveguide is shown, with a diameter d,
height H and the evanescent field as a 1/e decay length of L. ZMWs are illumi-
nated from the bottom by light with a wavelength larger than the diameter of the
waveguide. Fluorophores in the evanescent field emit strongly while those closer to
the top do not

where L is the characteristic decay length. This yields an observation volume
given by:

VObs =
πd2

4

(∫
S(z)dz

)2

∫
S2(z)dz

=
πd2L

8

where d is the diameter of the ZMW. For a 50 nm hole, L is ∼14 nm and VObs

is ∼14 zL, corresponding to a maximum solution concentration of ∼100 µM
while still ensuring a high probability that no more than one molecule oc-
cupies the focal volume simultaneously. Because the transverse illumination
is approximately uniform in a small ZMW, diffusion of fluorescent species
is expected to appear one dimensional. Substituting the observation profile
into the general definition of the autocorrelation function in Fourier space
yields [58]:

G(τ) ∝
∫

L2e−υ2τDdυ

(1 + L2υ2)2
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This equation has an analytical solution; however, it does not properly de-
scribe a ZMW of finite length. Fluorophores diffusing in and out of a ZMW
are only reasonably approximated by one dimensional diffusion. Once a flu-
orescent diffuser leaves the ZMW, the probability of returning to the focal
volume becomes exceedingly remote as the diffuser experiences three dimen-
sional diffusion in the free solution outside the ZMW. This results in a de-
pressed return probability at long times, and the long time constant epoch of
the autocorrelation curve is consequently depressed when compared to true
one dimensional diffusion. To correct the model, Fourier components of the
autocorrelation function with wavelengths exceeding the height, H, of the
waveguide are excluded from the final integration [68]. No analytical solu-
tion was found for the resulting integral, taken from 1/H to infinity, which
complicates the fitting procedure.

An approximation yields a suitable fitting function. Let R be the ratio of
the observation volume decay constant to the height of the waveguide, L/H,
and let the diffusion time, τd, be defined as L2/D. The final fitting function
is given by the analytical solution to the 1 dimensional infinite cylinder and
a correction term (last term) [70]:

G(τ) = G0

[
π

4

((
1 − 2

τ

τd

)
e

τ
τd erfc

(√
τ

τD

)
− 2√

π

(
τ

τD

)1/2
)
−
√

τd

τ

erf(R)

(1 + R2)2

]
,

G0, τd, the average residency time in the observation volume and the geomet-
ric ratio R are the free parameters for the model. G0 is related to the average
number of molecules in the focal volume, N and the constant background sig-
nal, B [71]. A system containing two diffusing species which are statistically
independent on the time scale of the experiment can be fit by adding two
single species curves together. This yields a total of 5 free parameters: G0 and
τd for each of the species and R which is defined by the waveguide only.

In addition to being a powerful tool for FCS, the ZMW provides an ideal
platform for single enzyme studies. Several mechanisms exist for fixing a sin-
gle enzyme to the bottom of a ZMW. Once fixed, the interaction between the
enzyme and fluorescent ligands can be characterized by photon burst analysis.
Because the observation volume has such a short decay length, the fluores-
cence emission from a molecule specifically interacting with the enzyme is
considerably higher than those freely diffusing in and out of the structure.

Binding the enzyme to the bottom of the ZMW is an important process.
The enzyme must be attached to the ZMW in a manner that does not signif-
icantly alter its functionality. Simple surface adhesion can be used; however,
enzymes may adhere to the surface in an orientation that obscures the active
site. Surface adhesion may also alter the structure of the protein, leaving it in-
active. An alternative is covalent binding. Silane chemistry and thiol binding
to a thin gold film can be used in this capacity. Silanes have linker mole-
cules terminated in a carboxyl or amino group which can be covalently linked
to a protein. Because the metal film oxidizes slightly, and the silane linker



286 H.G. Craighead et al.

will attach to metal oxides in addition to glass, enzymes will be bound to all
ZMW surfaces. Gold thiol binding does not suffer from this problem, and so
a thin layer of gold deposited at the bottom of the ZMW isolates the bound
molecules there.

Once the enzyme is fixed in the observation volume, data can be collected
in the form of fluorescence intensity traces. Fluorescently labeled ligands that
interact with the enzyme will spend more time in the focal volume than those
diffuse randomly in and out of the ZMW. Quantitative statements concern-
ing the interaction duration and frequency can then be made by analyzing
resulting photon bursts.

13.4 Applications

13.4.1 Lambda Repressor Oligomerization Kinetics

The genetic control system employed by bacteriophage lambda is among the
best studied systems in biology [72]. Lambda is a virus that infects bacteria by
injecting its ∼48 kilobase DNA fragment into the host’s genome. A protein
encoded on the lambda genome, the repressor, is responsible for deciding
the fate of both the bacteria and the virus. Much of the control system is
determined by the oligomerization kinetics of the repressor protein. The rate
limiting step, going from dimer to tetramer, occurs at µM concentrations,
making the ZMW ideal for studying this system.

A fluorescent analog of the repressor, cI, was created by engineering an
mRFP-cI fusion. Unlike other members of the fluorescent protein family, the
monomeric red fluorescent protein, mRFP, does not form multimers in solu-
tion. An approximately 1 micromolar solution of mRFP-cI was prepared and
placed in a ZMW array. Fluorescence intensity traces and autocorrelation
functions were recorded. As can be seen in Fig. 13.6, two species with differ-
ing diffusion constants are present in the system. Fitting the autocorrelation
function yields information about the transport properties and concentration
of each species. The kinetic constants are decided by the relative concentration
of each species which can be calculated from the autocorrelation parameters.

The fitting parameter relevant to the concentration is G0, which is de-
termined not only by the frequency of fluctuations but also a constant back-
ground. When the total concentration of fluorescent proteins is known, the
background can be deduced by solving a set of nonlinear equations:

4Ntet + 2Ndim = VobsNA[CI]T

(G0,tetNtet)
1
2 − G0,tet = (G0,dimNdim)

1
2 − G0,dim

In this formula, Ntet and Ndim are the number of tetramers and dimers in
the observation volume, Vobs; G0,tet and G0,dim are the fitting parameters
associated with the two species; NA is Avagadro’s number and [CI]T is the
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Fig. 13.6. A typical autocorrelation curve from a repressor oligomerization study
is shown. The data (gray) shows two species in solution with different diffusion
constants. The fast component is due to the cI dimer, while the slow component is
due to the tetramer. The fit (black) yields G0 for both species and allows the relative
concentration to be found

total CI monomer concentration. The first equation follows from conservation
of monomer. The second equation simply constrains the constant background
to be identical for both species [70]. After finding the relative concentrations,
the dimerization constant can be calculated:

KD2 =
[CI2]

2

[CI4]
=

1
NAVobs

N2
dim

Ntet
=

[CI]T

4
(

Ntet

Ndim

)2

+ 2
(

Ntet

Ndim

)

The results match well with previous biochemical studies. The waveguides
yielded KD2 = 4.6× 10−6 ± 3× 10−7 M. The free energy change associated
with tetramerization was measured by Pray, Burz and Ackers at temperatures
between 5◦C and 45◦C [73]. The corresponding equilibrium constant, related
by the well known equation ∆G = –RTlnK was 4× 10−6 ± 1× 10−6 M at
20◦C, 25◦C and 30◦C.

13.4.2 Real Time Observation of DNA Polymerization

Enzymatic polymerization of DNA is another system well suited to study
in the ZMW. DNA strands are copied by a family of enzymes called poly-
merases. A polymerase molecule will bind a DNA double helix, separate the
strands, and proceed to build two new complete DNA helixes from the tem-
plate strand and nucleotide in solution. Related enzymes transcribe DNA se-
quences into RNA molecules that are responsible for telling cellular complexes
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how to construct various proteins. In retroviruses, a relative of polymerase,
reverse transcriptase, takes viral RNA and synthesizes a complimentary DNA
strand that can be integrated into the host’s genome. The equilibrium disasso-
ciation constants of nucleotides for most polymerases are above 1 µm. Efficient
polymerization therefore occurs only at high nucleotide concentrations.

A mutant T7 DNA polymerase was immobilized on the glass surface of
a ZMW [68]. Because surface adhesion was used, many of the polymerases
were inactive. Only a single active enzyme is required, however. The enzyme
was incubated with a reaction mixture including all reagents necessary for
DNA polymerization including the fluorescent nucleotide analog coumarin-
dCTP. Fluorescent bursts were then observed lasting between 1 and 100 ms.
No bursts were observed when one or more elements of the reaction mixture
were missing (Fig. 13.7). Furthermore, the bursts terminated after roughly
30 minutes which is consistent with the time required for synthesis of the
complementary strand of M13 DNA. This strongly suggests that the bursts
are due to incorporation events involving the fluorescent dCTP analog.

13.4.3 Nanoscale Optical Observations on Cell Surfaces

ZMWs have been used as small apertures for characterization of diffusion on
cell surfaces. RBL cells containing DiI labeled C18 in their cell membranes
were incubated on an array of ZMWs [74]. As the cells adhere to the metal
surface they appear to protrude into the aperture, as shown in Fig. 13.8. The
total fluorescence intensity coupled out of the waveguide increased by an order
of magnitude over the course of the 1.5 hr incubation. The adhesion allowed
collection of intensity traces that included single fluorophore bursts.

13.5 Nanostructures for Molecular Confinement

13.5.1 Entropic Traps

DNA sorting and separation are important processes in modern biochemistry
[65, 75–77]. While these processes are traditionally carried out in gels, there
has been a considerable effort to reproduce such effects in microfabricated
structures. As DNA strands pass through gel-like media they typically travel in
one of two modes. In the first, Ogsten Sieving, the molecules remain relatively
relaxed. The DNA molecules are driven with a low electric field and travel
through a gel with a pore size larger than the radius of gyration. Roughly
speaking, separation occurs because the frequency of interactions with the
gel is a function of molecular length. The second transport mode, reptation,
occurs at a high electrical field in a matrix with relatively small pore sizes. In
this regime, the DNA molecules elongate and “snake” through the gel matrix.
In this mode, separation is thought to occur as a result of the continuous drag
on the molecule, which is a function of length. Occupying a space between
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a

b

Fig. 13.7. Data is shown from an observation of DNA polymerization. (a) FCS
curves taken before, during and after DNA polymerization by a polymerase molecule
immobilized at the bottom of a ZMW. The before and after curves are consistent
with diffusion of the fluorescent nucleotide analog. The long residency time of the
fluorophore during the reaction is due to its interaction in the active site. (b) Photon
bursts recorded during polymerization. Each burst corresponds to a base addition

these two separation regimes is entropic trapping. In a medium with small
pore sizes, low electric fields will cause DNA molecules to relax in large open
regions and then reptate through the small pores. This phenomenon has been
used to carry out length-based separations of DNA molecules in the kilobase
regime using a microfabricated device. Single molecule techniques are now
being applied to characterize the behavior of DNA molecules as they change
from a relaxed to an elongated configuration.

To study the behavior of DNA fragments moving in the entropic trap-
ping regime it is necessary to have a nanofabricated structure with controlled
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Fig. 13.8. A cell is illustrated protruding into a ZMW. Fluorescence is observed from
membrane probes as they diffuse along a protuberance investigating the waveguide

geometry. The entropic trap array, consisting of alternating open and con-
stricted volumes, provides the volume confinement needed for these studies.
Entropic traps can be fabricated using two layers of optical lithography, or a
single layer of electron beam lithography.

In the absence of an external force, such as an electric field, a DNA mole-
cule will not ordinarily enter the constricted region of an entropic trap [78].
Because the number of possible configurations in an open volume vastly ex-
ceeds that of a constricted volume, there is a difference in entropy between the
two regions. The resulting free energy barrier prevents DNA fragments from
passing through the shallow regions. While the molecule may randomly probe
the shallow region, it is energetically unfavorable for it to make any significant
entry. In the presence of an electric field, however, the free energy is modified
in a way that occasionally allows DNA fragments to fully enter the shallow
region. To investigate this behavior, microfabricated channels were built with
alternating deep and shallow regions (Fig. 13.9). The deep regions are fabri-
cated to allow the DNA to enter a fully relaxed state where the depth is more
than twice the radius of gyration. By varying the geometry of the shallow
region, the device can be optimized for different separation procedures [79].

A simple model for DNA escape across an entropic trap was formulated
by Han, Turner and Craighead [80]. Assume that the DNA molecule is at
the interface between a deep and shallow region in the presence of an electric
field E. The molecule will randomly enter a short distance, x, into the shallow
region. The total number of bases and hence charge in the shallow region
will be proportional to x. The decrease in potential energy due to the entry
is given by x2ES , where Es is the field in the shallow region. The increase
in free energy is proportional xT . Consequently, the total free energy change
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Fig. 13.9. A schematic of the entropic trap array is shown. As DNA migrates
from left to right it repeatedly relaxes in the deep regions. Longer molecules escape
through the traps more frequently because they make more escape attempts per
unit time than short molecules

caused by introducing monomers by a length x becomes ∆F ∼ xT − x2Es.
This function first has a positive peak and then decreases as x increases. Thus,
there is a transition state, xc, after which it is energetically favorable for the
DNA chain to fully enter the shallow region. The probability of overcoming
the free energy barrier is proportional to the Boltzmann factor [80]:

P ∝ exp
(
−∆Fmax

kBT

)

The trapping time is then given by:

τ = τ0 exp
(

∆Fmax

kBT

)
= τ0 exp

(
α

ESkBT

)

where α is a constant. When the ∆Fmax � kBT the DNA fragments will be
trapped permanently in the deep region. In contrast, when ∆Fmax � kBT, the
DNA will pass through the shallow region uninhibited. When ∆Fmax ∼ kBT,
however, molecules will escape the trap only after spending some time trapped.

This formulation is ostensibly length independent. In fact, it has been
shown that for T2 and T7 DNA (T2 is 4 times the length of T7), the es-
cape probability is identical. Because the escape mechanism involves random
incursions into the shallow region, the probability of escape is proportional
to the number of escape attempts made. Larger molecules will explore more
configurations than smaller ones. Consequently, larger molecules tend to es-
cape more frequently than shorter fragments. It is this property that makes
entropic traps suitable for length based separations.
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13.5.2 DNA Separation in Entropic Trap Arrays

The entropic trap array device has been used to separate DNA molecules
based on length. Because the trapping time has been found to be a function
of length, the mobility of a molecule in the trap array is also length dependent.
Length dependent mobility suggests that long arrays of entropic traps could
provide an efficient media for molecular separations.

In electrophoresis, the mobility of a molecule is defined as v = µ0E, where
E is the applied electric field, v is the velocity and µ0 is the free draining
mobility. The mobility provides the critical information about the separation
because it contains all length dependant terms. In an entropic trap array the
mobility is given by:

µ

µ0
=

ttravel
ttravel + τ

where ttravel is the time a DNA molecule takes to move from one trap to
the next, τ is the trapping time and µ is the mobility in the trap array.
The travel time, ttravel, is proportional to L/µ0Eav, where L is the distance
between traps. Eav is the average electric field in the device and is related
to ES by a geometrical factor describing the relative volume of the deep and
shallow regions. Taken with the definition of the trapping time given above,
the mobility can be written:

µ =
µ0

1 + α1Eav exp
(

α2
Eav

)

where α1 and α2 are constants. The length dependence is contained within
the constant α1 in this equation. It has been shown that it is the relative size
of a DNA fragment that governs how many escape attempts it makes. The
critical parameter is R, the radius of gyration, which according to Flory varies
as N3/5. Hence we can write the mobility with the length dependence explicit
as:

µ =
µ0

1 + α1N
− 3

5 Eav exp
(

α2
Eav

)

where N is the number of monomers. This simple model performs very well
for DNA fragments larger then the shallow region. However, as the molecules
become shorter, the model begins to fail.

Separations were performed with several samples. Initially, a mixture of
T2 and T7 DNA was used. The results can be seen in Fig. 13.10 [81]. Further
experiments were done showing separation of complicated lambda digests.
Figure 13.11 shows separation results for a lambda mono cut overlayed with
a simultaneous separation of a 5 kbp ladder. A theoretical plate number as
high as 8,500 was obtained, defined as the ratio of the convective and diffusive
rates. As can be seen, the entropic trap array is a robust platform for DNA
separations at these lengths [81].
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Fig. 13.10. A T2-T7 DNA mixture is separated through an entropic trap channel
with 90-nm thin regions, 650-nm thick regions, and a 4-µm channel period. At
21.0 V/cm (gray line), the theoretical plate number (N) was 4900 for the T2 peak
and 970 for the T7 peak, and the resolution was 1.95. At 24.5 V/cm (black line),
N = 8500 for the T2 peak and 3400 for the T7 peak, and the resolution was 0.89. At
28.0 V/cm, no separation was achieved (broken line)

13.5.3 Single Molecule Characterization

DNA trapping times have been characterized as a function of applied electric
field and DNA length by measuring the mobility of molecules in the array.
This technique is experimentally simple in that one need only measure the
transit time of a molecule or group of molecules as they travel along many
traps. This analysis produces mean values for the trapping time. However,
because the mobility is measured over many traps, single molecule behavior
is averaged out.

Single molecule techniques have been applied in an effort to acquire a
better understanding of DNA behavior at the traps. Techniques similar to
those discussed earlier were used to observe single DNA molecules as they
approached the trap interface, became trapped and then ultimately escaped.
A confocal microscope in epi-illumination mode was used to focus a laser beam
on the trap interface. Fluorescence from YOYO – 1 labeled DNA molecules
was recorded via an avalanche photodiode. Fluorescence intensity traces, like
those shown in Fig. 13.12, can be analyzed to acquire frequency of DNA
arrival and duration of trapping. Not only is the mean trapping time as a
function of length, electric field and depth of the shallow region acquired, but
also the variance of the trapping time. This variance is critical to explaining
band broadening during entropic trap separations. As shown in Fig. 13.13 the
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a

b

Fig. 13.11. (a) Simultaneous separation of the Mono Cut Mix sample (black line)
and 5-kbp ladder sample (gray line) by the entropic trap array, run at 80 V/cm.
The channel has 75-nm thin regions and 1.8-µm thick regions, the channel period is
4 µm and the length is 15 mm. Peak assignment for the Mono Cut Mix sample: (a)
48,502 bp, (b) 38,416 bp, (c) 33,498 bp, (d) 29,946 bp, (e) 24,508/23,994 bp (reference
band), (f) 17,053 bp, (g) 15,004 bp, (h) 10,086 bp. For the 5-kbp ladder sample, the
10-kbp peak is the reference peak and brighter than the others. (b) Location of the
peaks plotted against DNA length. Peak positions from both samples nicely fall into
a single curve
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Fig. 13.12. Photon bursts from lambda DNA in entropic traps. (a) When no trap
is present the burst shape is roughly Gaussian. (b) The burst shape becomes asym-
metric when DNA fragments are observed at a trap. When the molecule enters the
shallow region, it travels much faster (the driving electric field is more than 10 times
stronger than in the deep regions) and so the burst is cut off. (c) At low field, the
DNA can remain at the trap for many seconds. Here a DNA fragment can be seen
to migrate around near the trap until it finally escapes more then ten seconds after
becoming trapped

variance in trapping time is extremely large at low fields. This large variance
suggests that efficient separations cannot be carried out at low electric fields.

13.6 Entropic Recoil

Nanofabricated structures can be used to study the behavior of DNA mole-
cules at the interface between regions of high and low molecular confinement.
The physical properties of DNA oligonucleotides can be probed by observing
their recoil from regions that highly confine the available molecular confor-
mations to regions of low confinement. Nanostructures that exploit this effect
have been termed entropic recoil devices; a schematic is shown in Fig. 13.14.
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Fig. 13.13. Trapping time is shown as a function of applied voltage. The trapping
time is calculated by subtracting the amount of time it takes a typical molecule to
approach the trap from the total duration of the burst. The resulting time represents
the amount of time spent at the trap interface attempting to escape. The error bars
represent the variance in the trapping times. Clearly, there is a great deal of variation
from molecule to molecule at low fields

Fig. 13.14. A schematic of an entropic recoil pillar array is shown with two DNA
molecules in regions of high and low confinement. As the electric is turned off, the
molecule straddling the interface will recoil out of the pillar array. The molecule
inserted into the pillar array will remain there
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The first such device, described by Turner et al. [81], consisted of an open
region and a confined region containing an array of 35 nm pillars. The pillars
in the confined region reduce the number of conformations available to a DNA
molecule relative to the open region. At the interface, this difference in entropy
leads to an entropic force that draws the molecule out of the pillar region and
into the open region. Molecules entirely in the open or pillar regions feel no
entropic force and achieve an equilibrium conformation. If an electric field is
applied to the device, the DNA molecules can be forced to enter the pillar
region. The process is fundamentally identical to DNA molecules jumping
from trap to trap in entropic trap devices where entropic changes in free energy
are offset by the free energy change due to the applied electric field. The length
of a molecule partially inserted into the pillar region can be observed to recoil
into the open region according to:

L(t) =

√
−2f(t − t0)

ρ

where f is the entropic force, ρ is the specific drag, t0 is the time of total
recoil and L(t) is the length of molecule within the pillar region.

Entropic recoil devices have been used to separate DNA of different lengths
[82]. Bacteriophage T2 and T7 DNA were separated using a pillar device by
applying repeated low and high voltages to molecules at the interface. When
the electric field pulses are of the correct magnitude and duration, short DNA
can be forced to enter the pillar region entirely while longer DNA enter only
partially. The partially entered DNA then recoils out while the fully inserted
short fragments do not because they feel no entropic force. The procedure can
be repeated to achieve separation of DNA based on length.

13.7 Conclusions

Engineered nanostructures can be utilized to isolate and observe the identity
and activity of individual biomolecules. This allows one to obtain information
otherwise obscured in ensemble averages. Structures can also be created with
dimensions sufficiently small that they can exert controlled forces on single
molecules. These forces can probe the mechanical properties or deliberately
affect the confirmation of the molecules. The selective use of these mechan-
ical effects can be used to sort and analyze molecules on the basis of their
mechanical properties.

Only a few examples of nanoscale devices and their uses were described in
this chapter, focusing on devices utilizing optical signal transduction. Optical
methods are relatively non-invasive and can be used with chemically selective
optical probes for exquisitely sensitive detection and recognition of individual
molecules. Similar devices can localize molecules for measurement of electronic
properties. Ultimately more complex nanofabricated devices and a combina-
tion of physical effects may be utilized in molecular analysis systems.
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14.1 Introduction

Rotors are present in almost every macroscopic machine, converting rotational
motion into energy of other forms, or converting other forms of energy into
rotation. Rotation may be transmitted via belts or gears, converted into linear
motion by various linkages, or used to drive propellers to produce fluid motion.
Examples of macroscopic rotors include engines which couple to combustible
energy sources, windmills which couple to air flows, and most generators of
electricity. A key feature of these objects is the presence of a part with rota-
tional freedom relative to a stationary frame. In this chapter we discuss the
miniaturization of rotary machines all the way to the molecular scale, where
chemical groups form the rotary and stationary parts. For a recent review of
molecules with rotary and stationary parts see [1].

When rotor molecules are in the solution or vapor phase, the distinction
between the rotating and stationary groups is rather arbitrary. Several such
rotors have been designed to be driven by thermal [2] or photochemical [3–6]
reactions and demonstrated to rotate unidirectionally, albeit very slowly. If the
stationary part of the molecule is mounted to a bulk surface or incorporated
in a three dimensional crystal, the rotating group, termed rotator, and the
stationary group, termed stator, can be distinguished unambiguously. We are
particularly interested in molecules where the group with rotational freedom
contains a permanent electric dipole moment that may reorient about the
rotational axis. In this case, the rotary motions can be driven and detected
by applied electric fields [7–9].

A number of interesting fundamental questions arise in the study of
mounted molecular rotors. To what extent can the behavior of molecular ro-
tors be understood in terms of few-degrees-of-freedom models in which the
environment is represented by phenomenological parameters (such as a ro-
tary friction constant, or parameters of a rotary potential)? If such models
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work at all, how can the values of the parameters be understood in terms of
molecular degrees of freedom? Can rotors be designed to perform useful work?
How do nearby rotors interact when assembled into arrays? What collective
excitations can be observed in (or engineered into) interacting rotor arrays?
How can the motions of single rotors and rotor arrays best be characterized?

Arrays of rotor molecules may exhibit novel dielectric and optical phe-
nomena. Dilute two and three dimensional rotor arrays can be used to ex-
plore single-rotor properties, and interactions between single rotors and their
immediate environments. Dense two- and three-dimensional rotor arrays may
exhibit interesting collective phenomena, such as ferroelectricity [10] and ro-
tary phonon excitations [11].

It is too early to know what applications might arise in this area of nan-
otechnology, but there are many possibilities. Individual rotors might be used
as motors to convert between different forms of energy, or individually ad-
dressable rotations might be used to store information. Dipolar rotor arrays
will have ordered ground states and are thus novel ferroelectric materials with
possible applications to sensors and actuators, and perhaps as non-linear di-
electrics. Propagating polar rotary waves [12] are a fascinating possibility
which could have applications to radio-frequency filters and delay lines. In
the area of microfluidics, the adhesion of the two-dimensional rotors to the
surface of a capillary might influence flow at the surface and allow for pumping
of the fluid.

We begin this chapter with an introduction to a few specific dipolar mole-
cular rotor species, including their assembly into regular 2- and 3-dimensional
arrays. With these molecules in mind, the basic physics of the molecular ro-
tation will be discussed, followed by some of the interesting phenomena pre-
dicted should the correct parameter values be achieved. The source of energy
to which the rotors will be coupled will be thermal vibration from the bulk
substrate, but we will also introduce the theoretical predictions of driving
rotation by coupling to a strong electric field. Finally, we will discuss how
dielectric spectroscopy can be used to detect the behavior of these rotating
dipolar molecules.

14.2 Examples of Molecular Dipolar Rotors

There are a variety of different types of molecules we term dipolar molecular
rotors. Our groups have been particularly interested in collections of rotors.
The collections are divided into two categories, two-dimensional and three-
dimensional. Two-dimensional arrays are formed by attachment of the stator
part of the rotor molecule to a bulk surface, which has been either fused silica
or gold, depending on the functionalization of the stator. Some dipolar rotors
naturally form crystals where the molecular rotors are arranged periodically
in three dimensions; the same molecules may form disordered structures. Ex-
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Fig. 14.1. Attachment of chloromethylsilyl and methylsilyl groups to a fused silica
surface

amples of dipolar molecular rotors we have studied are presented here both
for disordered and regular arrays in both two and three dimensions.

Disordered Two-Dimensional Arrays. Azimuthal Rotors. We begin with
an example of an azimuthal rotor, or a rotor with the rotation axis
perpendicular to the two-dimensional bulk surface. Such rotors have been
examined computationally in considerable detail by the methods of classi-
cal molecular dynamics [13, 14]. The molecule studied experimentally was
chloromethyltrichlorosilane (1) mounted on a bulk fused silica surface [7],
either neat or diluted with methyltrichlorosilane (2), its nonpolar analog.
Structures 1 and 2 are shown at the top of Fig. 14.1. In addition to serving as
a spacer separating the dipolar molecules, neat 2 has also served as a control
sample.

The three chlorine atoms attached to the silicon of the molecules react with
water adsorbed on the surface, are replaced with hydroxyl groups and release
HCl. Either the remaining chlorine atoms or the hydroxyl groups produced in
their hydrolysis then react with hydroxyl groups on the surface of the fused
silica to covalently attach to the surface as a self-assembled monolayer. The
product is a disordered, two-dimensional collection of rotating dipole groups
on the bulk fused silica surface where the rotation axes are approximately
perpendicular to the said surface and the rotors are thus termed azimuthal.
The chlorine present on the rotating chloromethyl group imparts a permanent
electric dipole moment of ∼2 Debye (1 debye (D) = 3.336 × 10−30 C-m) in
the direction of the C-Cl bond axis, making the molecule a dipolar rotor.

A method for determining the characteristic dynamics of molecular dipo-
lar systems will be addressed in Sect. 4, but some of the properties of these
systems will be presented here. When 1 is in the gas phase or on an ideally flat
substrate, it is predicted [7] by molecular mechanics [15] simulations to exhibit
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Fig. 14.2. Left: The degenerate three-fold potential experienced by rotor 1 as it
rotates between staggered and eclipsed conformations. Right: upon bonding to fused
silica, interactions with the rough surface remove the degeneracy in the wells

a three-well degenerate rotational potential. The stable potential minima, or
wells, which are shown in Fig. 14.2, correspond to the three staggered orien-
tations of the chloromethyl group relative to the Si-O bonds. The rotator will
orient itself such that it sits in a potential minimum until it acquires enough
thermal energy to hop over a barrier into an adjacent potential minimum. In
practice, however, the disorder of the silica surface removes the degeneracy of
the wells. The barrier energy for hopping out of one well and into another in
this system was measured by dielectric spectroscopy (Sect. 14.4) to range be-
tween 1 and 4 kcal/mol (between 500 and 2000 Kelvin). This range of barriers
was also corroborated using molecular mechanics simulations [7]. Calculations
show that the inter-rotor dipole-dipole interactions can be neglected due to
the weakness of the dipole moments, the angle the dipoles form to the surface,
and the spacing between the rotors, especially in the dilute samples. Since the
properties of the sample reflect the behavior of non-interacting rotors, the
irregular nature of the two-dimensional array is immaterial.

In an attempt to reduce the effect of disorder in the bulk attachment
surface and reduce the inhomogeneity in the rotational potential, compounds
similar to 1 have been synthesized with varying groups for attachment to a
fused silica surface [16]. A few of them are shown in Fig. 14.3. All of the
samples shown have the same rotator as 1, but they differ in their surface
attachment groups. To counteract the roughness of the bulk surface and the
resulting inhomogeneity in the rotational potential, longer attachments from
the rotator to the surface are used to distance the dipole from the rough
surface, leaving only interactions with its own stator as the source of the
rotational barrier. With this synthetic control, the rotary dipole behavior is
customizable for large or small barriers and more or less interaction with the
bulk substrate.

Altitudinal Rotors. Another class of surface-mounted molecular rotors that
have been examined in disordered two-dimensional arrays are altitudinal ro-
tors, whose rotational axis is parallel to the gold surface on which they are
mounted. Once more, the rotors were located far enough apart to make their
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Fig. 14.3. Examples of azimuthal dipolar molecular rotors. By changing the shape
and size of the group used for the bonding to bulk surface, the characteristics of the
rotational potential may be altered

Fig. 14.4. Surface-mountable altitudinal rotor 3 (R = HgS(CH2)2SMe)

mutual interaction negligible. The chemical structure of the most closely ex-
amined altitudinal dipolar rotor 3 is shown in Fig. 14.4; a non-polar analog
has also been made and examined for comparison [9]. The dipolar rotor has
four C-F bonds that produce a net dipole of ∼4 Debye perpendicular to the
axle. The axle is supported by two cobalt sandwich stands that are attached
to the Au surface through ten sulfur containing tentacles. Calculations [9,17]
show that when mounted on a gold surface, there is enough space between the
surface and the rotator part to permit unhindered rotation, except for those
conformations that place one of the tentacles directly beneath the axle.

Whether the surface-mounted rotors are actually free to turn is an interest-
ing issue that was examined [9] with the aid of scanning tunneling microscopy
(STM) [18]. This powerful imaging method is capable of resolving individual
molecules on atomically flat conducting surfaces. We have used a variant of
STM known as barrier height imaging (BHI) [19, 20] to detect whether any
particular altitudinal molecular rotor on the Au (111) surface can turn in
response to electric field. To understand how this procedure works requires
some background information. In STM, a carefully controlled and prepared
metal tip is brought to within a few nanometers of a conducting surface. For
such small distances a tunneling current is detectable between the tip and the
surface and is given by the exponential relationship,

i = ρV exp(−βφ1/2z) , (14.1)
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where ρ is the integrated density of states, V is the applied potential, z is
the tip-surface distance, β = 2(2m)1/2

�
−1 = 1.025 eV−1/2 Å−1 and φ is the

average work function of the tip-surface system. The work function of a metal
is the amount of energy needed to remove an electron from its surface to
infinity. In a tunneling system where the electron moves between two con-
ducting surfaces the potential barrier to the tunneling process is given roughly
by the average work function of the two metals. The work function is very
sensitive to the topology of the surface as well as to the presence of surface
absorbates.

There are two common modes for collecting STM images. The first is the
constant-height mode and is a map of i as a function of the tip position with
z held constant except for topographical variations in its magnitude. The
second is the constant-current mode and it requires the use of a feedback-
servo system that maintains a constant i by varying z as the tip position is
scanned. In this second mode, the variation of φ and that of ρ are responsible
for the contrast in the image. The physics behind variations in φ relies on the
fact that the easier it is to remove an electron from the surface, the farther out
into vacuum will its wave function extend, and the slower will be the fall off
or the tunneling current to the tip as z is increased. Adsorbed molecules are
sources of surface dipoles and therefore alter the extension of the wavefunction.
Atomic corrugations, step edges, and defects will alter the local work function
φ of clean, crystalline, metal surfaces. The presence of a permanent dipole in
an absorbate will increase the local φ if its negative end is farther from the
surface and decrease φ if it is closer. Local surface dipoles are formed when
charge is transferred between the absorbate and the surface. The magnitude
and direction of these charge transfers is determined by the metal-absorbate
system and can diminish or augment any permanent dipoles. Similarly, the
strong electric field between the tip and the surface can induce a dipole in an
absorbate; in this case the magnitude and direction are proportional to the
field strength. The strong dependence of the local work function on surface
dipoles allows us to probe molecular rotation induced by an electric field.

BHI is a map of the local work function variation of a surface. The local
work function is measured, in our system, by modulating rapidly at 5 kHz
by a small amount (0.3 Å) the distance z of the tip from the surface. This
causes the tunneling current i to be modulated at the same frequency and
with lock-in detection the derivative di/dz is measured. The BHI scan is done
in the constant-current mode with the modulation frequency chosen to be
much faster than the feedback response time. From equation (14.1),

di

dz
= −βφ1/2ρV exp(−βφ1/2z) , (14.2)

di

dz
= −βφ1/2i . (14.3)
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Vs < 0

Vs > 0

Fig. 14.5. Response of rotator dipole to the sign of the potential difference between
the substrate and the STM tip

Equation (14.3) gives the proportionality constant that relates i and di/dz
as equal to −βφ1/2. Thus, plotting di/dz against tip position is equivalent to
mapping the local work function φ.

In Fig. 14.5 we schematically represent this dipolar altitudinal rotor in
the STM. When voltage difference between the tip and the surface is on the
order of volts and the tip-surface distance about a nm, the field strength is
on the order of GV/m. A field this strong is sufficient to line up a dipole
of about 4 D, even at room temperature, and keep it oriented over 99% of
the time. Depending on the direction of the field, we can hold the negative
end of the rotator dipole, which carries the fluorine atoms, either close to the
surface or far from the surface, as long as it is free to flip. These two situations
represent two different conformations of the rotor, and because they differ in
the orientation of a surface dipole, they should have detectably different local
work functions φ+ and φ−.

In our differential BHI measurement, we raster the tip in the constant-
current mode, but go over each line twice, once with each field polarity. When
the field holds the negative end of the rotator dipole close to the surface, we
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Fig. 14.6. Constant current mode (200 pA, 200 mV) STM (A) and differential
BHI (B) images of the polar altitudinal rotor 3 on Au (111). In the STM image, the
molecules appear as bright spots

measure φ+
1/2, and when it is far from the surface, we measure φ−

1/2. This
will lead to (

di

dz

)
−
−

(
di

dz

)
+

= −iβ(φ1/2
− − φ

1/2
+ ) . (14.4)

Figure 14.6 shows an ordinary STM image of the dipolar rotors on Au (111)
along with a differential plot equivalent to the right.

Figure 14.7 is similar to Fig. 14.6 but shows a control experiment for a
similar rotor whose rotator contains no fluorines and carries no permanent
dipole. In the differential BHI plot, when the tip is located over clean gold
whose surface dipole does not change its normal component when the electric
field direction is reversed, there are only weak BHI features, since the local
work function differences are very small and the resulting contrast is weak.
Faint molecular images are often observed in differential BHI scans since all
molecules are polarizable to some degree and have induced dipoles as the

Fig. 14.7. Constant current mode (200 pA, 200 mV) STM (A) and differential
BHI (B) images of a non-polar altitudinal rotor on Au (111). In the STM image,
the molecules appear as bright spots
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tip passes over them, whose magnitude will depend on the direction of the
outside field. However, those molecules that respond to the change in field
direction by rotating a substantial dipole, such as that of our dipolar rotator,
are expected to give high contrast differential images, and this is indeed seen
in Fig. 14.6. The faint BHI images for the control molecule imaged in Fig. 14.7
are consistent with contrast developed from an induced dipole. About one-
third of the dipolar rotors give strong, high contrast images. The weak images
from the remaining two-thirds are thought to result from those molecules
that are unable to turn their dipole when the field reverses direction, due
to blockage by surface contaminants or by one of their own tentacles. This
blockage is occasionally reversible over the course of tens of minutes, as some
molecular images blink on in the differential scan, while some blink off. We
attribute this to slow diffusion of the contaminants or the tentacles on the
surface.

In the experiment just described, the electric field applied to the rotor from
the outside is essentially static, and it changes its direction about twice in a
second. An interesting issue regarding the sense of rotation comes up when
this kind of single-molecule dipolar altitudinal rotor is mounted on a metal
surface and is driven by an electric field that oscillates periodically: can the
rotor be driven unidirectionally? This would be easy if the driving electric field
were strong enough and rotated. However, above a conductor, electric field is
necessarily normal to the surface at all times. At first sight, it might appear
impossible to drive unidirectional motion with a field that oscillates in a linear
fashion. On second thought, however, this ought to be possible if the rotor does
not rotate freely but is subject to a rotational potential that is asymmetric
relative to the plane that passes through the axle and is perpendicular to the
surface. According to our calculations [9,17], this actually is the case for rotor
3 (Fig. 14.4), at least in one of its stereochemical conformations. In the two
potential energy minima in which its dipolar rotator can reside, the dipole is
oriented at about 30◦ away from the surface normal.

In the calculation of the total rotational potential one has to include not
only the sinusoidally varying driving field and the intrinsic molecular rota-
tional potential, but also the mirror image of the molecular charge distribution
in the metal that mimics the effect of the charges induced by the molecule on
the metal surface [21,22]. Since the metal is not a perfect conductor, the mole-
cular dynamics calculations are no longer strictly Newtonian but use Langevin
dynamics to include the friction due to the electronic excitation induced in
the metal as the charges move [23–25]. The computations predict quite un-
ambiguously that unidirectional rotation can be achieved for many choices of
field amplitude and frequency, but at present we have no means to verify this
result experimentally.

According to the calculations, the rotor can be driven unidirectionally in
two limiting regimes. In the first instance (“driven rotor”) the rotor operates
best at low temperatures at which thermal hops are nearly impossible and the
rotor is essentially forever confined to a single potential minimum in the rota-
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Fig. 14.8. Computed response of one of the stereoisomers of altitudinal ro-
tor 3 mounted on gold surface to oscillating electric field normal to the surface
(s: synchronous. a: asynchronous. h: half-synchronous. q: quarter-synchronous. r:
random) at 10 K. In the region below the inclined straight bar, an increase in tem-
perature promotes unidirectional rotation and in the region above, it hinders it

tional potential. The time-dependent driving electric field needs to be strong
enough to modify this intrinsic potential sufficiently to move the minimum
along the rotational angle coordinate in time. Because of electronic friction
in the metal substrate, the rotational motion of the rotator lags somewhat
behind and its trajectory does not quite follow the path of lowest energy in
the time-dependent potential. This difference is accentuated as the frequency
of the field increases, and stronger fields are needed to maintain synchronous
motion at higher frequencies. Thermal fluctuations are detrimental in that
they provide the rotor with an opportunity to hop out of the minimum that
carries it along and to move in the opposite sense.

In the second instance (thermal rotor), the opposite is true. In this limiting
regime, the operation of the rotor requires a temperature high enough to
provide rapid thermally activated hops between the minima in the potential
located at different rotational angles, one with the dipole pointing more or
less toward the surface, and the other with the dipole pointing in the opposite
direction. The directionality of the rotation then is a result of the modulation
of the depths of the minima and the heights of the barriers that separate them
by the electric field, according to the known principles of “thermal ratchets”
[26–29]. At the high frequencies of interest to us, the efficiency of the thermal
rotor is not very high and it skips many of the cycles of the electric field.

A phase diagram calculated for rotor 3 in the low-temperature limit, in
which only the driven rotation is possible, is shown in Fig. 14.8 [17]. At a given
frequency, as the amplitude of the electric field is increased, the rotor motion
changes from the random regime, in which it essentially ignores the field, to
the synchronous regime, in which it follows the oscillations of the driving field
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slavishly. A similar change takes place when the electric field amplitude is held
constant and its frequency is gradually decreased. At frequencies below about
75 GHz, the change from the random to the synchronous regime is relatively
abrupt and proceeds through a brief range of irregular asynchronous motion.
At higher frequencies, however, the manner in which the change occurs is
much more interesting. There is a range of field amplitudes at which the rotor
rotates at half the frequency of the field, skipping every other cycle of the
field. Closer analysis showed that this is related to the electronic friction in
the metal, which forces the rotor trajectory to deviate excessively from the
lowest energy path. Such subharmonic resonances are well known from studies
of non-linear mechanics [30,31] but to our knowledge have not been reported
before in molecular dynamics studies of realistic models for actual molecules.
At higher frequencies, the phase diagram in Fig. 14.8 even contains a region
of quarter-synchronous behavior.

Ordered Two-Dimensional Arrays. The creation of ordered and interact-
ing 2-D rotor arrays is an interesting challenge. The only system of this type
we are aware of is CO on rock salt [12]. One-dimensional systems can also be
envisioned [11].

Although one might find natural crystal surfaces that could serve the pur-
pose, it seems preferable to use interfacial liquid surfaces that permit complete
control over the choice of the chemical nature of the rotor attachment point. A
liquid surface has no permanent structure and hence offers maximum freedom
for an arbitrary choice of a lattice constant; it has no defects such as terrace
edges and hence offers the best chances for the formation of large single-crystal
domains. It combines a capacity for strong adsorption, and therefore very re-
stricted motion in the vertical direction, with high mobility in the horizontal
direction, offering optimal conditions for coupling reactions. Many applica-
tions will require the use of trigonal or hexagonal arrays of molecular rotors,
and well established Langmuir-Blodgett (LB) techniques [32,32] are useful for
the formation of closed-packed trigonal 2-D arrays at interfacial surfaces with
trivial simplicity.

To implement the LB method, a rotor molecule is attached to one or more
fatty acid chains and spread on a water surface. After compression by a sweep-
ing barrier, the fatty acid chains form a two-dimensional crystalline array of
pedestals (Fig. 14.9, bottom) with rotors protruding from the top surface.
Since a fatty acid chain occupies a surface area of about 22–23 Å2, inter-rotor
spacing are controllable by changing the number of fatty acid pedestals that
a rotor rests on from one (∼2.5 Å) to three (∼5 Å). Variable rotor spacing,
suitable for keeping very large rotors separated, can be attained with the LB
method by diluting the rotor fatty acid molecules with ordinary fatty acids
that do not carry a rotor (Fig. 14.9, top). These two-dimensional crystalline
films are easily transferred either by traditional vertical or horizontal transfer
onto a solid support, or by unconventional transfer from below onto a sieve.

If a sturdier array is desired, covalent linking of the rotor pedestals is nec-
essary [34]. Performing a linking synthesis on interfacially adsorbed species
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Fig. 14.9. (Bottom) Closed-packed Langmuir-Blodgett film of small polar rotors
on fatty acid pedestals. (Top) Random array of large polar rotors spaced by shorter
fatty acid pedestals

avoids reactions in the supernatant solution with the concomitant three-
dimensional cross-linking. We use Hg/solvent or Hg/gas interfaces in a home
constructed electrochemical Langmuir-Blodgett trough (Fig. 14.10) [35]. This
system has many advantages: The surface of mercury is readily cleaned by
wiping with a barrier and stays clean for hours under inert atmosphere (N2)
in an ordinary glove-box, which simultaneously prevents its vapor from es-
caping into the laboratory environment (we have commercial monitors in the
vicinity). The metallic surface permits easy ellipsometry, grazing incidence
IR, and Raman spectroscopy. The facile definition of the surface potential
against a conducting overlayer such as CH3CN/LiClO4, permitting control
of the oxidation state of the adsorbate, controlled generation of metal ions,
and electrochemical measurements such as cyclic voltammetry and coulome-
try (after a small portion of the surface is insulated from the rest in a “ladle”).
An example of a metal-ion linked hexagonal array that represents a realistic
extrapolation of a synthesis already performed [35] on the electrochemical
Hg-LB trough is shown in Fig. 14.11.

Three-Dimensional Arrays. In addition to achieving ordered arrays through
film manipulations, another possibility is to use three-dimensional crystals
of dipolar molecular rotors to study well-defined collections [8, 36–38]. The
molecules we have studied are shown in Fig. 14.12 and are 1,4-bis(3,3,3-
triphenylpropynyl)-2-fluorobenzene, 4, and -difluorobenzene, 5. Molecules of
this type with various substituents X and Y form a crystal lattice that allows
rotation of the central benzene ring about the triple bond axes, where the
triphenylmethyl groups on either end remain stationary within the crystal
framework [37]. By altering the choice of X and Y, we are able to control
the rotational dynamics. The crystal structure is exhibited in Fig. 14.13. The
fluorine atom on the central benzene ring imparts a 1.5 Debye dipole moment
component perpendicular to the rotation axis while the addition of the second
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Fig. 14.10. Electrochemical Langmuir-Blodgett trough

Fig. 14.11. A target structure for a metal-ion bound hexagonal array assembled
on an electrochemical LB trough from sulfide-carrying trigonal connectors

fluorine yields 3 Debye. It has been deduced by molecular modeling and 2H
NMR techniques that these molecular rotors are essentially free to rotate in the
vapor and solution phase, but within the crystal structure, steric interactions
with the triphenylmethyl groups of neighboring rotors create a two-well rota-
tional potential with the minima separated by 180◦ [36]. A schematic drawing
of a two-well rotational potential curve is shown in Fig. 14.14. The barrier to
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Ph

Ph Ph
Ph

Ph
Ph (4) X = F, Y = H

(5) X = F, Y = F

Fig. 14.12. Chemical structure of two crystalline dipolar molecular rotors. The
central benzene ring is free to rotate about the triple bonds while the triphenylmethyl
groups form the crystal lattice

Fig. 14.13. Crystal structure of 5, isomorphous with 4. Two of the dipolar rotary
groups are labeled Rotator, while two of the stationary triphenylmethyl groups are
labeled Stator

Fig. 14.14. Schematic of a two-well potential energy curve representing the poten-
tial experienced by the molecular rotor

rotation EB for molecules of this type has been measured through dielectric
spectroscopy (Sect. 14.4). The regular structure provided by the crystal puts
each rotor in an identical rotational potential, in contrast to the disordered
surface mounted rotors where each rotor experiences a different environment.
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Because of this uniformity of rotor environments, dielectric spectroscopy yields
a single barrier to rotation instead of a broad distribution. The dielectric data
for 5 are shown in Fig. 14.15. The peaks are fitted well to a theoretical solid
line representing a uniform rotor environment. For a spread of barriers, the
experimental peak would be broader than the theoretical curve. Rotors 4 and
5 have barriers to rotation of 13.6 kcal/mol (6850 K) and 14.1 kcal/mol (7100
K) respectively. From x-ray studies of these crystals and consideration of the
molecular and crystal symmetries, conclusions can be drawn about possible
contributions to the asymmetry parameter S, defined as the energy difference
between the two potential energy wells. If we focus on one rotor in the array
and imagine averaging over the orientations of all other rotors, the S value
for 4 may be non-zero (due to steric and intramolecular contributions) while
for 5, S must be zero. From the dielectric spectroscopy data we find S = 1.5
kcal/mol for 4 and 0.9 kcal/mol for 5. In the absence of structural disorder,
the observed non-zero value for 5 can only be due to rotor-rotor interactions.
Examination of samples with different degrees of disorder suggests that the
contributions of disorder are small, implying that the observed asymmetry in
5 is indeed due to interactions [38].

14.3 Behavior of Non-interacting Dipolar Molecular
Rotors

There are a number of ways one may choose to model and describe the behav-
ior of dipolar molecular rotors. Numerical molecular models can potentially

Fig. 14.15. Plot of tan(δ) versus temperature for a crystal of 3 with a blank sample
subtracted. The solid lines are single Debye peaks with the barrier and attempt
frequency dictated by an Arrhenius plot. The overall magnitude is fitted to the
100 Hz peak, and an asymmetry S of 0.9 kcal/mol is chosen to fit the dispersed
magnitudes
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include all of the important dynamical degrees of freedom. However, these
models can be computationally expensive and may not, by themselves, provide
a useful summary of the most important physical effects. Another approach is
the use of a macro model in which only one or several of the coordinates are
treated as dynamical degrees of freedom and the effects of all others appear
as friction constants or constraints describing effective potentials.

We will begin by discussing the rotors in the dilute case, where the influ-
ences of dipoles upon one another are ignored. In Sect. 14.4, we will introduce
dipolar interactions and show how they contribute to the measured well asym-
metry. Even in the dilute case, the rotors may be treated in one of four basic
ways. They may be treated quantum mechanically, with the barriers to rota-
tion being either high or low, or classically, again with high or low barriers.
Systems reported to date appear to be well described by a classical descrip-
tion with high barriers leading to thermally activated hopping. Therefore,
after briefly describing each of the approximate regimes, thermally activated
rotational hopping will be treated in detail. We will describe analytically the
expectations for a two-well rotational potential since it describes most of the
studied rotors to date and serves as a tutorial to thermal hopping behavior.

The motion of the rotor is dictated by the total torque Λnet, consisting of
a static term and a fluctuating term [39],

Λnet = Λst(θ) + Λfl(θ, t) , (14.5)

where Λst is the negative gradient of the rotational potential. The rotational
potential arises from interactions of the rotor with the surrounding atoms of
the surface, crystal, and/or rotor molecule itself. As was mentioned in the
description of the actual molecular rotors, the rotational potential contains
wells and barriers between the wells as seen in Fig. 14.14. The fluctuating
term, Λfl, represents interactions of the rotor with the thermal agitation of
the surrounding atoms. Averaged over long times, the value of the random
direction of the fluctuating forces will be zero. The magnitude of these fluctu-
ations determines the random motion of the rotor, which from equipartition
must have an average kinetic energy of kT/2, where k is Boltzmann’s constant
and T is temperature [40].

The appropriate description of the rotor’s dynamics will vary depending
on the magnitudes of Λfl, Λst, and the dissipative coupling to the surrounding
bath. If the temperature and dissipation are low enough, then a one-particle
Schrödinger equation in the variable θ may give a sufficient description. A
characteristic energy scale to consider is,

B =
�

2

2I
, (14.6)

which is the ground-state level spacing of the quantum mechanical rigid rotor
with a moment of inertia I. At one extreme, if the static rotational potential
is low compared to B, then the solution to the dynamics of the rotor are
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the quantum mechanical rigid rotor wave functions or small perturbations to
them. If the potential is larger and may be approximated by a sinusoid, then
the dynamics are dictated by solutions to the Schrödinger equation

(
−B

∂2

∂θ2
+

1
2
EB cos nθ

)
ψ = Eψ , (14.7)

where n is the number of wells in the rotational potential. For n = 2, this
equation may be recast as the Mathieu equation and is exactly solvable [41].
The generalization to n wells is also solvable [39] and has been used to describe
hydroxyl “rotors” [12]. The question of how low of a temperature is low enough
is an interesting problem and involves the detailed nature of the thermal bath
and how it is coupled to the angular coordinate [42], but we may observe that
B for the molecular rotors under discussion is about 0.2 K, while kT for the
experimental measurements is orders of magnitude higher. Below we attempt
to treat the rotors classically.

We may write Newton’s law and decompose the fluctuating potential into
two forces, one slowly varying, the other rapid [39,40], giving

I
∂2θ

∂t2
= Λst(θ) − η

∂θ

∂t
+ ξ(θ, t) . (14.8)

The terms on the right are just Λnet in the rotational coordinate. The dissipa-
tive force η ∂θ

∂t is the first term of an expansion of the slowly varying fluctuating
force with η representing a friction constant, and ξ(θ, t) is the rapidly fluctu-
ating torque, which averages to zero. If EB � kT , Λst may be ignored and the
rotors will exhibit rotational diffusion. Here we are concerned with the situa-
tion where kT is about 300 K and EB , shown in Fig. 14.14, is 5–15 kcal/mol
or 2500–7500 K, orders of magnitude larger. With these parameters, we are
in the thermally activated or rotational hopping regime.

In this situation the rotor will sit in a particular potential energy minimum
and oscillate with a characteristic frequency ω0, called the libration or attempt
frequency. We may consider the probability of finding a single rotor with a
given energy at a given time or equivalently, the probability distribution of
energy of a large ensemble of rotors. The thermal energy of the ensemble of
rotors will distribute in Boltzmann fashion with some rotors having energy
well above kT and some well below, but averaging to the given thermal energy.
Being trapped in a well, the only mechanism for a rotor to reorient into another
minimum is to thermally hop whenever it gains enough thermal energy. This
situation is shown in Fig. 14.16 for a three-well scenario where the dipolar
rotor is defined to be in a given well if the dipole moment of the rotary group
points in the direction dictated by the well. We want to calculate the change
in population, Ni, found in the i-th well with time, where i labels the well.
This rate of population change will be the rate of rotors hopping into well i
minus those that hop out and is given by
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Well 1

Well 3
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Direction of
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Fig. 14.16. Schematic of thermal hopping for a three-well potential. The dipole
moment of the rotator has energy kT and is librating in well 1. If it gains enough
energy it may hop over EB into well 2 or 3. The rate of hopping is shown by arrows
and Γij , where i is the initial and j is the final well involved in the hop

dNi

dt
=

n∑
j �=i

(NjΓji − NiΓij) . (14.9)

Γij is the transition rate from well i to well j and the sum is up to n wells. We
will attempt to model this transition by a thermally activated hop defined by

Γij = ω0 exp
(
− W

kT

)
, (14.10)

where W is the activation or barrier energy between wells [43, 44]. In the
example in Fig. 14.14, the barrier from well 1 to 2 is EB , while the reverse
hop has barrier EB +S. To treat only the simplest case, we will suppose that
the barrier at 270◦ is large so that there is only one path between the two
minima.

The precise determination of the attempt frequency ω0 depends upon the
shape and depth of the particular potential minimum in which the rotor is
trapped. However, for kT � EB , the rotor executes small angle oscillations
within the well. The rotational potential is approximated as a sinusoidal curve
and a typical estimate of the frequency yields

ω0 ≈
√

2EB

2I
≈ 1012 s−1 . (14.11)

The attempt frequency could be different in each well depending on energy dif-
ferences in barriers. We will suppose that these differences are not significant
compared to the larger variations of the exponential factor.
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Returning to the determination of population changes in the wells, we
may use the hopping rates to determine the equilibrium populations of rotor
orientations and the response to being pushed out of equilibrium by external
fields. Using the two-well potential of Fig. 14.14, we must first calculate the
equilibrium populations in each well. There may be an asymmetry in the min-
imum energy wells, S, that may be due to any number of physical phenomena.
For instance, as was mentioned in the two-dimensional rotor case, the wells
may be non-degenerate because of interactions with the mounting surface. In
the three-dimensional case, crystal and molecular symmetries may impose an
asymmetry. In addition, an electric field interacting with the dipole moment
will provide a directional preference. When it comes to detecting rotor be-
havior, the source of S will be important, but for this explanation of rotor
behavior, it is just a parameter of the potential.

When the system reaches equilibrium, the populations in each well are no
longer changing, so from equation (14.9),

dN1

dt
= 0 = N2Γ21−N1Γ12 = N2ω0 exp

(
− (EB + S)

kT

)
−N1ω0 exp

(
−EB

kT

)
,

(14.12)
where the overbar indicates equilibrium populations. Using the fact that the
total number of rotors remains constant,

N1 + N2 = N , (14.13)

where N is the total number of rotors, we find

N1 =
N

e+ S
kT + 1

and N2 =
N

e
−S
kT + 1

. (14.14)

In any measurements of dynamics, we will be interested in the net difference
in populations between wells:

N̄2 − N̄1 = N tanh
(

S

2kT

)
. (14.15)

Equation (14.15) shows that if the asymmetry is zero, rotors will equally
populate both wells, but for cases where one well is lower, the rotors will
preferentially point in the direction associated with that well. Notice that as
the difference in well energies gets very large, the difference in populations
saturates so that all the rotors are in the lower well. Also, as the tempera-
ture approaches zero, the rotors will all populate the lower well, but as the
temperature becomes very high, the wells tend toward equal populations.

The next step is the calculation of the dynamics when the rotor is forced
out of equilibrium. Namely, what is the rate to reestablish a new equilibrium?
We know from equation (14.9),

d(N2 − N1)
dt

= 2[N1Γ12 − N2Γ21] = 2
[
N1ω0e

−EB
kT − N2ω0e

− (EB+S)
kT

]
.

(14.16)
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Equation (14.16) may be recast into a relaxation equation [44] of the form,

τ
dA(t)

dt
= Aeq − A(t) . (14.17)

A(t) represents any parameter which at some time, t, is displaced from its
equilibrium value Aeq. Combining equations (14.13) and (14.16) yields

τ
d(N2 − N1)

dt
= N tanh

(
S

2kT

)
− (N2 − N1) , (14.18)

where relaxation back to equilibrium occurs in a characteristic time,

τ ≡ 1

ω0e−
EB
kT + ω0e−

(EB+S)
kT

=
1

Γ12 + Γ21
, (14.19)

or at a rate, 1/τ , equal to the sum of the hopping rates in the system. Since
the rates contain exponentials, a small difference in well energies corresponds
to orders of magnitude difference in hopping rates, with the smallest hopping
barrier dominating the behavior. Thus, even though the total relaxation rate
of the rotor depends on hopping in and out of both wells, the most significant
parameter is often the smaller barrier energy, thus the nomenclature of EB

for that barrier in Fig. 14.14.
The dynamics derived from the two-minimum potential case are instruc-

tive toward treatment of systems with an increased number of stable rotor
positions. The same general approach used so far may be used to solve the
relaxation dynamics for 1 where there are three stable positions that may
or may not be degenerate in energy [45]. However, notice that for a pair of
potential wells, there appeared one characteristic relaxation time τ involving
the rates of hopping in and out of the two wells. In general, the dynamics will
involve a sum of exponential relaxations. Group theory techniques can be used
to show that the number of distinct relaxation times will be reduced when the
potential has symmetries. For example, Willams and Cook [45] show that a
four well potential with C2 symmetry has one relaxation time, but when the
symmetry is reduced to D2h, there are two relaxation times.

14.4 Detection of Rotation by Dielectric Spectroscopy

A capacitor has a capacitance C defined by C = Q/V where Q is the charge
stored on the capacitor plates and V is the applied voltage. If we place mov-
ing dipoles into the capacitor as a dielectric, the dipoles will respond to the
electric field, and we can use this response as a probe of the rotor dynamics.
This method is known as dielectric spectroscopy. An introduction to this mea-
surement technique will be presented for the two-well case again, followed by
comments on higher number well systems. In addition to measuring barrier
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to rotation and attempt frequency, dielectric spectroscopy gives access to well
asymmetries which can provide a measure of rotor-rotor interactions. In spe-
cial circumstances, the weak a.c. electric field used for dielectric spectroscopy
yields unidirectional motion in two-well rotors similar to the driven rotation
of Sect. 14.2 [28,29]. A brief explanation of this phenomenon will be provided.

We first calculate the equilibrium polarization, Peq, of a given rotor sam-
ple which is the average dipole moment per unit volume. Let’s assume the
rotational potential is that of Fig. 14.14. The two wells may differ in energy
due to an intrinsic asymmetry s and a small electric field, E. Then, the dif-
ference in well energies is S = s+ 2p0E. We have already calculated the
difference in population caused by a disturbance in equation (14.15) and the
overall dipole moment of the sample per unit volume at equilibrium is

Peq =
p0

VT

(
N̄2 − N̄1

)
=

p0

VT
N tanh

(
s + 2p0E

2kT

)
, (14.20)

where VT is the total volume of the sample. As was mentioned, the intrinsic
asymmetry, s, may be caused by the mounting surface or crystal symmetries.
The applied electric field, however, will be a small perturbation such that
p0E � kT . A Taylor expansion around s, keeping terms linear in p0E, leads
to

Peq ≈ p0

VT
N tanh

( s

2kT

)
+

p2
0EN

VT kT
sech2

( s

2kT

)
. (14.21)

The first term is the spontaneous polarization due to the intrinsic well asym-
metry. The second term is the field dependent polarization. The sech factor
is suppression to the rotor polarization since the well difference s will freeze
some proportion of rotors into the lower well, not allowing them to respond
to the applied field. We want to know the polarization response, P (t), to an
applied a.c. electric field. Only the field dependent term in equation (14.21)
will contribute. We already examined this problem with equation (14.18). If
the a.c. field has the form E = E0e

iωt, we may assume P (t) has the form
P0e

iωt and solve equation (14.18). The solution is

P0 =
p2
0E0N

VT kT
sech2

( s

2kT

) 1
1 + iωτ

= Ps
1

1 + iωτ
. (14.22)

where the relaxation time τ was defined by equation (14.19). At low frequen-
cies (ωτ � 1) this formula is simply the field dependent part of the equilibrium
polarization in equation (14.21).

The polarization P0 is a complex number. In order to understand this, we
should think about the change in charge on the capacitor with time, or the
current IC . For a lossless capacitor Q(t) = CV = CV0e

iωt,

IC =
dQ

dt
= C

dV

dt
= iωCV0 exp(iωt) = ωCV0 exp

[
i
(
ωt +

π

2

)]
. (14.23)
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There is a current due to the charging of the capacitor that is 90◦ out of
phase with the applied voltage. The current IC represents energy flow that
is stored in the capacitor and is completely recoverable from the system. In
addition to IC , there may be current IL that looks like charge flowing across
the capacitor plates through a resistive element leading to energy loss and this
is known as a loss current. If IL is due to conducting charges moving between
the plates, IL = V/R, where R is the resistance of the transport mechanism.
The loss current may be due to other effects, such as rotor motion, and not
proportional to 1/R, but it will be proportional to V . Thus, the capacitive
and loss currents may be measured by detecting electrical signal that is out
of phase and in phase with the applied voltage respectively [46].

These results are usually expressed through a complex dielectric permit-
tivity ε*, a material property. Recall that the capacitance of a parallel plate
capacitor in vacuum is C0 = Aε0/d, where A is the area of the capacitor plate,
d is the distance between them, and ε0 is the permittivity of free space. If a
dielectric with permittivity ε is inserted between the plates, C = C0ε/ε0. The
total current amplitude I0 is,

I0 = IC + IL =
(

iωC +
1
R

)
V0 = iωC0

ε∗

ε0
V0 = (iωε′ + ωε′′)

C0

ε0
V0 , (14.24)

where
ε∗ = ε′ − iε′′ (14.25)

is the complex dielectric permittivity [46]. Comparing equation (14.25) to
equation (14.24) we see that the real component represents current stored
capacitively while the imaginary part corresponds to energy lost through a
resistive mechanism.

A standard way to express a measurement of the complex permittivity is
through the loss tangent, tan (δ), which is the ratio of the imaginary to real
part of the complex permittivity. Alternatively, the loss tangent is the ratio
of the real to imaginary part of the current. The reason it is referred to as an
angle is that we may represent the current in the complex plane with δ as the
angle between the current vector and the imaginary axis. If the system is just
a resistor, then the imaginary part of the current is zero, and the loss tangent
goes to infinity. If the system is a perfect capacitor, the real part goes to zero,
there is no loss, and the loss tangent is zero.

Finally, in order to relate all of this back to our polarization, we have to
remember that the total polarization amplitude PT is related to the electric
field amplitude by

PT = (ε∗ − ε0) E0 . (14.26)

The total polarization PT = P∞ + P0 is composed of two parts, the high
frequency electronic polarization P∞ and the slower rotor polarization P0

from equation (14.22). Solving for ε∗ we find

ε∗ =
PT

E0
+ ε0 =

P∞
E0

+
P0

E0
+ ε0 =

P∞
E0

+
Ps

E0

1
1 + iωτ

+ ε0 . (14.27)
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It is conventional now to define the high frequency dielectric constant

ε∞ ≡ P∞
E0

+ ε0 (14.28)

and the static (low frequency) dielectric constant

εs ≡ P∞
E0

+
Ps

E0
+ ε0 = ε∞ +

Ps

E0
. (14.29)

With these definition we find

ε∗ = ε∞ +
εs − ε∞
1 + iωτ

, (14.30)

and

tan(δ) =
(εs − ε∞) ωτ

ε∞
(

εs

ε∞
+ ω2τ2

) , (14.31)

which is referred to as the Debye response [47]. We associate (εs − ε∞)
with the capacitance CR due to the rotor motion, while ε∞ is associated
with the capacitance C0 that would be measured if the rotors could not move.
The capacitance due to the rotors is normally much smaller than C0 so that
εs/ε∞ ≈ 1 and

tan(δ) =
CR

C0

ωτ

(1 + ω2τ2)
. (14.32)

The last step is to express CR in terms of the known value of the polariza-
tion from equation (14.22). However, before we do, there are three additional
factors that need to be addressed. The first is consideration of the geometry
of the capacitor. If the rotors are in a parallel plate capacitor,

CR =
(εs − ε∞)A

d
=

A

d

Ps

E0
, (14.33)

where A and d are the area and gap, but for other geometries there will be
a numerical factor. The second issue is the orientation of the dipolar sample.
In most cases the sample is polycrystalline and, rather than the electric field
interacting with the dipole moment as p0E, it must be replaced by p0Ecosθ
and integrated over the appropriate angles. This is addressed in many sources
[1, 46, 48] so only the result will be quoted here which is to multiply the
resulting polarization by 1/2 in two dimensions and 1/3 in three. Finally, if the
rotors are dilute, we must account for the dielectric nature of the environment
surrounding the rotors. This is done by using the Clausius-Mossotti method
where the dipole is assumed to be in a spherical cavity surrounded by an
infinite medium with dielectric constant ε∞ [48]. This induces an additional
field in the cavity and multiplies the preceding polarization by (ε∞ + 2)/3,
where ε∞ is estimated to be approximately 2 for a typical organic substance.

Now one can express tan(δ) as
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tan(δ) =
K

ε∞

p2
0N

VT kT
sech2

( s
2kT

) ωτ

(1 + ω2τ2)
, (14.34)

where K represents the numerical prefactor due to angular integrations, in-
ternal field corrections, and capacitor geometry. The important aspect of
equation (14.34) is the behavior with respect to temperature. For a given
applied field frequency ω, at low temperatures, the relaxation time, τ =
ω−1

0 exp(EB/kT), will be large, but the denominator of equation (14.34) will
get large at a faster rate so that the loss tangent approaches zero. This corre-
sponds to the rotors being unable to hop at the lower temperature in response
to the quickly oscillating field and therefore having no loss of energy. On the
other hand, at high temperatures, the relaxation time becomes very small, so
that the numerator approaches zero while the denominator approaches one.
Therefore, the loss tangent approaches zero once again. This time, the applied
field is oscillating at a much slower rate than the rotors are hopping, thus the
rotor are responding immediately to the applied field with no loss of energy
contributing to a lag. However, when the temperature approaches the point
where ωτ = 1, the loss tangent will peak. Thus, by measuring the in-phase
and out of phase components of the current with voltage, calculating the loss
tangent, and observing where it peaks with respect to temperature, we obtain
a measure of the relaxation time as the reciprocal of the applied electric field
frequency. One may also hold the temperature constant and observe the fre-
quency where the loss tangent peaks for the same results, but the temperature
experiment allows access to a larger range of relaxation times.

An experiment generally entails scanning temperature and measuring
tan(δ) for a number of fixed frequencies. Figure 14.17 shows what the data
might look like if they follow the Debye response for measurements at the
frequencies shown and there is no asymmetry in the potential wells so that
the sech factor in equation (14.34) is one. There are several features to note
about the data. To begin with, as the applied frequency increases from 100
Hz to 10 kHz, the location of the loss peak moves up in temperature. This
corresponds to the molecular rotors requiring more thermal energy to keep up
with the measurement frequency. Also, as the peaks move up in temperature
and frequency, the peak magnitude decreases. This is due to the 1/kT factor
in equation (14.34), also called the Curie factor. It accounts for the grow-
ing depolarization of the rotor due to thermal agitation as the temperature
increases.

Whether observing sharp or broad peaks, a dominant energy barrier is
often present. From the dispersion of peaks with frequency, an Ahrrenius plot
may be made. Since a peak occurs when ωτ = 1, we may write for the peak
temperatures,

ω = 1/τ = ω0 exp
(

−EB

kTpeak

)
(14.35)

ln ω = ln ω0 −
EB

k

1
Tpeak

. (14.36)
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Fig. 14.17. Example of theoretical loss tangent versus temperature with s = 0, and
a barrier of 12 kcal/mol

A plot of ln ω versus 1/Tpeak where Tpeak is the temperature where the loss
peak occurs for a given ω will give a straight line with a slope of EB and a y-
intercept of ln ω0. Using equation (14.34) the barriers and attempt frequencies
for the dipolar molecular rotors may be extracted from experimental data.
See [8] for an Ahrrenius plot for 4 obtained by this method.

The narrow, singular peaks found for three-dimensional rotors also al-
low characterization of the asymmetry in the two wells also. In Fig. 14.17,
where no asymmetry is present, the magnitude of the peaks decreases with
increasing frequency due to the Curie factor. However, the observed peaks in
Fig. 14.15 increase with increasing frequency. This is due to the sech factor,
or the suppression due to rotors freezing into the lower well. The greater the
asymmetry, the larger the increase in peak magnitude with increasing fre-
quency or temperature. Thus, by comparing the relative magnitudes of loss
at different frequencies, the asymmetry may be ascertained. For 4, this asym-
metry was 1.5 kcal/mol. X-ray studies and calculation showed this to be due
to steric hindrance.

Another interesting phenomenon arising with the two-well rotors is net
unidirectional motion under the influence of the a.c. electric field. This is sig-
nificant in the effort to extract useful work from the rotors upon application
of an electric field and perhaps for studying electrooptic effects. We may cal-
culate the efficiency of this rotation. Let us imagine the potential of Fig. 14.14
with degenerate rotational potential wells, S = 0, and an electric field pointing
in an arbitrary angle θ to the wells. The same master equation approach as
was applied in Sect. 14.3 may be used for this situation [28,29]. Makhnovskii
et al. performed this calculation for field switching dynamics that may be con-
sidered a Markov process, but the result is approximately valid for the case
of periodic driving as well. The average rate of rotation J is found to be
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J =
ω0

2
exp

(
−EB + v

kT

)
sinh

( u

kT

)

×
1 − exp

(
−2v

kT

)

1 +
[
ω0

ω
exp

(
−EB + v

kT

)
cosh

( u

kT

)(
1 + exp

(
−2v

kT

))] , (14.37)

where u = p0Ecos θ is the interaction of the dipole with the electric field
in the potential wells and v = p0Esin θ is the change in the barrier due to
the electric field with p0 being the dipole moment of the dipolar group in the
rotor and E the strength of the applied electric field. θ is the angle between
a line connecting the two stable orientations of the rotors and the direction
of the electric field. Some typical numbers for the parameters to use for the
three-dimensional, symmetric 5 are: EB = 14 kcal/mol, T = 300 K, p = 3
Debye, θ = 45◦, ω = 2π× 1 kHz, and E = 5 • 105 V/m. This yields a net
forward rotation every 69 minutes. For ω � 1/τ , or when the frequency of the
applied field is much less than the relaxation rate of the rotor, the rotation rate
increases linearly with applied field frequency. When, ω approaches 1/τ , the
rotation rate saturates. So, at 10 kHz, there is a rotation every 28 minutes and
at 1 GHz it takes 23 minutes for a single forward rotation. When the applied
field frequency is above the attempt frequency, this hopping rate approach
breaks down because the rotor does not have time to equilibrate when the
field is switched and equation (14.37) is no longer valid [28]. However, for
parameters that are easily accessible experimentally, equation (14.37) should
be applicable.

14.5 Summary

Dipolar molecular rotors represent a novel environment for investigation of
some interesting physical phenomena. A few of these discussed were the in-
vestigation of molecular dynamics and the effects of interactions among collec-
tions of rotating molecular dipoles. In addition, the synthetic control over the
creation of these molecular systems will allow customization in future work,
such as decreasing the rotational barrier and increasing dipole strengths to fur-
ther interactions at higher thermal temperatures. Some of the synthetic work
discussed here has been the creation of disordered, two-dimensional arrays and
evidence of their rotation, the efforts toward ordered arrays in this regime,
and work in ordered, three-dimensional collections. Each of these provides
an interesting framework for observing various parameters of the molecular
rotor physics, such as relaxation in varying potential minima configurations.
The characteristics of the molecular rotors’ environment play a crucial role in
determining the description necessary to understand the rotational behavior.
Thus far, we have been in a situation apparently described by thermally ac-
tivated hopping. An introduction to this behavior has been discussed and its
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detection through dielectric spectroscopy has also been evaluated. It should
be mentioned that there are other techniques for measuring the rates for
rotary molecular groups, such as 2H NMR and CP-MAS NMR [49]. The pos-
sibilities for dipolar molecular rotors are vast. From excited rotary modes, to
unidirectional motors, to novel phase behavior, this is a rich area for future
investigation.
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30. J.V. José and E.J. Saletan (1998). Classical dynamics: a contemporary approach

(Cambridge University Press, New York). p. 382 ff.
31. B.V. Chirikov (1979). Phys. Rep., 52, p. 265.
32. G. Roberts (1990). Ed. Langmuir-Blodgett Films (Plenum Press, New York).
33. F. MacRitchie (1990). Chemistry at Interfaces (Academic Press, San Diego).
34. T.F. Magnera and J. Michl (2002). Proc. Nat. Acad. Sci. USA, 99, p. 4788.
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Using DNA to Power the Nanoworld
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The simplicity of the rules by which DNA strands interact has allowed the
construction, out of DNA, of complex nanodevices that can execute motion.
These devices possess DNA-based molecular motors that are powered by DNA
strands that serve as fuel. Among the variety of such devices constructed are
ones that can direct chemical synthesis, that can control the properties of
bulk materials, and that can control the binding of chemical species to protein
molecules. This suggests that DNA-based nanodevices powered by DNA-based
molecular motors may find application in fields such as chemistry, materials
science, and medicine. Here we describe the principles by which the motors
that power these devices work and survey the range of devices that have been
constructed.

15.1 Introduction

A large number of different kinds of molecular motors, molecules that convert
chemical energy into mechanical work, can be found within living cells. These
motors carry out a variety of tasks, only some of which are listed here. They
drive muscle contraction, pseudopod extension, and the beating of cilia and
flagella, allowing cells and organisms to move. They also drive DNA repli-
cation, the transcription of DNA, and convert energy obtained from food or
sunlight into the fuels that power the cell’s molecular machinery. Clearly, bi-
ological organisms have found molecular motors to be extremely useful. It
is likely that we also will find molecular motors very useful, once we have
mastered chemistry and nanotechnology sufficiently well.

There has been considerable work on the construction of synthetic mole-
cular motors [1] such as light-driven molecular motors [2–5]. However, the
ability to controllably move things on a nanoscale using molecular devices is
best developed in DNA-based nanotechnology. Quite a number of DNA-based
machines have been constructed [6] that can be cycled through a set of states
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driven by DNA strands that serve as fuel [7–19]. The function and application
of these machines is the focus of this chapter.

15.2 Structural Properties of DNA

In its native form in biological organisms DNA (deoxyribonucleic acid) con-
sists of two linear molecules that twist around each other to form a double
helix. This double-stranded DNA is often referred to as duplex DNA. Each
single strand of this double helix is a linear polymer consisting of monomer
units which have chemical units called bases attached to them. The monomer
units are linked together by a phosphodiester bridge, the “phosphate” units
forming the DNA’s backbone. There are four kinds of bases labeled A, G,
C, and T for adenine, guanine, cytosine, and thymine, respectively. A DNA
strand is uniquely specified by listing the sequence with which the bases occur.
There is a slight complication in that DNA is a directed polymer. It is thus
necessary to specify which end is which. By convention one end is labeled the
5′ end and the other is labeled the 3′ end. When listing DNA sequences it is
conventional to begin with the 5′ end and conclude with the 3′ end as was
done for the base sequences A, B, and C in Fig. 15.1(a). In the double helix
the two strands of DNA align with each other in an antiparallel way so that
the 5′ end of one strand matches with the 3′ end of the other strand. Each
base A of one DNA strand preferentially binds with a base T from the other
strand, while a base G of one strand of DNA preferentially binds with a base
C of the other strand. The two strands of a double helix are said to be com-
plementary if every A of one strand is matched with a T of the other strand
and every G of one strand is matched with a C of the other strand. Double-
stranded DNA in biological organisms is of this form. The paired bases form
the rungs of the twisted ladder in the usual iconic representations of duplex
DNA. The spacing between bases in double-stranded DNA is 0.34 nm and
there are approximately 10 base pairs for one full turn of the double helix.
The double helix has a width of 2 nm.

The double helix is maximally stable if there is complementary base paring
throughout. If the mismatch density is high enough, the double helix will not
be stable and the structure will rapidly fall apart into two single strands. Con-
versely, two single strands of DNA that happen to have complementary base
sequences, when in solution, will rapidly combine to form double-stranded
DNA. This process is called hybridization. The binding strength between two
DNA strands depends on the base sequences of the strands and can be cal-
culated with reasonable precision. This allows for the design of sets of DNA
strands which, when placed in solution, will combine with each other in pre-
determined ways to self-assemble into complex nanostructures. The linearity
of the molecule and the predictability of strand-strand interactions account,
to a large extent, for why DNA has proven to be a particularly convenient
medium to work with in the construction of nanostructures and nanodevices.
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5’ TGCCTTGTAAGAGCGACCATCAACCTGGAATGCTTCGGAT 3’

5’ GGTCGCTCTTACAAGGCACTGGTAACAATCACGGTCTATGCG 3’

5’ GGAGTCCTACTGTCTGAACTAACGATCCGAAGCATTCCAGGT 3’

A

B

C

CTGGTA
ACAAT

CACGGTCTA
TGCG 3

’

GGTCGCTCTTACAAGGCA 

CCAGCGAGAATGTTCCGT 5'

TGGACCTTACGAAGCCTA 

ACCTGGAATGCTTCGGAT 3’
GCAATCAAGTCTGTCATCCTGAGG 5'

A
T
C

A
A

B

C

(a)

(b)

Fig. 15.1. Self-assembly of a simple nanodevice. The three strands of DNA, A,
B, and C, depicted in (a), have complementary regions. In solution these strands
will diffuse and thereby randomly contact each other. When complementary regions
between DNA strands contact each other these will zip together to form double-
stranded DNA. The base sequences of A, B, and C were designed to form the
structure shown in (b). Double-stranded DNA is some 50 times stiffer than single-
stranded DNA. Hence, the device in (b) has been shown with bends in some of the
single-stranded regions

It also helps that foundries are available that will manufacture DNA strands
of arbitrary base sequence up to several hundred nucleotides in length.

Figure 15.1 illustrates the self-assembly of a simple DNA-based nanode-
vice [7]. In (a) the base sequences for strands A, B, and C are given in standard
form, starting with the 5′ end. Both B and C have regions that are complemen-
tary to portions of A. When in an aqueous solution these strands randomly
migrate through the fluid volume due to the random motion of the molecules
making up the fluid. In an aqueous solution the phosphate backbone becomes
negatively charged because each phosphate unit donates a proton (a posi-
tively charged hydrogen ion) into solution. Compounds that donate protons
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to solution when in water are referred to as acids. Hence, one has the name
deoxyribonucleic acid for DNA. Because DNA strands are negatively charged
in solution, they tend to electrostatically repel each other. However, salt in
solution reduces this electrostatic force and, if the fluid has sufficient salt, oc-
casionally the DNA strands contact each other. When complementary regions
touch, base pairs will form and the complementary regions of the two strands
will zip together to form a double helix. The base sequences for the strands
A, B, and C of Fig. 15.1(a) have been designed so that they will bind together
to form the structure shown in (b). This structure consists of two-double
stranded arms connected by a single-stranded region which is four bases in
length. Each arm possesses a single-stranded extension. Single-stranded DNA
in solution is floppy. Hence, the structure has been depicted as folding back
onto itself. This structure is rather simple, but it will be used in the next
section to describe how DNA-based motors work. Much more complex nanos-
tructures have been made by self-assembly through the design of suitable sets
of DNA strands [20]. These include DNA sheets [21–25] and tubes [23–26].

The rigidity of nanostructures constructed of DNA is determined by the
stiffness of DNA. Long strands of DNA behave as floppy strings. In solution,
such strands writhe due to the Brownian motion of the molecules making up
the solvent. At any instant of time the strand configuration is that of a ran-
dom coil. However, since it costs energy to bend a DNA molecule, there is a
limit to the degree of tightness of the random coil. This limit is determined by
the thermal energy available in the Brownian motion. The length which char-
acterizes the tightness of the random coiling is called the persistence length.
This length is 50 nm for double-stranded DNA [27] and approximately 1 nm
for single-stranded DNA [28]. That is, single-stranded DNA is 50 times more
floppy than double-stranded DNA. Because it is difficult for the random mo-
tion of the solvent molecules to bend DNA over a distance that is shorter
than the persistence length, double-stranded DNA shorter than 50 nm be-
haves more like a rigid rod than a floppy string. Double-stranded DNA is,
thus, sufficiently stiff to allow one to build nanostructures with structural
integrity.

15.2.1 Motorized DNA Tweezers

To describe how DNA-based motors powered by DNA-stand interactions op-
erate, consider the device shown in Fig. 15.2 which was reported on in [7]. The
base sequences for the strands making up the device and a simpler representa-
tion of the device have already been shown in Fig. 15.1(a). This device is con-
structed from three strands of DNA to form a two-armed structure. The arms
are 18 base pairs long (about 6 nm) and consist of double-stranded DNA. Since
this is much smaller than the persistence length of double-stranded DNA, the
arms behave as rigid rods. The arms are linked together by single-stranded
DNA four bases in length. Since the spacing between bases in single-stranded
DNA is 0.43 nm, the length of the linker between the arms is greater than the
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Fig. 15.2. DNA-motor driven tweezers. The arms of the tweezers consist of relatively
rigid double-stranded DNA. The arms are connected together by a hinge consisting
of single-stranded DNA four bases in length. The motor that is used to open and
close these tweezers consists of single-stranded DNA that extends from the arms of
the tweezers

persistence length of single-stranded DNA. Consequently, the linker function
as a flexible hinge. The two arms can be brought together in a tweezers-like
fashion. Since these tweezers are too small to be seen by the human eye and
too small to be operated by the human hand, it was necessary to motorize
them in order to open and to close them. The motor consists of two strands
of single-stranded DNA that extend off of the tips of the arms of the tweezers.
The two motor strands were 24 bases in length.

How the tweezers are closed is illustrated in Fig. 15.3. A DNA strand
that has regions which are complementary to the single-stranded extensions
of the tweezers’ arms is introduced into the solution. This strand is labeled
F for “fuel” in Fig. 15.3(a). When regions of this strand come into contact
with complementary regions of the single-stranded extensions (overhangs) of
the arms of the tweezers, double-stranded DNA begins to form, as shown in
Fig. 15.3(b). By forming base pairs, the system is going downhill energetically
and the tweezer arms are driven shut, as shown in Fig. 15.3(c).

As illustrated by the fact that DNA hybridization can pull the arms of
the DNA tweezers together, DNA hybridization is able to develop a force. To
address what the maximum force is that DNA hybridization can develop, con-
sider the thought experiment depicted in Fig. 15.4. Here DNA-hybridization
is used to lift a weight against the force of gravity. Clearly, there is a maxi-
mum size to the weight that can be lifted. The force exerted by this weight
is called the stall force. Since work is force times distance, the stall force can
be estimated by dividing the energy available to do work when a base pair is
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(c)

(b)

(a)

F

Fig. 15.3. Closing the DNA tweezers. The tweezers are closed by the introduction
of a fuel strand F

formed by the distance the weight moves during the formation of a base pair.
The energy released in the formation of a base pair depends on whether the
base pair formed is between a G and a C or between an A and a T. It also
depends on what the neighboring bases happen to be and on the tempera-
ture and salt concentration. Averaged over all such combinations the energy
∆G available to do work [29] is 1.8 kcal/mol or 1.25 × 10−20 J at 20◦C in
1 molar salt. The distance the weight moves during the formation of a base
pair is twice the spacing between neighboring bases on single-stranded DNA.
The distance between bases on single-stranded DNA is 0.42 nm. Hence, the
distance the weight moves is ∆x = 0.84 nm. The stall force F = ∆G/∆x is
thus 15 pN. This number is in line with the forces that have been measured
by pulling double-stranded DNA apart [30–32]. The force generated by DNA
hybridization is quite respectable when compared with biological molecular
motors. For example, kinesin [33] has a stall force of 5 pN. RNA polymerase,
one of the more powerful molecular motors to have been characterized [34],
has a stall force of 30 pN.



15 Using DNA to Power the Nanoworld 337

F

∆x

a b

Fig. 15.4. A Gedanken experiment in which a weight is lifted by DNA hybridization

15.3 Reopening the Motorized DNA-based Tweezers

In order to describe how the closed tweezers are reopened, it is necessary to
describe a mechanism by which one DNA strand can be removed from a double
helix. This process is called strand displacement [35,36] and is depicted in Fig.
15.5. In Fig. 15.5(a) two DNA strands labeled A and B are shown which are
hybridized together by virtue of the fact that B possesses a region in which its
base sequence is complementary to that of A. The strand B is longer than A so
that, when the two are hybridized, one end of B is still single-stranded DNA.

A A

A
A

B B B

B

B B

B

B

Overhang

Branch point

(a) (b) (c) (d)

Fig. 15.5. Strand displacement via branch migration. The sequence shows how the
strand B can be removed from A by the introduction of the complement B̄ of B.
In (a) A and B are held together via bonding between complementary base pairs.
B possesses a single-stranded extention or “toehold.” In (b) the complement of B
binds to the toehold. A branch migration process is initiated. In (c) the branch point
has moved toward the center of strand B. The branch point moves via a Brownian
walk. In (d) the branch point has made a first passage to the far end of B. At this
point A has been cleared of strand B
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Such a single-stranded extension is called an overhang and it facilitates the
initiation of the strand displacement process. In particular, as shown in (b), it
serves as a site to which a strand of DNA complementary to B, denoted as B̄,
can bind. Because of its function as an initiation site for strand displacement,
the overhang is often referred to as a toehold. To understand what happens
next, it is important to realize that the binding between base pairs is relatively
weak. In fact, it is sufficiently weak that the random Brownian motion of the
molecules making up the solution cause base pairs to temporarily break apart.
The disrupted base pairing is usually quickly reestablished. However, in the
situation depicted in (b), if the pairing between the base pair of A and B
at the toehold end of B is disrupted, it is possible for the base pairing to
reform with the base of B now hybridized with its complement on B̄. Strand
A will now have one free base. The point at which the A and B̄ strands meet is
called a branch point, as indicated in (c). Because of the random breaking and
making of base pairs at the branch point region, the branch point undergoes
a random walk along B. The average time between steps [37, 38] is 10 to
100 µsec. At 10 µsec per step it takes on average 16 msec for the branch point
to migrate to the far end of B. Once this happens, A is no longer attached
to B and B and B̄ are fully hybridized. The reverse reaction is also possible.
A random fluctuation could cause the end of the double strand in (d) to
partially unzip. This would allow A to reattach itself, and the branch point
then could migrate back to the state depicted in (b). To go from (b) to (a)
would cost energy, because it would require breaking the base pairs between
B̄ and B in the toehold region. This energy difference between state (a) and
state (d) drives the chemical equilibrium toward (d). The toehold is, thus,
crucially important. By making the toehold longer than a few bases, one can
insure that the forward reaction where B̄ displaces A is highly favored over
the backward reaction where A displaces B̄. This strand displacement process
which clears A of B is essentially the same process that is used to clear the
tweezers of the fuel strand F .

Figure 15.6 shows the full machine cycle of the motorized DNA tweezers. In
addition to regions that are complementary to the single-stranded extensions
of the open tweezer arms depicted in (a), the fuel strand F possesses eight
extra bases at one end so that when F is fully hybridized with the tweezers
there is a single-stranded portion of F that extends off of the end of one of the
arms of the tweezers. This is shown in (b) of Fig. 15.6. This overhang functions
as a toehold. The tweezers are opened by introducing the complement of the
fuel strand. This strand is denoted as F̄ . The complement attaches itself to
the toehold region of F as shown in (c). Branch migration is now initiated
in which the tweezers and F̄ compete for base pairs with the fuel strand. In
(d) the branch point has moved roughly halfway along one of the arms of the
tweezers. Eventually, the branch point makes a first passage to the far end
of F . At this point the tweezers are released from F and restored to their
open configuration (a). At this point waste product W is also produced which
consists of the fuel strand fully hybridized with its complement. It should be
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F

F

(a)

(b)

(c)

(d)

W

Fig. 15.6. The machine cycle for the DNA tweezers. (a) The tweezers in their
open state. (b) Upon the addition of the fuel strand F the tweezers close. (c) The
complement F̄ of the fuel strand first attaches itself to the fuel strand toehold. (d)
A branch migration process is initiated in which the complement of the fuel strand
competes with the tweezers for base pairing with the fuel strand. Eventually, a first
passage of the branch point to the far end of F occurs. At this point the tweezers are
cleared of the fuel strand and have been returned to their open configuration (a). In
addition, waste product W is created which consists of the fuel strand hybridized
with its complement

noted that both the closing and the opening of the tweezers are energetically
downhill processes, each resulting in a net increase in base pairs. Thus, steps
in the reverse direction are disfavored. The motor that opens and closes the
tweezers can be regarded as an engine that is driven by the free energy of
hybridization of the fuel strand with its complement.

In the operation of this motor it would be inefficient to simultaneously
supply the fuel strand and its complement, because these two strands can
hybridize directly. For efficient operation this motor must be stepped through
its states by the successive application of the fuel strands and the removal
strands, leaving enough time between applications to allow for the reactions
to go to completion. Motors for which the advancement through their states
is controlled from the outside, such as through the successive application of
DNA strands, will be referred to as stepped motors. This is in contrast with
free-running motors which have internal timing mechanisms that allow them
to autonomously advance through their sequence of states.

The DNA-hybridization motor that opens and closes the tweezers produces
back-and-forth motion instead of rotary motion, and, as already stated, it is
a stepped motor. In these respects, it is thus quite different in behavior from
commonly encountered electrical and gasoline motors. However, a motor is
any device that causes motion. The hybridization motor qualifies as a motor
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because it opens and closes tweezers. Perhaps, an extreme example of what
qualifies as a motor is a rocket motor which often consists of a chamber without
moving parts in which fuel is burned. Closer in function to the hybridization
motors are linear electric motors which produce back-and-forth motion and
stepper motors which are stepped through a sequence of states by successively
activating various sets of electromagnets. In the case of stepper motors, the
switching that activates the electromagnets is done externally to the motor.
This process is analogous to the application of a sequence of DNA strands in
the case of the hybridization motor.

15.4 A Three-State Machine

The DNA tweezers in their closed state form a robust structure in the sense
that the two arms are held close together by the hybridization motor. How-
ever, since the four-base single-stranded hinge is flexible, the open tweezers
are flexible. The arms jiggle around as a result of the random bombardment
by solvant molecules and, consequently do not maintain a well-defined config-
uration. The device depicted in Fig. 15.7 has two robust states. It is referred
to as an actuator [8, 9] to distinguish it from the tweezers. It is very similar
to the tweezers in that it possesses two double-stranded arms connected by
a hinge, H of Fig. 15.7. The motor domain M of the actuator now consists
of a strand of single-stranded DNA running between the tips of the arms.

F2

F1

F2

F2

F1F1

(a)

(b)

(c)

F1

MA

B

H

ABF1

ABF2

F2

Fig. 15.7. Transition diagram for the actuator. This device can be switched between
three distinct states, one of which (a) is floppy, the other two states (b) and (c) are
robust. See text for details
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The device is made by mixing together two strands of DNA, labeled A and B
in the figure. These hybridize together to make a loop in which the double-
stranded regions form the actuator’s arms. As with the tweezers, the hinge
is four bases in length, the arms are eighteen bases in length, and the motor
domain is 48 bases in length. The actuator can be closed in the same manner
as the tweezers through the introduction of a fuel strand F1 that hybridizes
with the motor domain in such a way that the actuator arms are brought close
together, as shown in (b). The fuel strand possesses a toehold that allows the
actuator to be restored to its open configuration (a), through the applica-
tion of the complement F̄1 of the fuel strand, in much the same way that the
tweezers were opened. By introducing a fuel strand F2 whose base sequence
is complementary to M , the actuator’s arms are pushed apart as shown in
(c). This configuration is robust due to the rigidity of the double-stranded
complex of F2 hybridized with the motor domain. Because F2 also possesses
a toehold, it also can be restored to state (a), this time by the application of
the fuel strand complement F̄2. A detail worth pointing out is that both F1

and F2 were designed to be complementary with only the 40 bases central to
the motor domain. Hence, when the fuel strands are fully hybridized with the
motor domain, four-base single-stranded regions remain at each end of the
motor domain. This provides enough flexibility to the structure to enable the
complements of the fuel strands to remove the fuel strands from the motor
domain.

As shown in Fig. 15.7, a pair of dye molecules, represented by a filled tri-
angle and a filled circle, is attached to the ends of the arms of the actuator.
These dyes provide a diagnostic signal used to follow the operation of the
device. The physical phenomenon employed is called fluorescence resonance
energy transfer (FRET) [39]. One of the dyes, referred to as the donor, is illu-
minated with monochromatic light at frequencies within the dye’s absorption
band. The absorbed energy is normally reradiated as fluorescence at lower
frequencies lying in the emission band of the dye. The other dye, called the
acceptor, is chosen to have its absorption band overlap that of the donor’s
emission band. When the two dyes are close to each other, the donor, rather
than reradiate its absorbed energy as fluorescence, transfers its energy to the
acceptor dye. The acceptor dye disposes of the energy either nonradiatively
or as florescence within its own emission band which is at lower frequencies
than the emission band of the donor dye. The degree to which the donor flu-
orescence is quenched or the acceptor fluorescence is increased, due to energy
transfer from donor to acceptor, is a smooth but strongly varying function of
the distance between the two dyes. The degree of fluorescence of the donor
or acceptor can thus be used as a “molecular ruler” to measure the distance
between the two dyes. The distance at which the behavior of the fluorescence
is halfway between the two extremes is called the Förster distance and sets
the length scale at which the molecular ruler is useful. The Förster distance
is typically in the 1 to 10 nm range, depending on the dye pair used [39]. For
the two DNA-based nanodevices so far discussed, whose arms are 7 nm in
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length, FRET is particularly well-suited for determining the distance separat-
ing the arms. The donor and acceptor dyes used in the tweezer and actuator
experiments are generally referred to by their acronyms TET and TAMRA,
respectively, and this pair has a Förster distance of 6 nm [7].

15.5 Towards Applications

A number of DNA-based devices driven by hybridization motors have been
constructed since the publication of the first reports about the DNA-tweezers
[7] and the DNA-actuators [8]. Increasingly complex and sophisticated devices
have been constructed and work is in progress directed towards the practical
application of such devices. Here we discuss some examples to indicate how
the field is progressing.

Yan, Zhang, Shen, and Seeman [11] have constructed a sophisticated DNA-
hybridization motor that is considerably more complex than the tweezers or
actuator. It can be considered as a device in which two shafts come out from
opposite ends of the motor. Each shaft consists of two strands of duplex DNA
in which the two duplex molecules are held together by virtue of the fact
that the single strands making up the duplex strands at several points cross
over from one duplex to the other. Such structures are referred to as double-
crossover structures. The motor consists of two single strands of DNA running
between the two shafts. Pairs of set strands (equivalent to what I have referred
to as fuel strands) hybridize to these motor domains. One pair of set strands
results in a structure consisting of two parallel duplex molecules held together
by the crossovers in the motor shafts. The other pair of set strands results in
a structure in which the shafts are rotated, axially 180 degrees with respect to
each other. Complements of the set strands (called reset strands) were used
to remove the set strands from the motor. A linear chain of these motors was
formed. Inserted between the motors were flags constructed from DNA that
served as indicators of degree of rotation between the shafts. Thus, the chain
of motors could be put into one of two states: In one state all the flags appear
on one side of the chain of motors and in the other state the flags alternate.
H. Yan et al. [11] were able to observe these two states with atomic force
microscopy.

Liao and Seeman [17] have used three such motors, each addressable with
a different pair of set or reset strands, to make a DNA-based device that has
much of the functionality of a ribozyme, the enzyme that translates messen-
ger RNA into peptide sequences in biological organisms. In the present case,
instead of manufacturing a peptide sequence, the device manufactures DNA
strands whose base sequence depends on the state of the three motors, which
in turn depends on which pairs of set strands have been applied. Therefore,
the device translates sets of set strands into DNA sequences. This work is
directed towards translating sets of set strands into monomer sequences for
polymers other than DNA. When mature, this may provide chemists with a
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powerful new tool, allowing them to process synthetic polymers having par-
ticular monomer sequences with the same ease that RNA can be translated
into peptides. This may, for example, allow one to harness the power of in
vitro evolution for making synthetic polymers with specific functions [40].

Sherman and Seeman [18] and Shin and Pierce [19] have constructed DNA
walkers, nanodevices that walk on a DNA-based track. These devices typi-
cally have a pair of feet whose binding with single strands of DNA attached
to the substrate is controlled by the addition of set strands and reset strands
in a sequence that steps the walker along the substrate. Feng, Park, Reif, and
Yan [14], by incorporating motor domains in DNA lattices, have made lattices
whose lattice spacing can be changed through the application of DNA strands.
Single-stranded DNA, having a base sequence that is guanine rich, can fold
on itself to form quadruplex DNA, rather than the more usual duplex DNA.
Li and Tan [13] and Alberti and Mergny [15] have constructed hybridization
motors based on quadruplex DNA. In such motors, the fuel strand unfolds
the compact quadruplex structure into a long linear molecule. The fuel com-
plement by means of strand displacement restores the motor to its compact
quadruplex configuration.

Lin, Yurke, and Langrana have carried out work on DNA-crosslinked
gels [41] that incorporate single-stranded regions to which fuel strands can at-
tach. The fuel strands are introduced into the gel either by diffusion or, since
DNA is negatively charged, by electrophoresis. Binding of the fuel strand with
the crosslink causes the crosslink to lengthen and stiffen. The polyacrylamide
strands attached to the crosslink are pushed outward. As a result, the poly-
acrylamide strands are stretched and come under tension. This causes the gel
to stiffen. By providing the fuel strand with a toehold, the gel can be returned
to its relaxed configuration by strand displacement through the introduction
the fuel strand’s complement into the gel. Hence, one has a gel whose stiffness
can be changed as a function of time through the addition of DNA strands. Lin
et al. have observed the stiffness of a gel to change by a factor of three. These
materials, in which the stiffness can be changed on a schedule in a biocompat-
ible manner, may be useful as substrates for cell and tissue culture, because
biological cells are sensitive to the mechanical properties of the extracellular
matrix. In particular, their shape, the way they migrate, and the way they
differentiate all depend on the stiffness of the extracellular matrix [42,43].

Dittmer, Reuter, and Simmel [16] have constructed a motorized DNA-
based device for which the motor controls the binding of the device to throm-
bin, a protein molecule that is involved in blood clotting. Such a DNA strand
that is capable of binding to a protein molecule is referred to as an aptamer.
By binding to the motor domain of the motorized aptamer, the fuel strand
pulls the aptamer off of the thrombin molecule. By toehold-mediated strand
exchange, the fuel strand can be removed from the aptamer, allowing the ap-
tamer to insert itself back into the thrombin molecule. This work suggests
means by which hybridization motors could control biochemical reactions
within living organisms and may lead to medical applications.
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The motors described so far are stepped motors, as defined in Sect. 15.3.
The advancement of such motors through the successive application of fuel
strands and their complements allows for control of the timing of the state
transitions which may be advantageous in certain applications. For other ap-
plications these motors lack the autonomy and convenience of free-running
motors. Free-running motors possess internal mechanisms which automat-
ically guide the motor through the sequence of states that constitute the
machine cycle. There has been considerable advance in the construction of
free-running DNA-based motors. Two approaches have been used to con-
struct free-running molecular motors. In one method, explored by Turberfield,
Mitchell, Yurke, Mills, Jr., Blakey, and Simmel [12], the fuel and fuel comple-
ment, through hybridization with auxiliary strands, are folded into complexes
that hinder the direct hybridization of the fuel strand with its complement.
Ideally, only after binding with the motor domain does the fuel complex be-
come reactive with the fuel complement. When reactive, the fuel complement
removes the fuel complex from the motor domain by strand displacement.
Such free-running motors thus function as a catalyst that increases the rate
with which the fuel complex and its complement react.

The second approach that has been explored for making free-running hy-
bridization motors is the use of some means other than strand displacement
to remove the fuel strand from the motor domain. Through a judicious choice
of base sequences, motor domains and fuel strands can be designed for which
there are enzymes that will cut the fuel strand into smaller pieces after it has
been bound to the motor strand. Such enzymes exist that are incapable of
cutting DNA strands which are single-stranded. The machine cycle of such a
motor would consist of one in which the fuel strand first binds to the motor
domain, inducing a state change. The fuel strand is then attacked by the cut-
ting enzyme. The resulting shorter DNA strands are not bound as strongly
to the motor domain as the full-length fuel strand was. The shorter DNA
strands subsequently detach from the motor domain, and the motor returns
to its initial state. A version of such a motor was constructed by Chen, Wang,
and Mao [44] in which the motor domain served as the cutting enzyme. DNA
strands, having a particular DNA sequence, are able to cut RNA molecules.
Such a strand was used in this motor and its fuel consisted of an RNA molecule
that could be cleaved by the DNA strand. This motor was used to power DNA
tweezers. More recently, Stojanovic [45] has constructed RNA-based “spiders”
whose legs are RNA molecules that are capable of cutting the DNA molecules
to which the RNA molecules can bind. Such spiders can crawl over a lawn
of single-stranded DNA molecules. The spiders’ feet attach to blades of the
DNA grass. After a short amount of time a given leg cuts the grass blade and
dissociates from the resulting grass fragments. Then, by Brownian motion,
the leg reaches over to attach itself to the next nearest blade of grass. The
spider thus walks over the carpet leaving behind a trail of cut DNA grass.
Such spiders walking through a DNA-crosslinked gel will cut the crosslinks
and cause the gel to disintegrate. Since drugs are routinely embedded in gels,
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DNA-crosslinked gels with such spiders may find application in drug deliv-
ery. An autonomous walker, powered by a biologically derived restriction en-
zyme that nicks double-stranded DNA, has been recently devised [46]. An
autonomous walker has also been reported that is powered by two restriction
enzymes that cleave double-stranded DNA and ligase, an enzyme that splices
together nicks in the backbone of double-stranded DNA [47].

What I have presented here is not an exhaustive survey of the field, so
not every work has been mentioned. In particlar, it should be noted that
hybridization motors are only a subset of DNA-based nanodevices which are
capable of inducing motion [48]. Nevertheless, it has been my intention to
show that the field is advancing very rapidly and that it has progressed to
the point where one can now seriously contemplate applications in chemical
synthesis, therapeutics, drug delivery, and tissue engineering.
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Abstract. We prepared and studied ion current rectifiers consisting of single asym-
metric nanotubes in polymer films. The small opening is as small as several nanome-
ters, while the big opening is in the micrometer range. We fabricated two nanotube
systems, which exhibit ion current rectification through two distinct mechanisms
(i) electrostatic interactions, based on asymmetric shape of electrostatic potential
inside the pore, and (ii) electro-mechanical gate placed at the entrance of a coni-
cal pore, responsive to the external field applied across the membrane. Biosensors
consisting of single conical nanotubes are discussed as well.

16.1 Introduction

Membranes and porous materials have found various applications in filtration
and separation processes. The modern biotechnology has posed, however, new
challenges to the producers of membranes and has required pores with diam-
eters similar to those of molecules under study, therefore as small as several
nanometers. The nanometer scale of the pores is necessary e.g. for devel-
oping sensors for single molecule detection [1–4]. Transport properties of so
extremely narrow pores are however not well understood yet. The restricted
geometry of nanopores creates a system with very strong interactions between
translocating ions and the pore walls, which brings about new transport prop-
erties [5–7]. The hint that the transport properties of nanopores are different
from the behavior of micropores was given by Nature. Ion channels and pores
are nanometer-scale protein structures in biological membranes that mediate
communication of a cell with other cells, and they are the basis of almost all
physiological processes of a living organism [8,9]. Biological ion channels and
pores exhibit transport properties not observed in microscopic nanoporous
systems, for example (i) selectivity for ions or molecules [8], (ii) ionic current
rectification, which indicates that there is a preferential direction of ionic flow
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[e.g. [10]], (iii) ion current fluctuations for a constant voltage applied across
the membrane [9], (iv) enhanced diffusion i.e. facilitated transport of mole-
cules through nanopores, (v) pumping of ions and molecules against their
electro-chemical potential gradient [8, 9].

Our research has been focused on designing engineered single nanopores
with the aim to elucidate basic physical and chemical phenomena underlying
transport properties at the nanoscale. Our special interest was to mimic the
behavior of the family of voltage-gated biochannels. Ion current rectification
and voltage dependence of the pattern of ion current fluctuations in time are
fingerprints of this type of channels [9]. We wanted to prepare the simplest
abiotic system, which would exhibit similar transport properties to these of
voltage-gated biochannels. In this way we could grasp the basic physics re-
sponsible for this fascinating voltage-dependent behavior.

The pores we have been working with are prepared by the track etch-
ing technique based on irradiating a polymer foil with swift heavy ions and
subsequent chemical development of the latent tracks [11]. What differs the
track etching technique from conventional lithographic methods is the single-
particle type of recording. It is one swift heavy ion, which penetrates the
foil and produces one latent track [11]. Subsequently, one latent track after
chemical development results in formation of one pore. Controlling irradiation
down to one ion enables fabricating a macroscopic sample containing just one
nanopore. Department of Materials Research, Gesellschaft fuer Schwerionen-
forschung (GSI) Darmstadt, possesses world wide unique facilities suitable for
single-ion irradiation [12]. A membrane with a single pore creates an optimal
system for fundamental studies of ion transport through nanopores, because
we avoid averaging effects resulting from ion transport through many pores.

We developed etching techniques, suitable for preparation of nanopores
with openings as small as 2 nm. We examined transport properties of cylin-
drical and tapered-cone shaped nanopores and found that conical nanopores
exhibit transport properties similar to these of biological voltage-gated chan-
nels [13–17]. These conical nanopores were shown to rectify ion current and
exhibit ion current fluctuations of similar statistical properties as the ion cur-
rent through biological voltage-gated channels.

In this report we have focused mainly on ion current rectification, pre-
senting both experimental data and theoretical considerations on the recti-
fication mechanism. To elucidate the mechanism of ion current rectification,
we designed a system of single conical metal nanotubes of controllable sur-
face charge. The tubes were obtained by electroless plating with gold of single
nanopore polymer templates [18].

The manuscript is organized as follows. Preparation of templates with sin-
gle asymmetric nanopores has been briefly reviewed in Sect. 16.2. Section 16.3
shows rectifying transport properties of conically shaped nanopores, studied
by recording current-voltage curves. Section 16.4 discusses two possible mech-
anisms of ion current rectification based on (i) electrostatic interactions of
passing ions with surface charge of nanopores, and (ii) an electro-mechanical
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gate placed inside the pore, respectively. Sections 16.5 and 16.6 describe two
systems of metal nanotubes, designed specifically to rectify ion current ac-
cording to only one of the above-mentioned mechanisms. Section 16.7 shows
application of asymmetric nanotubes in designing sensors for single-molecule
detection.

16.2 System of Single Conical Nanopores
in Polymer Films

16.2.1 Fabrication of Single Conical Nanopores

We have used foils of polyethylene terephthalate (PET) (Hostaphan RN12,
Hoechst) and polyimide (Kapton HN50, Du Pont) of 12 micrometers thick-
ness. The foils were irradiated with single heavy ions of total kinetic energy
of ∼2 GeV at normal incidence. The irradiation was performed at the lin-
ear accelerator UNILAC (GSI, Darmstadt). We also used polycarbonate foils
irradiated with ∼50 ions per cm2, purchased from Osmonics (Bryan, TX).

Chemical etching of single-ion irradiated foils was performed in a conduc-
tivity cell, connected to a voltage source and picoammeter (Keithley 6487 and
Axopatch 200B Molecular Devices). To obtain conical pores, the etching was
performed only from one side. The other side of the membrane was protected
against etching by a stopping medium, which neutralizes the etchant [19–22].
For etching of PET we used 9 M NaOH, and as stopping medium we used
acidic solution of formic acid and KCl. Ion tracks in Kapton were developed
in sodium hypochlorite with 13% active chlorine content. Potassium iodide,
which reduces the chlorine ions to Cl− [21, 22], was the stopping medium.

The big opening of the pores D was determined by scanning electron
microscopy. For conical pores in PET, D ∼ 600 nm, and for pores in Kapton,
D ∼ 2 µm. The value of D for a given polymer results from the so-called bulk
etch rate, which is a rate of a non-specific etching of a polymer material [22].
The small opening of the conical pores is below scanning electron microscopy
resolution and its diameter d can be estimated by measuring a current-voltage
curve of a single nanopore at a standard solution of 1 M KCl. Assuming an
ideal conical shape of the pore its small opening can be calculated as [19,21]

d =
4LI

κπDU
(16.1)

where L is the length of the pore, κ stands for the specific conductivity of
the electrolyte, U denotes the voltage applied across the membrane and I is
the ion current. However, as discussed below, these conical nanopores produce
nonlinear current-voltage curves. For the size determination we use therefore
the linear, low-voltage part of the I-V characteristics, which typically is be-
tween –200 mV and +200 mV. This etching process gives the possibility of
producing pores with an effective diameter d as small as 2 nm.
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Fig. 16.1. Ion current through a single conically shaped nanopore in Kapton at
presence of 20% PEG molecules in 1 M KCl solution. Note the cut-off with PEG
molecules of hydrodynamic radius ∼2 nm that is a measure of the pore size

To confirm the nanometer opening of the pore, we additionally measured
its diameter by the size-exclusion technique [23]. This technique is based on
recording conductance of a pore at presence of macromolecules of a well-
defined size e.g. polyethylene glycol (PEG). PEG molecules assume a shape
of a random coil with a hydrodynamic diameter DPEG related to its molecular
weight MPEG by the so-called Kuga relation [24]:

DPEG = 0.24 MPEG
1/3 − 0.58 [nm] (16.2)

When the PEG molecules are larger than the opening of the pore, they
cannot enter the pore and, consequently, they do not alter ionic conductivity
of the system. Only when the size of PEG molecules becomes comparable to
the pore diameter, PEG fills the pore and hinders the ion current flow. This
size of PEG molecules is called a cut-off and it is treated as a measure of
the pore’s opening diameter. Figure 16.1 shows an example of conductance
measurements through a single Kapton nanopore at presence of 20% PEG
solution in 1 M KCl.

16.2.2 Surface Characteristics of Irradiated and Etched PET
and Polyimide Foils

Irradiation with heavy ions creates a zone of chemically changed material, the
so-called latent track, which is more susceptible to chemical development than
the bulk material [11]. The irradiation process can be visualized as scission of
polymer chains along the trajectory of a swift heavy ion. In this way one gets
a directional developing of the track during chemical etching with velocity of
etching vt. At the same time, a not-specific etching occurs on the surface that
is called bulk etch rate vb. The ratio between the two velocities determines
the shape of the pore [25].
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The surface chemistry of the pores depends on the type of polymer foil as
well as on the applied etchant. Polyethylene terephthalate is a linear polyester
and ion tracks in this material are developed in sodium hydroxide. NaOH
causes hydrolysis of ester bonds resulting in formation of carboxylate and
hydroxyl groups on the surface of the membrane and inside the pores [26].
Etching of polyimide foils also leads to formation of carboxylate groups by
hydrolysis of imide bonds [27]. Immersing the membranes in an electrolyte of
neutral or basic pH renders therefore the polymer surfaces negatively charged.
The maximum surface charge density has been estimated to be app. 1.5 e/nm2

[28]. Lowering pH results in protonation of carboxylate groups, and eventually
at pH close to pKa of the carboxylates, the net surface charge is zero. For both
polymers the surface becomes neutral at pH ∼3.

Chemical composition and structure of the two polymers determines differ-
ent properties of the surfaces of the membranes and the pore walls. Scanning
force microscopy revealed a much smoother surface of the etched Kapton in
comparison to the etched PET surface [21]. We presume that the smoothness
of Kapton foils results from the amorphous structure of the polymer [29]. PET
is semi-crystalline [30] and chemical etching in NaOH was shown to result in
a high surface roughness (tens of nanometers on the etched side). Also on the
nanoscale the two materials differ from each other. The cut polymer chains
in PET, due to the presence of the flexible ethylene group, can freely perform
movement when in a solution, and they are called dangling ends. Kapton
chains contain aromatic rings that make the cut polymer chains much more
rigid [20].

16.3 Transport Properties of Single Conical Pores

Membrane with a single conical nanopore was placed between two chambers
of a conductivity cell connected to a picoammeter/voltage source (Keithley
6487) [16, 17, 19, 20]. Both chambers were filled with a solution of potassium
chloride buffered to a given pH. For ion current recordings we used Ag/AgCl
electrodes. Current-voltage (I-V) characteristics were determined by stepping
the voltage between –1 V and +1V with 50 mV steps.

Figure 16.2 shows current-voltage curves for a single conical nanopore in
PET recorded at 0.1 M KCl, buffered to pH 8 and pH 3, respectively. At
neutral and basic pH values the surface of the pores is negatively charged and
the pore rectifies the ion current. At pH 3, which is close to the isoelectric point
of the track-etched polymer surface, the overall surface charge is zero, resulting
in a linear current-voltage characteristic [31]. Ion current rectification has also
been found very strongly KCl concentration dependent: at higher electrolyte
concentrations the pores rectify less. We were however surprised to observe
that very small pores rectified even at 3 M KCl [32].

Ion current rectification indicates existence of a preferential direction of ion
flow. In order to determine the rectification direction we had to check which
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Fig. 16.2. Transport properties of a single conical nanopore in a PET membrane
recorded at 0.1 M KCl buffered to pH 8 (�), and pH 3 (×). The diameters of the
pore openings are ∼3 nm and 0.6 µm, respectively [32]. Copyright 2006, Wiley-VCH
Verlag

ions contribute to the measured ion current: cations (K+), anions (Cl−) or
both, therefore to measure transference numbers for cations t+ and anions
t− [33]. The transference numbers fulfil the relation t+ + t− = 1, and indicate
fraction of the ion current carried by cations and anions, respectively. For
example, for t+ = 1 cations are the only charge carriers, therefore the system
is perfectly cation selective. The transference numbers can be determined by
measuring the potential difference, the so-called reversal potential Er, which
is established across a membrane separating two chambers of a conductivity
cell, filled with the same electrolyte but of different concentrations c1 and
c2. Er indicates a potential difference across the membrane at which the ion
current is zero. For 1 : 1 electrolytes, Er can be approximated by the following
formula:

Er = (2.303RT/nF )(t+ − t−) log(c1/c2) (16.3)

where F is a Faraday constant and n is the charge of ions. Equation (16.3)
was derived assuming independent contribution to ion current from potassium
and chloride ions. Ion currents of potassium and chloride ions fulfill the Ohm’s
law and the membrane exhibits a given conductance for potassium and chlo-
ride ions. The flow of a given ion occurs under an influence of potential dif-
ference equal to a difference of membrane potential and the Nernst potential
of that ion. Membrane potential at which the net ion current is zero equals
Er. Figure 16.3 presents a current-voltage curve of a single conical nanopore
recorded at 0.1 M KCl, pH 8 and 1.0 M KCl, pH 8, at the side of the narrow
and wide opening of the pore, respectively. As can be seen from the figure,
the reversal potential is ∼50 mV, which indicates t+ ∼ 0.9.
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Fig. 16.3. Current-voltage characteristic of a conical pore in PET with opening
diameters 3 nm and 0.6 µm, recorded at asymmetric electrolyte concentrations of
0.1 M KCl, pH 8 /1.0 M KCl, pH 8, with a higher concentration on the big opening
of the pore. The transmembrane potential at which the current is zero determines
the reversal potential related to the transference numbers for cations and anions

16.4 Mechanism of Ion Current Rectification

In order to analyze the origin of ion current rectification, let us summarize the
conditions, which were found necessary for ion current rectification to occur.
Our experiments showed that the rectifying pores have to be asymmetric in
shape i.e. the pore openings on the two sides of the membrane are different
from each other. As we have shown before, cylindrical very small pores at
symmetric electrolyte conditions exhibit a linear current-voltage characteristic
[34]. Another prerequisite to observe ion current rectification is a non-zero
surface charge of the pore walls. Eventually, with increase of the pore diameter
the rectification property becomes weaker.

We have suggested two mechanisms for ion current rectification, which we
want to present here. A full review of various synthetic rectifying systems and
developed theoretical approaches has been given in [32]. The first mechanism
for ion current rectification, which has been developed for PET pores, points to
the existence of an electro-mechanical gate inside a polymer pore. As discussed
in the previous section, the pore walls are covered with polymer ‘dangling
ends’, which are created in the process of irradiation with heavy ions and
chemical etching. These dangling ends have carboxylate groups, therefore,
they can respond to the external electric field, changing the effective diameter
of the pore opening [17]. Due to the conical shape of the pore, the same voltage
of opposite polarities will make the pore larger or smaller, respectively [17].

We realized however that the effect of ion current rectification could also
be connected with distribution of electric potential inside an asymmetric pore
with excess surface charge. Ions move through a pore in the direction deter-
mined by the external potential difference. The translocation of ions is however
strongly influenced by the internal electric field, created due to the presence
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of surface charges on the pore walls. Interactions of ions with the pore walls
are also the basis of pore selectivity, e.g. excess negative surface charge al-
lows mainly cations to enter the pore while anions are rejected [18]. The first
hint on the importance of the internal electrostatic potential in the rectifica-
tion phenomenon came from the studies on Kapton pores. As we discussed
in the previous section, nanopores in Kapton rectify the ion current although
most probably they are deprived of flexible dangling ends due to the polymer
chemical structure based on planar arrangement of aromatic groups [21].

In order to model the profile of electrostatic potential inside a conical pore,
we considered a cation moving along the pore axis and interacting with nega-
tive charges on the pore wall. We assumed Debye type of interactions between
ions. Note that the interactions of passing ions with the surface charge of the
pore walls occur only if the pore is sufficiently narrow, with the diameter com-
parable to the thickness of the double-electrical layer [35]. This is caused by
a short-range character of electrostatic interactions in an electrolyte solution,
resulting from a strong screening induced by presence of other ions. For coni-
cal nanopores, without any voltage applied from the outside, the shape of the
internal potential has been shown to be asymmetric-tooth like, reminding the
shape of a ratchet potential (see Fig. 16.4) [36, 37]. The potential minimum
is situated at the tip of the cone, which can be visualized as an electrostatic
trap for cations [38].

x

0

Fig. 16.4. Schematic representation of a profile of electrostatic potential ϕ inside
a conical pore [16] along the cone axis x. The potential is most negative at the tip
of a conical nanopore
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When we apply electric field to the system, this external potential differ-
ence is superimposed with the internal electric field of the pore. As a result,
a positive potential difference deepens the electrostatic trap for cations and
creates an “off” state of the pore (Fig. 16.4) [38]. A negative transmembrane
potential results in the “on” state for the ion flow, because the trap is much
shallower [32, 38]. The mechanism by which an asymmetric channel rectifies
the ion current is therefore similar to the so-called rocking ratchets [37].

Polymer pores, however, because of the presence of the dangling ends, do
not allow a reliable checking which of the mechanisms of rectification domi-
nates and whether each of the mechanisms alone can bring about this rectifi-
cation effect.

As the next step, we designed two nanoporous systems in which only one
rectification mechanism was in operation. In order to explore in a bigger de-
tail the importance of electrostatic interactions of translocating ions with the
excess surface charge of the pore walls, we prepared rigid metal nanotubes
of controllable surface charge. Metal nanotubes were also the starting point
for designing a system that rectifies the ion current due to a presence of an
electromechanical gate of known charge and length.

16.5 Gold Tubes with Tailored Surface Charge – An
Ionic “Rocking Ratchet”

The polymer PET membranes with single conical pores were templates for
preparation of gold tubes. The polymer templates were covered by gold in the
process of electroless plating [18,39] that consists of three steps, (i) sensitiza-
tion of the pore surface with tin, (ii) subsequent reduction of silver, and (iii)
reduction of gold with formaldehyde as a reducing agent. We plated conical
nanopores in PET with diameter of the small opening ∼20 nm, closing them
down with gold to 5–10 nm. The gold tubes alone allow for checking the im-
portance of surface charge in the ion current rectification process. It is known
that Cl− strongly adsorbs to Au surface and that the electrosorption valence
is –1 [18]. When a gold tube is immersed in KCl, its net surface charge is
therefore negative. This system allows checking whether a rigid asymmetric
nanoporous system rectifies the current. On the other hand, if KF is used as
an electrolyte, the net surface charge is zero, because F− ions do not adsorb
to Au surface. According to the surface charge model, an asymmetric tube in
KF should exhibit ohmic = linear I-V behavior.

Figure 16.5 shows a series of current-voltage curves for a single conical
gold nanotube recorded at symmetric electrolyte conditions, for various KCl
concentrations. As we can see from the figure, the rectification effect is much
weaker at higher electrolyte concentrations. This observation is in accordance
with the electrostatic model for ion current rectification: at higher electrolyte
concentrations, the interactions between ions are strongly screened by other
ions present in a solution, which leads to diminishing of the asymmetry of the
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Fig. 16.5. Current-voltage characteristics of a single gold tube of opening diameters
10 nm and 0.6 µm, respectively, at symmetric electrolyte conditions (�) 1 M KCl,
pH 6.6; (�) 0.1 M KCl, pH 6.0; (×) 0.1 M KCl, pH 3.0 [38]
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Fig. 16.6. Current-voltage characteristic of a single gold tube recorded at 0.1 M
KF and 0.1 M KCl, as indicated in the figure. The small opening of the Au tube is
∼10 nm [38]. Copyright 2004, American Chemical Society

potential (Fig. 16.4) and consequently, to a weaker ion current rectification
[40].

Figure 16.6 shows an I-V curve for a conical Au tube recorded at 0.1 M
KF, therefore when the net surface charge of the tube is zero. As expected,
at these conditions the tube behaves like a simple resistor and it exhibits a
linear current-voltage curve.

The gold tubes also present a very convenient system for further chemical
modification. It is well known that thiols – molecules containing the –SH group
- spontaneously chemisorb to gold, and this provides a route to systematically
and predictably changing the surface chemistry [33,41]. To modify the excess
surface charge of the gold tubes, we used thiols with negatively and positively
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charged groups, respectively [38]. We used short-chain thiols to prevent a
possible influence on the rectification phenomenon from the thiol “dangling
ends”. 2-mercaptopropionic acid and mercaptoethylammonium cation were
applied in the surface modification. We showed that chemisorption of these
negatively and positively charged thiols resulted in systems rectifying the ion
current in opposite directions [38].

Our studies also demonstrated that rectification properties of gold nan-
otubes are strongly influenced by the opening diameter of the tubes. With
the small opening larger than ∼20 nm the tubes stop rectifying ion current.

16.6 DNA-Au Tubes Rectify Because of Presence
of Electrochemical Gate

Au nanotubes with openings larger than 20 nm were the starting point for
designing a system into which we wanted to introduce an electromechanical
gate of known length and charge [42]. Due to the large opening of these pores,
electrostatic interactions of passing ions with the surface charge of the nan-
otubes were not significant for transport properties of these nanotubes. Single
stranded DNA (ssDNA) with thiol groups [42] (purchased from alphaDNA,
Inc and HPLC purified by the supplier), was the optimal choice for the electro-
mechanical gate. The length of ssDNA can be calculated by multiplying the
number of nucleotides by the mean distance between nucleotides that is equal
in ssDNA to 0.4 nm. It is also known that each nucleotide has at least one
negative charge due to a phosphate group [43]. Figure 16.7A schematically
presents principles of operation of this type of rectifier. Placing an anode
close to the small opening of the pore deflects the DNA strands so that an
“on” state of the pore is created. In this case the effective diameter of the
pore is larger than in the situation with the anode placed on the big side of
the pore.

Figure 16.7B shows current-voltage curves of a single Au tube of 40 nm
diameter before and after modification with ssDNA. Longer DNA strands
change the pore diameter to a larger extend, which leads to stronger ion
current rectification. It is exactly what we observed experimentally.

We would like to emphasize that operation of biological voltage-gated
channel is based on an electromechanical gate [44–46].

16.7 Application of Conical Nanopores
in Building Single Molecule Sensors

Our experiments with conical nanopores demonstrated that their transport
properties are very sensitive to surface characteristics of the pore walls. We
used this feature to design sensors based on single conical nanopores whose
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Fig. 16.7. Ion current rectifier with an electromechanical gate [42]. (a) Schematic
representation of operation of the rectifier (b) Current-voltage curves for a single
gold tube before and after modification with SH-ssDNA of various lengths, as indi-
cated in the figure. The small opening of the gold tube was ∼40 nm, the big opening
5 µm. Copyright 2004, American Chemical Society

pore walls were “decorated” with recognition sites for a specific molecule [47].
In contrast to other single-nanopore based sensors, where the signal of ion
current in time is the basis for detection [e.g [1,2,4]], we have used an I-V curve
as a main detection signal. The principles of operation of the sensor are very
simple. We would start with recording an I-V curve of a pore with attached
recognition sites. This measurement would be performed at a standard buffer
solution e.g. 1 M KCl. This pore would subsequently be exposed to a solution
containing a molecule that binds to the recognition sites in the pore and a
new I-V curve would be recorded at 1 M KCl. If a molecule is present in the
solution and binds to the sites, we will see it as a change in the current-voltage
curve of the nanotube. If additionally, the pore diameter is comparable to the
size of the molecule, a total blockage of the current should be observed. In this
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Fig. 16.8. Functioning of a single nanopore biosensor targeted at streptavidin. (a)
Current-voltage curve of a single gold nanotube at 1 M KCl, pH 8 before (�) and
after modification with biotin (∆). (b) Current-voltage curve of a nanotube (the
same as in (A) before (∆) and after exposure to 50 nM solution of BSA in 1 M KCl
(×) and 0.2 nM streptavidin solution in 1 M KCl (•) [47]. Copyright 2005, American
Chemical Society

case, although we have many recognition sites attached to the pore walls, just
one bound molecule can be detected. We prepared three different nanoporous
systems targeted at detecting streptavidin, immunoglobins and ricin [47].

Figure 16.8 shows example of operation of this type of sensor. A gold
nanotube of diameter 5 nm was modified with biotin molecules containing thiol
groups, as described in [47] Chemisorption of biotin to the gold surface did not
change the effective diameter of the pore (molecular weight of biotin is only
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244), however the pore exhibits weaker rectification properties (Fig. 16.8A).
This is because biotin is an uncharged molecule therefore its chemisorption
reduced the excess surface charge on the pore walls. This biotin modified
nanotube was first exposed to a solution of protein which does not bind to
biotin, namely lysozyme and BSA [47]. Figure 16.8B shows that no change
in the I-V curve of a gold tube was observed with 50 nM solution of BSA.
Exposure of this biotin-modified tube to streptavidin, which is known to bind
very strongly to biotin [48], resulted in a total shutting off of the current.
This total blockage of the current occurred because the diameter of this pore
(5 nm) was comparable to the size of a streptavidin molecule [49].

Similar experiments were performed with sensors designed to detect vari-
ous immunoglobins and ricin [47].

16.8 Conclusions

We have presented single conical polymer nanopores and conical metal nan-
otubes that rectify ion current. We have shown that the ion current rectifica-
tion can result from two effects (i) asymmetry of internal electric field inside a
nanotube, and (ii) presence of an electromechanical gate, which deflects in ex-
ternal electric field and changes the effective pore opening. The latter system
resembles in its operation biological rectifying voltage-gated channels, where
charged structural elements create a voltage gate [14,46].

The first type of an ionic rectifier is based on very narrow pores, where
the pore opening is comparable to the thickness of electrical double-layer. Our
results show the importance of interactions of ions that pass through the pore
with surface charge on the pore walls. The surface charge produces internal
electric field, which in a conical nanotube has a shape of an asymmetric ratchet
tooth. For one polarity of the applied voltage an electrostatic trap for ions is
created, which results in hindering the ion flow. For the opposite polarity
of applied voltage on the other hand, the electrostatic trap is not formed
and higher values of ion current are measured [16, 32, 38]. Changing the sign
of excess surface charge enabled us achieving a control over the direction of
rectification of asymmetric nanotubes.

We have also presented another type of rectifier consisting of Au tubes
with diameters larger than 20 nm, in which electrostatic interactions do not
play a significant role for ion transport properties. An electromechanical gate
was introduced inside the pore in a form of ssDNA chains, which at external
electric field change the effective diameter of the nanotubes [42].

Single nanopores and nanotubes also create a very convenient system for
building sensors for detecting biomolecules as well as studying binding affini-
ties between proteins [47].
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Abstract. Motors have become a crucial commodity in our daily lives, from trans-
portation to driving conveyor belts that enable the sequential assembly of cars
and other industrial machines. For the sequential assembly of building blocks at
the nanoscale that would not assemble spontaneously into larger functional sys-
tems, however, active transport systems are not yet available. In contrast, cells have
evolved sophisticated molecular machinery that drives movement and active trans-
port. Driven by the conversion of chemical into mechanical energy, namely through
hydrolysis of the biological fuel ATP, molecular motors enable cells to operate far
away from equilibrium by transporting organelles and molecules to designated lo-
cations within the cell, often against concentration gradients. Inspired by the bi-
ological concept of active transport, major efforts are underway to learn how to
build nanoscale transport systems that are driven by molecular motors. Emerging
engineering principles are discussed of how to build tracks and junctions to guide
such nanoshuttles, how to load them with cargo and control their speed, how to
use active transport to assemble mesoscopic structures that would otherwise not
assemble spontaneously and what polymeric materials to choose to integrate motors
into MEMS and other biohybrid devices. Finally, two applications that exploit the
physical properties of microtubules are discussed, surface imaging by a swarm of
microtubules and a self-assembled picoNewton force meter to probe receptor-ligand
interactions.

17.1 Introduction

Technological revolutions often involve synthesis and processing of new ma-
terials; the mastery of a new material is so fundamental to mankind that
historic ages are defined by the state-of-the art material, hence the “Stone
Age” or “Bronze Age”. However, some technological revolutions are char-
acterized by the newfound ability to convert energy into mechanical work,
based, for example, on the invention of the steam engine, which powered the
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industrial revolution. Will nanotechnology revolutionize the way in which we
employ biological and synthetic nanoscale machines to convert energy, from
one form into the other? For example, will this revolution in part be driven
by a nanomotor that will power tomorrow’s nanodevices? Currently, we lack
man-made nanomotors that are capable of having an impact on technology in
a manner similar to the steam engine. However, while the first prototypes of
synthetic nanomotors are studied [1–4], nature already provides us with a wide
range of biological motors which have evolved to perform specific functions at
high efficiency.

Cells, for example, have evolved sophisticated molecular machinery that
drives movement and active transport. Driven by the conversion of chemi-
cal into mechanical energy, namely through hydrolysis of the biological fuel
ATP, biological motors enable cells to operate far away from equilibrium by
transporting organelles and molecules to designated locations within the cell,
often against concentration gradients. Beyond muscle contraction, motor pro-
teins drive a range of complex cellular tasks including shuttling of molecular
cargo, cell motion and division, pumping of ions against concentration gra-
dients, reading and duplicating genetic information, and the packaging of vi-
ral DNA. Motor protein-driven transport processes are thus essential for cell
survival, and significant progress has been made in the last decade in learn-
ing how various biological motors work. This has enabled recent efforts in
bionanotechnology aimed at applying biological motors for technological ap-
plications. Choosing motor proteins as engines to drive active transport has
far-reaching consequences for the design of nanoshuttles, but is dictated by
the lack of alternatives. While motor proteins have impressive characteristics
in some respects, their need for a defined environment, which closely resem-
bles the conditions in cells, limits their applications. In the same way as the
transition from horses to cars did not change all transportation concepts, we
believe that the eventual replacement of motor proteins by synthetic motors
can be done at a later stage and will profit from the experiences in nanoscale
transport gained with motor proteins.

What technological needs can be addressed with active transporters driven
by biomolecular motors? Most of the biological machinery is assembled and
disassembled in a sequential manner, often involving motor proteins. Mo-
tors are also crucial to our macroscopic constructions whether we assemble
cars on conveyor belts or build sky scrapers. Yet for the sequential assembly
of nanoscale components that would not assemble spontaneously into larger
functional systems, active transport systems are not available. Nanotechnol-
ogy requires active transport in the same way as parts of complex macroscopic
machines are assembled in a modern factory by the use of conveyor belts.
Taking advantage of molecular motors is challenging, as they have to be in-
terfaced with and integrated into synthetic materials and devices. What is
required to translate the biological concept of active transport of intracellular
cargo by motor proteins into a technological context? After discussing the cen-
tral elements that have to be in place to exploit motor proteins in synthetic



17 NanoShuttles: Harnessing Motor Proteins 369

environment to carry cargo, we will provide several unanticipated proof-of
principle demonstrations for future applications including self-propelled
nanoprobes for surface imaging, and a self-assembled picoNewton force meter
to measure receptor-ligand interactions.

17.2 Engineering Concepts to Realize Motor Protein
Driven Nanoshuttles

Engineering a shuttle system for applications in nanotechnology requires a
nanoscale motor as central element. Motor proteins whose task it is to trans-
port cargo within cells already possess the necessary structural features: they
move along the cytoskeleton in a directed manner, they have the ability to
bind cargo, and mechanisms regulating their speed exist, as illustrated in the
contribution by Hirokawa and Takemura in this volume. Consequently, all
studies aimed at building a nanoscale transport system on the basis of mo-
tor proteins have chosen as engines motors from the well-known kinesin or
myosin families [5]. These motor proteins are fueled by ATP and convert its
chemical energy into linear motion with an efficiency exceeding 50%. Kinesin
for example moves in discrete steps of 8 nm against an opposing force of 5
pN, while hydrolyzing one ATP molecule per step [6].

Inverting the biological concept where the rod-like microtubules serve as
tracks along which the kinesin motors carry their cargo, we investigated how to
engineer tracks that can guide the movement of microtubules. In our systems,
microtubules serve as shuttles which are pushed forward by surface-anchored
motors, namely kinesin adsorbed to engineered tracks on synthetic surfaces
(Fig. 17.1). This setup roughly resembles a conveyor belt, with the stationary
motors moving a filament onto which the cargo is loaded.

The conceptual challenge in building a transport system is that solutions
have to be developed to (a) control the movement of the shuttle between user-
controlled locations, (b) load and unload cargo, and (c) control the speed by
which the shuttles move [7]. As outlined in detail below, we have explored
a variety of strategies to improve the guidance of molecular shuttles along
predetermined paths, such as chemical modification, guiding channels, and
combinations of surface chemistry and topography. In order to permit selective
loading with cargo, we have functionalized microtubules with biotin linkers,
as well as with fluorescent dyes to facilitate observation of these nanoscale
filaments. We control the shuttle velocity by triggering the photolytic cleavage
of caged ATP in the solution, which provides a varying amount of ATP fuel
to the motors.

In the following, we will also discuss new insights into the mechanism by
which microtubules are guided along engineered tracks, as well as how they
traffic across junctions of engineered networks, how they can be loaded with
cargo and finally how to control their speed on user-demand. Finally, we will
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Fig. 17.1. In the applications discussed here, the motor protein kinesin is adsorbed
to engineered tracks and pushes forward the microtubules which serve as shuttles. Ki-
nesin is embedded in a monolayer of casein. Fluorescence labeling of the microtubule
permits the direct observation of its movement with a fluorescence microscope. A
basic flow cell, consisting of a slide, spacers and a coverslip patterned with microfab-
ricated tracks, serves as a versatile experimental platform. The direction of motion
of microtubules in open microfabricated channels can be biased through pinwheel
arms that force microtubules to reverse direction and the triangular structures that
act as rectifiers as shown on the right

give two additional proof-of-principle demonstrations of how nanoshuttles can
be utilized in novel ways.

Track design for unidirectional guidance: Efficient guidance of the shut-
tles along predetermined tracks is a critical issue in developing biomolecular
motor-based systems. The probability of loosing a microtubule when hitting
the track edge has to be minimized and methods are needed to bias the motion
of microtubules in one preferred direction. While initial studies relied on the
deposition of polytetrafluoroethylene (Teflon) films with parallel nanoscale
grooves to guide the movement of microtubules [8] or actin filaments [9], cur-
rent methodologies employed by other laboratories and us rely on fabrica-
tion of complex track patterns using electron-beam lithography, photolitho-
graphy or soft-lithography techniques [10–18]. To quantify the efficiency of
guidance, we tested the following track designs: (1) planar chemical tracks
where lanes of surface-bound kinesin border a non-adhesive surface chem-
istry [8, 19] (Fig. 17.2a), (2) topographic tracks with steep side-walls where
all surfaces are functionalized with kinesin [20, 21], (Fig. 17.2b), and (3) the
combination of both approaches [22,23] where only the bottom of the guiding
channel adsorbs motor proteins while the wall is non-adhesive (Fig. 17.2c).
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Fig. 17.2. Technological approaches to guide the movement of microtubules on en-
gineered surfaces functionalized with motor proteins. The first approach (a) is of lim-
ited utility for the guiding of stiff filaments, such as microtubules. Due to their high
bending rigidity, microtubules are pushed across the boundary to the non-adhesive
surface by the kinesins on the track and eventually detach. The second approach (b)
has been hampered by the ability of the microtubules to climb the kinesin-coated
side-walls and subsequently escape from the track. The implementation of the third
approach (c) demonstrated highly efficient guiding. The technique relies on selective
adsorption of motor proteins to glass exposed at the bottom surface of a guiding
channel patterned in photoresist

Due to the high bending rigidity of microtubules, steep walls are far more
effective in guiding microtubules than planar chemical surface patterns of
kinesin [3], provided they are of sufficient height [24]. The reason is that a
microtubule colliding with a steep wall is forced physically to bent along the
track, whereas a microtubule that is pushed across a flat chemical edge de-
rails if the thermally swiveling tip does not bent backward far enough to
catch on to a next kinesin sitting on the track. Best guidance, however, is
not obtained with straight but with overhanging walls [25, 26] as shown in
Fig. 17.3 where we prepared 1 µm high walls with a 200 nm high and 1 µm
deep undercut at the bottom by photolithography. Both the resist and glass
surface will adsorb kinesin motor protein and support microtubule binding if
the photoresist surface is rendered hydrophilic by oxygen plasma treatment.
However, microtubules moving on the bottom surface are unable to climb
the sidewall and thus remain on the bottom surface, preferentially moving
in the undercut section of the channel. This result is significant in several
ways: (1) their ability to climb the wall is suppressed by physical means and
thus is independent of the surface chemistry of the wall; (2) they are re-
strained to move at the bottom of the open channel, while ATP and cargo
can be freely exchanged with the solution; and (3) it is the first step towards
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Fig. 17.3. Novel wall geometry for efficient guiding of microtubules on motor
protein-coated surfaces imaged by scanning electron microscopy. The undercut pre-
vents microtubules that move in the channel from climbing the sidewall, even if all
surfaces are coated with motor proteins. Reproduced with permission from Nano
Letters 2003, 3, 1651–1655. Copyright 2003 Am. Chem. Soc.

three-dimensional architectures, since the bottom of the channel and the top
surfaces can support different functionalities.

Directing the cargo transport to defined locations requires that the motion
of the microtubules in the tracks is biased. Since kinesin is adsorbed randomly
on the track surfaces, biasing the direction of motion is most easily done by
geometric means where asymmetric channel features turn around all those
microtubules that move into the wrong direction (Fig. 17.1, right, see also
[13,22,27,28].

How wide can the channels be without loosing the ability to support di-
rectional movement? The probability of a MT turning around in channels is
given by the channel width and the persistence length of the filament (or more
exactly the persistence length of the filament path [29]). Thus the maximum
width of the channel is linked to the physical properties of the filament. For
microtubules which have a persistence length of a few millimeters, tumarounds
are rarely seen in channels that are a few microns wide. In contrast, actin fil-
aments require nanoscale channels for guidance [11] since their persistence
length is less than 20 micrometer [30].

Junction Design: While we understand quantitatively how the shuttle sys-
tem will perform on straight track segments, junctions are crucial in the tran-
sition of fabricating track networks that perform specific tasks. To what ex-
tent can the probability of a microtubule passing a junction be predicted
and tuned through the geometric design of the junction? Our goal therefore
was to measure quantitatively how motor proteins move through junctions of
different geometries. We tested three new types of junctions that have sig-
nificance for track networks in devices [22], namely crossing junctions (both
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Fig. 17.4. Experimental detail of various track junctions. (a) The motor protein ki-
nesin adsorbs at the bottom of microfabricated channels and translates microtubules.
The track junctions investigated in this paper are (b) a crossing junction that al-
lows microtubule tracks to cross one another at right angles (orthogonal crossing
junction) or at shallow angles (tangential crossing junction), (c) the unidirectional
reflector junction that traps and turns around microtubule in its arm, and (d) a
circular concentrator that traps and collects microtubule in a central loop

orthogonal and tangential), a unidirectional reflector, and a circular concen-
trator as illustrated in Fig. 17.4.

Cargo loading: One reason why so many different motors have evolved
within given motor protein families seems to be that the tails of each motor
connect via different scaffolding proteins to selective cellular cargo [31]. In our
assays, though, the kinesin tail is anchored to the track surface while the mi-
crotubules serve as shuttles. Consequently, chemical modifications of tubulin
are needed to specifically bind cargo. The strong and selective binding between
biotin and streptavidin, for example, was successfully utilized as a coupling
element to connect cargo to the shuttles [21]. Biotinylated microtubules were
shown to bind and transport streptavidin-coated beads (Fig. 17.5). We could
further observe events where beads transported by microtubules fused with
larger immobile aggregates of beads showing that this system could be capable
of assembling complex structures in a LEGO-like fashion. Biotin-streptavidin
linkages were later utilized by others to load DNA [32] and quantum dots [33,
34] and the relevant parameters affecting cargo transport have been assessed
[35]. Alternative approaches include the ligation of DNA oligos to microtubules
[36] or of cyclodextrin [37], which enables reversible binding of molecular
cargo.

In addition to cargo loading, the same approach can be used to crosslink
moving microtubules to create mesoscopic structures that only form in the
presence of active transport [35, 38]. As seen in Fig. 17.5, “sticky” micro-
tubules (biotinylated microtubules partially coated with streptavidin), are
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Fig. 17.5. Biotinylated tubulin can be mixed with plain or fluorescently labeled
tubulin and assembled into microtubules which selectively bind cargo coated with
streptavidin

transported across a motor-coated surface, and collide with each other. Colli-
sions frequently lead to cross-linking, but since the motors generate sufficient
force to bend the microtubules or break the biotin-streptavidin bonds, only
aggregates where the microtubules point in the same direction are formed.
These initially linear aggregates grow in length until the tip collides with the
center or tail of the linear structure. At this point a “spool” begins to form.
The spool collects additional microtubules colliding with it, but can sponta-
neously unwind when its tip binds again to motors on the surface and is pulled
away from the rotating structure.

The structures assembled in this experiment differ from other self-
assembled supramolecular structures fundamentally: (1) The internal order
(unidirectional alignment of the microtubules) is solely a consequence of the
active motion where parallel moving microtubules bind whereas the bonds
among antiparallel moving microtubules are ruptured. (2) Strain is exerted
by the motors only on mismatched (misaligned) parts. Once proper binding
has occurred the motors transport the microtubules in the same direction
without experiencing a net force between them. In contrast, in thermally ac-
tivated self-assembly, thermal forces continue to strain the assembly. (3) The
“spool” structures ultimately formed are under tremendous bending strain
(>10,000 kT per turn), and thus in a configuration not accessible to ther-
mally activated self-assembly. (4) The self-assembly process can be externally
controlled by controlling the supply of fuel to the motors, so intermediate and
final structures can be stabilized by deactivating the motors.

Controlling the shuttle speed: Controlling the speed of motion and
especially stopping the nanoshuttles at defined locations is desirable for many
applications. In a cargo loading station, for example, a pause can increase
the probability of a collision event between the shuttle and cargo. Restrict-
ing the fuel access on user demand is an efficient way to reduce the speed
by which microtubules are gliding on the kinesin tracks. Using caged ATP,
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Fig. 17.6. Self-assembly of wires and spools. Biotinylated microtubules partially
coated with the tetravalent streptavidin are cross-linked when colliding. In contrast
to a solution-based process which results in random aggregates, microtubules gliding
on a kinesin-coated surface form first oriented wires and then spools within 30 min.
Reproduced with permission from Nano Letters 2005, 5, 629–633. Copyright 2005
Am. Chem. Soc.

a UV light pulse was used to release ATP resulting in a fast acceleration of
the microtubules (Fig. 17.7) [21]. Since the ATP consumption of the motors
alone was too small to deplete the solution of ATP in a reasonable time frame,
the ATP-sequestering enzyme hexokinase was added to reduce the free ATP
concentration to background levels on a timescale between several seconds
and minutes. Using light, the microtubules can be moved in several discrete
micrometer steps. The step size is defined by the UV-exposure time, con-
centration of the caged ATP supply, and the hexokinase concentration. An
exciting new avenue is the in-situ production of ATP through an enzymatic
reaction localized to the microtubules [39].

Choice of polymeric materials: What polymeric materials are best suited
to build micro- and nanofluidic devices with integrated motor proteins? Is
the overall lifetime of the device with all of its components affected by the
polymeric environment? The lifetime of a device is determined by the lifetime
of the most fragile component. While a number of polymers can replace glass
as packaging material to integrate kinesin motors and microtubules, special
care has to be taken in the choice of polymers when intense light illumination
is needed, for example, for fluorescence imaging. To test the time over which
all the biological constituents remain active in flow cells made from differ-
ent polymers [40], the motor proteins were adhered to the glass bottoms of
flow cells, and the flow cell covers were fabricated from glass, poly(urethane)
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Fig. 17.7. Control of shuttle movement can be achieved by user-controlled release
of ATP from a reservoir of caged ATP. Reproduced with permission from Nano
Letters 2001, 1, 235–239. Copyright 2001 Am. Chem. Soc.

(PU), poly(methyl-methacrylate) (PMMA), poly(dimethylsiloxane) (PDMS)
and ethylene-vinyl alcohol copolymer (EVOH) (Fig. 17.8). Under dark stor-
age, 50% of the microtubules were still moving after 8 hours in all cells, with
the exception of PU, in which they moved for two hours. Under light illu-
mination and in the presence of oxygen scavengers, however, the number of
moving microtubules had already decayed by 50% within the first few sec-
onds in PDMS cells, while they lasted for a few minutes in PMMA, and
their number was little altered even after 20 minutes in glass, EVOH and PU
cells. Microtubules degraded rapidly in the presence of PDMS or PMMA. A
similar fast degradation as seen in PDMS cells was otherwise observed with
glass as cover only if oxygen scavengers were not added to the medium. Thus
PDMS and PMMA, two widely used materials in micro- and nanofabrication,
cause rapid disintegration of microtubules under exposure to light, even in
the presence of oxygen quenchers, and the accelerated microtubule degrada-
tion coincide with rapid photobleaching. The oxygen permeability of PDMS
is several orders of magnitude higher than for alternative polymers, including
EVOH. The comparative analysis thus reveals that the lifetime of the entire
device is not limited by the time for which the kinesin motors stay functional,
but that the microtubules are the most fragile biological structure in the de-
vice. Strategies to further stabilize microtubules, using non-hydrolysable GTP
analogs and chemical cross-linkers exist, and can now be compared against
the taxol stabilization method.
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Fig. 17.8. Left – The lifetime of kinesin motor-based nanodevices and the compati-
bility of polymeric materials is assayed in flow cells by fluorescence microscopy. Right
top – Degradation of microtubules under dark conditions: The depolymerization of
microtubules is the primary mechanism of degradation for kinesin-powered bionan-
odevices. By tracking the number of microtubules per field-of-view (FOV), we can
distinguish degradation pathways such as breaking and disassembly. Currently the
lifetime of a device is on the order of several hours. Right bottom – In flow cells with
covers fabricated from PDMS, microtubules photobleach rapidly and disassemble
when the fluorescence excitation light is on [40]

17.3 First Applications of NanoShuttles

After gaining insights into how to exploit the physical properties of micro-
tubules, we designed two devices: first, a swarm of randomly moving micro-
tubules was traced to image the topography of a surface (Fig. 17.9) [41] and
second a nanoscale force meter to probe the lifetime of receptor-ligand under
load (Fig. 17.9) [42]. A recent theoretical study has investigated the feasibility
of a biomolecular motor-powered pump [43].

Surface imaging: New approaches to surface imaging are very desirable
which exploit active movement of a large number of simultaneously operating
probes, no matter whether at the macroscopic scale, for example when explor-
ing the surface of the planet Mars using a swarm of robots, or the microscopic
topography of unknown surfaces. Molecular motors can be exploited as self-
propelled nanoscale probes, which independently roam in large numbers across
the surface and provide information about surface conditions. As illustrated
in Fig. 17.9, the movement of hundreds of microtubules moving on a kinesin-
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Fig. 17.9. A novel surface imaging method based on microtubules gliding on surface-
bound kinesins: The trajectories of the microtubules are superimposed to create an
image where the grayscale is a measure of how frequently a certain pixel was visited
by a microtubule. The position of an array of posts with micrometer dimensions was
imaged based on the preference of microtubules to reorient and move along rather
than to climb the walls. Reproduced with permission from Nano Letters 2002, 2,
113–116. Copyright 2002 Am. Chem. Soc.

coated surface has been recorded over time. As the microtubules collide with
microfabricated posts on the surface, their direction of movement changes and
they weave their way around this obstacle course. The accumulated informa-
tion of all microtubule paths can be used to visualize the positions of the
obstacles. Although this imaging technique is limited by the fragility of the
proteins and the optical detection of microtubule position, it demonstrates
how self-propelled nanoprobes enable an approach to surface imaging, which
is very different from classic scanning probe microscopy. It could find useful
applications in the imaging of buried surfaces.

Self-assembled “force meter” to probe single ligand–receptor in-
teractions: Force measurements on the molecular scale typically require a
device capable of exerting picoNewton forces, such as optical tweezers or the
atomic force microscope [44]. Recently, we have demonstrated a miniaturized
force meter for the measurement of intermolecular bond strengths [42]. In
this self-assembled force meter (Fig. 17.10), kinesin motors were used to pro-
vide the force to strain and rupture the bond between a receptor-ligand pair.
The magnitude of the strain is reflected in the bending of a microtubule at-
tached to the ligand. The microtubule thus serves as a nanoscale-cantilevered
beam of known stiffness. Inherently, such a device is particularly suited to
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Fig. 17.10. A microscopic forcemeter for the measurement of intermolecular forces
on the order of a few piconewton can be assembled from microtubules function-
alized with ligands, kinesins, and beads coated with receptors (0 s, 10 s). It con-
sists of a cantilevered microtubule that binds to a streptavidin-coated bead loaded
onto a microtubule moved by kinesins. The kinesins push the moving microtubule
(30 s) straining the bond between streptavidin and biotin until it ruptures (40 s).
Observation of the concurrent bending of the cantilevered microtubule allows the
determination of the strain forces based on the known stiffness of microtubules in
a frame-by-frame analysis. Reproduced with permission from Nano Letters 2002, 2,
1113–1115. Copyright 2002 Am. Chem. Soc.

the study of rupture events between biological receptors and their ligands un-
der physiologically significant loading conditions, which are characterized by
the application of picoNewton forces on a timescale of seconds [44]. Its small
dimensions also permit the assembly of an array of such force meters, which
would facilitate the observation of a statistically significant number of rupture
events. Notice that the lifetime of the streptavidin-biotin bond of several days
under static conditions is reduced to just 30 seconds when it is loaded with
5 pN, as expected [45,46].
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17.4 Conclusions

Twenty years after the discovery of kinesin [47, 48] the time has come to ex-
ploit the accumulated knowledge of how biomolecular motors work for tech-
nical applications. Integrating molecular motors into synthetic systems adds
a new dimension to nanotechnology since active motion can be utilized to en-
able directed assembly processes in contrast to random assembly in solution.
Molecular motors complement our ability to fabricate static structures with
nanoscale dimensions with the ability to translocate, interrogate, assemble
and disassemble building blocks in potentially highly parallel processes. As
pointed out, many engineering challenges have to be overcome to ultimately
realize concepts where molecular motors, for example, would drive an assem-
bly line at the nanoscale. It is furthermore our hope, that advances in the
design of hybrid nanofluidic and nanomechanical systems based on biomole-
cular motors will also contribute to our understanding of biological systems
which have inspired us in the first place.
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Abstract. Muscle contraction occurs as a result of force-producing interactions
between the contractile proteins myosin II and actin with the two proteins highly
ordered in the filament lattice of the muscle sarcomere. In contrast to this well-
ordered structure, most in vitro studies are performed with the contractile proteins
in a disordered arrangement. Here we first review the existing in vitro motility as-
says and then consider how they can be improved by the use of nanotechnology. As
a basis for such improvement we describe our recent work where we used chemi-
cally and topographically patterned surfaces to achieve selective localization of ac-
tomyosin motor function to predetermined areas of sub-micrometer dimensions. We
also describe guidance and unidirectional actin filament sliding on nanosized tracks
and suggest how such tracks can be combined with 1. microfluidics-based rapid
solution exchange and 2. application of electromagnetic forces of well-defined orien-
tation, thus simulating the lifting of a weight by actomyosin. As a related issue we
discuss the usefulness of nanotechnology based assay systems for miniaturized high-
throughput drug screening systems with molecular motors as drug targets. Finally,
we consider the potentials and challenges in using nanotechnology to reconstruct
the most essential aspects of cellular order within the muscle sarcomere.

18.1 General Introduction

In order to achieve efficient movement and force-generation, molecular motors
often function in localized and oriented supra-molecular assemblies. One ex-
tremely refined example of such an assembly is the muscle sarcomere where the
actomyosin motor system is organized in a nearly crystalline lattice (e.g. [1]).
Force generation and shortening in this system is accomplished by cyclic in-
teractions between the myosin II motor molecules and actin filaments.
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Important information about the force-generating mechanism of single
myosin motors has been obtained by single molecule mechanical and bio-
chemical studies [2, 3] for review, see [4, 5]. These studies, in turn, have been
aided by the structural information available from X-ray crystallography [6–8]
and electron microscopy [9] and through mutational studies designed to al-
ter the detailed function of the motors (for review see [10]). However, one
aspect not usually taken into account in in vitro single molecule studies is
the high degree of order in the muscle sarcomere. The very fact that single
molecules are used means that it is impossible to detect cooperative effects
involving numbers of motors and actin filaments in an ordered arrangement.
This problem with the loss of internal cellular order applies not only to sin-
gle molecule studies. Rather it is a general problem for in vitro experimental
systems. Muscle cells, on the other hand, exhibit high degrees of order and
various biophysical experiments on cellular preparations (e.g. [11–13]) have
contributed substantially to the understanding of actomyosin function in the
ordered lattice of actin and myosin filaments in the sarcomere. However, the
large ensemble of myosin heads and actin filaments, makes interpretation of
some experimental data difficult. Isolated myofibrils [14, 15] although being
most useful experimental systems for some purposes, are as limited as muscle
fibres in this respect, with thousands of myosin motor molecules and actin
filaments. In order to study cooperative effects it is therefore of interest to de-
velop a new experimental system designed to involve the minimal number of
protein components required for the most essential features of the cellular or-
der. In recent years the dimensions of man-made nanostructures have rapidly
approached a length scale in the 1–10 nm range (http://public.itrs.net) rel-
evant to the organization of contractile machinery in the muscle sarcomere.
The interesting possibility therefore exists that nanotechnology, in the near
future, will provide methods for in vitro reconstruction of important aspects
of the cellular order of actomyosin and other biomolecules.

This present paper will, on the basis of our recent work, introduce the
potentials and challenges involved in such developments. We will also con-
sider more short-term nanotechnology assisted improvements of in vitro test-
systems for studies of actomyosin function. First, however, we will briefly
review the hierarchial organization of a muscle cell and discuss some existing
in vitro motility and single molecule experimental systems.

18.2 Actomyosin Interactions in the Muscle Cell

The elongated skeletal muscle cell has its contractile machinery organized
in parallel threadlike myofibrils. These have a diameter of about 1 µm and
run the entire length of the cell (up to tens of centimetres). The myofibrils
exhibit a repeating pattern of striations (Fig. 18.1a) where each repetitive
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Fig. 18.1. (a) Schematic illustration of the sarcomere with thick and thin filaments
organized in a hexagonal lattice. Distances between actin and myosin refer to the
physiological resting state in vertebrate muscle [1]. The length of a sarcomere is
about 2 µm. (b) Schematic drawing of a myosin molecule (approximately to scale)
with two globular head domains containing actin and ATP-binding sites. The heads
are connected via α-helical neck regions to a tail (rod) where the two myosin heavy
chains are intertwined in a coiled coil. In addition to the two heavy chains there
are two sets of light chains attached to the neck domain of each heavy chain. In-
set: the crystallographic structure of myosin II head and neck printed from “The
Protein Explorer” software (http://molvis.sdsc.edu/protexpl/). (c) Schematic illus-
tration of different proteolytic fragments of myosin: heavy meromyosin (HMM), light
meromyosin (LMM), subfragment 1 (S1) and subfragment 2 (S2). The fragments are
obtained by limited proteolysis as described in the text

unit is denoted a sarcomere (length 2–3 µm in vertebrates). The basis for the
striated appearance is the arrangement of the contractile proteins, actin and
myosin and associated proteins into thin and thick filaments, respectively.
These two interdigitating sets of filaments partly overlap in the sarcomere
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centre (Fig. 18.1a; [1]). Here globular myosin heads extend from the thick
filament backbone allowing them to cyclically interact with binding sites on
the actin filaments. The interactions ( [16]; e.g. reviewed in [4,10]) produce a
sliding motion of the thin and thick filaments relative to each other leading to
shortening of the sarcomere and hence of the entire muscle cell. The degree to
which actin, in addition to myosin, is an active player in the force-generating
process is still a matter of debate [5]). However, there is strong evidence
(e.g. [10, 17]); see also Rayment and Manstein and Oiwa, this issue) that
different steps in the ATP hydrolysis by myosin motor domains are coupled to
structural changes that could account for the translation of the actin filaments.

The thin actin-containing filaments are anchored at the Z-lines. These
structures separate the sarcomeres from each other and each contains several
actin binding and cross-linking proteins. A transverse section of the sarcom-
ere further illustrates the high degree of order. It can thus be seen in Fig.
18.1a that the thick and thin filaments are arranged in a hexagonal lattice
with an actin to myosin distance (centre to centre) of approximately 250 Å.
This almost crystalline arrangement of the contractile proteins is the basis for
the highly informative X-ray diffraction pattern (cf. [13, 18, 19]) that can be
recorded from living muscle cells.

18.3 Actin and the Thin Filaments

F-actin and the regulatory proteins troponin and tropomyosin constitute the
thin filaments of the sarcomere [20]. The building blocks of the filamentous
F-actin are G-actin monomers. These are organized in two proto-filaments
that form a right-handed double-helix with a cross-over every 36 nm. The
regulatory tropomyosin molecules of 36 nm length are situated in two chains
over the myosin binding sites on the F-actin filament and one troponin protein
complex is attached to each tropomyosin molecule [20].

18.4 Myosin II and the Thick Filaments

Myosin II (for review see Sellers [21]) is a hexameric polypeptide composed
of two heavy chains (200 kDa each in skeletal muscle) and two pairs of light
chains (15–27 kDa). There are several isoforms of myosin II, both muscular
and non-muscular, but here we focus entirely on the isoforms from muscle.
Below, these isoforms are often referred to simply as myosin. The myosin II
molecule is highly asymmetrical (Fig. 18.1b) consisting of a long tail and two
globular head-neck regions. The carboxy-terminal sections of the two heavy
chains are mostly α-helical forming the coiled-coil tail under physiological
conditions. This tail (or rod) structure aggregates with other myosin molecules
to form the thick filaments of the sarcomere. The amino-terminal section
of the heavy chain constitutes the globular motor domain (head) of myosin
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with the nucleotide and actin binding sites. This motor domain is connected
to the rod portion of myosin via the α-helical neck that is stabilised by two
light chains, the essential and regulatory light chains. The thick filaments are
bipolar with the myosin heads always pointing in different directions on either
side of the filament midpoint. The myosin molecules are helically ordered on
the filament surface with a repeat period of 42.9 nm [1] and myosin heads
extend pair-wise in opposite directions every 14.3 nm. The neighbouring pairs
of heads along the filament are rotated relative to each other by 120 degrees.

By use of controlled proteolysis, myosin can be cleaved into different func-
tional domains (Fig. 18.1c) that in many respects (e.g. solubility), are more
suitable for in vitro studies than the myosin molecule per se. Digestion of
myosin with either trypsin or chymotrypsin results in two fragments, heavy
meromyosin (HMM; ∼350 kDa) and light meromyosin (LMM; ∼150 kDa). The
HMM fragment contains small α-helical parts of the myosin heavy chain tail
which allows the formation of a structure consisting of both motor domains
and a short coiled-coil tail. Further limited proteolysis of HMM by papain or
chymotrypsin results in two additional fragments (Fig. 18.1c), referred to as
subfragment-1 (S-1; motor domain + neck domain) and subfragment-2 (S-2).

18.5 The in vitro Motility Assay
and Single Molecule Mechanics

The in vitro motility assay [22,23] has been immensely valuable for the study
of molecular motor function [24–28]. In an initial version of the assay, move-
ment of myosin coated beads was followed as they slided along oriented actin
filaments [29,30]. In the version that is most frequently used today the reverse
geometry is employed. Thus, fluorescence labeled actin filaments are observed
as they slide on a surface to which randomly oriented molecular motors are
adsorbed. This version was developed by Spudich and co-workers [22, 23] fol-
lowing the demonstration by Yanagida and coworkers [31] that individual
fluorescence labeled actin filaments could be readily observed in the fluo-
rescence microscope. In most studies of the myosin II motor of muscle the
proteolytic heavy meroyosin (HMM) motor fragment is used rather than the
entire myosin molecule. One reason for this is that the LMM tail of myosin
appears to interact with the actin filaments and exert a braking force that
counteracts filament sliding [32].

The in vitro assay, in contrast to in vivo studies, enables detailed control
of the chemical environment and the use of protein engineering [26] and single
molecule force measurements [2, 33, 34]. However, the motors are generally
disordered and often bound to the surface by non-specific adsorption, possibly
resulting in several different binding configurations [35]. The disorder and
possible surface-protein interactions are likely to have profound effects on
the mechanisms of force generation and regulation [3,36]. In accordance with
this idea there are numerous examples where actomyosin motor function is
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different in vivo and in vitro. First, a lower sliding velocity in vitro than in vivo
has been reported by several authors [36, 37] although there are conflicting
results [38]. Other examples involve differences in temperature dependence
and a different pH dependence of the sliding velocity [25].

Some of the differences between fibers and in vitro motility assays can be
attributed to the lack of order of the actomyosin system in vitro. Evidence for
this view is provided by modified in vitro motility assay studies (e.g. [3,36,39])
where entire myosin filaments (either native or synthetic) were adsorbed to
a surface. Measurement of actin sliding velocity and myosin induced force
development in these systems suggest that the sliding speed and the amplitude
of the force generating structural change in myosin is strongly dependent on
the relative orientation of the actin filaments and the myosin motors.

In addition to the importance of the order of the motors, it is not surprising
that motor function is seriously affected by interactions between the surface
and the myosin motor domains [3,35] or the actin filaments [36]. Interactions of
the myosin head with the underlying substrate may lead to structural changes
in the motor domain or steric hindrance of actin binding and power-stroke
production. This is in good agreement with difference in actin translating
capability of HMM when adsorbed to different surface chemistries [40] as
further discussed below.

In addition to the degree of order and surface-protein interactions there
are other differences between the cellular and in vitro function of actomyosin.
One of these is the removal of protein components in the purification of actin
and myosin for the in vitro experiments. That this may have significant ef-
fects on function has been clearly demonstrated for the case of troponin and
tropomyosin [20, 24, 41]. However, there may also be effects of other protein
components of the sarcomere. Finally, in this context, it is of interest to men-
tion some other factors that have large effects on the in vitro sliding speed.
Such factors include buffer composition (e.g. Mg2+-concentration; [42]), type
of motor fragment (myosin, chymotryptic HMM, tryptic HMM or S1; [32,43])
and motor surface density [27]. These factors, if not well understood and care-
fully controlled, will contribute to differences between sliding speeds in vivo
and in vitro.

Some of the above limitations of the in vitro motility assay extend to many
single molecule experiments where the force production of single motors is
studied, e.g. by the use of optical traps [2]. In these experiments the motors
are often attached by non-specific adsorption to the surface without detailed
control of their orientation (e.g. [2,34,44]). Furthermore, the possibility of the
motor interacting with more than one actin filament has not been considered
in these experiments and the actin filaments are free to rotate in optical traps
destroying the ordering of the binding site for myosin.
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18.6 An Ideal Ordered in vitro Motility Assay System

In spite of some of the limitations considered above, in vitro motility as-
says and single molecule studies of actomyosin have increased our knowledge
of the molecular-level events underlying muscle function much beyond what
was learnt from studies of muscle cells. However, there are several reasons
(cf. [3, 45, 46]) for the development of assay systems at an intermediate level
of organization. Such assay systems should bridge the gap between the single
molecule studies and experiments on whole cells by allowing in vitro studies
of few (rather than single) molecules interacting in ordered arrangements. In
such assays one may envisage an ordered array of myosin motors interacting
with two actin filaments attached to each other at an interfilament distance
similar to that in vivo. The ideal assay system should also allow modification
of the protein components by genetic or biochemical means (e.g. to produce
point mutations or single-headed myosin). Finally, it is important to be able
to perform the studies with or without regulatory proteins (tropomyosin and
troponin) on the actin filaments [36,47].

In an ideal assay system the surface-motor interactions should be minimal
or at least well understood. A test of the success by which the in vitro system
reproduces the properties of the living system is the extent to which a set of
experimental results correspond to similar results in cell based assay systems,
e.g. through studies of maximum sliding velocity and the relationship between
velocity and temperature, ionic strength, pH, ATP concentration etc.

The use of myosin filaments rather than randomly adsorbed myosin mo-
tors on a surface was considered above. A more complex in vitro system is
the recently developed A-band in vitro motility assay [46]. Here myofibrils are
isolated followed by removal of the actin filaments by treatment with the actin
severing protein gelsolin. This supposedly leaves the thick filament lattice of
the sarcomere intact, and thereby the ordered arrangement of the myosin mo-
tors. Force generation between actin and myosin is initiated by bringing an
actin filament, held by an optical tweezer (via a polystyrene bead), into the
thick filament lattice. Although the A-band motility assay is an interesting
system with a level of organization, in between that of single molecules and
a myofibril, we would like to develop an even simpler ordered system. Here it
should be possible to limit the number of protein components (e.g. only myosin
and actin) and allow studies of one-headed and two-headed myosin motors at
appropriate orientations interacting with one or two actin filaments. Unlike
such a system the A-band motility assay is likely to contain several more
proteins than actin and myosin (with limited possibility for control) and the
myosin molecules in the intact thick filaments may also be difficult to manip-
ulate biochemically or genetically (i.e. to create one-headed myosin or special
functionalities). Furthermore, the A-band motility assay, in its present form,
does not consider the interaction of a given myosin molecule with two actin
filaments. The interaction with two actin filaments may be important for co-
operative interactions between the two heads of myosin II in force generation.
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Below we consider potentials and challenges of using nanotechnology to create
an in vitro motility assay with a minimal number of protein components in
ordered arrangements.

18.7 Recent Developments of Nanotechnology Enhanced
in vitro Motility Assays

Surface Chemistry and Actomyosin Function

As mentioned above the surface chemistry used for HMM adsorption is likely
to be an important determinant of actomyosin function. In accordance with
this view we found in recent work [40, 50] differences in the sliding velocities
and in the fraction of motile filaments on different resist polymers and on
different silanized surfaces, nitrocellulose and glass/SiO2 (Fig. 18.2). For the
experiments in Fig. 18.2 methylcellulose was included in the assay solution
to prevent the actin filaments from detaching from surfaces where only a
fraction of the HMM molecules take part in actin binding. Importantly, if
the methylcellulose was removed from the assay solution there was complete
selective localization of function to TMCS with no actin filaments sliding

Fig. 18.2. HMM induced actin sliding velocity (filled bars) and fraction of motile
filaments (open bars) with HMM adsorbed either to different silanized surfaces
(TMCS: trimethylchlorosilane; DMCS: dimethyldichlorosilane and OTCS: octade-
cyltrichlorosilane), to different resist polymers (MRL-6000.1XP, ZEP-520, MRI-
9030, PMMA-950 and PMMA-200) or to glass. Data normalized to results obtained
on a control nitrocellulose surface in each given experiment. Four replicate surfaces
tested if not otherwise stated within parenthesis. Results based on data in [50]
and [40]
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a b

SiO2

TMCS

Fig. 18.3. The quality of HMM induced actin filament motility (fraction of motile
actin filaments) on TMCS-treated SiO2 (filled symbols) and unsilanized SiO2 (open
symbols and star on horizontal axis at 200 µg/ml) as a function of HMM incubation
concentration. The actomyosin function was tested at ionic strengths 20 mM (cir-
cles), 30 mM (squares) and 50 mM (triangles) on both TMCS (full symbols) and SiO2

(open symbols) in a given experiment. Star refers to ionic strength 20 mM tested in
an additional experiment for SiO2 without TMCS. No methylcellulose present in the
assay solutions. Temperature: 32.0–32.6◦C. (b) Fully selective binding of Alexa488-
phalloidin (APh) actin filaments to HMM on TMCS derivatized part of SiO2/silicon
wafer. Image color-coded from zero (dark blue; low actin concentration) to 256 gray
scale levels (red; highest actin concentration) to indicate the actin filament density
on the surface. The filaments on TMCS exhibited high-quality motility. HMM added
at 120 µg ml−1, APh-actin added at 1 µM (actin monomer concentration). Assay
solution without methylcellulose and ionic strength 40 mM (18◦C). Total image size
230 × 230 µm2. Figure 18.3a reproduced from [40] with permission from Elsevier

on SiO2 provided that the HMM incubation concentration was lower than
200 µg/ml (Fig. 18.3). The motility selectivity between TMCS and SiO2 was
observed in spite of similar densities of catalytically active HMM molecules
on the two surface chemistries [77]. These experiments, as well as data from
Toyoshima [35] suggest that there exists a spectrum of HMM configurations
on artificial surfaces and that different configurations may predominate on
different surface chemistries.

The differences in motility quality (speed, fraction of motile filaments)
between TMCS and SiO2/glass was quite marked. However, as illustrated
in Fig. 18.2, more subtle differences in protein function exist between some
other surface chemistries with only small differences in sliding velocity and
fraction of motile filaments. In addition, two different surface chemistries may
only give similar motility quality in some assay solutions. For instance at
physiological ionic strength we observed a slightly different pH dependence
of HMM induced actin sliding velocities on TMCS and nitrocellulose in spite
of very similar sliding velocity at physiological pH (Fig. 18.4). Furthermore,
Marston [41], on basis of in vitro motility assay experiments at different levels
of Ca2+ and troponin reconstitution of the actin filaments, provided argu-
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Fig. 18.4. HMM induced actin filament sliding velocity as a function of pH with
HMM adsorbed either to nitrocellulose (filled symbols) or to TMCS derivatized sur-
face (open symbols). Triangles and squares refer to two different experiments with
different batches of assay solutions, HMM and surface preparations. Sliding velocity
normalized to velocity on each surface at pH 7.4. Data are given as mean ± stan-
dard error of the mean but the error bars are smaller than the size of the symbols.
Number of filaments observed at each pH-level given within parenthesis if less than
24. For all but one filament on nitrocellulose the sliding velocity was 0 µm/s at
pH 6.2

ments for a greater drag force on filament sliding on nitrocellulose than on
silanized surfaces [41]. It is clear from the above results and discussion that
understanding the effect of surface-protein interaction on actomyosin function
is essential for correct interpretation of in vitro motility assays. However, as
further considered below, such understanding is also important in the devel-
opment of nanotechnology assisted motility assays.

Nanostructured Surfaces for Spatial Control
of HMM Induced Actin Filament Sliding

Recent developments of nanotechnology enhanced in vitro motility assay sys-
tems [48–60] have focused on the selective localization of motor function to
certain micrometer or nanometer sized areas on a surface and studies of the
conditions for guidance and rectification of actin filament or microtubule slid-
ing along such areas. In most of this earlier work a main motivation has
been the use of motor proteins for cargo-transportation in nanotechnology
(reviewed in [61, 62] see also Vogel and Hess and Manstein and Oiwa, this
volume). Below we consider the recent achievements and their short-term and
long-term potential in functional studies of actomyosin.
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Fig. 18.5. Schematic diagram of electron beam lithography pattern for spatial
confinement of actomyosin function. Dark areas functionalized with TMCS. Other
parts of the surface are covered with PMMA layer that was made hydrophilic by
oxygen plasma treatment. The insets show from left to right: tapered line opening
towards actin filament loading zone, atomic force microscopy image of meander
structure in PMMA forming the basis for TMCS derivatized track and straight
section with tracks of different widths. (b) Scanning electron microscopy image
showing the cross-section of the sample with bi-layer channels in two resist layers
(LOR and PMMA) spin-coated onto the surface before patterning with electron
beam. Borders between resist layers indicated by dashed lines. Figure reproduced
from [53] with permission from IOP Publishing Limited

Selective localization of actomyosin function has been realized using a va-
riety of micro-, and nanopatterning techniques to create chemically defined
patterns [52,53,63,64] e.g. of different surface charge [65] or different degree of
surface hydrophobicity [40,64]. The results suggest that there exist a range of
useful strategies to selectively localize actomyosin function to predetermined
areas. As regards efficient guidance of motor propelled cytoskeletal filaments
without U-turns of the filaments on the tracks this is more difficult to re-
alize for actin filaments than for microtubules. The main reason is the low
flexural rigidity of the actin filaments. We have shown that tracks of width
less than about 400 nm are required to ensure that U-turns of actin filaments
are prevented at high myosin head densities [52, 53]. This width is consider-
ably lower than the persistence length of the actin filaments (18 nm; [66])
due to energy input from action of the myosin motors. In our most recent
work [53] with nanosized tracks we used a silicon dioxide surface derivatized
with trimethylchlorosilane (TMCS) for the adsorption of functional HMM
molecules. This substrate had previously been observed to reproducibly allow
actomyosin function of equal or better quality than on standard nitrcoellulose
substrates (Fig. 18.2). Electron beam lithography was used in combination
with chemical vapor deposition to create nanosized TMCS-tracks surrounded
by a polymethylmethacrylate (PMMA) layer. The tracks, or rather partly
roofed channels (Fig. 18.5), were designed to have a width down to 100 nm
and a length of more than 1 mm. By oxygen plasma treatment the PMMA
layer was made hydrophilic and as a consequence completely motility sup-
pressing. Furthermore, the PMMA layer also served as a topographical barrier
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Fig. 18.6. Fluorescence micrograph showing part of bilayer resist channel (cf. Fig.
18.5) with one actin filament being propelled by HMM from the right to the left.
The upper panel shows stroboscopic image with equal time lapse between frames.
The lower panel shows integration of all filament images during sliding. The radius
of curvature of the meandering part of the bilayer resist channel was 1 µm and the
channel width was about 100 nm. Figure reproduced from [53] with permission from
IOP Publishing Limited

that partly covered the TMCS derivatized area. This was possible since the
PMMA layer was spin coated on top of another resist polymer (LOR) which
was specifically etched to produce an undercut below the PMMA layer. The
approach was very successful with high quality actin motility on the TMCS
tracks and complete actin filament guidance without U-turns for all track
widths in the range of 100–500 nm. Guidance, without escape events, was
observed in the presence of curvatures of radius down to 1 µm (Fig. 18.6).
However, the sliding velocity along a track was similar for filaments moving
in both directions suggesting that there was no preferential orientation of the
myosin motors on the track (cf. [3, 39]).

Usefulness of Quantum Dots

As summarized above top-down nanofabrication techniques, allow unprece-
dented spatial localization of actomyosin function. Another aspect of nan-
otechnology, the development of fluorescent nanocrystals (quantum dots) also
has considerable potentials for studies of molecular motors. This was recently
pointed out in [67] where properties of quantum dots such as negligible pho-
tobleaching and the emission of polarized light were mentioned as some of the
useful properties. Månsson et al. further demonstrated that actin filaments
could be readily labeled with single fluorescent quantum dots via streptavidin-
biotin-phalloidin linkages and this labeling could be achieved without loss of
myosin induced sliding of actin filaments (Fig. 18.7). Below we discuss the use-
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fulness of quantum dots for achieving the cross-linking of two actin filaments
at similar interfilament distances to those in the muscle sarcomere.

18.8 Nanotechnology Enhanced
in vitro Motility Assays – Future Directions

One possible way to achieve an ideal ordered assay system for the study of
actomyosin function would be to use nanotechnology to produce scaffolds to
guide the positioning of myosin motors and actin filaments in a similar way
as in the muscle sarcomere. This is one of the long-term goals of our recent
efforts. However, so far, our work has necessarily focused on the much simpler
tasks as outlined above. It is clear that the challenges in achieving both ex-
act positioning and ordering of the actomyosin system by nanotechnology are
enormous. Both the small dimensions of the actomyosin lattice in the sarcom-
ere and the possibly adverse effects of surface protein interactions contribute
to the difficulties. However, the potential advantages of nanotechnology based
assay systems in functional studies are numerous. As further discussed below
these also extend beyond the long-term goal of reconstructing the ordered
arrangement between actin and myosin.

Electromagnetic Manipulation of Actomyosin
in Nanotechnology Based Assays

One example of a development viable within the near future, concerns the
possibility to affect actin filament sliding with electrical or magnetic fields
that have well defined orientation with respect to the sliding direction. This
principle has already been illustrated by work of Riveline et al. [68] using
micrometer wide PMMA grooves for immobilization of myosin. Such grooves
with PMMA walls were required to achieve straight filament paths and prevent
changes in actin filament sliding direction when electric fields were applied.
In the absence of the PMMA grid the filaments were only partly aligned with
the field causing variation in the electric force affecting the actin filaments in
the sliding direction. However, in spite of straight sliding paths Riveline et al.
demonstrated some lateral fluctuations of the filaments in the grooves. Such
fluctuations may be attributable to Brownian motion of the actin filaments in
regions that are temporarily without attached myosin heads. Here, our recent
demonstration of completely rectified sliding along nanosized tracks suggests
important improvements. Thus, the nanosized tracks have a width that is
more than two orders of magnitude smaller than the persistence length of the
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Fig. 18.7. Transportation of CdSe quantum dot labelled actin filaments. Image
sequence illustrating events where two actin filaments first meet and cross-link (0–
2 s) presumably via the streptavidin coated quantum dot. Then the two filaments
move together (2–8 s) and finally (8–10 s) they separate again. One of them stops
moving whereas the other filament continues its sliding. Dashed yellow lines show
the single filament paths, solid line represents sliding of double filaments. Switch
between TRITC and FITC filter sets at time point between 6 and 8 s. Images
enhanced for clarity, scale bar 5 µm. Reproduced from [67] with permission from
Elsevier

actin filaments (18 µm; [66]). This would significantly reduce the amplitude
of any thermal fluctuations in a plane parallel to the surface. Furthermore, by
using the type of nanostructures in Fig. 18.5 the thermal fluctuations would
also be significantly reduced for a plane that is perpendicular to the surface
provided that the filament is located below one of the PMMA overhangs of
the bilayer resist channel.

By pursuing the developments of nanostructuring techniques, in combina-
tion with the application of electric and magnetic forces (e.g. via magnetic
beads), we hope to arrive at conditions where it is possible to observe force-
generating events by individual myosin II motors under different experimental
conditions than in optical tweezer systems.

Miniaturized High Throughput in vitro Motility Assay

The controlled localization of actomyosin function also allows straightforward
incorporation of microfluidics systems. Such combinations should allow for
highly controlled and localized changes in assay conditions. Such changes
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would result as a filament moves from one region of laminar flow to another
region where the assay solution has a different composition. This approach
may enable the detection of changes in sliding velocity (e.g. caused by a drug)
considerably lower than 10%, a current limit set by the variation due to the
use of different flow cells for different assay conditions.

Fully predictable sliding paths with unidirectional myosin induced sliding
of actin filaments on nanosized tracks open for developments of greatly minia-
turized high-throughput in vitro motility assays. Most importantly, in this re-
gard, we observed efficient guidance along tracks that were highly curved with
radius as low as 1 µm. This suggests that myosin induced actin filament slid-
ing around circular tracks with such radius is also possible. Assuming slightly
larger circles e.g. 2 µm radius, would give a path of a total length of approxi-
mately 12 µm covering a circular area of about 12 µm2. With such a minimal
test area very small amounts of test substances (e.g. inhibitors of motor pro-
tein function) are required provided that the area is appropriately delineated.
With a sliding velocity of 5 µm s−1 the cycle time for an actin filament sliding
around the track would be a little more than 2 s. One easy way to monitor the
velocity of such a filament in a high-throughput assay is to simply calculate
the number of full cycles around the circular path over, say 10–20 s. This
would be the time required for testing the effect of one particular chemical
substance whether this was a foreign chemical (e.g. a drug) or a intracellular
regulatory protein.

One can question the potential usefulness of nanopatterned surface in
high-throughput testing due to the limited lifetime of the proteins and low-
throughput fabrication of the test surfaces by means of electron beam lithog-
raphy. However, we have previously demonstrated [40] that actomyosin func-
tion of high quality can be maintained for considerable time on a TMCS
surface (up to a week). This suggests that rather infrequent exchange of mo-
tor protein binding surfaces may be required. Furthermore, we have recently
demonstrated the potential to use nanoimprint lithography for production
of the test surfaces with preserved actomyosin function [52]. By turning to
such a high-throughput nanofabrication procedure, large series of disposable
nanopatterned surfaces can be produced allowing exchange to a new set of
proteins and a new test chip through a simple and relatively cheap procedure.
This will enable us to develop the nanotechnology enhanced motility assay
into a routine biological testing procedure with important future implications
for drug testing etc. Such systems are of interest in view of the emerging role
of different motor proteins as potential drug targets [69,70].

Reconstruction of Important Features of the Sarcomere

Nanosized tracks (Figs. 18.5–18.6) with rectified sliding of actin filaments
may be useful for cross-linking the filaments at well-defined orientations and
inter-filament distance similar to that in the muscle sarcomere. Such cross-
linking may be realized by adding a cross-linker of suitable length as two
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filaments slide with the same direction along a track. Alternatively, the cross-
linking molecule could be attached to one of the filaments. The possibility
to achieve interfilament cross-linking with appropriate interfilament distance
by the latter method was demonstrated previously (see Fig. 18.7). Here, two
actin filaments were cross-linked to each other during sliding via quantum
dots and biotin-streptavidin links. Since sliding direction was not controlled
in the experiment in Fig. 18.7 neither was the orientation of the two actin
filaments with respect to each other. We expect that nanostructured surfaces
may be adapted to readily allow cross-linking similar to that in Fig. 18.7 but
with appropriate interfilament orientation and distances.

Whereas the selective localization of motor function to certain areas is
relatively straightforward it is highly challenging to produce such localization
with all motors in the same orientation. In principle it should be possible to
orient HMM molecules by electric fields during adsorption since both HMM
and its S2-part are permanent electric dipoles [71]. However, calculations show
that very large field strengths (>1 MV/m) are needed to counteract thermal
fluctuations. This is quite awkward even if small inter-electrode distances are
used to keep down the voltages. Furthermore, even if this method of orienta-
tion is successful it is not entirely clear that the adsorbed myosin motors (e.g.
HMM) behave as the myosin motors in the sarcomere. The disposition of these
motors is likely to be affected by the surface chemistry of the highly ordered
thick filament backbone. Future nanostructures for in vitro motility assays
would have to take this aspect into account. Possibly, hybrid devices may be
constructed where parts of the myosin filament backbone are integrated with
nanolithographically produced tracks.

Clearly, the challenges involved in achieving oriented arrays of myosin
motors by artificial methods are significant and we realize that this may be a
very long-term project. However, there are several advantages in pursuing this
task instead of using myosin filaments to achieve oriented arrays of motors.
The advantages include the possibility to create extended tracks of motors
with the same orientation. The bipolar nature of synthetic myosin filaments
or native thick filaments only allow maximum lengths of 10–25 µm [36,39] for
arrays of myosin motors pointing in the same direction. The longest arrays are
obtained with invertebrate myosin or vertebrate myosin copolymerized with
invertebrate myosin rod [39].

The advantages of precise positioning of the motors (e.g. simplified track-
ing, combination with microfluidics, precise application of electric forces) and
topographical barriers around nanosized tracks (reduced thermal fluctuations)
cannot be readily reproduced with myosin filaments. Finally, it would be of
interest to add the individual motors (and other protein components) to the
ordered array in a more controlled way than realized by the self-assembly
underlying formation of myosin filaments.
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18.9 Conclusions

Nanotechnology enhanced assays for basic biophysical studies of actomyosin,
as well as for miniaturized high-throughput drug screening have several
attractive features, even though tough challenges remain to be overcome.
These challenges involve both developments of nanotechnological methods and
better understanding of surface-protein interactions in different experimental
systems. We believe that the efforts to meet the challenges will lead to new
developments and insights both in nanotechnology and in the life sciences.

One problem that has been the inspiration for much of our work has been
the long-standing issue [45,72,73], in muscle physiology concerning the degree
of cooperativity between the two heads of myosin II in the development of
force and shortening. We have no guarantee that our efforts will resolve this
issue. However, even if we will not be successful in this respect the multidis-
ciplinary engineering approach taken in many of our studies will give insights
into surface-protein interactions and actomyosin function different from those
achieved by conventional biophysical methods. The results may also pave the
way for the use of nanotechnology to reconstruct the cellular order of other
macromolecular assemblies than the muscle sarcomere.
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