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Preface

Volume XX of the Transactions on Rough Sets (TRS) is a continuation of a number of
research streams that have grown out of the seminal work of Zdzisław Pawlak1 during
the first decade of the twenty-first century.

The paper co-authored by Javad Rahimipour Anaraki, Saeed Samet, Wolfgang
Banzhaf, and Mahdi Eftekhari introduces a new hybrid merit based on a conjunction of
correlation feature selection and fuzzy-rough feature selection methods. The new merit
selects fewer redundant features and finds the most relevant features resulting in rea-
sonable classification accuracy. The paper co-authored by Mohammad Azad, Mikhail
Moshkov, and Beata Zielosko presents a study of a greedy algorithm for construction
of approximate decision rules. This algorithm has polynomial time complexity for
binary decision tables with many-valued decisions. The proposed greedy algorithm
constructs relatively short α-decision rules. The paper by Mani presents algebraic
semantics of proto-transitive rough sets. Proto-transitivity, according to the author, can
be considered as a possible generalization of transitivity that happens often in the
context of applications. The paper by Piero Pagliani presents a uniform approach to
previously introduced covering-based approximation operators from the point of view
of pointless topology. The monograph authored by Mohammad Aquil Khan is devoted
to the study of multiple-source approximation systems, evolving information systems,
and corresponding logics based on rough sets.

The editors would like to express their gratitude to the authors of all submitted
papers. Special thanks are due to the following reviewers: Jan Bazan, Chris Cornelis,
Davide Cuicci, Ivo Düntsch, Soma Dutta, Jouni Järvinen, Richard Jensen, Pradipta
Maji, Sheela Ramanna, Zbigniew Suraj, and Marcin Wolski.

The editors and authors of this volume extend their gratitude to Alfred Hofmann,
Christine Reiss, and the LNCS staff at Springer for their support in making this volume
of TRS possible.

The Editors-in-Chief were supported by the Polish National Science Centre
(NCN) grants DEC-2012/05/B/ST6/06981 and DEC-2013/09/B/ST6/01568, the Polish
National Centre for Research and Development (NCBiR) DZP/RID-I-44/8/NCBR/
2016, as well as the Natural Sciences and Engineering Research Council of Canada
(NSERC) discovery grant 185986.

August 2016 James F. Peters
Andrzej Skowron

1 See, e.g., Pawlak, Z., A Treatise on Rough Sets, Transactions on Rough Sets IV, (2006), 1–17.
See, also, Pawlak, Z., Skowron, A.: Rudiments of rough sets, Information Sciences 177 (2007)
3–27; Pawlak, Z., Skowron, A.: Rough sets: Some extensions, Information Sciences 177 (2007)
28–40; Pawlak, Z., Skowron, A.: Rough sets and Boolean reasoning, Information Sciences 177
(2007) 41–73.
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A New Fuzzy-Rough Hybrid Merit
to Feature Selection
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4 Department of Computer Engineering, Shahid Bahonar University of Kerman,
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Abstract. Feature selecting is considered as one of the most impor-
tant pre-process methods in machine learning, data mining and bioin-
formatics. By applying pre-process techniques, we can defy the curse of
dimensionality by reducing computational and storage costs, facilitate
data understanding and visualization, and diminish training and test-
ing times, leading to overall performance improvement, especially when
dealing with large datasets. Correlation feature selection method uses a
conventional merit to evaluate different feature subsets. In this paper, we
propose a new merit by adapting and employing of correlation feature
selection in conjunction with fuzzy-rough feature selection, to improve
the effectiveness and quality of the conventional methods. It also outper-
forms the newly introduced gradient boosted feature selection, by select-
ing more relevant and less redundant features. The two-step experimental
results show the applicability and efficiency of our proposed method over
some well known and mostly used datasets, as well as newly introduced
ones, especially from the UCI collection with various sizes from small to
large numbers of features and samples.

Keywords: Feature selection · Fuzzy-rough dependency degree ·
Correlation merit

1 Introduction

Each year the amount of generated data increases dramatically. This expansion
needs to be handled to minimize the time and space complexities as well as the

c© Springer-Verlag GmbH Germany 2016
J.F. Peters and A. Skowron (Eds.): TRS XX, LNCS 10020, pp. 1–23, 2016.
DOI: 10.1007/978-3-662-53611-7 1



2 J.R. Anaraki et al.

comprehensibility challenges inherent in big datasets. Machine learning methods
tend to sacrifice some accuracy to decrease running time, and to increase the
clarity of the results [1].

Datasets may contain hundreds of thousand of samples with thousands of
features that make further processing on data a tedious job. Reduction can be
done on either features or on samples. However, due to the high cost of sam-
ple gathering and their undoubted utility, such as in bioinformatics and health
systems, data owners usually prefer to keep only the useful and informative fea-
tures and remove the rest, by applying Feature Selection (FS) techniques that
are usually considered as a preprocessing step to further processing (such as clas-
sification). These methods lead to less classification errors or at least to minimal
diminishing of performance [2].

In terms of data usability, each dataset contains three types of features:
1- informative, 2- redundant, and 3- irrelevant. Informative features are those
that contain enough information on the classification outcome. In other words,
they are non-redundant, relevant features. Redundant features contain identi-
cal information compared to other features, whereas irrelevant features have no
information about the outcome. The ideal goal of FS methods is to remove the
last two types of features [1].

FS methods can generally be divided into two main categories [3]. One app-
roach is wrapper based, in which a learning algorithm estimates the accuracy of
the subset of features. This approach is computationally intensive and slow due
to the large number of executions over selected subsets of features, that make
it impractical for large datasets. The second approach is filter based, in which
features are selected based on their quality regardless of the results of learning
algorithm. As a result, it is fast but less accurate. Also, a combinational app-
roach of both methods called embedded has been proposed to accurately handle
big datasets [4]. In the methods based on this approach, feature subset selection
is done while classifier structure is being built.

One of the very first feature selection methods for binary classification
datasets is Relief [5]. This method constructs and updates a weight vector of
a feature, based on the nearest feature vector of the same and different classes
using Euclidean distance. After a predefined number of iterations l, relevant
vector is calculated by dividing the weight vector by l, and the features with
relevancy higher than a specific threshold will be selected. Hall [1] has proposed
a merit based on the average intra-correlation of features and inter-correlation of
features and the outcome. Those features with higher correlation to the outcome
and lower correlation to other features are selected.

Jensen et al. [6] have introduced a novel feature selection method based
on lower approximation of the fuzzy-rough set, in which features and outcome
dependencies are calculated using a merit called Dependency Degree (DD). In
[7], two modifications of the fuzzy-rough feature selection have been introduced
to improve the performance of the conventional method: 1- Encompassing the
selection process in equal situations, where more than one feature result in an
identical fitness value by using correlation merit [1] and 2- Combining the first
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improvement with the stopping criterion [8]. Qian et al. [9], have proposed an
accelerator to perform sample and feature selection simultaneously in order to
improve the time complexity of fuzzy-rough feature selection. Jensen et al. [10]
have designed a new version of fuzzy-rough feature selection to deal with semi-
supervised datasets, in which class feature is partially labelled. Shang et al.
[11] have introduced a hybrid system for Mars images based on conjunction
of fuzzy-rough feature selection and support vector machines. The behaviour
of k -nearest neighbours classifier has been improved by Derrac et al. [12], using
fuzzy rough feature selection and steady-state genetic algorithm for both feature
and prototype selection. Dai et al. [13], have designed a system using fuzzy
information gain ratio based on fuzzy rough feature selection structure to classify
tumor data in gene expression.

Xu et al. [14] have proposed a non-linear feature selection method based on
gradient boosting of limited depth trees. This method combines classification
and feature selection processes into one by using gradient boosted regression
trees resulting from the greedy CART algorithm.

In this paper, we propose a new merit, which is not only capable of effec-
tively removing redundant features, selecting relevant ones, and enhancing the
classification accuracy, but it also outperforms when applied to large datasets,
compared to the other existing methods.

In Sect. 2, background and preliminaries of correlation based and fuzzy-rough
feature selection methods are described in detail. Our proposed method is dis-
cussed in Sect. 3. Section 4 is dedicated to experimental results and discussion on
the performance and effectiveness of the new approach comparing with previously
introduced methods. Conclusions and future directions are explained in Sect. 5.

2 Preliminaries

In this section, the idea and explanation of the Correlation-based Feature Selec-
tion (CFS) method will be presented in Sect. 2.1. Subsection 2.2 illustrates the
rough set theory and the rough set based feature selection approach.

2.1 Correlation Based Feature Selection (CFS)

In the feature selection process, selecting those features that are highly correlated
with the class attribute while loosely correlated with the rest of the features, is
the ultimate goal. One of the most successful feature selection methods based on
this is CFS [1]. The evaluation measure of CFS is designed in such a way that it
selects predictive and low level inter-correlated features on the class and other
features, respectively. Equation 1 shows the merit.

MeritS =
krcf√

k + k(k − 1)rff
, (1)

where S is a subset of features, k is the number of selected features, rcf is the
mean of the correlations of the selected features to the class attribute, and rff is
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the average of inter-correlations of features. The enumerator calculates how much
the selected subset is correlated with the class, and the denominator controls the
redundancy of selected features within the subsets. At the heart of the merit,
correlation undeniably plays the most important role. Therefore, maximizing
merit requires the most relevant features (to maximize the numerator) and the
least redundant ones (to minimize the denominator) to be included in the subset.
The relevancy and non-redundancy are two important factors in feature selection
that are handled in CFS. However, correlation is only capable of measuring linear
relationships of two vectors [15]; therefore, in the case of non-linear relationships,
the result will be inaccurate.

2.2 Rough Set Feature Selection

The rough set theory has been proposed by Pawlak that is a mathematical tool
to handle vagueness in effective way [16]. Suppose U and A to be the universe
of discourse and a nonempty set of attributes, respectively, and the information
system is presented by I = (U,A). Consider X as a subset of U , and P and Q
as subsets of A; approximating a subset in rough set theory is done through the
lower and upper approximations. The lower approximation of X, (PX) involves
those objects which are surely classified in X with regarding to attributes in P .
Whereas, upper approximation of X, (PX) accommodates those objects which
can possibly classified in X considering attributes of P . By defining the lower and
upper approximations, a rough set is shown using an ordered pair (PX,PX).
Based on these approximations, different regions in rough set theory is illustrated
by Eqs. 2, 3 and 4.

The union of all objects in different regions of U partitioned by Q with
regarding to P is called positive region POSP (Q).

POSP (Q) =
⋃

X∈U/Q

PX (2)

The negative region is collection of object that are in U but not in POSP (Q),
and is shown by NEGP (Q) [17].

NEGP (Q) = U −
⋃

X∈U/Q

PX (3)

The boundary region has determinative role in specifying the type of a set. If
the region is a non-empty set, it is called a rough set, otherwise, it is a crisp set.

BNDP (Q) =
⋃

X∈U/Q

PX −
⋃

X∈U/Q

PX (4)

The rough set theory can be used to measure the magnitude of dependency
between attributes. The dependency of attributes in Q on attribute(s) in P is
shown by P ⇒k Q, in which k equals to γP (Q) and it is labeled Dependency
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Degree (DD) [17]. If 0 < k < 1, then Q partially depends on P , otherwise if k = 1
then Q completely depends on P . Equation 5 calculates the DD of Q on P .

k = γP (Q) =
|POSP (Q)|

|U| , (5)

where notation |.| is number of objects in a set.
The reduct set is a subset of features which has identical DD as considering

all features. The members of the reduct set are the most informative features
which feature outcome is highly dependent on them, while non-members are
irrelevant and/or redundant ones.

The most important drawback of rough set based FS methods is their inca-
pability of handing continuous data. One way to govern this imperfection is to
discretize continuous data in advance that is necessary but not enough, as long
as the amount of similarity between discretized data is unspecified. The ulti-
mate way to handle continuous data using rough set theory is fuzzy-rough set.
To begin with, the definition of the X-lower and X-upper approximations and
the degree of fuzzy similarity [6] are given by Eqs. 6 to 8, respectively

μPX(x) = inf
y∈U

I{μRP
(x, y), μX(y)}, (6)

μPX(x) = sup
y∈U

T{μRP
(x, y), μX(y)}, (7)

μRP
(x, y) =

⋂

a∈P

{μRa
(x, y)}, (8)

where I is a �Lukasiewicz fuzzy implicator, which is defined by min(1−x+ y, 1),
and T is a �Lukasiewicz fuzzy t-norm, which is defined by max(x+y−1, 0). In [18],
three classes of fuzzy-rough sets based on three different classes of implicators,
namely S -, R-, and QL-implicators, and their properties have been investigated.
Here, RP is the fuzzy similarity relation considering the set of features in P , and
μRP

(x, y) is the degree of similarity between objects x and y over all features
in P . Also, μX(y) is the membership degree of y to X. One of the best fuzzy
similarity relations as suggested in [6] is given by Eq. 9.

μRa
(x, y) = max

{
min

{
(a(y) − (a(x) − σa))

σa
,

((a(x) + σa) − a(y))
σa

}
, 0

}
(9)

where σa is variance of feature a. Definitions of fuzzy lower and upper approx-
imations are the same as rough lower and upper approximations, except the
fact that fuzzy approximations deal with fuzzy values, operators, and output;
however, rough approximations deal with discrete and categorical values.

The positive region in the rough set theory is defined as a union of lower
approximations. By referring to the extension principle [6], the membership of
object x to a fuzzy positive region is given by Eq. 10.

μPOSP (Q)(x) = sup
X∈U/Q

μPX(x) (10)
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where supremum of lower approximations of all partitions resulting from U/Q
construct positive region.

If the equivalence class that includes x does not belong to a positive region,
clearly x will not be part of a positive region. Using the definition of positive
region, the FRDD function is defined as:

γ′
P (Q) =

|μPOSP (Q)(x)|
|U| =

∑
x∈U

μPOSP (Q)(x)
|U| (11)

where notation |.| is number of objects in a set; however, in numerator we are
dealing with fuzzy values and cardinality can be calculated using summation.
For denominator |U| is size of samples in dataset.

The Lower approximation Fuzzy-Rough Feature Selection (L-FRFS) as
shown in Algorithm 1 is based on FRDD as shown in Eq. 11, and greedy for-
ward search algorithm, which is capable of being applied to real-valued datasets.
The L-FRFS algorithm finds a reduct set without finding all the subsets [6].
It begins with an empty set and each time selects the feature that causes the
greatest increase in the FRDD. The algorithm stops when adding more features
does not increase the FRDD. Since it employs a greedy algorithm, it does not
guarantee that the minimal reduct set will be found. For this reason, a new
feature selection merit presented in this section.

Algorithm 1. Lower approximation Fuzzy-Rough Feature Selection
C, the set of all conditional attributes
D, the set of decision attributes
R ← {}; γ′

best = 0; γ′
prev = 0

do
T ← R
γ′
prev ← γ′

best

foreach x ∈ (C − R)
if γ′

R∪{x}(D) > γ′
T (D)

T ← R ∪ {x}
γ′
best ← γ′

T (D)
R ← T

until γ′
best = γ′

prev

return R

3 Proposed Method

On the one hand, FRDD is capable and effective in uncovering the dependency
of a feature to another, and the feature selection method based on the merit
has shown remarkable performance on resulting classification accuracies [6]. The
L-FRFS algorithm evaluates every feature to find the one with the highest depen-
dency, and continues the search by considering every features combination to
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asset the most dependent features subset to the outcome. However, tracking and
finding highly dependent features to the class might end in selecting redundant
features.

On the other hand, CFS merit, as shown in Eq. 1, has the potentiality of
selecting less redundant features due to the structure of the denominator, in
which the square root of the mean of the correlation of the features to each
other has a positive impact on the number of redundant features being selected.

By considering capabilities of CFS merit, substituting the correlation with
Fuzzy-Rough Dependency Degree (FRDD) that is fuzzy version of DD could take
advantage of both criteria to construct a more powerful merit. In this section, the
proposed approach is defined based on the two main concepts of feature selection:
1- Evaluation measure, and 2- Search method. The evaluation measure is the new
hybrid merit and the search method is hill-climbing.

3.1 A New Hybrid Merit

Based on the concepts of the FRDD and CFS, we have developed a new hybrid
merit by substituting the correlation in CFS with FRDD to benefit from both
merits. Equation 12 shows the proposed merit.

δ =

k∑

i=1

γ′
i(c)

√√√√k ×
(
1 +

k−1∑

j=1

γ′
j(f)

)
, (12)

where γ′
i(c) is the FRDD of already selected feature i to the class c, and γ′

j(f)
is the FRDD of selected feature j to the new under consideration candidate
feature f . The numerator is summation of the FRDD of already selected k − 1
features as well as newly selected k’s feature to the outcome, while the summation
in denominator is aggregation of the FRDD of all features except currently under
consideration one k’s, to itself. It is worth to mention that k in denominator
controls the number of selected features. We call the feature selection method
based on our proposed merit, Delta Feature Selection (DFS). The numerator can
vary from zero to one for each k (since γ′

i ∈ [0, 1]), so we have interval of [0, k]
in the numerator. However, summation in the denominator varies from zero to
k − 1 for each k, and the whole portion changes in interval of [

√
k, k] since k is

always positive.
The search algorithm of our proposed, that is a greedy forward search method

shown in Algorithm 2. The QuickReduct algorithm starts from an empty subset
and each time selects one feature to be added to the subset, if the selected
feature causes the highest increase in δ; therefore, it will be added to the subset,
otherwise, the algorithm evaluates next feature. This process will be continued
until no more feature can improve the δ.

To evaluate the applicability of the proposed merit to different types of
datasets, a series of criteria have been considered as follows [19]:
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Algorithm 2. Delta QuickReduct (DQR)
/* Sf : best subset of features

δ′
curr: current DFS

δ′
prev: previous DFS

nF : number of features
bF : best feature

*/
Sf = {};
δcurr, δprev = 0;
do
{

δprev = δcurr;
for i = 1 to i ≤ nF
{
if
(
(fi /∈ Sf ) AND (δSf∪{fi} > δprev)

)

{
δcurr = δSf∪{fi};
bF = fi;

}
}
Sf = Sf ∪ bF ;

} while (δcurr! = δprev)
return Sf ;

1. Correlated and redundant features
2. Non-linearity of data
3. Noisy input
4. Noisy target
5. Small ratio of samples/features
6. Complex datasets

Based on each criteria, thirteen datasets have been adopted from different
papers as mentioned in [19] to examine the appropriateness of DFS. Datasts are
shown in Table 1. The last column depicts corresponding criterion to the current
dataset.

CorrAL dataset has six features, and features one to four are relevant and
they generate the outcome by calculating (f1 ∧ f2) ∨ (f3 ∧ f4), feature five is
irrelevant, and feature six has 75 % of correlation to the outcome. CorrAL-100
has 99 features that the first six are exactly the same as CorrAL, and the rest are
irrelevant and randomly assigned. For both datasets, DFS was able to uncover
all four relevant features and also the correlated one.

XOR-100 dataset is a non-linear dataset with two relevant features that com-
pute the output by calculating (f1⊕f2), and the other 97 features are irrelevant.
Again, DFS was able to find two relevant features.

Led-25 dataset is composed of seven relevant features and 17 irrelevant ones.
Each dataset, contains the amount of noise (i.e. replacing zero with one or vice
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Table 1. Sample datasets to probe different capabilities of a feature selection method

Dataset #Relevant #Irrelevant #Correlated Criteria

CorrAL [20] 4 1 6 1

CorrAL-100 [21] 4 94 1 1

XOR-100 [21] 2 97 − 2

Led-25 [22] (2 %) 7 17 − 3

Led-25 [22] (6 %) 7 17 − 3

Led-25 [22] (10 %) 7 17 − 3

Led-25 [22] (15 %) 7 17 − 3

Led-25 [22] (20 %) 7 17 − 3

Monk3 [23] 3 3 − 4

SD1 [24] FCR = 20 4000 − 5

SD2 [24] FCR = 10, PCR = 30 4000 − 5

SD3 [24] PCR = 60 4000 − 5

Madelon 5 480 15 6

versa) that is mentioned in parenthesis in front of dataset. Based on the resulting
subsets containing two relevant features for all cases, of applying DFS it can be
understood that DFS cannot perform well for datasets with noisy inputs.

Monk3 dataset has 5 % of misclassification values as a dataset with noisy tar-
get. The DFS has selected features one and five that are irrelevant and relevant,
respectively. Therefore, DFS was not able to find all relevant features and also
has been misled by noisy target.

SD1, SD2 and SD3 datasets each has three classes, and 75 samples, containing
both relevant and irrelevant features. Relevant ones are generated based on a
normal distribution, and irrelevant features have been generated based on two
distributions namely, normal distribution with mean zero and variance one, and
uniform distribution in interval of [−1, 1], each 2000 features. All cancer types
can be distinguished by using some genes (or features) called full class relevant
(FCR). However, the other genes that are helpful in contrasting some portion of
cancer types are called partial class relevant (PCR). Table 2 shows the optimal
subset for each dataset, in which nine features out of 10 are redundant features.

Table 2. Optimal features and subsets of SD1, SD2, and SD3

Dataset #Optimal features/subset Optimal subsets

SD1 [24] 2 {1–10} {11–20}
SD2 [24] 4 {1–10} {11–20} {21–30} {31–40}
SD3 [24] 6 {1–10} {11–20} {21–30}

{31–40} {41–50} {51–60}
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The DFS has selected 2, 11, and 2 features for SD1, SD2, and SD3, respec-
tively. For SD1, the DFS has selected one feature from the second optimal subset,
and one feature from 4000 irrelevant features. For SD2, 11 features have been
selected, in which, 10 of them are from the second optimal subset and one fea-
ture from 4000 irrelevant features. Finally, two features have been selected from
SD3 that one of them is from the third optimal subset and the other one is from
irrelevant features.

Madelon dataset has five relevant, 15 linearly correlated to relevant features,
and 480 distractor features that are noisy, flipped and shifted [19]. The DFS was
able to find five features, in which none of them were among relevant features.

Based on the resulting subsets, our proposed method is capable of dealing
with datasets having characteristics mentioned in Table 3.

Table 3. DFS capabilities

Dataset DFS capability

Correlated and redundant features �
Nonlinearity of data �
Noisy input depends on data

Noisy target depends on data

Small ratio of samples/features �
Complex datasets ×

For datasets with noisy input and target, the DFS was capable of finding a
subset of relevant features; however, for complex datasets such as Madelon, find-
ing relevant features is very challenging for DFS and many state-of-art feature
selection methods [19].

3.2 Performance Measures

In order to evaluate the applicability and performance of FS methods, we
define three Performance measures to underline classification accuracy and/or
reducibility power. The Reduction ratio is the value of reduction of total number
of features resulting from applying a feature selection method to a datasets, and
it is shown in Eq. 13.

Reduction =
all F − sel F

all F
, (13)

where all F is the number of all features, and sel F is the number of selected
features using a feature selection algorithm.

The Performance measure is a metric to evaluate the effectiveness of a fea-
ture selection algorithm in selecting the smallest subset of features as well as
improving the classification accuracy, and is shown by Eq. 14.

Performance = CA × Reduction, (14)

where CA is the classification accuracy.
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Since the primary aim of FS is to select the smallest meaningful subset of
features, we propose a revision of Performance measure that emphasizes on the
Reduction capability of each method and it is presented by Eq. 15.

Performance′ = CA × eReduction, (15)

In some cases, data owners prefer those FS methods that lead to higher accu-
racies; therefore, another revision of Eq. 14 with the aforementioned preference
is depicted by Eq. 16.

Performance′′ = eCA × Reduction. (16)

4 Experimental Results

To validate the proposed method, we have conducted a number of experiments
in two steps over 25 UCI [25] traditional as well as newly introduced datasets
from three different size categories; Small (S), Medium (M) and Large (L) sizes,
in which the number of selected features, Reduction ratio, classification accu-
racy and Performance measures are compared. The small size category contains
datasets with model size, i.e. |Features|×|Samples|, less than 5 000, the medium
size category contains 5 000 to 50 000 cells, and each dataset in the large size cat-
egory has more than 50 000 cells.

In our experiments the L-FRFS, CFS, and DFS use the same search method
called greedy froward search algorithm, and the GBFS uses gradient decent
search method.

Computational facilities are provided by ACENET, the regional high per-
formance computing consortium for universities in Atlantic Canada. ACEnet
is funded by the Canada Foundation for Innovation (CFI), the Atlantic
Canada Opportunities Agency (ACOA), and the provinces of Newfoundland
and Labrador, Nova Scotia, and New Brunswick.

4.1 Step One

In this step, we consider all the 25 datasets in our experiment. Table 4 shows the
number of samples, features and the size category that each dataset belongs to,
and it is sorted based on the model size.

Based on the number of selected features and Eq. 13, the Reduction ratio
of each method has been calculated and illustrated in Table 5. The cells with
zero indicate that the feature selection method could not remove any feature;
therefore, all of the features remain untouched.

The bold, superscripted numbers specify the best method in improving the
Reduction ratio. L-FRFS and GBFS reaches the highest reduction ratio for four
datasets, CFS for five datasets, and DFS outperforms the others by gaining the
highest Reduction values for sixteen datasets. Based on the categories and num-
ber of successes of each method, L-FRFS and GBFS result almost similar on the
small size category with two and one out of 12 datasets, respectively. However,
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Table 4. Datasets specifications

Dataset Sample Feature Size

BLOGGER 100 5 S

Breast Tissue 122 9 S

Qualitative Bankr 250 6 S

Soybean 47 35 S

Glass 214 9 S

Wine 178 13 S

MONK1 124 6 S

MONK2 169 6 S

MONK3 122 6 S

Olitus 120 26 S

Heart 270 13 S

Cleveland 297 13 S

Pima Indian Diab 768 8 M

Breast Cancer 699 9 M

Thoracic Surgery [26] 470 17 M

Climate Model [27] 540 18 M

Ionosphere 351 33 M

Sonar 208 60 M

Wine Quality (Red) [28] 1599 11 M

LSVT Voice Rehab. [29] 126 310 M

Seismic Bumps [30] 2584 18 M

Arrhythmia 452 279 L

Molecular Biology 3190 60 L

COIL 2000 [31] 5822 85 L

Madelon 2000 500 L

DFS highly achieves the best results in both medium and large datasets, by
having six out of nine best reduction ratios in medium size category compare to
two out of nine for L-FRFS and GBFS methods, and one out of all for CFS. For
large datasets, DFS gains 100 % domination. Table 6, shows the number of wins
of each method in three categories.

Arithmetic mean has some disadvantages, such as high sensitivity to outliers
and also inappropriateness in measuring central tendency of skewed distribution
[32], we have conducted the Friedman test that is a non-parametric statistical
analysis [33] on the results of Tables 8, 11, 14, and 17 to make the comparison
fare enough.

The nine classifiers are PART, Jrip, Näıve Bayes, Bayes Net, J48, BFTree,
FT, NBTree, and RBFNetwork that have been selected from different classifier
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Table 5. Reduction ratio of L-FRFS, CFS, DFS & GBFS

Datasets L-FRFS CFS GBFS DFS Size

BLOGGER 0.000 0.400 0.400 0.600+ S

Breast Tissue 0.000 0.333 0.444+ 0.111 S

Qualitative Bankr. 0.500 0.333 0.167 0.667+ S

Soybean 0.943+ 0.743 0.886 0.943+ S

Glass 0.000 0.111 0.333 0.556+ S

Wine 0.615 0.154 0.692 0.846+ S

Monk1 0.500 0.833+ 0.333 0.667 S

Monk2 0.000 0.833+ 0.167 0.667 S

Monk3 0.500 0.833+ 0.333 0.667 S

Olitus 0.808+ 0.346 0.731 0.231 S

Heart 0.462 0.462 0.538 0.846+ S

Cleveland 0.154 0.923+ 0.538 0.846 S

Pima Indian Diab. 0.000 0.500+ 0.250 0.500+ M

Breast Cancer 0.222 0.000 0.444+ 0.444+ M

Thoracic Surgery 0.176 0.706 0.588 0.882+ M

ClimateModel 0.667 0.833 0.944+ 0.889 M

Ionosphere 0.788 0.576 0.818 0.909+ M

Sonar 0.917+ 0.683 0.900 0.050 M

Wine Quality (Red) 0.000 0.636 0.636 0.727+ M

LSVT Voice Rehab. 0.984+ 0.900 0.977 0.923 M

Seismic Bumps 0.278 0.667 0.778 0.889+ M

Arrhythmia 0.975 0.910 0.907 0.993+ L

Molecular Biology 0.000 0.617 0.000 0.950+ L

COIL 2000 0.659 0.882 0.941 0.965+ L

Madelon 0.986 0.982 0.990+ 0.990+ L

Table 6. Number of wins in achieving the lowest Reduction ratio for L-FRFS, CFS,
GBFS, and DFS in each category

Algorithm/Category Small Medium Large Overall

L-FRFS 2 2 0 4

CFS 4 1 0 5

GBFS 1 2 1 4

DFS 6 6 4 16
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categories to evaluate the performance of each method by applying 10-fold cross
validation (10CV). These classifiers have been implemented in Weka [34], and
mean of resulting classification accuracies of all selected classifiers have been
used through out the paper. By considering selected features for each dataset,
the resulting average of classification accuracies have been shown in Table 7.

By referring to the results in Tables 5 and 7, and applying Eq. 14, the Perfor-
mance measure of each method has been computed and shown in Table 8. The
cells that contain zero are the ones with Reduction ratio equal to zero. Based on
the results shown in Tables 5 and 8, DFS outperforms the other methods by hav-
ing the best results for 10 datasets compared to that by GBFS with seven, CFS

Table 7. Mean of classification accuracies in % resulting from PART, Jrip, Näıve
Bayes, Bayes Net, J48, BFTree, FT, NBTree, and RBFNetwork based on L-FRFS,
CFS, GBFS, DFS performance comparing with unreduced datasets

Datasets L-FRFS CFS GBFS DFS Unre.

BLOGGER 74.22+ 73.78 73.78 73.56 74.22+

Breast Tissue 66.46+ 66.35 64.88 65.72 66.46+

Qualitative Bankr. 98.44 98.04 98.31 98.40 98.49+

Soybean 100.00+ 75.48 97.87 95.98 98.58

Glass 67.29+ 66.93 65.42 59.71 61.89

Wine 95.63+ 95.44 94.63 74.22 85.52

Monk1 83.13+ 74.07 81.94 73.53 78.32

Monk2 - 67.13 71.89 67.13 76.62+

Monk3 98.15 76.23 98.28+ 75.62 97.92

Olitus 66.39 75.65+ 53.8 72.69 69.81

Heart 78.48 81.48+ 81.4 71.32 79.55

Cleveland 49.76 54.88+ 52.19 54.55 50.13

Pima Indian Diab. 75.00 75.20+ 75.20+ 75.20+ 75.00

Breast Cancer 96.23+ 96.18 96.23 95.31 96.18

Thoracic Surgery 83.03 84.54 83.95 85.11+ 83.10

Climate Model 93.25 90.74 91.38 91.36 93.54+

Ionosphere 91.39+ 90.85 89.97 84.96 89.68

Sonar 69.82 75.48+ 74.89 74.36 67.47

Wine Quality (Red) 58.59 59.22+ 58.59 56.54 58.59

LSVT Voice Rehab. 80.60+ 79.37 75.84 72.57 74.69

Seismic Bumps 91.16 91.96 92.59+ 51.87 91.13

Arrhythmia 53.74 70.48+ 63.20 59.41 65.46

Molecular Biology - 73.66 - 51.69 94.58+

COIL 2000 92.79 93.65 93.97 94.02+ 90.61

Madelon 65.79 69.57 71.27+ 55.26 66.32
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with six, and L-FRFS with only three cases. The best performance for small sized
datasets has been achieved by DFS and CFS, for medium datasets by DFS and
GBFS and for large datasets by DFS. Table 9 evaluates the results of Table 8,
and Friedman statistic (distributed according to chi-square with 3 degrees of
freedom) is 11.772, and p-value computed by Friedman Test is 0.008206. Based
on the rankings, the DFS has gained the best ranking among others; however, its
distinction has been examined by post-hoc experiment. The post-hoc procedure
as depicted in Table 10 rejects those hypotheses with p-value ≤ 0.030983. So, as
shown, DFS and GBFS perform nearly identical. Since performances of DFS and
GBFS are not statistically significant, the one with the lowest reduction ratio is
selected [35]. Here, based on Table 6, the DFS is ranked the best method among
others.

4.2 Step Two

Since the CFS has chosen only one feature for MONK1, MONK2, MONK3 and
Cleveland, and also GBFS has selected one out of 18 of Climate Model as the
most important feature, further investigations is vital on these suspicious results.
The Cleveland dataset has 75 features whereas 13 features out of 75 have been
suggested to be used by the published experiments [36]; therefore, all of these 13
features are important from the clinical perspective. By referring to the result
of CFS, feature “sex” has been selected as the only important feature due to
its highest correlation with the outcome. Neither experts in medical science
nor in computer science would arrive at the point that one feature (regardless
of type of the feature) out of 13 is enough to predict the outcome. Although
selecting “sex” results in the highest classification accuracy, the interpretability
of selecting one feature is questionable. Therefore, although “sex” might be an
important factor in predicting heart diseases, it is not the only one. For MONK1,
MONK2, MONK3 and Climate Model datasets, the only characteristic of the
selected feature is its high correlation with the outcome, and very low correlation
with the other features.

By removing Cleveland, MONK1, MONK2, MONK3 and Climate Model
from Table 8, we form Table 11 and Fig. 1 in which DFS gains the best perfor-
mance. The GBFS works slightly better than the L-FRFS and CFS for medium
datasets, but identical in small datasets. While DFS performance surpasses the
GBFS, CFS, and L-FRFS for all three categories. The overall effectiveness and
capability of DFS is supported by both Table 11, and the statistical analysis
in Table 12. The Friedman statistic (distributed according to chi-square with 3
degrees of freedom) is 9.345, and the p-value computed by Friedman Test is
0.025039. The Li’s procedure rejects those hypotheses with p-value ≤ 0.01266,
and the results are shown in Table 13. The Performance measures resulting form
Eqs. 15 and 16 are shown in Tables 14 and 17 and also in Figs. 2 and 3, respec-
tively. The Friedman test results are shown in Tables 15 and 18. For Perfor-
mance ′, those hypotheses with p-value ≤ 0.00257 are rejected based on Li’s pro-
cedure, and the results are depicted in Table 16. For Performance ′′ as Table 19
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Table 8. Performance measure resulting from Classification Accuracy × Reduction

Datasets L-FRFS CFS GBFS DFS

BLOGGER 0.000 0.295 0.295 0.441+

Breast Tissue 0.000 0.221 0.288+ 0.073

Qualitative Bankr. 0.492 0.327 0.164 0.656+

Soybean 0.943+ 0.561 0.867 0.905

Glass 0.000 0.074 0.218 0.332+

Wine 0.588 0.147 0.655+ 0.628

Monk1 0.416 0.617+ 0.273 0.490

Monk2 0.000 0.559+ 0.120 0.448

Monk3 0.491 0.635+ 0.328 0.504

Olitus 0.536+ 0.262 0.393 0.168

Heart 0.362 0.376 0.438 0.603+

Cleveland 0.077 0.507+ 0.281 0.462

Pima Indian Diab. 0.000 0.376+ 0.188 0.376+

Breast Cancer 0.214 0.000 0.428+ 0.424

Thoracic Surgery 0.147 0.597 0.494 0.751+

ClimateModel 0.622 0.756 0.863+ 0.812

Ionosphere 0.720 0.523 0.736 0.772+

Sonar 0.640 0.516 0.674+ 0.037

Wine Quality (Red) 0.000 0.377 0.373 0.411+

LSVT Voice Rehab. 0.793+ 0.714 0.741 0.670

Seismic Bumps 0.253 0.613 0.720+ 0.461

Arrhythmia 0.524 0.642+ 0.573 0.590

Molecular Biology 0.000 0.454 0.000 0.491+

COIL 2000 0.611 0.826 0.884 0.907+

Madelon 0.649 0.683 0.706+ 0.547

Table 9. Average rankings of the algorithms based on the Performance measure over
all datasets (Friedman)

Algorithm Ranking

L-FRFS 3.220

CFS 2.440

GBFS 2.320

DFS 2.020+
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Table 10. Post Hoc comparison over the results of Friedman procedure of Performance
measure

i Algorithm z = (R0 − Ri)/SE p Li

3 L-FRFS 3.286335 0.001015 0.030983

2 CFS 1.150217 0.250054 0.030983

1 GBFS 0.821584 0.411314 0.05

Fig. 1. Performance measure (Classification Accuracy × Reduction)

Fig. 2. Performance ′ measure (Classification Accuracy ×eReduction)

Fig. 3. Performance ′′ measure (eClassificationAccuracy× Reduction)

shows, those hypotheses with p-value ≤ 0.01266 are rejected based on Li’s pro-
cedure. Figures 1, 2 and 3 depict Performance, Performance ′ and Performance ′′

measures values for each dataset, respectively.
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Table 11. Performance measure resulting from classification accuracy × reduction
after removing Cleveland, MONK1, MONK2, MONK3 & Climate Model

Datasets L-FRFS CFS GBFS DFS

BLOGGER 0.000 0.295 0.295 0.441+

Breast Tissue 0.000 0.221 0.288+ 0.073

Qualitative Bankr. 0.492 0.327 0.164 0.656+

Soybean 0.943+ 0.561 0.867 0.905

Glass 0.000 0.074 0.218 0.332+

Wine 0.588 0.147 0.655+ 0.628

Olitus 0.536+ 0.262 0.393 0.168

Heart 0.362 0.376 0.438 0.603+

Pima Indian Diab. 0.000 0.376+ 0.188 0.376+

Breast Cancer 0.214 0.000 0.428+ 0.424

Thoracic Surgery 0.147 0.597 0.494 0.751+

Ionosphere 0.720 0.523 0.736 0.772+

Sonar 0.640 0.516 0.674+ 0.037

Wine Quality (Red) 0.000 0.377 0.373 0.411+

LSVT Voice Rehab. 0.793+ 0.714 0.741 0.670

Seismic Bumps 0.253 0.613 0.720+ 0.461

Arrhythmia 0.524 0.642+ 0.573 0.590

Molecular Biology 0.000 0.454 0.000 0.491+

COIL 2000 0.611 0.826 0.884 0.907+

Madelon 0.649 0.683 0.706+ 0.547

Table 12. Average rankings of the algorithms based on the Performance measure after
removing Cleveland, MONK1, MONK2, MONK3 & Climate Model (Friedman)

Algorithm Ranking

L-FRFS 3.125

CFS 2.700

GBFS 2.150

DFS 2.025+

Table 13. Post Hoc comparison over the results of Friedman procedure of Performance
measure after removing Cleveland, MONK1, MONK2, MONK3 & Climate Model

i Algorithm z = (R0 − Ri)/SE p Li

3 L-FRFS 2.694439 0.007051 0.01266

2 CFS 1.653406 0.098248 0.01266

1 GBFS 0.306186 0.759463 0.05
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Table 14. Performance ′ measure resulting from Classification Accuracy ×eReduction

Datasets L-FRFS CFS GBFS DFS

BLOGGER 0.742 1.101 1.101 1.340+

Breast Tissue 0.665 0.926 1.012+ 0.734

Qualitative Bankr. 1.623 1.368 1.161 1.917+

Soybean 2.567+ 1.587 2.373 2.464

Glass 0.673 0.748 0.913 1.041+

Wine 1.770 1.113 1.891+ 1.730

Olitus 1.489+ 1.069 1.117 0.916

Heart 1.245 1.293 1.395 1.662+

Pima Indian Diab. 0.750 1.240+ 0.966 1.240+

Breast Cancer 1.202 0.962 1.501+ 1.487

Thoracic Surgery 0.990 1.712 1.512 2.057+

Ionosphere 2.009 1.616 2.039 2.109+

Sonar 1.746 1.495 1.842+ 0.782

Wine Quality (Red) 0.586 1.119 1.107 1.170+

LSVT Voice Rehab. 2.156+ 1.952 2.015 1.826

Seismic Bumps 1.204 1.791 2.015+ 1.262

Arrhythmia 1.425 1.752+ 1.565 1.604

Molecular Biology 0.000 1.365+ 0.000 1.337

COIL 2000 1.793 2.263 2.408 2.467+

Madelon 1.763 1.857 1.918+ 1.487

Table 15. Average rankings of the algorithms based on the Performance ′ measure
after removing Cleveland, MONK1, MONK2, MONK3 & Climate Model (Friedman)

Algorithm Ranking

L-FRFS 3.075

CFS 2.650

DFS 2.150

GBFS 2.125+

Table 16. Post Hoc comparison over the results of Friedman procedure of
Performance ′ measure after removing Cleveland, MONK1, MONK2, MONK3 &
Climate Model

i Algorithm z = (R0 − Ri)/SE p Li

3 L-FRFS 2.327015 0.019964 0.00257

2 CFS 1.285982 0.198449 0.00257

1 GBFS 0.061237 0.95117 0.05
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Table 17. Performance ′′ measure resulting from eClassificationAccuracy× Reduction

Datasets L-FRFS CFS GBFS DFS

BLOGGER 0.000 0.837 0.837 1.252+

Breast Tissue 0.000 0.647 0.850+ 0.214

Qualitative Bankr. 1.338 0.889 0.445 1.783+

Soybean 2.563+ 1.580 2.357 2.462

Glass 0.000 0.217 0.641 1.009+

Wine 1.601 0.400 1.784+ 1.777

Olitus 1.569+ 0.738 1.251 0.477

Heart 1.012 1.043 1.215 1.727+

Pima Indian Diab. 0.000 1.061+ 0.530 1.061+

Breast Cancer 0.582 0.000 1.163+ 1.153

Thoracic Surgery 0.405 1.644 1.362 2.067+

Ionosphere 1.965 1.428 2.012 2.126+

Sonar 1.843 1.454 1.903+ 0.105

Wine Quality (Red) 0.000 1.151 1.143 1.280+

LSVT Voice Rehab. 2.203+ 1.990 2.087 1.906

Seismic Bumps 0.691 1.672 1.963+ 1.493

Arrhythmia 1.669 1.842+ 1.706 1.799

Molecular Biology 0.000 1.288 0.000 1.593+

COIL 2000 1.666 2.251 2.409 2.470+

Madelon 1.904 1.969 2.019+ 1.720

Table 18. Average rankings of the algorithms based on the Performance ′′ measure
after removing Cleveland, MONK1, MONK2, MONK3 & Climate Model (Friedman)

Algorithm Ranking

L-FRFS 3.125

CFS 2.700

GBFS 2.150

DFS 2.025+

Table 19. Post Hoc comparison over the results of Friedman procedure of
Performance ′′ measure after removing Cleveland, MONK1, MONK2, MONK3 &
Climate Model

i Algorithm z = (R0 − Ri)/SE p Li

3 L-FRFS 2.694439 0.007051 0.01266

2 CFS 1.653406 0.098248 0.01266

1 GBFS 0.306186 0.759463 0.05
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5 Conclusions and Future Work

This paper introduces a new hybrid merit based on conjunction of correlation
feature selection and fuzzy-rough feature selection. It takes advantages of both
methods by integrating them into a new hybrid merit to improve the quality of
the selected subsets as well as resulting reasonable classification accuracies. The
new merit selects less number of redundant features, and finds the most relevant
ones to the outcome.

The performance of the proposed merit is examined with a variety of different
datasets with diverse number of features and samples, that have been chosen
because of their predominance as well as recently introduced in the literature.
The two-step experimental results show the effectiveness of our new hybrid merit
over divergent UCI datasets, especially on medium and large ones. We have also
proposed three measures to thoroughly figure out and compare the performance
of feature selection methods.

Based on the results, we conclude that proposing a universal feature selection
method might not be suitable due to the high variety of datasets and applica-
tions. Therefore, each and every newly proposed method can be “localized” to
a subject and type of the data as well as the purpose of the data. In such a
way, data owners can save huge amounts of processing expenses based on a set
of categorized methods. As future work, we are excited to perform such cat-
egorization for the existing merits on feature selection methods. Also, we are
conducting some experiments on Big Data in order to evaluate the performance
of the proposed hybrid merit.

Our ongoing task is to prepare an online, web-based application for the new
hybrid merit that will be available to the researchers working on datasets in
various field of studies.
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Abstract. The paper is devoted to the study of a greedy algorithm for
construction of approximate decision rules. This algorithm is applicable
to decision tables with many-valued decisions where each row is labeled
with a set of decisions. For a given row, we should find a decision from
the set attached to this row. We consider bounds on the precision of this
algorithm relative to the length of rules. To illustrate proposed approach
we study a problem of recognition of labels of points in the plain. This
paper contains also results of experiments with modified decision tables
from UCI Machine Learning Repository.

1 Introduction

In this paper, we consider one more extension of the notion of decision table –
decision table with many-valued decisions. In a table with many-valued decisions,
each row is labeled with a nonempty finite set of decisions, and for a given row,
we should find a decision from the set of decisions attached to this row.

Such tables arise in problems of discrete optimization, pattern recognition,
computational geometry, decision making etc. [10,17]. However, the main sources
of decision tables with many-valued decisions are datasets filled by statistical or
experimental data. In such datasets, we often have groups of objects with equal
values of conditional attributes but, probably, different values of the decision
attribute. Instead of a group of objects, we can consider one object given by
values of conditional attributes. We attach to this object a set of decisions:
either all decisions for objects from the group, or k the most frequent decisions
for objects from the group, etc. As a result we obtain a decision table with many-
valued decisions. In real life applications we can meet multi-label data when we
study, e.g., problem of semantic annotation of images [4], music categorization
into emotions [35], functional genomics [3], and text categorization [36].

In the rough set theory [22,30,31], decision tables are considered often that
have equal rows labeled with different decisions. The set of decisions attached
c© Springer-Verlag GmbH Germany 2016
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to equal rows is called the generalized decision for that rows [23–25]. Here our
aim is to find the generalized decision for a given row. In the paper, we will
call this approach the generalized decision approach. However, the problem of
finding an arbitrary decision or one of the most frequent decisions from the
generalized decision is interesting also. Such study of decision tables with many-
valued decisions can give a new tool for the rough set theory. In [2] and [18] we
considered problem of construction of tests (super-reducts) and decision trees
for decision tables with many-valued decisions. To choose one of the attributes
we used uncertainty measure that is the number of boundary subtables.

Decision table with many-valued decisions can be considered as a decision
table with an incomplete information because we don’t know which decision
should be chosen from the set of decisions. Incomplete information exists also
in decision tables where instead of a single value of conditional attribute we
have a subset of values of the attribute domain. In [13,14] approaches to inter-
preting queries in a database with such incomplete information were discussed.
Z. Pawlak [22] and E. Or�lowska [21] proposed Non-deterministic Information
System for dealing with an incomplete information. Information incomplete-
ness is connected also with missing values of attributes or intervals on values
of attributes. M. Kryszkiewicz in [11] proposed method for computing all opti-
mal generalized rules from decision table with missing values. In [27–29] authors
proposed rule generation system, based on Apriori algorithm, where incomplete
information was considered as nondeterministic information.

In literature, often, problems connected with multi-label data are consid-
ered from the point of view of classification (multi-label classifications problems)
[7,8,15,19,33,34,37]. Here our aim is not to deal with classification but to show
that proposed approach for construction of decision rules for decision tables with
many-valued decisions can be useful when we deal with knowledge representa-
tion. In various applications, we often deal with decision tables which contain
noisy data. In this case, exact rules can be “over-fitted”, i.e., depend essentially
on the noise. So, instead of exact rules with many attributes, it is more appropri-
ate to work with approximate rules with smaller number of attributes. Besides,
classifiers based on approximate decision rules have often better accuracy than
classifiers based on exact decision rules.

In the proposed approach a greedy algorithm constructs α-decision rules (α is
a degree of rule uncertainty), and the number of rules for a given row is equal to
the cardinality of set of decisions attached to this row. Then we choose for each
row in a decision table a rule with the minimum length. The choice of shorter
rules is connected with the Minimum Description Length principle [26].

The problem of construction of rules with minimum length is NP-hard. There-
fore, we consider approximate polynomial algorithm for rule optimization. Based
on results of U. Feige [9] it was proved in [16], for decision tables with one-valued
decision, that greedy algorithm under some natural assumptions on the class NP,
is close to the best polynomial approximate algorithms for partial decision rule
minimization. It is natural to use these results in our approach. Note that each
decision table with one-valued decision can be interpreted also as a decision table
where each row is labeled with a set of decisions which has one element.
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The paper, extending a conference publication [6] and some results presented
in [17], is devoted to the study of a greedy algorithm for construction of approx-
imate decision rules for decision tables with many-valued decisions. The greedy
algorithm for rule construction has polynomial time complexity for the whole
set of decision tables with many-valued decisions.

We discuss also a problem of recognition of labels of points in the plain which
illustrates the considered approach and the obtained bounds on precision of this
algorithm relative to the length of rules.

In this paper, we study only binary decision tables with many-valued deci-
sions. However, the obtained results can be extended to the decision tables filled
by numbers from the set {0, . . . , k − 1}, where k ≥ 3. We present experimen-
tal results based on modified data sets from UCI Machine Learning Repository
[12] (by removal of some conditional attributes) into the form of decision tables
with many-valued decisions. Experiments are connected with length of α-decision
rules, number of different rules, lower and upper bounds on the minimum length
of α-decision rules and 0.5-hypothesis for α-decision rules. We also present exper-
imental results for the generalized decision approach. It allows us to make some
comparative study of length and number of different rules, based on the proposed
approach and the generalized decision approach.

The paper consists of eight sections. In Sect. 2, main notions are discussed.
In Sect. 3, a parameter M(T ) and auxiliary statement are presented. This para-
meter is used for analysis of a greedy algorithm. Section 4 is devoted to the
consideration of a set cover problem. In Sect. 5, the greedy algorithm for con-
struction of approximate decision rules is studied. In this section we also present
a lower and upper bounds on the minimum rule length based on the information
about greedy algorithm work, and 0.5-hypothesis for tables with many-valued
decisions. In Sect. 6, we discuss the problem of recognition of labels of points
in the plain. In Sect. 7, experimental results are presented. Section 8 contains
conclusions.

2 Main Definitions

In this section, we consider definitions corresponding to decision tables with
many-valued decisions.

A (binary) decision table with many-valued decisions is a rectangular table
T filled by numbers from the set {0, 1}. Columns of this table are labeled with
attributes f1, . . . , fn. Rows of the table are pairwise different, and each row is
labeled with a nonempty finite set of natural numbers (set of decisions). Note
that each decision table with one-valued decisions can be interpreted also as a
decision table with many-valued decisions. In such table, each row is labeled
with a set of decisions which has one element. An example of decision table with
many-valued decisions T0 is presented in Table 1.

We will say that T is a degenerate table if either T is empty (has no rows),
or the intersection of sets of decisions attached to rows of T is nonempty.
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Table 1. Decision table T0 with many-valued decisions

T0 =

f1 f2 f3
r1 1 1 1 {1}
r2 0 1 0 {1, 3}
r3 1 1 0 {2}
r4 0 0 1 {2, 3}
r5 1 0 0 {1, 2}

A decision which belongs to the maximum number of sets of decisions
attached to rows in T is called the most common decision for T . If we have
more than one such decision, we choose the minimum one. If T is empty then 1
is the most common decision for T .

Let r = (b1, . . . , bn) be a row of T labeled with a set of decisions D(r) and
d ∈ D(r). By U(T, r, d) we denote the set of rows r′ from T for which d /∈ D(r′).
We will say that an attribute fi separates a row r′ ∈ U(T, r, d) from the row r
if the rows r and r′ have different values at the intersection with the column fi.
The pair (T, r) will be called a decision rule problem.

Let α be a real number such that 0 ≤ α < 1. A decision rule

fi1 = b1 ∧ . . . ∧ fim = bm → d (1)

is called an α-decision rule for the pair (T, r) and decision d ∈ D(r) if attributes
fi1 , . . . , fim separate from r at least (1 − α)|U(T, r, d)| rows from U(T, r, d).
The number m is called the length of the rule (1). For example, 0.01-decision
rule means that attributes contained in the rule should separate from the row
r at least 99% of rows from U(T, r, d). If α is equal to 0 we have an exact
decision rule (0-decision rule) for (T, r) and d. If U(T, r, d) = ∅ then for any
fi1 , . . . , fim ∈ {f1, . . . , fn} the rule (1) is an α-decision rule for (T, r) and d. The
rule (1) with empty left-hand side (when m = 0) is an α-decision rule for (T, r)
and d if U(T, r, d) = ∅.

We will say that a decision rule is an α-decision rule for the pair (T, r) if this
rule is an α-decision rule for the pair (T, r) and a decision d ∈ D(r). We denote
by Lmin(α, T, r, d) the minimum length of an α-decision rule for the pair (T, r)
and decision d ∈ D(r). We denote by Lmin(α, T, r) the minimum length of an
α-decision rule for the pair (T, r). It is clear that

Lmin(α, T, r) = min{Lmin(α, T, r, d) : d ∈ D(r)}.

Let α, β be real numbers such that 0 ≤ α ≤ β < 1. One can show that
Lmin(α, T, r, d) ≥ Lmin(β, T, r, d) and Lmin(α, T, r) ≥ Lmin(β, T, r).

3 Parameter M(T )

In this section, we consider definition of a parameter M(T ) and auxiliary state-
ment from [17]. For the completeness, we will give this statement with proof.
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We will use the parameter M(T ) to evaluate precision of a greedy algorithm
relative to the length of rules.

Let T be a decision table with many-valued decisions, which has n columns
labeled with attributes {f1, . . . , fn}.

Now, we define the parameter M(T ) of the table T . If T is a degenerate table
then M(T ) = 0. Let now T be a nondegenerate table. Let

δ̄ = (δ1, . . . , δn) ∈ {0, 1}n.

Then M(T, δ̄) is the minimum natural m such that there exist attributes
fi1 , . . . , fim ∈ {f1, . . . , fn} for which T (fi1 , δi1) . . . (fim , δim) is a degenerate
table. Here T (fi1 , δi1) . . . (fim , δim) is a subtable of the table T consisting
only rows that have numbers δi1 , . . . , δim at the intersection with the columns
fi1 , . . . , fim . We denote

M(T ) = max{M(T, δ̄) : δ̄ ∈ {0, 1}n}.

Lemma 1. Let T be a nondegenerate decision table with many-valued decisions
which have n columns labeled with attributes f1, . . . , fn, δ̄=(δ1, . . . , δn)∈{0, 1}n,
and δ̄ be a row of T . Then

Lmin(0, T, δ̄) ≤ M(T, δ̄) ≤ M(T ).

Proof. By definition, M(T, δ̄) is the minimum natural m such that there exist
attributes fi1 , . . . , fim ∈ {f1, . . . , fn} for which subtable

T ′ = T (fi1 , δi1) . . . (fim , δim)

is a degenerate table. The subtable T ′ is nonempty since δ̄ is a row of this
subtable. Therefore there is a decision d which, for each row of T ′, belongs to
the set of decisions attached to this row.

One can show that a decision rule

fi1 = δi1 ∧ . . . ∧ fim = δim → d

is a 0-decision rule for the pair (T, δ̄) and decision d. Therefore Lmin(0, T, δ̄) ≤
m = M(T, δ̄). By definition, M(T, δ̄) ≤ M(T ). �	

4 Set Cover Problem

In this section, we consider a greedy algorithm for construction of an approximate
cover (an α-cover).

Let α be a real number such that 0 ≤ α < 1. Let A be a set containing N > 0
elements, and F = {S1, . . . , Sp} be a family of subsets of the set A such that
A =

⋃p
i=1 Si. We will say about the pair (A,F ) as about a set cover problem. A

subfamily {Si1 , . . . , Sit} of the family F will be called an α-cover for (A,F ) if
|⋃t

j=1 Sij | ≥ (1−α)|A|. The problem of searching for an α-cover with minimum
cardinality for a given set cover problem (A,F ) is NP-hard [20,32].
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We consider now a greedy algorithm for construction of an α-cover (see
Algorithm 1). At each step, this algorithm chooses a subset from F which covers
the maximum number of uncovered elements from A. This algorithm stops when
the constructed subfamily is an α-cover for (A,F ).

Algorithm 1. Greedy algorithm for approximate set cover problem
Input: a set cover problem (A, F ) and real number α, 0 ≤ α < 1.
Output: α-cover for (A, F ).

G := ∅, and COVER := ∅;
while |G| < (1 − α)|A| do

In the family F we find a set Si with minimum index i such that

|Si ∩ (A\G)| = max{|Sj ∩ (A\G)| : Sj ∈ F}.

G := G ∪ Si and COVER := COVER ∪ {Si};
end while
return COVER

We denote by Cgreedy(α,A, F ) the cardinality of the constructed α-cover for
(A,F ), and by Cmin(α,A, F ) we denote the minimum cardinality of an α-cover
for (A,F ).

The following statement was obtained by J. Cheriyan and R. Ravi in [5]. We
present it with our own proof.

Theorem 1. Let 0 < α < 1 and (A,F ) be a set cover problem. Then

Cgreedy(α,A, F ) ≤ Cmin(0, A, F ) ln(1/α) + 1.

Proof. We denote m = Cmin(0, A, F ). If m = 1 then, as it is not difficult to show,
Cgreedy(α,A, F ) = 1 and the considered inequality holds. Let m ≥ 2 and Si be
a subset of maximum cardinality in F . It is clear that |Si| ≥ N/m. So, after
the first step we will have at most N − N/m = N(1 − 1/m) uncovered elements
in the set A. After the first step we have the following set cover problem: the
set A \ Si and the family {S1 \ Si, . . . , Sp \ Si}. For this problem, the minimum
cardinality of a cover is at most m. So, after the second step, when we choose a
set Sj \ Si with maximum cardinality, the number of uncovered elements in the
set A will be at most N(1 − 1/m)2, etc.

Let the greedy algorithm in the process of α-cover construction make g steps
and construct an α-cover of cardinality g. Then after the step number g − 1
more then αN elements in A are uncovered. Therefore N(1 − 1/m)g−1 > αN
and 1/α > (1 + 1/(m − 1))g−1. If we take the natural logarithm of both sides
of this inequality we obtain ln 1/α > (g − 1) ln(1 + 1/(m − 1)). It is known
that for any natural p, the inequality ln(1 + 1/p) > 1/(p + 1) holds. Therefore
ln(1/α) > (g − 1)/m and g < m ln(1/α) + 1. Since m = Cmin(0, A, F ) and
g = Cgreedy(α,A, F ), we have Cgreedy(α,A, F ) < Cmin(0, A, F ) ln(1/α) + 1. �	
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5 Greedy Algorithm for α-Decision Rule Construction

In this section, we present a greedy algorithm for α-decision rule construction,
lower and upper bounds on the minimum length of α-decision rules (Sect. 5.1)
and 0.5-hypothesis connected with the work of a greedy algorithm (Sect. 5.2).

We use the greedy algorithm for construction of α-covers to construct α-
decision rules. Let T be a table with many-valued decisions containing n columns
labeled with attributes f1, . . . , fn, r = (b1, . . . , bn) be a row of T , D(r) be the
set of decisions attached to r, d ∈ D(r), and α be a real number such that
0 < α < 1.

We consider a set cover problem (A(T, r, d), F (T, r, d)) where A(T, r, d) =
U(T, r, d) is the set of all rows r′ of T such that d /∈ D(r′) and F (T, r, d) =
{S1, . . . , Sn}. For i = 1, . . . , n, the set Si coincides with the set of all rows from
A(T, r, d) which are different from r in the column fi. One can show that the
decision rule

fi1 = bi1 ∧ . . . ∧ fim = bim → d

is an α-decision rule for (T, r) and decision d∈D(r) if and only if {Si1, . . . ,Sim}
is an α-cover for the set cover problem (A(T, r, d), F (T, r, d)). Evidently, for the
considered set cover problem, Cmin(0, A(T, r, d),F (T, r, d))=Lmin(0, T, r, d), where
Lmin(0, T, r, d) is the minimum length of 0-decision rule for (T, r) and decision
d ∈ D(r).

Let us apply the greedy algorithm (see Algorithm 1) to the considered set
cover problem. This algorithm constructs an α-cover which corresponds to an
α -decision rule rule(α, T, r, d) for (T, r) and decision d ∈ D(r). From Theorem
1 it follows that the length of this rule is at most

Lmin(0, T, r, d) ln(1/α) + 1.

We denote by Lgreedy(α, T, r) the length of the rule constructed by the fol-
lowing polynomial time algorithm: for a given α, 0 < α < 1, decision table T ,
row r of T and decision d ∈ D(r), we construct the set cover problem (A(T, r, d),
F (T, r, d)) and then apply to this problem the greedy algorithm for construc-
tion of an α-cover. We transform the obtained α-cover into an α-decision rule
rule(α, T, r, d). Among the α-decision rules rule(α, T, r, d), d ∈ D(r), we choose
a rule with the minimum length. This rule is the output of the considered algo-
rithm. We denote by Lmin(α, T, r) the minimum length of an α-decision rule for
(T, r). According to what has been said above we have the following statement.

Theorem 2. Let T be a non-degenerate decision table with many-valued deci-
sions, r be a row of T , and α be a real number such that 0 < α < 1. Then

Lgreedy(α, T, r) ≤ Lmin(0, T, r) ln(1/α) + 1.

Note that the considered algorithm is a generalization of an algorithm studied
in [16].
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Example 1. Let us apply the considered greedy algorithm to α = 0.1, decision
table T0 (see Table 1) and the second row r2 of this table.

For each d ∈ D(r2) = {1, 3} we construct the set cover problem (A(T, r2, d),
F (T, r2, d)), where A(T, r2, d) is the set of all rows r′ of T such that d /∈ D(r′),
F (T, r2, d)) = {S1, S2, S3}, and Si coincides with the set of rows from A(T, r2, d)
which are different from r2 in the column fi, i = 1, 2, 3. We have:

– A(T, r2, 1) = {r3, r4}, F (T, r2, 1) = {S1 = {r3}, S2 = {r4}, S3 = {r4}},
– A(T, r2, 3) = {r1, r3, r5}, F (T, r2, 3) = {S1 = {r1, r3, r5}, S2 = {r5}, S3 =

{r1}}.

Now, we apply the greedy algorithm for the set cover problem (with α = 0.1)
to each of the constructed set cover problems, and transform the obtained 0.1-
covers into 0.1-decision rules.

For the case d = 1, we obtain the 0.1-cover {S1, S2} and corresponding 0.1-
decision rule f1 = 0 ∧ f2 = 1 → 1.

For the case d = 3, we obtain the 0.1-cover {S1} and corresponding 0.1-
decision rule f1 = 0 → 3. We choose the shortest rule f1 = 0 → 3 which is the
result of our algorithm work.

In order to show that the problem of minimization of α-decision rule length
is NP-hard, let us consider a set cover problem (A,F ) where A = {a1, . . . , aN}
and F = {S1, . . . , Sm}. We define the decision table as T (A,F ), this table has
m columns corresponding to the sets S1, . . . , Sm respectively, and N + 1 rows.
For j = 1, . . . , N , the j-th row corresponds to the element aj . The last (N + 1)-
th row is filled by 0. For j = 1, . . . , N and i = 1, . . . ,m, at the intersection of
j-th row and i-th column 1 stays if and only if aj ∈ Si. The set of decisions
corresponding to the last row is equal to {2}. All other rows are labeled with
the set of decisions {1}.

One can show that, for any α, 0 ≤ α < 1, a subfamily {Si1 , . . . , Sit} is an
α-cover for (A,F ) if and only if the decision rule

fi1 = 0 ∧ . . . ∧ fit = 0 → 2

is an α-decision rule for T (A,F ) and the last row of T (A,F ).
So, we have a polynomial time reduction of the problem of minimization of

α-cover cardinality to the problem of minimization of α -decision rule length for
decision tables with many-valued decisions. Since the first problem is NP -hard
[20,32], we have

Proposition 1. For any α, 0 ≤ α < 1, the problem of minimization of
α-decision rule length for decision tables with many-valued decisions is NP -hard.

5.1 Upper and Lower Bounds on Lmin(α, T, r)

In this section, we present some results connected with lower and upper bounds
on the minimum length of α-decision rules, based on the information obtained
during the greedy algorithm work.
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Let T be a decision table with many-valued decisions and r be a row of T .
Let α be a real number such that 0 ≤ α < 1. We apply the greedy algorithm to
T, r, α and each d ∈ D(r) (really to the corresponding set cover problem) and
obtain for every d ∈ D(r) an α-decision rule for the pair (T, r) and decision d.
Among these rules we choose a rule with the minimum length, and denote this
length by u(α, T, r). It is clear that

Lmin(α, T, r) ≤ u(α, T, r).

Let d ∈ D(r). We apply the greedy algorithm to T, r, α and d, and construct
the α-decision rule rule(α, T, r, d). Let the length of this rule be equal to t, and
δi, i = 1, . . . , t, be the number of rows from U(T, r, d) separated from row r at
the i-th step of the greedy algorithm work. We denote

l(α, T, r, d)=max
{⌈
(1 − α)|U(T, r, d)|� − (δ0 + . . . + δi)

δi+1

⌉
: i = 0, . . . , t − 1

}
,

where δ0 = 0. Let us denote

l(α, T, r) = min
d∈D(r)

l(α, T, r, d).

We can almost repeat the first part of the proof of Theorem 1.67 from [16]
to obtain the following lower bound:

Lmin(α, T, r, d) ≥ l(α, T, r, d),

where Lmin(α, T, r, d) is the minimum length of α-decision rule for (T, r) and d.
From this inequality it follows that

Lmin(α, T, r) ≥ l(α, T, r).

5.2 0.5-Hypothesis

In the book [16], the following 0.5-hypothesis was formulated for decision tables
with one-valued decisions: for the most part of decision tables for each row r
under the construction of decision rule, during each step the greedy algorithm
chooses an attribute which separates from r at least one-half of unseparated rows
with decisions other than decision attached to the row r.

Let T be a decision table with many-valued decisions and r be a row of T .
We will say that 0.5-hypothesis is true for T and r if for any decision d ∈ D(r)
under the construction of decision rule for the pair (T, r) and decision d, during
each step the greedy algorithm chooses an attribute which separates from r at
least 50 % of unseparated rows from U(T, r, d).

We will say that 0.5-hypothesis is true for T if it is true for each row of T .
Now we consider some theoretical results regarding to 0.5-hypothesis for deci-

sion tables with many-valued decisions.
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A binary information system I is a table with n rows (corresponding to
objects) and m columns labeled with attributes f1, . . . , fm. This table is filled
by numbers from {0, 1} (values of attributes). For j = 1, . . . , n, we denote by rj
the j-th row of the table I.

The information system I will be called strongly saturated if, for any row
rj = (b1, . . . , bn) of I, for any k ∈ {0, . . . , n − 1} and for any k rows with
numbers different from j, there exists a column fi which has at least k

2 numbers
¬bi (bi is the value of the fi column for the row rj) at the intersection with the
considered k rows.

First, we evaluate the number of strongly saturated binary information sys-
tems. After that, we study the work of the greedy algorithm on a decision table
with many-valued decisions obtained from a strongly saturated binary informa-
tion system by adding a set of decisions to each row. It is clear that 0.5-hypothesis
holds for every such table.

Theorem 3 [16]. Let us consider binary information systems with n rows and
m ≥ n + log2 n columns labeled with attributes f1, . . . , fm. Then the fraction of
strongly saturated information systems is at least 1 − 1/2m−n−log2 n+1.

For example, if m ≥ n + log2 n + 6, than at least 99% of binary information
systems are strongly saturated.

Let us consider the work of the greedy algorithm on an arbitrary deci-
sion table T with many-valued decisions obtained from the strongly satu-
rated binary information system. Let r be an arbitrary row of table T and
d ∈ D(r). For i = 1, 2, . . ., after the step number i at most |U(T, r, d)|/2i

rows from U(T, r, d) are unseparated from r. It is not difficult to show that
Lgreedy(α, T, r) ≤ 
log2(1/α)� for any real α, 0 < α < 1, where Lgreedy(α, T, r)
is the length of α-decision rules constructed by the greedy algorithm for (T, r).
One can prove that Lgreedy(0, T, r) ≤ log2 |U(T, r, d)|+1. It is easy to check that
l(0, T, r) ≤ 2.

6 Problem of Recognition of Labels of Points in the Plain

In this section, we present a problem of recognition of colors of points in the plain
(note that, we recognize labels attached to the points, and labels are named as
colors), which illustrates the considered approach and the obtained bounds on
precision of the greedy algorithm relative to the length of α-decision rules.

Let we have a finite set S = {(a1, b1), . . . , (an, bn)} of points in the plane
and a mapping μ which corresponds to each point (ap, bp) a nonempty subset
μ(ap, bp) of the set {green, yellow, red}. Colors are interpreted as decisions, and
for each point from S we need to find a decision (color) from the set of decisions
attached to this point. We denote this problem by (S, μ).

For the problem (S, μ) solving, we use attributes corresponding to straight
lines which are given by equations of the kind x = β or y = γ. These attributes
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are defined on the set S and take values from the set {0, 1}. Consider the line
given by equation x = β. Then the value of corresponding attribute is equal to
0 on a point (a, b) ∈ S if and only if a < β. Consider the line given by equation
y = γ. Then the value of corresponding attribute is equal to 0 if and only if
b < γ.

We now choose a finite set of straight lines which allow us to construct a
decision rule with the minimum length for the problem (S, μ). It is possible that
ai = aj or bi = bj for different i and j. Let ai1 , . . . , aim be all pairwise different
numbers from the set {a1, . . . , an} which are ordered such that ai1 < . . . < aim .
Let bj1 , . . . , bjt be all pairwise different numbers from the set {b1, . . . , bn} which
are ordered such that bj1 < . . . < bjt .

One can show that there exists a decision rule with minimum length which
use only attributes corresponding to the straight lines defined by equations x =
ai1 − 1, x = (ai1 + ai2)/2, . . ., x = (aim−1 + aim)/2, x = aim + 1, y = bj1 − 1,
y = (bj1 + bj2)/2, . . ., y = (bjt−1 + bjt)/2, y = bjt + 1.

Now, we describe a decision table T (S, μ) with m+ t+2 columns and n rows.
Columns of this table are labeled with attributes f1, . . . , fm+t+2, corresponding
to the considered m + t + 2 lines. Attributes f1, . . . , fm+1 correspond to lines
defined by equations x = ai1 −1, x = (ai1 +ai2)/2, . . . , x = (aim−1 +aim)/2, x =
aim + 1 respectively. Attributes fm+2, . . . , fm+t+2 correspond to lines defined
by equations y = bj1 − 1, y = (bj1 + bj2)/2, . . . , y = (bjt−1 + bjt)/2, y = bjt + 1
respectively. Rows of the table T (S, μ) correspond to points (a1, b1), . . . , (an, bn).
At the intersection of the column fl and row (ap, bp) the value fl(ap, bp) stays.
For p = 1, . . . , n, the row (ap, bp) is labeled with the set of decisions μ(ap, bp).

Example 2. A problem (S, μ) with four points and corresponding decision table
T (S, μ) is depicted in Fig. 1. We write “g” instead of “green”, “r” instead of
“red”, and “y” instead of “yellow”.

Fig. 1. Problem (S, μ) and corresponding decision table T (S, μ)
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Let us evaluate the parameter M(T (S, μ)).

Proposition 2. M(T (S, μ)) ≤ 4.

Proof. We denote T = T (S, μ). Let δ̄ = (δ1, . . . , δm+t+2) ∈ {0, 1}m+t+2. If δ1 =
0, or δm+1 = 1, or δm+2 = 0, or δm+t+2 = 1, then T (f1, δ1), or T (fm+1, δm+1), or
T (fm+2, δm+2), or T (fm+t+2, δm+t+2) is empty table and M(T, δ̄) ≤ 1. Let δ1 =
1, δm+1 = 0, δm+2 = 1 and δm+t+2 = 0. One can show that in this case there exist
i ∈ {1, . . . , m} and j ∈ {m+2, . . . , m+ t+1} such that δi = 1, δi+1 = 0, δj = 1,
and δj+1 = 0. It is clear that the table T (fi, δi)(fi+1, δi+1)(fj , δj)(fj+1, δj+1)
contains exactly one row. So M(T, δ̄) ≤ 4 and M(T ) ≤ 4. �	

From Lemma 1, Theorem 2 and Proposition 2 the next statement follows:

Corollary 1. For any real α, 0 < α < 1, and any row r of the table T (S, μ),

Lgreedy(α, T (S, μ), r) < 4 ln(1/α) + 1.

Note that 4 ln(1/0.01)+1 < 19. 43, 4 ln(1/0.1)+1 < 10. 22, 4 ln(1/0.2)+1 <
7. 44, and 4 ln(1/0.5) + 1 < 3. 78.

7 Results of Experiments

This section consists of three parts:

– experimental results for the many-valued decisions approach (Sect. 7.1),
– experimental results for the generalized decision approach (Sect. 7.2),
– comparative study (Sect. 7.3).

We consider a number of decision tables from UCI Machine Learning Reposi-
tory [12]. In some tables there were missing values. Each such value was replaced
with the most common value of the corresponding attribute. Some decision
tables contain conditional attributes that take unique value for each row. Such
attributes were removed. In some tables there were equal rows with, possibly,
different decisions.

In this case each group of identical rows was replaced with a single row
from the group which is labeled with the set of decisions attached to rows
from the group. To obtain rows which are labeled with sets containing more
than one decision we removed from decision tables more conditional attributes.
The information about such decision tables can be found in Table 2. This table
contains name of initial table, number of rows (column “Rows”), number of
attributes (column “Attr”), spectrum of this table (column “Spectrum”), and
list of names of removed attributes (column “Removed attributes”). Spectrum of
a decision table with many-valued decisions is a sequence #1, #2,. . . , where #i,
i = 1, 2, . . ., is the number of rows labeled with sets of decision with cardinality
equals to i. All experiments are performed using DAGGER software tool [1] in
C++.
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Table 2. Characteristics of decision tables with many-valued decisions

Decision table Rows Attr Spectrum Removed attributes

#1 #2 #3 #4 #5 #6

balance-scale-1 125 3 45 50 30 left-weight

breast-cancer-1 193 8 169 24 tumor-size

breast-cancer-5 98 4 58 40 inv-nodes,node-caps,deg-

malig,breast-quad,irradiat

cars-1 432 5 258 161 13 buying

flags-5 171 21 159 12 zone,language,religion,circles,

sunstars

hayes-roth-data-1 39 3 22 13 4 marital status

kr-vs-kp-5 1987 31 1564 423 katri,mulch,rimmx,skrxp,wknck

kr-vs-kp-4 2061 32 1652 409 katri,mulch,rimmx,wknck

lymphography-5 122 13 113 9 lymphatics,changes in node,

changes in stru,

special forms,no of nodes in

mushroom-5 4078 17 4048 30 odor,gill-size,stalk-root,stalk-

surface-below-ring,habitat

nursery-4 240 4 97 96 47 parents,housing,finance,social

nursery-1 4320 7 2858 1460 2 parents

poker-hand-train-5 3324 5 156 1832 1140 188 7 1 S1,C1,C2,C4,C5

poker-hand-train-5a 3323 5 130 1850 1137 199 6 1 C1,S2,C2,C3,C4

poker-hand-train-5b 1024 5 0 246 444 286 44 4 C1,C2,C3,C4,C5

spect-test-1 164 21 161 3 F3

teeth-1 22 7 12 10 top incisors

teeth-5 14 3 6 3 0 5 0 2 bottom incisors,top

canines,bottom canines,top

premolars,bottom molars

tic-tac-toe-4 231 5 102 129 top-right-square,middle-middle-

square,bottom-left-

square,bottom-right-square

tic-tac-toe-3 449 6 300 149 middle-middle-square,bottom-

left-square,bottom-right-

square

zoo-data-5 42 11 36 6 feathers,backbone,breathes,

legs,tail

7.1 Proposed Approach

We made four groups of experiments which are connected with:

– length of constructed α-decision rules,
– number of different α-decision rules,
– lower and upper bounds on the minimum length of α-decision rules,
– 0.5-hypothesis.

The first group of experiments is the following. For decision tables described
in Table 2 and α ∈ {0.0, 0.001, 0.01, 0.1, 0.2, 0.3}, we apply to each row of table
the greedy algorithm. After that, among the constructed rules we find minimum
(column “min”), average (column “avg”) and maximum (column “max”) length
of such rules. Results can be found in Tables 3 and 4.

One can see that the length of constructed α-decision rules is decreasing
when the value of α is increasing, and the greedy algorithm constructs relatively
short α-decision rules.
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Table 3. Length of α-decision rules for α ∈ {0.0, 0.001, 0.01} constructed by greedy
algorithm

Decision table α = 0.0 α = 0.001 α = 0.01

min avg max min avg max min avg max

balance-scale-1 2 2.00 2 2 2.00 2 2 2.00 2

breast-cancer-1 1 2.94 5 1 2.94 5 1 2.81 5

breast-cancer-5 1 1.72 3 1 1.72 3 1 1.72 3

cars-1 1 1.38 4 1 1.38 4 1 1.36 3

flags-5 1 2.43 5 1 2.43 5 1 2.10 4

hayes-roth-data-1 1 1.59 2 1 1.59 2 1 1.59 2

kr-vs-kp-5 1 4.11 11 1 4.11 11 1 2.97 8

kr-vs-kp-4 1 4.14 11 1 4.14 11 1 2.98 8

lymphography-5 1 2.68 5 1 2.68 5 1 2.66 5

mushroom-5 1 1.52 5 1 1.52 5 1 1.46 4

nursery-4 1 1.33 2 1 1.33 2 1 1.33 2

nursery-1 1 2.05 5 1 2.00 5 1 1.80 3

poker-hand-train-5 2 2.35 5 2 2.35 5 2 2.27 4

poker-hand-train-5a 2 2.24 5 2 2.24 4 2 2.09 4

poker-hand-train-5b 2 2.01 5 2 2.01 5 2 2.01 4

spect-test-1 1 1.32 5 1 1.32 5 1 1.29 4

teeth-1 1 2.27 3 1 2.27 3 1 2.27 3

teeth-5 1 1.93 3 1 1.93 3 1 1.93 3

tic-tac-toe-4 2 2.24 4 2 2.24 4 2 2.24 4

tic-tac-toe-3 3 3.29 6 3 3.29 6 3 3.14 5

zoo-data-5 1 2.19 5 1 2.19 5 1 2.19 5

Table 4. Length of α-decision rules for α ∈ {0.1, 0.2, 0.3} constructed by greedy
algorithm

Decision table α = 0.1 α = 0.2 α = 0.3

min avg max min avg max min avg max

balance-scale-1 1 1.06 2 1 1.00 1 1 1.00 1

breast-cancer-1 1 1.75 3 1 1.28 2 1 1.01 2

breast-cancer-5 1 1.15 2 1 1.00 1 1 1.00 1

cars-1 1 1.22 2 1 1.17 2 1 1.00 1

flags-5 1 1.20 2 1 1.02 2 1 1.00 1

hayes-roth-data-1 1 1.00 1 1 1.00 1 1 1.00 1

kr-vs-kp-5 1 1.77 4 1 1.17 2 1 1.04 2

kr-vs-kp-4 1 1.73 4 1 1.16 3 1 1.03 2

lymphography-5 1 1.80 3 1 1.37 2 1 1.01 2

mushroom-5 1 1.12 2 1 1.01 2 1 1.00 1

nursery-4 1 1.01 2 1 1.00 1 1 1.00 1

nursery-1 1 1.38 2 1 1.00 2 1 1.00 1

poker-hand-train-5 1 1.06 2 1 1.00 1 1 1.00 1

poker-hand-train-5a 1 1.01 2 1 1.00 1 1 1.00 1

poker-hand-train-5b 2 2.00 2 2 2.00 2 1 1.00 1

spect-test-1 1 1.25 3 1 1.08 2 1 1.07 2

teeth-1 1 1.50 2 1 1.14 2 1 1.05 2

teeth-5 1 1.71 3 1 1.29 2 1 1.07 2

tic-tac-toe-4 1 1.47 3 1 1.04 2 1 1.01 2

tic-tac-toe-3 2 2.00 3 1 1.50 2 1 1.01 2

zoo-data-5 1 1.69 4 1 1.26 3 1 1.12 2
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Table 5. Number of different rules constructed by greedy algorithm

Decision table values of α

0.0 0.001 0.01 0.1 0.2 0.3

balance-scale-1 51 51 51 45 27 23

breast-cancer-1 164 164 164 112 49 35

breast-cancer-5 61 61 61 38 25 25

cars-1 23 23 19 12 11 10

flags-5 159 159 155 111 101 98

hayes-roth-data-1 14 14 14 7 6 6

kr-vs-kp-5 856 856 577 188 93 65

kr-vs-kp-4 914 914 621 210 105 72

lymphography-5 59 59 58 44 32 23

mushroom-5 493 508 448 165 73 58

nursery-4 7 7 7 13 5 5

nursery-1 89 74 33 23 10 10

poker-hand-train-5 392 392 402 136 36 36

poker-hand-train-5a 333 333 255 93 34 34

poker-hand-train-5b 52 52 52 52 52 8

spect-test-1 29 29 29 28 22 22

teeth-1 22 22 22 22 22 22

teeth-5 14 14 14 14 14 14

tic-tac-toe-4 52 52 52 30 15 14

tic-tac-toe-3 157 157 137 63 57 16

zoo-data-5 16 16 16 16 15 15

Table 5 presents the number of different rules constructed by the greedy algo-
rithm for α ∈ {0.0, 0.001, 0.01, 0.1, 0.2, 0.3}. In the worst case, the number of
different rules can be equal to the number of rows in decision table T . One
can see that with the exception of three tables, the number of different rules is
non-increasing when the value of α is increasing.

Next group of experimental results is connected with lower and upper bounds
on the minimum length of α-decision rules. Figures 2 and 3 present average values
of bounds l(α, T, r) and u(α, T, r) among all rows r of T for α, 0 ≤ α < 1, with
the step 0.01.

The last group of experiments is connected with 0.5-hypothesis. Table 6 con-
tains, for i = 1, 2, . . ., the average percentage of rows separated at i-th step of
the greedy algorithm (average among all rows r and decisions d ∈ D(r)).

For decision tables described in Table 2 we find the number of rows for which
0.5-hypothesis is true. Table 7 contains name of decision table, number of rows
and number of rows for which 0.5-hypothesis is true.

Results in Table 6 show that average percentage of rows separated at i-th
step of the greedy algorithm during the exact decision rule construction is more
than or equal to 50 % (7-th step of the greedy algorithm for “spect-test-1”). We
say that 0.5-hypothesis is true for T if it is true for each row of T . Based on
results in Table 7 we can see that 0.5-hypothesis is true for 12 decision tables
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Fig. 2. Lower and upper bounds on Lmin(α, T, r) (“balance-scale-1” and “nursery-1”)

and is not true for 9 decision tables: “breast-cancer-1”, “kr-vs-kp-5”, “kr-vs-
kp-4”, “lymphography-5”, “poker-hand-train-5”, “poker-hand-train-5a”, “spect-
test-1”, “tic-tac-toe-3”, and “zoo-data-5”.
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Fig. 3. Average values of lower and upper bounds on Lmin(α, T, r) (“kr-vs-kp-5” and
“spect-test-1”)

7.2 Generalized Decision Approach

In this section, we present experimental results for α-decision rules relative to:

– length of constructed α-decision rules,
– number of different α-decision rules,
– 0.5-hypothesis.
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Table 6. Average percentage of rows separated at i-th step of the greedy algorithm
work

Decision table Number of step i

1 2 3 4 5 6 7 8 9 10

balance-scale-1 91.5 97.2 100

breast-cancer-1 84.5 82.8 87.6 92.9 84.8 100

breast-cancer-5 91.8 94.1 97.6 100

cars-1 90.2 86.9 89.1 85.7 100

flags-5 92.9 92.4 91.9 92.5 100

hayes-roth-data-1 89.7 96.4 100

kr-vs-kp-5 85.7 79.9 78.2 80.2 81.6 81.4 85.7 80.2 80.8 78.3

kr-vs-kp-4 85.8 79.5 78.4 79.8 81.9 82.1 85.3 82.1 82.3 80.0

lymphography-5 83.9 86.2 92.1 94.2 100

mushroom-5 97.0 97.3 91.2 92.6 96.8 100

nursery-4 94.8 99.8 90.9 100

nursery-1 90.2 92.3 93.3 93.6 92.5 92.7 100

poker-hand-train-5 92.3 87.2 91.0 86.3 100

poker-hand-train-5a 92.3 88.7 91.1 84.9 100

poker-hand-train-5b 75.5 92.2 81.5 87.5 100

spect-test-1 94.3 89.4 80.5 85.6 77.4 75.0 50.0 100

teeth-1 88.2 89.9 100

teeth-5 87.0 92.0 100

tic-tac-toe-4 86.7 91.6 90.6 94.9 100

tic-tac-toe-3 78.5 83.6 88.8 88.1 91.2 100

zoo-data-5 83.8 83.4 80.0 80.6 100

Table 7. Number of rows in decision tables for which 0.5-hypothesis is true

Decision table rows rows with 0.5-hypothesis

balance-scale-1 125 125

breast-cancer-1 193 191

breast-cancer-5 98 98

cars-1 432 432

flags-5 171 171

hayes-roth-data-1 39 39

kr-vs-kp-5 1987 1873

kr-vs-kp-4 2061 1949

lymphography-5 122 121

mushroom-5 4078 4078

nursery-4 240 240

nursery-1 4320 4320

poker-hand-train-5 3324 3321

poker-hand-train-5a 3323 3322

poker-hand-train-5b 1024 1024

spect-test-1 164 163

teeth-1 22 22

teeth-5 14 14

tic-tac-toe-4 231 231

tic-tac-toe-3 449 445

zoo-data-5 42 40
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Table 8. Transformation of the set of decisions for the generalized decision approach

T0 =

f1 f2 f3 d
r1 1 1 1 {1}
r2 0 1 0 {1, 3}
r3 1 1 0 {2}
r4 0 0 1 {2, 3}
r5 1 0 0 {1, 2}

⇒

d

1
2
3
4
5

In the generalized decision approach [23–25], the greedy algorithm constructs
for each row one α-decision rule which has on the right-hand side the generalized
decision (a number encoding the set of decisions attached to a given row) see
Table 8.

For decision tables described in Table 2 and α ∈ {0.0,0.001,0.01,0.1,0.2,0.3}
we apply to each row of table the greedy algorithm. After that, among the
constructed rules we find minimum (column “min”), average (column “avg”)
and maximum (column “max”) length of such rules. Results can be found in
Tables 9 and 10.

We can say that for this approach the greedy algorithm constructs relatively
short α-decision rules.

Table 9. Length of α-decision rules for α ∈ {0.0, 0.001, 0.01}–generalized decision
approach

Decision table α = 0.0 α = 0.001 α = 0.01

min avg max min avg max min avg max

balance-scale-1 3 3.00 3 3 3.00 3 2 2.92 3

breast-cancer-1 1 3.29 6 1 3.29 6 1 3.08 6

breast-cancer-5 1 2.38 4 1 2.38 4 1 2.38 4

cars-1 1 2.51 5 1 2.51 5 1 2.16 4

flags-5 1 2.49 5 1 2.49 5 1 2.15 4

hayes-roth-data-1 1 2.13 3 1 2.13 3 1 2.13 3

kr-vs-kp-5 1 4.81 12 1 4.42 11 1 3.14 8

kr-vs-kp-4 1 4.81 12 1 4.42 11 1 3.11 8

lymphography-5 1 2.94 6 1 2.94 6 1 2.89 6

mushroom-5 1 1.54 8 1 1.53 6 1 1.47 4

nursery-4 1 2.02 4 1 2.02 4 1 1.69 4

nursery-1 1 3.32 7 1 2.98 6 1 2.35 4

poker-hand-train-5 4 4.78 5 4 4.09 5 3 3.00 3

poker-hand-train-5a 4 4.78 5 4 4.08 5 3 3.00 3

poker-hand-train-5b 4 4.96 5 4 4.96 5 3 3.86 4

spect-test-1 1 1.72 10 1 1.72 10 1 1.68 9

teeth-1 1 2.27 3 1 2.27 3 1 2.27 3

teeth-5 1 1.93 3 1 1.93 3 1 1.93 3

tic-tac-toe-4 3 3.79 5 3 3.79 5 3 3.41 5

tic-tac-toe-3 3 4.55 6 3 4.55 6 3 3.61 5

zoo-data-5 1 2.55 6 1 2.55 6 1 2.55 6
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Table 10. Length of α-decision rules for α ∈ {0.1, 0.2, 0.3}–generalized decision
approach

Decision table α = 0.1 α = 0.2 α = 0.3

min avg max min avg max min avg max

balance-scale-1 2 2.00 2 1 1.02 2 1 1.00 1

breast-cancer-1 1 1.70 3 1 1.30 2 1 1.08 2

breast-cancer-5 1 1.30 2 1 1.00 1 1 1.00 1

cars-1 1 1.44 2 1 1.44 2 1 1.00 1

flags-5 1 1.22 2 1 1.01 2 1 1.00 1

hayes-roth-data-1 1 1.59 2 1 1.26 2 1 1.00 1

kr-vs-kp-5 1 1.71 4 1 1.24 3 1 1.04 2

kr-vs-kp-4 1 1.68 4 1 1.23 3 1 1.04 2

lymphography-5 1 1.82 3 1 1.33 2 1 1.07 2

mushroom-5 1 1.12 2 1 1.01 2 1 1.00 1

nursery-4 1 1.67 2 1 1.07 2 1 1.00 1

nursery-1 1 1.67 2 1 1.15 2 1 1.00 1

poker-hand-train-5 1 1.00 1 1 1.00 1 1 1.00 1

poker-hand-train-5a 1 1.00 1 1 1.00 1 1 1.00 1

poker-hand-train-5b 2 2.00 2 2 2.00 2 1 1.00 1

spect-test-1 1 1.59 3 1 1.14 2 1 1.05 2

teeth-1 1 1.50 2 1 1.14 2 1 1.05 2

teeth-5 1 1.71 3 1 1.29 2 1 1.07 2

tic-tac-toe-4 2 2.03 3 2 2.00 2 1 1.15 2

tic-tac-toe-3 2 2.03 3 2 2.00 2 1 1.27 2

zoo-data-5 1 1.81 4 1 1.33 3 1 1.21 2

Table 11. Number of different rules–generalized decision approach

Decision table values of α

0.0 0.001 0.01 0.1 0.2 0.3

balance-scale-1 125 125 118 83 27 27

breast-cancer-1 169 169 164 117 65 48

breast-cancer-5 82 82 82 44 33 33

cars-1 141 141 94 40 40 15

flags-5 159 159 154 115 106 106

hayes-roth-data-1 25 25 25 22 19 18

kr-vs-kp-5 1133 1073 783 256 140 87

kr-vs-kp-4 1205 1141 817 265 142 90

lymphography-5 73 73 72 58 43 33

mushroom-5 543 556 481 214 76 64

nursery-4 41 41 16 16 12 12

nursery-1 572 406 202 79 38 16

poker-hand-train-5 2883 2388 1459 213 213 213

poker-hand-train-5a 2904 2351 1439 205 205 205

poker-hand-train-5b 998 998 743 280 280 94

spect-test-1 42 42 42 41 29 23

teeth-1 22 22 22 22 22 22

teeth-5 14 14 14 14 14 14

tic-tac-toe-4 131 131 117 53 53 28

tic-tac-toe-3 347 347 262 96 95 49

zoo-data-5 24 24 24 24 21 20
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Table 12. Average percentage of rows separated at i-th step of the greedy algorithm
work–generalized decision approach

Decision table Number of step i

1 2 3 4 5 6 7 8 9 10

balance-scale-1 83.9 86.0 100

breast-cancer-1 85.5 82.6 83.8 88.0 87.0 100

breast-cancer-5 93.3 90.5 92.1 100

cars-1 90.1 77.4 82.8 83.8 100

flags-5 92.9 92.4 93.6 91.2 100

hayes-roth-data-1 87.7 85.3 100

kr-vs-kp-5 86.1 80.5 77.1 77.9 75.1 73.4 76.9 76.6 74.4 87.1

kr-vs-kp-4 86.4 80.4 77.4 78.2 75.2 72.6 75.9 76.2 73.7 81.1

lymphography-5 83.5 85.5 88.8 86.4 88.9 100

mushroom-5 96.9 97.4 91.2 94.4 90.5 48.9 77.8 100

nursery-4 90.3 97.3 98.6 100

nursery-1 89.4 83.5 86.7 89.3 91.3 93.0 100

poker-hand-train-5 92.4 77.5 79.2 84.3 100

poker-hand-train-5a 92.3 77.2 79.4 84.6 100

poker-hand-train-5b 75.7 77.0 78.9 82.5 100

spect-test-1 91.9 94.9 81.0 84.9 75.0 66.7 25.0 33.3 50.0 100

teeth-1 87.4 89.8 100

teeth-5 86.3 92.4 100

tic-tac-toe-4 73.7 79.8 84.7 89.5 100

tic-tac-toe-3 73.4 76.2 79.2 82.1 85.8 100

zoo-data-5 83.9 80.7 72.6 81.1 90.0 100

Table 13. Number of rows in decision tables for which 0.5-hypothesis is true–
generalized decision approach

Decision table rows rows with 0.5-hypothesis true

balance-scale-1 125 125

breast-cancer-1 193 192

breast-cancer-5 98 98

cars-1 432 432

flags-5 171 171

hayes-roth-data-1 39 39

kr-vs-kp-5 1987 1799

kr-vs-kp-4 2061 1871

lymphography-5 122 120

mushroom-5 4078 4072

nursery-4 240 240

nursery-1 4320 4320

poker-hand-train-5 3324 3324

poker-hand-train-5a 3323 3323

poker-hand-train-5b 1024 1024

spect-test-1 164 163

teeth-1 22 22

teeth-5 14 14

tic-tac-toe-4 231 231

tic-tac-toe-3 449 446

zoo-data-5 42 39
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We computed the number of different rules constructed by the greedy algo-
rithm for α ∈ {0.0, 0.001, 0.01, 0.1, 0.2, 0.3}. Results can be found in Table 11.
For the generalized decision approach, in the worst case, the number of different
rules can be equal to the number of rows in decision table T . With the exception
of one table, the number of different rules is nonincreasing with the growth of α.

The last group of experiments is connected with 0.5-hypothesis. Table 12
contains, for i = 1, 2, . . ., the average percentage of rows separated at i-th step
of the greedy algorithm work (average among all rows r). For two decision tables,
the average percentage of separated rows is less than 50 %: for “spect-test-1” –
at the 7-th and the 8-th step of the greedy algorithm work, for “mushroom-5”–
at the 6-th step of the greedy algorithm work.

We say that 0.5-hypothesis is true for T , if is true for each row of T . Table 13
contains, for decision tables described in Table 2, number of rows for which
0.5-hypothesis is true. From 21 decision tables, the 0.5-hypothesis is not true
for 8 of them: “breast-cancer-1”, “kr-vs-kp-5”, “kr-vs-kp-4”, “lymphography-5”,
“mushroom-5”, “spect-test-1”, “tic-tac-toe-3” and “zoo-data-5”.

7.3 Comparative Study

In this section, we make comparative study of α-decision rules for the proposed
approach and the generalized decision approach, relative to:

– length of constructed α-decision rules,
– number of different α-decision rules,
– 0.5-hypothesis.

Table 14, based on results from Tables 3 and 9 presents, for α ∈ {0.0,
0.001, 0.01}, a comparison of minimum (column “min”), average (column “avg”)
and maximum (column “max”) length of α-decision rules for both approaches.
Each input of Table 14 is equal to the (min, avg, max) length of α-decision rules
for the generalized decision approach divided by the (min, avg, max) length of
α-decision rules for proposed approach.

We can find decision tables for which minimum, average and maximum length
of α-decision rules constructed using the proposed approach is two or more
times shorter than minimum, average and maximum length of α-decision rules
constructed using generalized decision approach. However, for the maximum
values of length of 0.01-decision rules for decision tables “poker-hand-train-5”
and “poker-hand-train-5a” we have an opposite situation.

Table 15, based on results from Tables 4 and 10 presents, for α ∈ {0.1, 0.2,
0.3}, comparison of minimum (column “min”), average (column “avg”) and max-
imum (column “max”) length of α-decision rules for both approaches. Each input
of Table 15 is equal to the corresponding input of Table 10 divided by the input
of Table 4.

Results are similar to the results from Table 14.
Table 16, based on results from Tables 5 and 11 presents, for α ∈ {0.0,

0.001, 0.01, 0.1, 0.2, 0.3}, a comparison of the number of differentα-decision rules
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Table 14. Comparison of length of α-decision rules for α ∈ {0.0, 0.001, 0.01}

Decision table α = 0.0 α = 0.001 α = 0.01

min avg max min avg max min avg max

balance-scale-1 1.50 1.50 1.50 1.50 1.50 1.50 1.00 1.46 1.50

breast-cancer-1 1.00 1.12 1.20 1.00 1.12 1.20 1.00 1.10 1.20

breast-cancer-5 1.00 1.38 1.33 1.00 1.38 1.33 1.00 1.38 1.33

cars-1 1.00 1.82 1.25 1.00 1.82 1.25 1.00 1.59 1.33

flags-5 1.00 1.02 1.00 1.00 1.02 1.00 1.00 1.02 1.00

hayes-roth-data-1 1.00 1.34 1.50 1.00 1.34 1.50 1.00 1.34 1.50

kr-vs-kp-5 1.00 1.17 1.09 1.00 1.08 1.00 1.00 1.06 1.00

kr-vs-kp-4 1.00 1.16 1.09 1.00 1.07 1.00 1.00 1.04 1.00

lymphography-5 1.00 1.10 1.20 1.00 1.10 1.20 1.00 1.09 1.20

mushroom-5 1.00 1.01 1.60 1.00 1.01 1.20 1.00 1.01 1.00

nursery-4 1.00 1.52 2.00 1.00 1.52 2.00 1.00 1.27 2.00

nursery-1 1.00 1.62 1.40 1.00 1.49 1.20 1.00 1.31 1.33

poker-hand-train-5 2.00 2.03 1.00 2.00 1.74 1.00 1.50 1.32 0.75

poker-hand-train-5a 2.00 2.13 1.00 2.00 1.82 1.25 1.50 1.44 0.75

poker-hand-train-5b 2.00 2.47 1.00 2.00 2.47 1.00 1.50 1.92 1.00

spect-test-1 1.00 1.30 2.00 1.00 1.30 2.00 1.00 1.30 2.25

teeth-1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

teeth-5 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

tic-tac-toe-4 1.50 1.69 1.25 1.50 1.69 1.25 1.50 1.52 1.25

tic-tac-toe-3 1.00 1.38 1.00 1.00 1.38 1.00 1.00 1.15 1.00

zoo-data-5 1.00 1.16 1.20 1.00 1.16 1.20 1.00 1.16 1.20

Table 15. Comparison of length of α-decision rules for α ∈ {0.1, 0.2, 0.3}

Decision table α = 0.1 α = 0.2 α = 0.3

min avg max min avg max min avg max

balance-scale-1 2.00 1.89 1.00 1.00 1.02 2.00 1.00 1.00 1.00

breast-cancer-1 1.00 0.97 1.00 1.00 1.02 1.00 1.00 1.07 1.00

breast-cancer-5 1.00 1.13 1.00 1.00 1.00 1.00 1.00 1.00 1.00

cars-1 1.00 1.18 1.00 1.00 1.23 1.00 1.00 1.00 1.00

flags-5 1.00 1.02 1.00 1.00 0.99 1.00 1.00 1.00 1.00

hayes-roth-data-1 1.00 1.59 2.00 1.00 1.26 2.00 1.00 1.00 1.00

kr-vs-kp-5 1.00 0.97 1.00 1.00 1.06 1.50 1.00 1.00 1.00

kr-vs-kp-4 1.00 0.97 1.00 1.00 1.06 1.00 1.00 1.01 1.00

lymphography-5 1.00 1.01 1.00 1.00 0.97 1.00 1.00 1.06 1.00

mushroom-5 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

nursery-4 1.00 1.65 1.00 1.00 1.07 2.00 1.00 1.00 1.00

nursery-1 1.00 1.21 1.00 1.00 1.15 1.00 1.00 1.00 1.00

poker-hand-train-5 1.00 0.94 0.50 1.00 1.00 1.00 1.00 1.00 1.00

poker-hand-train-5a 1.00 0.99 0.50 1.00 1.00 1.00 1.00 1.00 1.00

poker-hand-train-5b 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

spect-test-1 1.00 1.27 1.00 1.00 1.06 1.00 1.00 0.98 1.00

teeth-1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

teeth-5 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

tic-tac-toe-4 2.00 1.38 1.00 2.00 1.92 1.00 1.00 1.14 1.00

tic-tac-toe-3 1.00 1.02 1.00 2.00 1.33 1.00 1.00 1.26 1.00

zoo-data-5 1.00 1.07 1.00 1.00 1.06 1.00 1.00 1.08 1.00
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Table 16. Comparison of number of different rules

Decision table values of α

0.0 0.001 0.01 0.1 0.2 0.3

balance-scale-1 2.45 2.45 2.31 1.84 1.00 1.17

breast-cancer-1 1.03 1.03 1.00 1.04 1.33 1.37

breast-cancer-5 1.34 1.34 1.34 1.16 1.32 1.32

cars-1 6.13 6.13 4.95 3.33 3.64 1.50

flags-5 1.00 1.00 0.99 1.04 1.05 1.08

hayes-roth-data-1 1.79 1.79 1.79 3.14 3.17 3.00

kr-vs-kp-5 1.32 1.25 1.36 1.36 1.51 1.34

kr-vs-kp-4 1.32 1.25 1.32 1.26 1.35 1.25

lymphography-5 1.24 1.24 1.24 1.32 1.34 1.43

mushroom-5 1.10 1.09 1.07 1.30 1.04 1.10

nursery-4 5.86 5.86 2.29 1.23 2.40 2.40

nursery-1 6.43 5.49 6.12 3.43 3.80 1.60

poker-hand-train-5 7.35 6.09 3.63 1.57 5.92 5.92

poker-hand-train-5a 8.72 7.06 5.64 2.20 6.03 6.03

poker-hand-train-5b 19.19 19.19 14.29 5.38 5.38 11.75

spect-test-1 1.45 1.45 1.45 1.46 1.32 1.05

teeth-1 1.00 1.00 1.00 1.00 1.00 1.00

teeth-5 1.00 1.00 1.00 1.00 1.00 1.00

tic-tac-toe-4 2.52 2.52 2.25 1.77 3.53 2.00

tic-tac-toe-3 2.21 2.21 1.91 1.52 1.67 3.06

zoo-data-5 1.50 1.50 1.50 1.50 1.40 1.33

for both approaches. Each input of Table 16 is equal to the number of different
α-decision rules for the generalized decision approach divided by the number
of different α-decision rules for the proposed approach. We can see that often
the number of different α-decision rules for the generalized decision approach is
two or more times greater than the number of different rules for the proposed
approach.

The last group of results is connected with 0.5-hypothesis. Based on results
from Tables 7 and 13 we can see that, for the proposed approach, the 0.5-
hypothesis is not true for 9 decision tables, for generalized decision approach,
the 0.5-hypothesis is not true for 8 decision tables. So, the difference is not
significant.

8 Conclusions

We studied the greedy algorithm for construction of approximate decision rules.
This algorithm has polynomial time complexity for the whole set of decision
tables with many-valued decisions. We obtained a bound on precision of this
algorithm relative to the length of rules, and considered lower and upper bounds
on the minimum length of α-decision rules. We studied binary decision tables
with many-valued decisions but the considered approach can be used also for
decision tables with more than two values of attributes, as presented in Sect. 7.
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Experimental results are connected with the construction of exact and approx-
imate decision rules. Based on them, we can see, that the greedy algorithm
constructs relatively short α-decision rules. We also presented results relative to
length, number of different α-decision rules and 0.5-hypothesis for the approach
based on generalized decision.

Based on results connected with comparison of two approaches we can see
that the length and number of different rules constructed in the framework
of our approach (one decision from the set of decisions attached to row) are
usually smaller than the length and number of different rules constructed in the
framework of the generalized decision approach (all decisions from the set of
decisions attached to row).

Future investigations will be connected with the study of other greedy
algorithms and construction of classifiers for decision tables with many-valued
decisions.
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Abstract. Rough Sets over generalized transitive relations like proto-
transitive ones have been initiated recently by the present author. In a
recent paper, approximation of proto-transitive relations by other rela-
tions was investigated and the relation with rough approximations was
developed towards constructing semantics that can handle fragments of
structure. It was also proved that difference of approximations induced
by some approximate relations need not induce rough structures. In this
research, the structure of rough objects is characterized and a theory of
dependence for general rough sets is developed and used to internalize
the Nelson-algebra based approximate semantics developed earlier by the
present author. This is part of the different semantics of PRAX developed
in this paper by her. The theory of rough dependence initiated in earlier
papers is extended in the process. This paper is reasonably self-contained
and includes proofs and extensions of representation of objects that have
not been published earlier.

Keywords: Proto-transitive relations ·Generalized transitivity · Rough
dependence · Rough objects · Granulation · Algebraic semantics ·
Approximate relations · Approximate semantics · Nelson algebras ·
Axiomatic theory of granules · Contamination problem · Knowledge

1 Introduction

Proto-transitivity is one of the infinite number of possible generalizations of
transitivity. These types of generalized relations happen often in application
contexts. Failure to recognize them causes mathematical models to be inadequate
or underspecified and tends to unduly complicate algorithms and approximate
methods. From among the many possible alternatives that fall under generalized
transitivity, the present author’s preference for proto-transitivity is because of
application contexts, its simple set theoretic definition, connections with factor
relations and consequent generative value among such relations. It has a special
role in modelling knowledge as well.

Proto-transitive approximation spaces PRAX have been introduced by the
present author in [26] and the structure of definite objects has been charac-
terized in it to a degree. It is relatively a harder structure from a semantic
c© Springer-Verlag GmbH Germany 2016
J.F. Peters and A. Skowron (Eds.): TRS XX, LNCS 10020, pp. 51–108, 2016.
DOI: 10.1007/978-3-662-53611-7 3
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perspective as the representation of rough objects is involved [26]. Aspects of
knowledge interpretation in PRAX contexts have been considered in [26] and
in [28] the relation of approximations resulting from approximation of relations
to the approximations from the original relation are studied in the context of
PRAX. These are used for defining an approximate semantics for PRAX and their
limitations are explored by the present author in the same paper. All of these
are expanded upon in this paper.

Rough objects as explained in [22,24] are collections of objects in a clas-
sical domain (Meta-C) that appear to be indistinguishable among themselves
in another rough semantic domain (Meta-R). But their representation in most
RSTs in purely order theoretic terms is not known. For PRAX, this is solved in
[26]. Rough objects in a PRAX need not correspond to intervals of the form ]a, b[
with the definite object b covering (in the ordered set of definite objects) the
definite object a.

If R is a relation on a set S, then R can be approximated by a wide variety
of partial/quasi-order relations in both classical and rough set perspective [11].
Though the methods are essentially equivalent for binary relations, the latter
method is more general. When the relation R satisfies proto-transitivity, then
many new properties emerge. This aspect is developed further in the present
paper and most of [28] is included.

When R is a quasi-order relation, then a semantics for the set of ordered
pairs of lower and upper approximations {(Al, Au); A ⊆ S} has recently been
developed in [13,14]. Though such a set of ordered pairs of lower and upper
approximations are not rough objects in the PRAX context, they can be used
for an additional semantic approach. In this paper, it is shown that differences
of consequent lower and upper approximations suggest partial structures for
measuring structured deviation. The developed method should also be useful
for studying correspondences between the different semantics [23,25]. Because
of this some space is devoted to the nature of transformation of granules by the
relational approximation process.

In this research paper, the nature of possible concepts of rough dependence
are also investigated in a comparative way. Though the concept of independence
is well studied in probability theory, the concept of dependence is rarely explored
in any useful way. It has been shown to be very powerful in classical probabil-
ity theory [7] - the formalism is valid over probability spaces, but its axiomatic
potential is left unexplored. Connections between rough sets and probability the-
ory have been explored from rough measure and information entropy viewpoint
in a number of papers [1,9,36,39,43]. The nature of rough independence is also
explored in [29] by the present author and there is some overlap with the paper.
Apart from problems relating to contamination, it is shown that the comparison
by way of corresponding concepts of dependence fails in a very essential way.
Further, using the introduced concepts of rough dependence correspondences
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are done away with in the approximate semantics. This allows for richer vari-
ants of the earlier semantics of rough objects. During the time that this research
paper had been under review, the axiomatic approach to probabilist dependence
has been extended in [31,32] by the present author. The highlights of her work
include a new deviant probability theory and a less intrusive application to three
way decision making.

This paper is reasonably self-contained and is organized as follows: In the
rest of this section the basics of proto-transitivity are introduced and relevant
information of Nelson algebras, granules and granulations are recapitulated. In
the following section, relevant approximations are defined in PRAX and their
basic properties are studied (including those of definite elements). In the third
section, an abstract and three other extended examples are proposed to justify
this study. In the following section, the algebraic structures that can be associ-
ated with the semantic properties of definite objects in a PRAX are described.
The representation of rough objects is done from an interesting perspective in the
fifth section. In the sixth section, new derived operators in a PRAX are defined
and their connection with non monotonic reasoning is investigated. These are
of relevance in representation again. In the following section, atoms in the par-
tially ordered set of rough object are described. This is followed by an algebraic
semantics that relies on multiple types of aggregation and commonality opera-
tions. In the ninth section, a partial semantics similar to the increasing Nelson
algebraic semantics is formulated. This semantics is completed in three differ-
ent ways in the fourteenth section after internalization of dependency. In the
tenth and eleventh sections approximate relations and approximate semantics
are considered - the material in these sections includes expansions of the results
in [28]. In the following two sections, concepts of rough dependence are defined,
compared with those of probabilistic dependence and their stark differences are
demonstrated - the material in these sections are expansions of [29]. The knowl-
edge interpretation of PRAX is revisited in the fifteenth section.

1.1 Basic Concepts, Terminology

Definition 1. A binary relation R on a set S is said to be weakly-transitive,
transitive or proto-transitive respectively on S if and only if S satisfies

• If whenever Rxy, Ryz and x �= y �= z holds, then Rxz. (i.e. (R◦R)\ΔS ⊆ R
(where ◦ is relation composition), or

• Whenever Rxy & Ryz holds then Rxz (i.e. (R ◦R) ⊆ R), or
• Whenever Rxy, Ryz, Ryx, Rzy and x �= y �= z holds, then Rxz follows,

respectively. Proto-transitivity of R is equivalent to R ∩ R−1 = τ(R) being
weakly transitive.

The simpler example below will be used to illustrate many of the concepts
and situations in the paper. For detailed motivations the reader is advised to see
Sect. 3 on motivation and examples.
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Persistent Example 1. A simple real-life example of a proto-transitive, non
transitive relation would be the relation P, defined by

Pxy if and only if x thinks that y thinks that color of object O is a maroon.

The following simple example from databases will also be used as a persis-
tent one (especially in the sections on approximation of relations) to illustrate
a number of mathematical concepts. It possesses other attributes, distinct from
those of the previous one, for illustrating more involved aspects.

Let I be survey data in table form with column names being for sex, gender,
sexual orientations, other personal data and opinions on sexist contexts with
each row corresponding to a person. Let

Rab if and only if person a agrees with b′s opinions.

The predicate agrees with can be constructed empirically or from the data by a
suitable heuristic. Often R is a proto-transitive, reflexive relation and this condi-
tion can be imposed to complete partial data as well (as a rationality condition).
If a agrees with the opinions of b, then it will be said that a is an ally of b - if b is
also an ally of a, then they are comrades. Finding optimal subsets of allies can be
an interesting problem in many contexts especially given the fact that responses
may have some vagueness in them.

Definition 2. A binary relation R on a set S is said to be semi-transitive on
S if and only if S satisfies

• Whenever τ(R)ab & Rbc holds then Rac follows and
• Whenever τ(R)ab & Rca holds then Rcb follows.

Henceforth Rxy will be used for (x, y) ∈ R uniformly. Ref(S), Sym(S),
T ol(S), rτ(S), wτ(S), pτ(S), sτ(S), EQ(S) will respectively denote the set of
reflexive, symmetric, tolerance, transitive, weakly transitive, pseudo transitive,
semi-transitive and equivalence relations on the set S respectively.

The following proposition has steep ontological commitments.

Proposition 1. For a relation R on a set S, the following are satisfied:

• R is weakly transitive if and only if (R ∩R−1) \ΔS ⊆ R.
• R is transitive if and only if (R ∩R−1) ⊆ R.

Relations that are antisymmetric and reflexive are called pseudo order rela-
tions. A quasi-order is a reflexive, transitive relation, while a partial order a
reflexive, antisymmetric and transitive relation.

Let α ⊆ ρ be two binary relations on S, then ρ|α will be the relation on
S|ρ defined via (x, y) ∈ ρ|α if and only if (∃b ∈ x, c ∈ y)(b, c) ∈ ρ. The relation
Q|τ(Q) for a relation Q will be denoted by σ(Q).

The following are known:

Proposition 2. If Q is a quasi-order on S, then Q|τ(Q) is a partial order on
S|τ(Q).
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Proposition 3. If R ∈ Ref(S), then R ∈ pτ(S) if and only if τ(R) ∈ EQ(S).

Proposition 4. In general,

wτ(S) ⊆ sτ(S) ⊆ pτ(S).

Proposition 5. If R ∈ pτ(S) ∩Ref(S), then the following are equivalent:

A1 ([a], [b]) ∈ R|τ(R) if and only if (a, b) ∈ R.
A2 R is semi-transitive.

In [4], it is proved that

Theorem 1. If R ∈ Ref(S), then the following are equivalent:

A3 R|τ(R) is a pseudo order on S|τ(R) and A1 holds.
A2 R is semi-transitive.

Note that Weak transitivity of [4] is proto-transitivity here. Ref(S), rτ(S),
wτ(S), pτ(S), EQ(S) will respectively denote the set of reflexive, transitive,
weakly transitive, proto transitive, and equivalence relations on the set S respec-
tively. Clearly, wτ(S) ⊆ pτ(S).

Proposition 6. ∀R ∈ Ref(S)(R ∈ pτ(S) ↔ τ(R) ∈ EQ(S)).

Definition 3. A Partial Algebra P is a tuple of the form

〈P , f1, f2, . . . , fn, (r1, . . . , rn)〉

with P being a set, fi’s being partial function symbols of arity ri. The interpre-
tation of fi on the set P should be denoted by f

P
i , but the superscript will be

dropped in this paper as the application contexts are simple enough. If predicate
symbols enter into the signature, then P is termed a Partial Algebraic System.
(see [2,17] for the basic theory)

In a partial algebra, for term functions p, q,

p
ω= q iff (∀x ∈ dom(p) ∩ dom(q))p(x) = q(x).

The weak strong equality is defined via,

p
ω∗
= q iff (∀x ∈ dom(p) = dom(q))p(x) = q(x).

For two terms s, t, s
ω= t shall mean, if both sides are defined then the two

terms are equal (the quantification is implicit). s
ω∗
= t shall mean if either side

is defined, then the other is and the two sides are equal (the quantification is
implicit).
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1.2 Nelson Algebras

A De Morgan lattice ΔML is an algebra of the form L = 〈L, ∨, ∧, c, 0, 1〉 with
∨, ∧ being distributive lattice operations and c satisfying

• xcc = x ; (x ∨ y)c = xc ∧ yc ;
• (x ≤ y ↔ yc ≤ xc) ; (x ∧ y)c = xc ∨ yc ;

It is possible to define a partial unary operation �, via x� =
∧{x : x ≤ xc}

on any ΔML. If it is total, then the ΔML is said to be complete. In a complete
ΔML L, all of the following hold:

• x�
� xc ; x�� = x ;

• (x ≤ y −→ y� ≤ x�).
• xc =

∨{y : x�
� y}.

A ΔML is said to be a Kleene algebra if it satisfies x ∧ xc ≤ y ∨ yc. If
L+ = {x ∨ xc : x ∈ L} and L− = {x ∧ xc : x ∈ L}, then in a Kleene algebra
we have

• (L−)c = L+ is a filter and (L+)c = L− is an ideal.
• (∀a, b ∈ L−) a ≤ bc; (∀a, b ∈ L+) ac ≤ b.
• x ∈ L− if and only if x ≤ xc.

A Heyting algebra K, is a relatively pseudo-complemented lattice, that is
(∀a, b) a ⇒ b =

∨{x ; a ∧ x ≤ b} ∈ K.
A Quasi-Nelson algebra Q is a Kleene algebra that satisfies (∀a, b) a ⇒ (ac ∨

b) ∈ Q. a ⇒ (ac ∨ b) is abbreviated by a → b below. Such an algebra satisfies
all of the sentences N1–N4:

x→ x = 1 (N1)
(xc ∨ y) ∧ (x→ y) = xc ∨ y (N2)
x ∧ (x → y) = x ∧ (xc ∨ y) (N3)

x → (y ∧ z) = (x→ y) ∧ (x→ z) (N4)
(x ∧ y)→ z = x→ (y → z). (N5)

A Nelson algebra is a quasi-Nelson algebra satisfying N5. A Nelson algebra
can also be defined directly as an algebra of the form 〈A,∨,∧,→, c, 0, 1〉 with
〈A,∨,∧, c, 0, 1〉 being a Kleene algebra with the binary operation → satisfying
N1–N5.

1.3 Granules and Granular Computing Paradigms

The idea of granular computing is as old as human evolution. Even in the avail-
able information on earliest human habitations and dwellings, it is possible to
identify a primitive granular computing process (PGCP) at work. This can for
example be seen from the stone houses, dating to 3500 BCE, used in what is
present-day Scotland. The main features of this and other primitive versions of
the paradigm may be seen to be
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• Problem requirements are not rigid.
• Concept of granules may be vague.
• Little effort on formalization right up to approximately the middle of the

previous century.
• Scope of abstraction is very limited.
• Concept of granules may be concrete or abstract (relative all materialist view-

points).

The precision based granular computing paradigm, traceable to Moore and
Shannon’s paper [33], will be referred to as the classical granular computing
paradigm CGCP is usually understood as the granular computing paradigm (The
reader may note that the idea is vaguely present in [38]). The distinct terminology
would be useful to keep track of the differences with other paradigms. CGCP
has since been adapted to fuzzy and rough set theories in different ways.

Granules may be assumed to subsume the concept of information granules –
information at some level of precision. In granular approaches to both rough and
fuzzy sets, we are usually concerned with such types of granules. Some of the
fragments involved in applying CGCP may be:

• Paradigm Fragment-1: Granules can exist at different levels of precision.
• Paradigm Fragment-2: Among the many precision levels, choose a precision

level at which the problem at hand is solved.
• Paradigm Fragment-3: Granulations (granules at specific levels or processes)

form a hierarchy (later development).
• Paradigm Fragment-4: It is possible to easily switch between precision levels.
• Paradigm Fragment-5: The problem under investigation may be represented

by the hierarchy of multiple levels of granulations.

The not so independent stages of development of the different granular com-
puting paradigms is stated below:

• Classical Primitive Paradigm till middle of previous century.
• CGCP: Since Shannon’s information theory
• CGCP in fuzzy set theory. It is natural for most real-valued types of fuzzy sets,

but even in such domains unsatisfactory results are normal. Type-2 fuzzy sets
have an advantage over type-1 fuzzy sets in handling data relating to emotion
words, for example, but still far from satisfactory. For one thing linguistic
hedges have little to do with numbers. A useful reference would be [45].

• For a long period (up to 2008 or so), the adaptation of CGCP for RST has been
based solely on precision and related philosophical aspects. The adaptation is
described for example in [42]. In the same paper the hierarchical structure of
granulations is also stressed. This and many later papers on CGCP (like [16])
in rough sets speak of structure of granulations.

• Some Papers with explicit reference to multiple types of granules from a
semantic viewpoint include [20–22,40,41].
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• The axiomatic approach to granularity initiated in [22] has been developed by
the present author in the direction of contamination reduction in [24]. From
the order-theoretic/algebraic point of view, the deviation is in a very new
direction relative the precision-based paradigm. The paradigm shift includes
a new approach to measures.

There are other adaptations of CGCP to soft computing like [15] that we
will not consider.

Unless the underlying language is restricted, granulations can bear upon
the theory with unlimited diversity. Thus for example in classical RST, we can
take any of the following as granulations: collection of equivalence classes, com-
plements of equivalence classes, other partitions on the universal set S, other
partition in S, set of finite subsets of S and set of finite subsets of S of cardinal-
ity greater than 2. This is also among the many motivations for the axiomatic
approach.

A formal simplified version of the axiomatic approach to granules is in [23].
The axiomatic theory is capable of handling most contexts and is intended to per-
mit relaxation of set-theoretic axioms at a later stage. The axioms are considered
in the framework of Rough Y-Systems (RYS) that maybe seen as a generalized
form of abstract approximation spaces [3] and approximation framework [6]. It
includes relation-based RST, cover-based RST and more. These structures are
provided with enough structure so that a classical semantic domain (Meta-C)
and at least one rough semantic domain (called Meta-R) of roughly equivalent
objects along with admissible operations and predicates are associable. But the
exact way of association is not something absolute as there is no real end to
recursive approximation processes of objects.

In the present paper we will stick to successor, predecessor and related gran-
ules generated by elements and will avoid the precision based paradigm.

2 Approximations and Definite Elements in PRAX

Definition 4. By a Proto Approximation Space S (PRAS for short), we will
mean a pair of the form 〈S, R〉 with S being a set and R being a proto-transitive
relation on it. If R is also reflexive, then it will be called a Reflexive Proto
Approximation Space (PRAX) for short). S may be infinite.

If S is a PRAX or a PRAS, then we will respectively denote successor neigh-
borhoods, inverted successor or predecessor neighborhoods and symmetrized suc-
cessor neighborhoods generated by an element x ∈ S as follows:

[x] = {y; Ryx}.
[x]i = {y; Rxy}.

[x]o = {y; Ryx & Rxy}.
Taking these as granules, the associated granulations will be denoted by G =
{[x] : x ∈ S}, Gi and Go respectively. In all that follows S will be a PRAX unless
indicated otherwise.
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Definition 5. Definable approximations on S include (A ⊆ S):

Au =
⋃

[x]∩A �=∅
[x]. (Upper Proto)

Al =
⋃

[x]⊆A

[x]. (Lower Proto)

Auo =
⋃

[x]o∩A �=∅
[x]o. (Symmetrized Upper Proto)

Alo =
⋃

[x]o⊆A

[x]o. (Symmetrized Lower Proto)

Au+ = {x : [x] ∩A �= ∅}. (Point-wise Upper)

Al+ = {x : [x] ⊆ A} . (Point-wise Lower)

Persistent Example 2. In the context of our example 1, [x] is the set of allies
x, while [x]o is the set of comrades of x. Al is the union of the set of all allies of
at least one of the members of A if they are all in A. Au is the union of the set
of all allies of persons having at least one ally in A. Al+ is the set of all those
persons in A all of whose allies are within A. Au+ is the set of all those persons
having allies in A.

Definition 6. If A ⊆ S is an arbitrary subset of a PRAX or a PRAS S, then

Aux =
⋃

[x]o∩A �=∅
[x]. (1)

Alx =
⋃

[x]o⊆A

[x]. (2)

Au∗ =
⋃

{[x] : [x] ∩ A �= ∅ & (∃y)([x], [y]) ∈ σ(R), (x, y) ∈ R, x �= y, [y] ⊆ A}. (3)

Al∗ =
⋃

{[x] : [x] ⊆ A & (∃y)(([x], [y]) ∈ σ(R), x �= y, [y] ⊆ A)}. (4)

The following inverted approximations are also of relevance as they provide
Galois connections in case of point-wise approximations (see [12]) under partic-
ular assumptions. Our main approximations of interest will be l, u, lo, uo.

Definition 7. In the context of the above definition, the following will be referred
to as inverted approximations:

Aui =
⋃

[x]i∩A �=∅
[x]i

Ali =
⋃

[x]i⊆A

[x]i

A� = {x : [x]i ∩A �= ∅}
A� = {x : [x]i ⊆ A}
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Proposition 7. In a PRAX S and for a subset A ⊆ S, all of the following hold:

• (∀x) [x]o ⊆ [x]
• It is possible that Al �= Al+ and in general, Al ‖ Alo.

Proof. The proof of the first two parts are easy. For the third, we chase the
argument up to a trivial counter example (see the following section).

⋃

[x]⊆A

[x] ⊆
⋃

[x]o⊆A

[x] ⊇
⋃

[x]o⊆A

[x]o

⋃

[x]o⊆A

[x]o ⊇
⋃

[x]⊆A

[x]o ⊆
⋃

[x]⊆A

[x].

Proposition 8. For any subset A of S,

Auo ⊆ Au.

Proof. Since [x]o ∩A �= ∅, therefore

Auo =
⋃

[x]o∩A �=∅
[x]o ⊆

⋃

[x]∩A �=∅
[x]o ⊆ Auo =

⋃

[x]∩A �=∅
[x] = Au.

Definition 8. If X is an approximation operator, then by a X-definite element,
we will mean a subset A satisfying AX = A. The set of all X-definite elements
will be denoted by δX(S), while the set of X and Y -definite elements (Y being
another approximation operator) will be denoted by δXY (S). In particular, lower
proto-definite, upper proto definite and proto-definite elements (those that are
both lower and upper proto-definite) will be spoken of.

Theorem 2. In a PRAX S, the following hold:

• δu(S) ⊆ δuo
(S), but δlo(S) = δuo

(S) and δu(S) is a complete sub-lattice of
℘(S) with respect to inclusion.

• δl(S) ‖ δlo(S) in general. (‖ means is not comparable.)
• It is possible that δu � δuo

.

Proof.

• As R is reflexive, if A, B are upper proto definite, then A ∪B and A ∩B are
both upper proto definite. So δu(S) is a complete sub-lattice of ℘(S).

• If A ∈ δu, then (∀x ∈ A)[x] ⊆ A and (∀x ∈ Ac)[x] ∩A = ∅.
• So (∀x ∈ Ac) [x]o ∩ A = ∅. But as A ⊆ Auo is necessary, so A ∈ δuo

follows. ��
Au+, Al+ have relatively been more commonly used in the literature and

have also been the only kind of approximation studied in [12] for example (the
inverse relation is also considered from the same perspective).



Algebraic Semantics of Proto-Transitive Rough Sets 61

Definition 9. A subset B ⊆ Al+ will be said to be skeleton of A if and only if
⋃

x∈B

[x] = Al,

and the set skeletons of A will be denoted by sk(A).

The skeleton of a set A is important because it relates all three classes of
approximations.

Theorem 3. In the context of the above definition, we have

• sk(A) is partially ordered by inclusion with greatest element Al+.
• sk(A) has a set of minimal elements skm(S).
• sk(A) = sk(Al)
• sk(A) = sk(B) ↔ Al = Bl & Al+ = Bl+.
• If B ∈ sk(A), then Al ⊆ Bu.
• If ∩sk(A) = B, then Alo ∩ ⋃

x∈B [x] = ∅.
Proof. Much of the proof is implicit in other results proved earlier in this section.

• If x ∈ Al \ Al+, then [x] � Al and many subsets B of Al+ are in sk(A). If
B ⊂ K ⊂ Al+ and B ∈ sk(A), then K ∈ sk(A). Further minimal elements
exist in the inclusion order (even if A is infinite) by the induced properties of
inclusion in ℘(S).

• has been proved above.
• More generally, if Al ⊆ B ⊆ A, then Bl = Al. So sk(A) = sk(Al).
• Follows from definition.
• If B ∈ sk(A), then Al = Bl ⊆ Bu. ��
Theorem 4. All of the following hold in PRAX:

• (∀A)Acl+ = Au+c, Acu+ = Al+c - that is l+ and u+ are mutually dual
• u+ (l+ resp.) is a monotone ∨- (complete ∧- resp.) morphism.
• ∂(A) = ∂(Ac), where ∂ stands for the boundary operator.
• �(u+) (the image of u+) is an interior system while �(l+) is a closure system.
• �(u+) and �(l+) are dually isomorphic lattices.

Theorem 5. In a PRAX, (∀A ∈ ℘(S))Al+ ⊆ Al, Au+ ⊆ Au and all of the
following hold.

(∀A ∈ ℘(S))All = Al & Au ⊆ Auu. (Bi)

(∀A,B ∈ ℘(S))Al ∪Bl ⊆ (A ∪B)l. (l-Cup)

(∀A,B ∈ ℘(S)) (A ∩B)l ⊆ Al ∩Bl. (l-Cap)
(∀A,B ∈ ℘(S)) (A ∪B)u = Au ∪Bu. (u-Cup)
(∀A,B ∈ ℘(S)) (A ∩B)u ⊆ Au ∩Bu. (u-Cap)

(∀A ∈ ℘(S))Alc ⊆ Acu. (Dual)
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Proof.

l-Cup For any A,B ∈ ℘S, x ∈ (A ∪B)l

⇔ (∃y ∈ (A ∪B))x ∈ [y] ⊆ A ∪B.
⇔ (∃y ∈ A)x ∈ [y] ⊆ A ∪B or (∃y ∈ B)x ∈ [y] ⊆ A ∪B.
⇔ (∃y ∈ A)x ∈ [y] ⊆ A or (∃y ∈ A)x ∈ [y] ⊆ B or (∃y ∈ B)x ∈ [y] ⊆ A

or (∃y ∈ B)x ∈ [y] ⊆ B - this is implied by x ∈ Al ∪Bl.
l-Cap For any A,B ∈ ℘S, x ∈ (A ∩B)l

⇔ x ∈ A ∩B
⇔ (∃y ∈ A ∩B)x ∈ [y] ⊆ A ∩B and x ∈ A, x ∈ B
⇔ (∃y ∈ A)x ∈ [y] ⊆ A and (∃y ∈ B)x ∈ [y] ⊆ B - Clearly this statement

implies x ∈ Al & x ∈ Bl, but the converse is not true in general.
u-Cup x ∈ (A ∪B)u

⇔ x ∈ ⋃
[y]∩(A∪B) �=∅[y]

⇔ x ∈ ⋃
([y]∩A)∪([y]∩B) �=∅

⇔ x ∈ ⋃
[y]∩A �=∅[y] or x ∈ ⋃

[y]∩B �=∅[y]
⇔ x ∈ Au ∪Bu.

u-Cap By monotonicity, (A ∩ B) ⊆ Au and (A ∩ B) ⊆ Bu, so (A ∩ B)u ⊆
Au ∩Bu.

Dual If z ∈ Alc, then z ∈ [x]c for all [x] ⊆ A and either, z ∈ A \ Al or z ∈ Ac.
If z ∈ Ac then z ∈ Acu. If z ∈ A \Al and z �= Acu\Ac

then [z] ∩Ac = ∅. But
this contradicts z /∈ Acu \Ac. So (∀A ∈ ℘(S))Alc ⊆ Acu. ��

Theorem 6. In a PRAX S, all of the following hold:

(∀A,B ∈ ℘(S)) (A ∩B)l+ = Al+ ∩Bl+. (5)

(∀A,B ∈ ℘(S))Al+ ∪Bl+ ⊆ (A ∪B)l+. (6)

(∀A ∈ ℘(S)) (Al+)c = (Ac)u+ & Al+ ⊆ Alo . (7)

Proof.

1. x ∈ (A ∩B)l+

⇔ [x] ⊆ A ∩B
⇔ [x] ⊆ A and [x] ⊆ B
⇔ x ∈ xAl+ and x ∈ Bl+.

2. x ∈ Al+ ∪Bl+

⇔ [x] ⊆ Al+ or [x] ⊆ Bl+

⇔ [x] ⊆ A or [x] ⊆ B
⇒ [x] ⊆ A ∪B ⇔ x ∈ (A ∪B)l+.

3. z ∈ Al+c

⇔ z /∈ Al+

⇔ [z] � A
⇔ z ∩Ac �= ∅ ��
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Theorem 7. If u+, l+ are treated as self maps on the power-set ℘(S), S being
a PRAX or a PRAS then all of the following hold:

• (∀x)xcl+ = xu+c, xcu+ = xl+c - that is l+ and u+ are mutually dual
• l+, u+ are monotone.
• l+ is a complete ∧-morphism, while u+ is a ∨-morphism.
• ∂(x) = ∂(xc), where partial stands for the boundary operator.
• �(u+) is an interior system while �(l+) is a closure system.
• �(u+) and �(l+) are dually isomorphic lattices.

Theorem 8.

In a PRAX S, (∀A ⊆ S)Al+ ⊆ Al, Au+ ⊆ Au.

Proof.

• If x ∈ Al+, then [x] ⊆ A and so [x] ⊆ Al, x ∈ Al.
• If x ∈ Al, then (∃y ∈ A)[y] ⊆ A, Rxy. But it is possible that [x] � A, therefore

it is possible that x /∈ Al+ and Al
� Al+.

• If x ∈ Au+, then [x] ∩A �= ∅, so x ∈ Au.
• So Au+ ⊆ Au.
• Note that x ∈ Au, if and only if (∃z ∈ S)x ∈ [z], [z] ∩ A �= ∅, but this does

not imply x ∈ Au+. ��
Theorem 9. In a PRAX S, all of the following hold:

(∀A ∈ ℘(S))Al+ ⊆ Alo . (8)

(∀A ∈ ℘(S))Auo ⊆ Au+. (9)

(∀A ∈ ℘(S))Alc ⊆ Acu. (10)

Proof.

1. • If x ∈ Al+, then [x] ⊆ A.
• But as [x]o ⊆ [x], Al+ ⊆ Alo .

2. This follows easily from definitions.
3. • If z ∈ Alc, then z ∈ [x]c for all [x] ⊆ A and either, z ∈ A \Al or z ∈ Ac.

• If z ∈ Ac then z ∈ Acu.
• If z ∈ A \Al and z �= Acu\Ac

then [z] ∩Ac = ∅.
• But this contradicts z /∈ Acu \Ac.
• So (∀A ∈ ℘(S))Alc ⊆ Acu. ��

From the above, the relation between approximations in general is as follows
(Au+ −→ Au should be read as Au+ is included in Au) (Fig. 1):

If a relation R is purely reflexive and not proto-transitive on a set S, then
the relation τ(R) = R ∩ R−1 will not be an equivalence and for a A ⊂ S, it is
possible that Auol ⊆ A or Auol ‖ A or A ⊆ Auol.
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Al+ A

Al

Alo

Auo Au+ Au

Fig. 1. Relationship between approximations

3 Motivation and Examples

Generalized transitive relations occur frequently in general information systems,
but are often not recognized as such and there is hope for improved semantics
and KI relative the situation for purely reflexive relation based RST. Not all of the
definable approximations have been investigated in even closely related struc-
tures of general RST. Contamination-free semantics [24] for the contexts are also
not known. Finally these relate to RYS and variants. A proper characterization
of roughly equal (requal) objects is also motivated by [24].

3.1 Abstract Example

Let § = {a, b, c, e, f, g, h, l, n} and let R be a binary relation on it defined via

R = {(a, a), (l, l), (n, n), (n, h), (h, n), (l, n), (g, c), (c, g)
(g, l), (b, g), (g, b), (h, g), (a, b), (b, c), (h, a), (a, c)}.

Then 〈S, R〉 is a PRAS.
If P is the reflexive closure of R (that is P = R ∪ ΔS), then 〈S, P 〉 is a

PRAX. The successor neighborhoods associated with different elements of S are
as follows (E is a variable taking values in S) (Table 1):

Table 1. Successor neighborhoods

E a b c g e f h l n

[E] {a, h} {b, c, g} {b, c, g} {b, c, g, h} {e} {f} {h, n} {l, g} {n, l, g, h}
[E]o {a} {b, c, g} {b, c, g} {b, c, g} {e} {f} {h, n} {l} {n, h}
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If A = {a, h, f},
then Al = {a, h, f},

Alo = {a, f} and Alo ⊂ Al.

If F = {l},
then F l = ∅, F lo = F

and F l ⊂ F lo .

Now let Z = N ∪ S ∪ X, where N is the set of naturals, X is the set of
elements of the infinite sequences {xi}, {yj}. Let Q be a relation on Z such that

Q ∩ S2 = P, (11)

Q ∩N2 is some equivalence, (12)
(∀i ∈ N)(i, x3i+1), (x2i, i), (xi, xi+1), (yi, yi+1) ∈ Q. (13)

Q is then a proto-transitive relation. For any i ∈ N , let Pi = {yk : k �= 2j & k <
i} ∪ {x2j : 2j < i} - this will be used in later sections. The extension of the
example to involve nets and densely ordered subsets is standard.

3.2 Caste Hierarchies and Interaction

The caste system and religion are among the deep-seated evils of Indian soci-
ety that often cut across socio-economic classes and level of education. For the
formulation of strategies aimed at large groups of people towards the elimina-
tion of such evils it would be fruitful to study interaction of people belonging to
different castes and religions on different social fronts.

Most of these castes would have multiple sub caste hierarchies in addition.
Social interactions are necessarily constrained by their type and untouchabil-
ity perception. If x, y are two castes, then with respect to a possible social
interaction α, people belonging to x will either regard people belonging to y as
untouchable or otherwise. As the universality is so total, it is possible to write
Uαxy to mean that y is untouchable for x for the interaction α. Usually this is
a asymmetric relation and y would be perceived as a lower caste by members of
x and many others.

Other predicates will of course be involved in deciding on the possibility of
the social interaction, but if Uαxy then the interaction is forbidden relative x. If
α is “context of possible marriage”, then the complementary relation (Cα say)
is a reflexive proto-transitive relation. For various other modes of interaction
similar relations may be found.

In devising remedial educational programmes targeted at mixed groups, it
would be important to understand approximate perceptions of the group and
the semantics of PRAX would be very relevant.
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3.3 Compatibility Prediction Models

For predicting the compatibility among individuals or objects, then the following
model can be used. Specific examples include situations involving data from
dating sites like OK-Cupid.

Let one woman be defined by a sequence of sets of features a1, . . . , an at
different temporal instants and another woman by b1, . . . , bn. Let ω(ai, bi) be
the set of features that are desired by ai, but missing in bi. Let ρ be an equivalence
relation on a subset K of S – the set of all features, that determines the classical
rough approximations lρ, uρ on ℘(K).

Let (a, b) ∈ R if and only if (ω(an, bn)lρ is small (for example, that can mean
being anatomof℘(K)).ThepredicateR is intended to conveymay like to be related.
In dating sites, this is understood in terms of profile matches: if a woman’s pro-
file matches another woman’s and conversely and similarly with another woman’s,
then the other two woman are assumed to be mutually compatible.

Proposition 9. R is a proto-transitive relation and 〈S, R〉 is a PRAS.

Proof. Obviously R need not be reflexive or symmetric in general.
If (a, b), (b, c), (b, a), (c, b) ∈ R, then (a, c), (c, a) ∈ R is a reasonable

rule. ��
This is a concrete example of a PRAS that is suggestive of many more

practical contexts.

3.4 Indeterminate Information System Perspective

It is easy to derive PRAX from population census, medical, gender studies and
other databases and these correspond to information systems. These connections
are made clearer through this example.

If the problem is to classify a specific population O, for a purpose based on sci-
entific data on sex, gender continuum, sexual orientation and other factors, then
it is very likely that the data base is an indeterminate information system of the
form I = 〈O, At, {Va : a ∈ At}, {ϕa : a ∈ At}〉, where At is a set of attributes,
Va a set of possible values corresponding to the attribute a and ϕa : O �−→ ℘(Va)
the valuation function. Sex is determined by many attributes corresponding to
hormones, brain structure, karyotypes, brain configuration, anatomy, clinical sex
etc. Hormonal data can be in the form of free/bound values of over six hormones,
the values of which vary widely over populations. The focus can be on a subset of
attributes for which the inclusion/ordering of values (corresponding to any one
of the attributes in the subset) of an object in another is relevant. For example,
interest in patterns in sexual compatibility/relationships may be corresponded
to such subsets. This relation is proto-transitive. Formally for a B ⊆ At, if we let
(x, y) ∈ ρB if and only if (∃a ∈ B)ϕax ⊆ ϕay, then ρB is often proto-transitive
via another predicate on B.
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4 Algebras of Rough Definite Elements

In this section key results are proved on the fine structure of definite elements.

Theorem 10. On the set of proto definite elements δlu(S) of a PRAX S, all of
the following can be defined:

x ∧ y
Δ= x ∩ y. (14)

x ∨ y
Δ= x ∪ y. (15)

0 Δ= ∅. (16)

1 Δ= S. (17)

xc Δ= S \ x. (18)

Proof. It is required to show that the operations are well defined. Suppose x, y
are proto-definite elements, then

1.
(x ∩ y)u ⊆ xu ∩ yu = x ∩ y.

(x ∩ y)l = (xu ∩ yu)l = (x ∩ y)ul = (x ∩ y)u = x ∩ y.

Since aul = au for any a.
2.

(x ∪ y)u = x ∪ y = xl ∪ yl ⊆ (x ∪ y)l.

3. 0 Δ= ∅ is obviously well defined.
4. Obvious.
5. Suppose A ∈ δlu(S), then (∀z ∈ Ac) [z] ∩ A = ∅ is essential, else [z] would

be in Au. This means [z] ⊆ Ac and so Ac = Acl. If there exists a a ∈ A such
that [a] ∩Ac �= ∅, then [a] ⊆ Au = A. So Ac ∈ δlu(S). ��

Theorem 11. The algebra δproto(S) = 〈δlu(S),∨,∧, c, 0, 1〉 is a Boolean lattice.

Proof. Follows from the previous theorem. The lattice order can be defined via,
x ≤ y if and only if x ∪ y = y and x ∩ y = x.

5 The Representation of Roughly Equal Elements

The representation of roughly equal elements in terms of definite elements are
well known in case of classical rough set theory. In case of more general spaces
including tolerance spaces [24], most authors have been concerned with describ-
ing the interaction of rough approximations of different types and not of the
interaction of roughly equal objects. Higher order approaches, developed by the
present author as in [22] for bitten approximation spaces, permit constructs over
sets of roughly equal objects. In the light of the contamination problem [22,24],
it would be an improvement to describe without higher order constructs. In this
section a new method of representing roughly equal elements based on expanding
concepts of definite elements is developed.
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Definition 10. On ℘(S), the following relations can be defined:

A � B if and only if Al ⊆ Bl & Au ⊆ Bu. (Rough Inclusion)
A ≈ B if and only if A � B & B � A. (Rough Equality)

Proposition 10. The relation � defined on ℘(S) is a bounded partial order and
≈ is an equivalence. The quotient ℘(S)| ≈ will be said to be the set of roughly
equivalent objects.

Definition 11. A subset A of ℘(S) will be said to a set of roughly equal ele-
ments if and only if

(∀x, y ∈ A)xl = yl & xu = yu.

It will be said to be full if no other subset properly including A has the property.

Relative the situation for a general RYS, the following result has already been
proved.

Theorem 12 (Meta-Theorem). In a PRAX S, full set of roughly equal ele-
ments is necessarily a union of intervals in ℘(S).

Definition 12. A non-empty set of non singleton subsets α = {x : x ⊆ ℘(S)}
will be said to be a upper broom if and only if all of the following hold:

(∀x, y ∈ α)xu = yu.

(∀x, y ∈ α)x ‖ y.

If α ⊂ β, then β fails to satisfy at least one of the above two conditions.

The set of upper brooms of S will be denoted by � (S).

Definition 13. A non-empty set of non singleton subsets α = {x : x ⊆ ℘(S)}
will be said to be a lower broom if and only if all of the following hold:

(∀x, y ∈ α)xl = yl �= x. (19)
(∀x, y ∈ α)x ‖ y. (20)

If β ⊂ α & Card(β) ≥ 2, then β fails to satisfy condition (1) or (2). (21)

The set of lower brooms of S will be denoted by ψ(S).

Proposition 11. If x ∈ δlu(S) then {x} /∈� (S) and {x} /∈ ψ(S).

In the next definition, the concept of union of intervals in a partially ordered
set is modified in a way for use with specific types of objects.

Definition 14. By a bruinval, will be meant a subset of ℘(S) of one of the
following forms:
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• Bruinval-0: Intervals of the form (x, y), [x, y), [x, x], (x, y] for x, y ∈ ℘(S).
• Open Bruinvals: Sets of the form [x, α) = {z : x ≤ z < b & b ∈ α},

(x, α] = {z : x < z ≤ b & b ∈ α} and (x, α) = {z : x < z < b , b ∈ α} for
α ∈ ℘(℘(S)).

• Closed Bruinvals: Sets of the form [x, α] = {z : x ≤ z ≤ b & b ∈ α} for
α ∈ ℘(℘(S)).

• Closed Set Bruinvals: Sets of the form [α, β] = {z : x ≤ z ≤ y & x ∈
α & y ∈ β} for α, β ∈ ℘(℘(S))

• Open Set Bruinvals: Sets of the form (α, β) = {z : x < z < y , x ∈ α & y ∈
β} for α, β ∈ ℘(℘(S)).

• Semi-Closed Set Bruinvals: Sets of the form [[α, β]] defined as follows: α =
α1 ∪ α2, β = β1 ∪ β2 and [[α, β]] = (α1, β1) ∪ [α2, β2] ∪ (α1, β2] ∪ [α2, β1) for
α, β ∈ ℘(℘(S)).

In the example of the second section, the representation of the rough object
(P l

i , P
u
i ) requires set bruinvals.

Proposition 12. If S is a PRAX, then a set of the form [x, y] with x, y ∈ δlu(S)
will be a set of roughly equal subsets of S if and only if x = y.

Proposition 13. A bruinval-0 of the form (x, y) is a full set of roughly equal
elements if

• x, y ∈ δlu(S),
• x is covered by y in the order on δlu(S).

Proposition 14. If x, y ∈ δlu(S) then sets of the form [x, y), (x, y] cannot be a
non-empty set of roughly equal elements, while those of the form [x, y] can be if
and only if x = y.

Proposition 15. A bruinval-0 of the form [x, y) is a full set of roughly equal
elements if

• xl, yu ∈ δlu(S), xl = yl and xu = yu,
• xl is covered by yu in δlu(S) and
• x \ (xl) and yu \ y are singletons.

Remark 1. In the above proposition the condition xl, yu ∈ δlu(S), is not
necessary.

Theorem 13. If a bruinval-0 of the form [x, y] satisfies

xl = yl = x & xu = yu.

Card(yu \ y) = 1.

then [x, y] is a full set of roughly equal objects.

Proof. Under the conditions, if [x, y] is not a full set of roughly equal objects,
then there must exist at least one set h such that hl = x and hu = yu and h /∈
[x, y]. But this contradicts the order constraint xl ≤ h yu. Note that yu /∈ [x, y]
under the conditions. ��
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Theorem 14. If a bruinval-0 of the form (x, y] satisfies

xl = yl = x & (∀z ∈ (x, y]) zu = yu,

Card(yu \ y) = 1.

then (x, y] is a full set of roughly equal objects, that does not intersect the full
set [x, xu].

Proof. By monotonicity it follows that (x, y] is a full set of roughly equal objects.
then there must exist at least one set h such that hl = x and hu = yu and h /∈
[x, y]. But this contradicts the order constraint xl ≤ h yu. Note that yu /∈ [x, y]
under the conditions. ��
Theorem 15. A bruinval-0 of the form (xl, xu) is not always a set of roughly
equal elements, but will be so when xuu = xu. In the latter situation it will be
full if [xl, xu) is not full.

The above theorems essentially show that the description of rough objects
depends on too many types of sets and the order as well. Most of the considera-
tions extend to other types of bruinvals as is shown below and remain amenable.

Theorem 16. An open bruinval of the form (x, α) is a full set of roughly equal
elements if and only if

α ∈� (S).

(∀y ∈ α)xl = yl, xu = yu

(∀z)(xl ⊆ z ⊂ x −→ zu ⊂ xu).

Proof. It is clear that for any y ∈ α, (x, y) is a convex interval and all elements
in it have same upper and lower approximations. The third condition ensures
that [z, α) is not a full set for any z ∈ [xl, x). ��
Definition 15. An element x ∈ ℘(S) will be said to be a weak upper critical
element relative z ⊂ x if and only if (∀y ∈ ℘(S)) (z = yl & x ⊂ y −→ xu ⊂ yu).

An element x ∈ ℘(S) will be said to be an upper critical element relative z ⊂
x if and only if (∀v, y ∈ ℘(S)) (z = yl = vl & v ⊂ x ⊂ y −→ vu = xu ⊂ yu).
Note that the inclusion is strict.

An element a will be said to be bi-critical relative b if and only if (∀x, y ∈
℘(S))(a ⊂ x ⊆ y ⊂ b −→ xu = yu & xl = yl & xu ⊂ bu & al ⊂ xl).

If x is an upper critical point relative z, then [z, x) or (z, x) is a set of roughly
equivalent elements.

Definition 16. An element x ∈ ℘(S) will be said to be an weak lower critical
element relative z ⊃ x if and only if (∀y ∈ ℘(S)) (z = yu & y ⊂ x −→ yl ⊂ xl).

An element x ∈ ℘(S) will be said to be an lower critical element relative z ⊃ x
if and only if (∀y, v ∈ ℘(S)) (z = yu = vu & y ⊂ x ⊂ v −→ yl ⊂ xl = vl).
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An element x ∈ ℘(S) will be said to be an lower critical element if and only
if (∀y ∈ ℘(S)) (y ⊂ x −→ yl ⊂ xl) An element that is both lower and upper
critical will be said to be critical. The set of upper critical, lower critical and
critical elements respectively will be denoted by UC(S), LC(S) and CR(S).

Proposition 16. In a PRAX, every upper definite subset is also upper critical,
but the converse need not hold.

The most important thing about the different lower and upper critical points
is that they help in determining full sets of roughly equal elements by determining
the boundaries of intervals in bruinvals of different types.

5.1 Types of Associated Sets

Because of reflexivity it might appear that lower approximations in PRAX and
classical RST are too similar at least in the perspective of lower definite objects.
It is necessary to classify subsets of a PRAX S, to see the differences relative the
behavior of lower approximations in classical RST. All this will be used in some
of the semantics as well.

Definition 17. For each element x ∈ ℘(S) the following sets can be associated:

F0(x) = {y : (∃a ∈ xc)Rya & y ∈ x} (Forward Looking)
F1(x) = {y : (∃a ∈ xc)Rya & Rzy & z ∈ x} (1-Forward Looking)

π0(x) = {y : y ∈ x & (∃a ∈ xc)Ray} (Progressive)
St(x) = {y : [y] ⊆ x & ¬(y ∈ F0(x))} (Stable)

Sym(x) = {y : y ∈ x & (∀z ∈ x)(Ryz ↔ Rzy)} (Relsym)

Forward looking set associated with a set x includes those elements not in
x whose successor neighborhoods intersect x. Elements of the set may be said
to be relatively forward looking. Progressive set of x includes those elements
of x whose successor neighborhoods are not included in x. It is obvious that
progressive elements are all elements of x \ xl. Stable elements are those that
are strongly within x and are not directly reachable in any sense from outside.
Sym(x) includes those elements in x which are symmetrically related to all other
elements within x.

Even though all these are important these cannot be easily represented in
the rough domain. Their approximations have the following properties:
Proposition 17. In the above context, all of the following hold:

(π0(x))l = ∅ & (π0(x))u ⊆ xu \ xl

(F0(x))u ⊆ xu

St(x)l ⊆ xl & F0(x) = ∅ −→ St(x) = xl+

Sym(x)u ⊆ xu & (Sym(x))l ⊆ xl.

Proof. Proof is fairly direct. ��
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6 More Results on Representation of Rough Objects

It has already been shown in the previous section that the representation of
rough objects by definite objects is not possible in a PRAX. So it is important
to look at possibilities based on other types of derived approximations. This
problem is solved right up to representation theorems for the derived operators
in this section.

Definition 18. If x ∈ ℘(S), then

• Let Πo
♥(x) = {y ; x ⊆ y & xl = yl & yu ⊆ xuu}.

• Form the set of maximal elements Π♥(x) of Πo
♥(x) with respect to the inclusion

order.
• Select a unique element χ(Π♥(x)) through a fixed choice function χ.
• Form (χ(Π♥(x)))u.
• x♥χ = (χ(Π♥(x)))u will be said to be the almost upper approximation of x

relative χ.
• x♥χ will be abbreviated by x♥ when χ is fixed.

The choice function will be said to be regular if and only if (∀x, y) (x ⊆ y & xl =
yl −→ χ(Π♥(x)) = χ(Π♥(y))). Regularity will be assumed unless specified
otherwise in what follows.

Definition 19. If x ∈ ℘(S), then

• Let Πo
♦(x) = {y ; x ⊆ y & xl = yl}.

• Form the set of maximal elements Π♦(x) of Πo
♦(x) with respect to the inclusion

order.
• Select a unique element χ(Π♦(x)) through a fixed choice function χ.
• x♦χ = χ(Π♦(x)) will be said to be the lower limiter of x relative χ.
• x♦χ will be abbreviated by x♦ when χ is fixed.

Definition 20. If x ∈ ℘(S), then

• Let Πo
� (x) = {y ; y ⊆ x & xu = yu}.

• Form the set of maximal elements Π�(x) of Πo
� (x) with respect to the inclusion

order.
• Select a unique element ξ(Π�(x)) through a fixed choice function ξ.
• x�ξ = ξ(Π�(x)) will be said to be the upper limiter of x relative χ.
• x�ξ will be abbreviated by x� when ξ is fixed.

Proposition 18. In the context of the above definition, the almost upper
approximation satisfies all of the following:

(∀x)x ⊆ x♥ (Inclusion)

(∀x)x♥ ⊆ x♥♥ (Non-Idempotence)

(∀x y) (x ⊆ y ⊆ x♥ −→ x♥ ⊆ y♥) (Cautious Monotony)

(∀x)xu ⊆ x♥ (Supra Pseudo Classicality)

S♥ = S (Top.)
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Proof.

– Inclusion: Follows from the construction. If one element granules or successor
neighborhoods are included in x, then these must be in the lower approxi-
mation. If a granule y is not included in x, but intersects it in f , then it is
possible to include f in each of Π♥(x). So inclusion follows.

– Non-Idempotence: The reverse inclusion does not happen as xu ⊆ xuu.
– Cautious monotony: It is clear that monotony can fail in general because of

the choice aspect, but if x ⊆ y ⊆ x♥ holds, then xl ⊆ yl and y♥ has to
be equal to x♥ or include more granules because of regularity of the choice
function.

– Supra Pseudo Classicality: The adjective pseudo is used because u is not
a classical consequence operator. In the construction of x♥, the selection
is from super-sets of xl that can generate maximal upper approximations.
Upper approximation of the selected sets are done next. So that includes xu in
general. ��
The conditions have been named in relation to the standard terminology used

in non-monotonic reasoning. The upper approximation operator u is similar to
classical consequence operator, but lacks idempotence. So the fourth property
has been termed as supra pseudo classicality as opposed to supra classicality.
This means the present domain of reasoning is more general than that of [18].

Theorem 17. In the context of 18, the following additional properties hold:

(∀x)x♥ ⊆ xu♥ (Sub Left Absorption)

(∀x)x♥ ⊆ x♥u (Sub Right Absorption)

�(∀x, y) (xu = yu
� x♥ = y♥) (No Left Logical Equivalence)

�(∀x, y) (x♥ = y♥
� xl = yl) (No Jump Equivalence)

�(∀x, y, z) (x ⊆ y♥ & z ⊆ xu
� z ⊆ y♥) (No Weakening)

�(∀x, y) (x ⊆ y ⊆ xu
� x♥ = y♥) (No subclassical cumulativity)

(∀x, y)x♥ ∩ y♥ ⊆ (xu ∩ yu)♥ (Distributivity)

(∀x, y, z) (x ∪ z)♥ ∩ (y ∪ z)♥ ⊆ (z ∪ (xu ∩ yu))♥ (Weak Distributivity)

(∀x, y, z) (x ∪ y)♥ ∩ (x ∪ z)♥ ⊆ (x ∪ (y ⊕ z))♥

(Disjunction in Antecedent)

(∀x, y) (x ∪ y)♥ ∩ (x ∪ yc)♥ ⊆ x♥ (Proof by Cases)

If y ⊆ (x ∪ z)♥, then x =⇒ y ⊆ z♥ (Conditionalization.)

Proof. Sub Left Absorption. For any x, x♥ is the upper approximation of
a maximal subset y containing x such that xl = yl and xu♥ is the upper
approximation of a maximal subset z containing xu such that xul = xu = zl.
Since, xl ⊆ xul and x ⊆ xu, so x♥ ⊆ xu♥ follows.
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Sub Right Absorption. Follows from the properties of u.
No Left Logical Equivalence. Two subsets x, y can have unequal lower

approximations and equal upper approximations and so the implication does
not hold in general. � should be treated as an abbreviation for in general.

No Jump Equivalence. The reason is similar to that of the previous negative
result.

No Weakening. In general if x ⊆ y♥ & z ⊆ xu, then it is possible that xu ⊆ y♥

or y♥ ⊆ xu. So one cannot be sure about z ⊆ y♥.
No Sub Classical Cumulativity. If x ⊆ y ⊆ xu, then xl ⊆ yl in general

and so elements of Π♥(x) may be included in Π♥(y), the two may be unequal
and it may not be possible to use a uniform choice function on them. So it
need not happen that x♥ = y♥.

Distributivity. If z ∈ x♥ ∩ y♥, then z ∈ (χ(Π♥(x)))u and z ∈ (χ(Π♥(y)))u. So
if z ∈ xl and z ∈ yl, then z ∈ (xu ∩ yu)♥. Since in general, (a∩b)u ⊆ au∩bu

and (au ∩ bu)l = (au ∩ bu), the required inclusion follows.

(∀x, y, z) (x ∪ z)♥ ∩ (y ∪ z)♥ ⊆ (z ∪ (xu ∩ yu))♥ (Weak Distributivity)

(∀x, y, z) (x ∪ y)♥ ∩ (x ∪ z)♥ ⊆ (x ∪ (y ⊕ z))♥

(Disjunction in Antecedent)

(∀x, y) (x ∪ y)♥ ∩ (x ∪ yc)♥ ⊆ x♥ (Proof by Cases)

If y ⊆ (x ∪ z)♥, then x =⇒ y ⊆ z♥ (Conditionalization.)

��
Proposition 19.

(∀x, y)(x♦ = y♦ −→ xl = yl;)

(∀x, y)(x� = y� −→ xu = yu.)

Discussion: In non monotonic reasoning, if C is any consequence operator:
℘(S) �−→ ℘(S), then the following named properties of crucial importance in
semantics (in whatever sense, [18,19]):

A ⊆ B ⊆ C(A) −→ C(B) ⊆ C(A) (Cut)
A ⊆ B ⊆ C(A) −→ C(B) = C(A) (Cumulativity)

x ⊆ y ⊆ xu −→ x♥ = y♥ (subclassical subcumulativity)
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Proposition 20. In the context of the above definition, the lower limiter satis-
fies all of the following:

(∀x)x ⊆ x♦ (Inclusion)

(∀x)x♦♦ = x♦ (Idempotence)

(∀x y) (x ⊆ y ⊆ x♦ −→ x♦ = y♦) (Cumulativity)

(∀x)xu ⊆ x♦ (Upper Inclusion)

S♦ = S (Top)

(∀x y) (x ⊆ y ⊆ x♦ −→ x♦ = y♦) (Cumulativity)

The above proposition means that the upper limiter corresponds to ways of
reasoning in a stable way in the sense that the aggregation of conclusions does
not affect inferential power or cut-like amplification.

A limited concrete representation theorem for operators like♥ in special cases
and ♦ is proved next. The representation theorem is valid for similar operators
in non-monotonic reasoning. The representation theorem permits us to identify
cover based formulations of PRAX.

Definition 21. A collection of sets S will be said to be a closure system of a
type as per the following conditions:

(∀H ⊆ S) ∩H ∈ S. (Closure System)
(∀H ⊆ S) (∩H)u ∈ S. (U-Closure System)

(∀H ⊆ S) (∩H)l ∈ S. (L-Closure System)

(∀H ⊆ S) (∩H)l, (∩H)u ∈ S. (LU-Closure System)
(∃0," ∈ S)(∀X ∈ S) 0 ⊆ X ⊆ " . (Bounded)

Proposition 21. In a PRAX S, the set U(S) = {xu; x ∈ ℘(S)} is not a
bounded U-closure system.

Proposition 22.
(∀x)x♥u ⊆ xu♥.

Proof. Because xl ⊆ xu, an evaluation of possible granules involved in the con-
struction of x♥u and xu♥ proves the result. ��
Theorem 18. In a PRAX S, the set ♥(S) = {x♥; x ∈ ℘(S)} is a bounded
LU-closure system if the choice operation is regular.

Proof.

– x♥ is the upper approximation of a specific y containing x that is maximal
subject to xl = yl.
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– x♥u is the upper approximation of the upper approximation of a specific y
containing x that is maximal subject to xl = yl and its upper approximation.

– Clearly,

(χ(Π♥(x)) ∩ χ(Π♥(y)))u ⊆ (χ(Π♥(x)))u ∩ (χ(Π♥(y)))u.

– The expression on the right of the inclusion is obviously a union of granules
in the PRAX.

– From a constructive bottom-up perspective, let p1, p2, . . . ps be a collection
of subsets of x \ xl such that

∪pi ⊆ x \ xl

(∃z) pu
i = [z]

∪i�=j(pi ∩ pj) is minimal on all such collections.

– Now add subsets k(pi) of xuu \ xc to x to form the required maximal subset.
– For the lower approximation part, it suffices to use the preservation of l

by ∩. ��
Proposition 23. For each x ∈ ℘(S) let x� = (x♥)u, then the following prop-
erties hold:

(∀x)x ⊆ x�.

(∀x)x�� = x�.

Proof. x♥u♥u = x♥u. Because if a part of a class that retains the equality of
lower approximations could be added, then that should be adjoinable in the
construction of x♥ as well. ��

The following limited representation theorem can be useful for connections
with covers.

Definition 22. Let X be a set and C : ℘(X) �−→ ℘(X) a map satisfying all
the following conditions:

(∀A ∈ ℘(S))A ⊆ C(A) (Inclusion)
(∀A ∈ ℘(S))C(C(A)) = C(A) (Idempotence)

(∀A,B ∈ ℘(S)) (A ⊆ B ⊆ C(A) −→ C(A) ⊆ C(B)) (Cautious Monotony,)

then C will said to be a cautious closure operator (CCO) on X.

Definition 23. Let H = 〈H, �〉, be a partially ordered set over a set H. A
subset K of the set of order ideals F(H) of H will be said to be relevant for a
subset B ⊆ H (in symbols ρ(K, H)) if and only if the following hold:

(∃G ∈ K)(∀P ∈ K)P ⊆ G.

(∀P ∈ K)P ⊆ B.

For any L ⊆ F(H), if K ⊆ L, then
(∃" ∈ L)(∀Y ∈ L)Y ⊆ " �= H & ∩ L = ∩K.



Algebraic Semantics of Proto-Transitive Rough Sets 77

Definition 24. In the context of Definition 23, a map j : ℘(L) �−→ ℘(L) defined
as below will be said to be safe

j(Z) =
{∩K, if all relevant collections for Z have same intersection.
∩{α : Z ⊆ α ∈ F(H)}, else.

Proposition 24. A safe map j is a cautious closure operator.

Proof. The verification of idempotence and inclusion is direct.

– For A,B ∈ ℘(L), if it is the case that A ⊆ B ⊆ j(A),
– then either A ⊆ B ⊆ j(B) ⊆ j(A) or A ⊆ B ⊆ j(A) ⊆ j(B) must be true.
– If the former inclusions hold, then it is necessary that j(A) = j(B).
– If j(B) is defined as the the intersection of order ideals and j(A) as that of

relevant subcollections, then it is necessary that j(A) ⊆ j(B). So cautious
monotony holds. It can also be checked that monotonicity fails in this kind of
situation. ��

Theorem 19. On every Boolean ordered unary algebra of the form

H = 〈℘(H),⊆, C〉 ,

there exists a partial order ≤ on K such that 〈℘(K),⊆, j〉 is isomorphic to H.

7 On Atoms in the POSET of Roughly Equivalent Sets

Definition 25. For any two elements x, y ∈ ℘(S)| ≈, let

x ≤ y if and only if (∀a ∈ x)(∀b ∈ y)al ⊆ bl & au ⊆ bu.

℘(S)| ≈ will be denoted by H in what follows.

Proposition 25. The relation ≤ defined on H is a bounded and directed partial
order. The least element will be denoted by 0 (0 = {∅}) and the greatest by 1
(1 = {S}).
Definition 26. For any a, b ∈ H, let UB(a, b) = {x : a ≤ x & b ≤ x} and
LB(a, b) = {x : x ≤ a & x ≤ b}. By a s-ideal (strong ideal) of H, will be meant
a subset K that satisfies all of

(∀x ∈ H)(∀a ∈ K)(x ≤ a −→ x ∈ K),
(∀a, b ∈ K)UB(a, b) ∩K �= ∅.

An atom of H is any element that covers 0. The set of atoms of H will be
denoted by At(H).
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Theorem 20. Atoms of H will be of one of the following types:

Type-0. Elements of the form (∅, [x]), that intersect no other set of roughly
equivalent sets.

Type-1. Bruinvals of the form (∅, α), that do not contain full sets of roughly
equivalent sets.

Type-2. Bruinvals of the form (α, β), that do not contain full sets of roughly
equivalent sets and are such that (∀x)xl = ∅.

Proof. It is obvious that a bruinval of the form (α, β) can be an atom only if α is
the ∅. If not, then each element x of the bruinval (∅, α) will satisfy xl = ∅ ⊂ xu,
thereby contradicting the assumption that (α, β) is an atom.

If [x] intersects no other successor neighborhood, then

(∀y ∈ (∅, [x]))yl = ∅ & xu = [x]

and it will be a minimal set of roughly equal elements containing 0.
The other part can be verified based on the representation of possible sets of

roughly equivalent elements. ��
Theorem 21. The partially ordered set H is atomic.

Proof. It is required to prove that any element x greater than 0 is either an atom
or there exists an atom a such that a ≤ x, that is

(∀x)(∃a ∈ At(H))(0 < x −→ a ≤ x).

Suppose the bruinval (α, β) represents a non-atom, then it is necessary that

(∀x ∈ α)xl �= ∅ & xu ⊆ S.

Suppose the neighborhoods included in xu are {[y] : y ∈ B ⊆ S}. If all
combinations of bruinvals of the form (∅, γ) formed from these neighborhoods are
not atoms, then it is necessary that the upper approximation of every singleton
subset of a set in γ properly contains another non-trivial upper approximation.
This is impossible.

So H is atomic. ��

8 Algebraic Semantics-1

An algebraic semantics is a complete description of reasoning about rough
objects involved in the context of PRAX or PRAS or any particular instances
thereof. In the present author’s view the objects of interest should be roughly
equal elements in some sense and the semantics should avoid objects of other
kinds (from other semantic domains) thereby contaminating the semantics. But
in any perspective, semantics relative any semantic domain is of interest. When
it comes to the question of defining sensible operations over rough objects, given
the ontological constraints, there is scope for much variation.
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If A, B ∈ ℘(S) and A ≈ B then Au ≈ Bu and Al ≈ Bl, but ¬(A ≈ Au) in
general. It has already been seen that ≤ is a partial order relation on ℘(S)| ≈.
In this section elements of ℘(S)| ≈ would still be denoted by lower case Greek
alphabets.

Theorem 22. The following operations can be defined on ℘(S)| ≈ (A, B ∈ ℘(S)
and [A], [B] are corresponding classes):

L[A] Δ= [Al] (22)

[A]# [B] Δ= [
⋃

X∈[A], Y ∈[B]

(X ∩ Y )] (23)

[A]⊕ [B] Δ= [
⋃

X∈[A], Y ∈[B]

(X ∪ Y )] (24)

U [A] Δ= [Au] (25)

[A] · [B] Δ= λ(LB([A], [B])) (26)

[A] � [B] Δ= λ(UB([A], [B])) (27)

[A] + [B] Δ= {X : X l = (Al ∩Bl)l & Xu = Au ∪Bu} (28)

[A]× [B] Δ= {X : X l = Al ∪Bl & Xu = Al ∪Bl ∪ (Au ∩Bu) (29)

[A]⊗ [B] Δ= {X : X l = Al ∪Bl & Xu = Au ∪Bu}. (30)

Proof. If A ≈ B then Au ≈ Bu and Al ≈ Bl, but ¬(A ≈ Au) in general.

1. If B ∈ [A], then Bl = Al, Bu = Au and L[A] = L[B] = [Al].
2. [A] # [B] Δ= [

⋃
X∈[A], Y ∈[B](X ∩ Y )] is obviously well defined as sets of the

form [A] are elements of partitions.
3. Similar to the above.
4. If B ∈ [A], then Bu = Au and so [Bu] = [Au].
5. [A] · [B] Δ= λ(LB([A], [B])).
6. [A] � [B] Δ= λ(UB([A], [B])).
7. [A] + [B] Δ= {X : X l = Al ∩Bl & Xu = Au ∪Bu}. As the definitions is in

terms of Al, Bl, Au, Bu, so there is no issue.
8. Similar to above.
9. Similar to above.

+, × and ⊗ will be referred to as pragmatic aggregation, commonality and
commonality operations as they are less ontologically committed to the classi-
cal domain and more dependent on the main rough domain of interest. + and
the other pragmatic operations cannot be compared by the ≤ relation and so
do not confirm to intuitive understanding of the concepts of aggregation and
commonality.

The following theorems summarize the essential properties of the defined
operations:
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Theorem 23.

LL(α) = L(α). (L1)
(α ≤ β −→ L(α) ≤ L(β)). (L2)

(L(α) = [α] −→ α = {αl}). (L3)
(U(α) ∩ UU(α) �= ∅ −→ U(α) = UU(α)). (U1)

(UU(α) = ∅ � U(α) = ∅). (U2)
(α ≤ β −→ U(α) ≤ U(β). (U3)

(U(α) = α −→ α = αl = αu). (U4)
UL(α) ≤ U(α). (U5)
LU(α) = U(α). (U6)

Proof. Let α ∈ ℘(S)| ≈, then the pair of lower and upper approximations associ-
ated with it will be denoted by αl and αu respectively. By αu and αl is meant the
result of global operations respectively on the set α (seen as an element of ℘(S)).
These take singleton values and so there is no real need of the approximations
αl and αu and the former will be used.

Proof of L1:

α ∈ ℘(S)| ≈, so α = {X ; αl = X l & αu = Xu, & X ∈ ℘(S)}.
αl = {X l; X ∈ α} = {αl}

So [αl] = {Y ; Y l = αl & Y u = αlu}.
(L(α))l = {Y l ; Y l = αl & Y u = αlu} = {αl}.

This yields LL(α) = L(α). (L1)

Proof of U1:

αu = {Xu ; αl = X l & αu = Xu} = {αu}.
U(α) = [αu] = {Y ; Y l = αu & Y u = αuu}.

So U(α)u = {αuu}.
UU(α) = [U(α)u] = [αuu] = {Y ; Y l = αuu & Y u = αuuu}.

Since α ⊆ αu ⊆ αuu ⊆ αuuu,

therefore (U(α) ∩ UU(α) �= ∅ −→ U(α) = UU(α). (U1)

The other parts can be proved from the above considerations. ��
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Theorem 24. In the context of the above theorem, the following hold:

α# β = β # α) (CO1)
α ≤ α# α (CO2)
α ≤ α#" (CO3)

α# α = α# (α# α) = α#" (CO4)
α⊕ β = β ⊕ α) (AO1)

α ≤ α⊕ β (AO2)
α ≤ α⊕⊥ (AO3)

(α⊕ α)⊕ α = α⊕ α (AO4)
In general, α⊕ (α# β) �= α. (AC)

Proof. CO1 The definition of # does not depend on the order in which the
arguments occur as set theoretic intersection and union are commutative. To
be precise

⋃
X∈[A], Y ∈[B](X ∩ Y ) =

⋃
X∈[A], Y ∈[B](Y ∩X).

CO2
⋃

X∈[A], Y ∈[A](X ∩ Y ) =
⋃

X∈[A] X. But because X l ∪ Y l ⊆ (X ∪ Y )l in
general, so equality fails.

CO3 Follows from the last inequality.
CO4 In [α # (α # α)], any new elements that are not in [α # α] cannot be

introduced as the inequality in [CO2] is due to the lower approximation and
all possible subsets have already been included.

AO1 The definition of ⊕ does not depend on the order in which the arguments
occur as set theoretic union is commutative.

AO2 Even when β = α, inequality can happen for reasons mentioned earlier.
Proof of [AO3, AO4, AC] are analogous or direct. ��
The above result means that # is an imperfect commonality relation. It is a

proper commonality among a certain subset of elements of H.

Theorem 25. In the context of the above theorem, the following properties of
+, ×,⊗ are provable:

α + α = α, (+I)
α + β = β + α, (+C)

α× α = α, (cI)
α× β = β × α, (cC)

α ≤ β −→ α + γ ≤ β + γ, (+Is)
α ≤ β −→ α× γ ≤ β × γ, (cIs)
α ≤ β −→ α ≤ α× β ≤ β, (+In)

α + β ≤ α⊕ β, (R1)
α× β ≤ (α× β)⊕ α. (Mix1)



82 A. Mani

Proof. Most of the proof is in Sect. 9, so they are not repeated. ��
Definition 27. By a Concrete Pre-PRAX Algebraic System (CPPRAXA), will
be meant a system of the form

H = 〈H, ≤, L, U,⊕,#,+,×,⊗,⊥,"〉 ,

with all of the operations being as defined in this section.

Apparently the algebraic properties of the rough objects of lo, uo need to
be involved for a representation theorem. The operations can be improved by
related operations of the following section. Results concerning this will appear
separately. Definable filters in general have reasonable properties.

Definition 28. Let K be an arbitrary subset of a CPPRAXA H. Consider the
following statements:

(∀x ∈ K)(∀y ∈ H)(x ≤ y ⇒ y ∈ K). (F1)
(∀x, y ∈ K)x⊕ y, Lx ∈ K. (F2)

(∀a, b ∈ H)(1 �= a⊕ b ∈ K ⇒ a ∈ K or b ∈ K). (F3)
(∀a, b ∈ H)(1 �= UB(a, b) ∈ K ⇒ a ∈ K or b ∈ K). (F4)

(∀a, b ∈ K)LB(a, b) ∩K �= ∅. (F5)

– If K satisfies F1 then it will be said to be an order filter. The set of such
filters on H will be denoted by OF (H).

– If K satisfies F1, F2 then it will be said to be a filter. The set of such filters
on H will be denoted by F(H).

– If K satisfies F1, F2, F3 then it will be said to be a prime filter. The set of
such filters on H will be denoted by FP (H).

– If K satisfies F1, F4 then it will be said to be a prime order filter. The set
of such filters on H will be denoted by OPF (H).

– If K satisfies F1, F5 then it will be said to be an strong order filter. The set
of such filters on H will be denoted by OSF (H).

Dual concepts of ideals of different kinds can be defined.

Proposition 26. Filters of different kinds have the following properties:

– Every set of filters of a kind is ordered by inclusion.
– Every filter of a kind is contained in a maximal filter of the same kind.
– OSF (H) is an algebraic lattice, with its compact elements being the finitely

generated strong order filters in it.
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Definition 29. For F, P ∈ F(H), the following operations can be defined:

F ∧ P
Δ= F ∩ P

F ∨ P
Δ= 〈F ∪ P 〉 ,

where 〈F ∪ P 〉 denotes the smallest filter containing F ∪ P .

Theorem 26. 〈F(H), ∨, ∧,⊥,"〉 is an atomistic bounded lattice.

9 Algebraic Semantics-2

It has already been seen that ordered pairs of the form (Al, Au) do correspond
to rough objects by definition. If the representation and finer aspects of possible
reasonable aggregation and commonality operations is ignored, then an interest-
ing order structure based fragment of semantic processes is the result. It is very
useful in the approximation based semantics of following sections.

Definition 30. In a PRAX S, let

R(S) = {(Al, Au) ; A ∈ ℘(S)}.
Then all of the following operations on R(S) can be defined:

(Al, Au) ∨ (Bl, Bu) Δ= (Al ∪Bl, Au ∪Bu). (Aggregation)

If (Al ∩Bl, (Au ∩Bu)) ∈ R(S) then

(Al, Au) ∧ (Bl, Bu) Δ= (Al ∩Bl, (Au ∩Bu)). (Commonality)

If (Auc, Alc) ∈ R(S) then

∼ (Al, Au) Δ= (Auc, Alc). (Weak Complementation)

⊥ Δ= (∅, ∅). " Δ= (S, S). (Bottom, Top)

(Al, Au) � (Bl, Bu) Δ= ((Al ∩Bl)l, (Au ∩Bu)l). (Proper Commonality)

Definition 31. In the context of the above definition, a partial algebra of the
form R(S) = 〈R(S), ∨, ∧, c, ⊥, "〉 will be termed a proto-vague algebra and
Rf (S) = 〈R(S), ∨, ∧, �. c, ⊥, "〉 will be termed a full proto-vague algebra.

More generally, if L, U are arbitrary rough lower and upper approximation
operators over the PRAX, and if each occurrence of l is replaced by L and of
u by U in the above defn then the resulting algebra of the above form will be
called a LU -proto-vague partial algebra. Analogously, louo-proto-vague algebras
and similar algebras can be defined.

Theorem 27. A full proto-vague partial algebra Rf (S) satisfies all of the
following:
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1. ∨,� are total operations.
2. ∨ is a semi-lattice operation satisfying idempotency, commutativity and asso-

ciativity.
3. ∧ is a weak semi-lattice operation satisfying idempotency, weak strong com-

mutativity and weak associativity. With ∨ it forms a weak distributive lattice.
4. ∼ is a weak strong idempotent partial operation; ∼∼∼ α

ω∗
= ∼ α.

5. ∼ (α ∨ β) ω=∼ α∧ ∼ β (Weak De Morgan condition) holds.
6. � is an idempotent, commutative and associative operation that forms a lattice

with ∨.
7. α �⊥ = α ∧ ⊥ = ⊥. α ∨ ⊥ = α; α �" = α ∧ " = α. α ∨ " = ".
8. ∼ (α ∧ β) = (∼ α∨ ∼ β) −→∼ (α � β) = (∼ α∨ ∼ β).
9. α ∨ (β � γ) ⊆ (α ∨ β) � (α ∨ γ), but distributivity fails.

Proof. Let α = (X l,Xu), β = (Y l, Y u) and γ = (Zl, Zu) for some X, Y, Z ∈
℘(S), then

1. α ∨ β = (X l ∪ Y l,Xu ∪ Y u) belongs to R(S) because the components are
unions of successor neighborhoods and X l ∪ Y l ⊆ Xu ∪ Y u. The proof for ∧
is similar.

2. α ∨ (β ∨ γ) = (X l,Xu) ∨ ((Y l, Y u) ∨ (Zl, Zu)) = (X l,Xu) ∨ (Y l ∪ Zl, Y u ∪
Zu) = (X l ∪ Y l ∪ Zl,Xu ∪ Y u ∪ Zu) = (α ∨ β) ∨ γ.

3. Weak absorptivity and weak distributivity are proved next.
(X l ∩ (X l ∪ Y l)) = X l and (Xu ∩ (Xu ∪ Y u)) = X l hold in all situations.
If (X l ∪ (X l ∩ Y l)) is defined then it is equal to X l and if (Xu ∪ (Xu ∪ Y u))
is defined, then it is equal to Xu. So

α ∨ (α ∧ β) ω= α = α ∧ (α ∨ β).

For distributivity (α ∨ (β ∧ γ) ω= (α ∨ β) ∧ (α ∨ γ) and α ∧ (β ∨ γ) ω=
(α ∧ β) ∨ (α ∧ γ)) again it is a matter of definability working in coherence
with set-theoretic distributivity.

4. If ∼ α is defined then ∼ α = (Xuc,X lc) and ∼∼ α =∼ (Xuc,X lc) =
(X lcc,Xucc) = (X l,Xu), by definition. If ∼∼ α is defined, then ∼ α is
necessarily defined. So

∼∼∼ α
ω∗
= ∼ α.

5. If ∼ (α∨ β) and ∼ α∧ ∼ β are defined then ∼ (α∨ β) =∼ ((X l ∪Y l), (Xu ∪
Y u)) = ((Xuc ∩ Y uc), (X lc ∩ Y lc)) ω∗

= (Xuc,X lc) ∧ (Y uc, Y lc) =∼ α∧ ∼ β.

So ∼ (α ∨ β) ω∗
= ∼ α∧ ∼ β.

6. α � β = β � α & α � α = α are obvious.
α � (β � γ) = ((X l ∩ (Y l ∩Zl)l)l, (Xu ∩ (Y u ∩Zu)u)u) The components are
basically the unions of common granules among the three. No granule in the
final evaluation is eliminated by choice of order of operations. So
α � (β � γ) = (α � β) � γ.
α � (α ∨ β) = ((X l ∩ (X l ∪ Y l))l, (Xu ∩ (Xu ∪ Y u))l) = α.
Further, α ∨ (α � β) = ((X l ∪ (X l ∩ Y l)l), (Xu ∪ (Xu ∩ Y u)l)) = α. So ∨,�
are lattice operations.
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7. – Since ⊥ = (∅, ∅), α �⊥ = α ∧ ⊥ = ⊥ and α ∨ ⊥ = α follow directly.
– Since " = (S, S), α �" = α ∧ " = α and α ∨ " = " follow directly.

8. Follows from the previous proofs.
9. – α ∨ (β � γ) = ((X l ∪ (Y l ∩ Zl)l), (Xu ∪ (Y u ∩ Zu)l)). If a ∈ S and

[a] ⊆ X l ∪ (Y l ∩ Zl)l, and [a] ⊆ (Y l ∩ Zl)l, then [a] ⊆ Y l and [a] ⊆ Zl.
So [a] ⊆ X l ∪ Y l and [a] ⊆ X l ∪ Zl.

– If [a] ⊆ X l∪(Y l∩Zl)l and if [a] = P∪Q, with P ⊆ X l, Q ⊆ (Y l∩Zl)l then
[a] ⊆ X l∪Y l and [a] ⊆ X l∪Zl. This proves α∨(β�γ) ⊆ (α∨β)�(α∨γ).

– If [a] ⊆ ((X l ∪ Y l) ∩ (X l ∪ Y l))l then [a] ⊆ X l ∪ Y l and [a] ⊆ X l ∪ Zl.
This means [a] = P ∪ Q, with P ⊆ X l, Q ⊆ Y l and Q ⊆ Zl and Q is
contained in union of some other granules. So Q ⊆ Y l ∩Zl, but it cannot
be ensured that Q ⊆ (Y l ∩ Zl)l (required counterexamples are easy to
construct). It follows that ((X l ∪ Y l) ∩ (X l ∪ Y l))l

� X l ∪ (Y l ∩ Zl)l.

The following theorem provides a condition for ensuring that ∼ α is defined.

Theorem 28. If Xuu = Xu, then ∼ (X l,Xu) = (Xuc,X lc) but the converse
is not necessarily true.

Proof.

• ∼ (X l,Xu) is defined if and only if Xuc is a union of granules.
• If Xuu = Xu then Xuc is a union of granules generated by some of the

elements in Xuc, but the converse need not hold.
• So the result follows.

Let W be any quasi-order relation that approximates R, and let the granules
[x]w, [x]wi and lw, uw be lower and upper approximations defined by analogy
with the definitions of l, u. If R ⊂ W , then (∀x ∈ S) [x] ⊆ [x]w and (A, B ∈ ℘(S).
A ‖ B in all that follows shall mean A � B & B � A):

– If A ⊂ B and Au = Bu, then it is possible that Auw ⊂ Buw .
– If A ⊂ B and Al = Bl, then it is possible that Alw ⊂ Blw .
– If A ⊂ B and Auw = Buw , then it is possible that Au ⊂ Bu.
– If A ⊂ B and Alw = Blw , then it is possible that Al ⊂ Bl.
– If A ‖ B and Al = Bl, then it is possible that Alw ‖ Blw .
– If A ‖ B and Alw = Blw , then it is possible that Al ‖ Bl.
– If A ‖ B and Au = Bu, then it is possible that Auw ‖ Buw .
– If A ‖ B and Auw = Buw , then it is possible that Au ‖ Bu.
– If A ⊂ B, Al = Bl and Au = Bu, then it is possible that Auw ⊂

Buw & Alw ⊂ Blw .

The above properties mean that meaningful correspondences between vague
partial algebras and Nelson algebras may be quite complex. Focusing on granular
evolution alone, the following can be defined



86 A. Mani

(∀x ∈ S)ϕo([x]) =
⋃

z∈[x]

[z]w.

(∀A ∈ ℘(S))ϕ(Al) =
⋃

[x]⊆Al

ϕo([x]).

(∀A ∈ ℘(S))ϕ(Au) =
⋃

[x]⊆Au

ϕo([x]).

ϕ(Al ∪Bl) =
⋃

[x]⊆Al∪Bl .
If [x] ⊆ Al ∪Bl

ϕ can be naturally extended by components to a map τ as per

τ(Al, Au) = (ϕ(Al), ϕ(Au)).

Proposition 27. If R ⊆ Rw and Rw is transitive, then

– If z ∈ [x] and x ∈ [z], then ϕ([z]) = ϕ([x]).
– If z ∈ [x], then ϕ([z]) ⊆ ϕ([x]).
–

(∀A ∈ ℘(S))ϕ(Al) =
⋃

[x]⊆Al

ϕ([x]) =
⋃

[x]⊆Al

[x]w

Proof.

– z ∈ [x] yields Rzx. So if Raz, then Rax and it is clear that ϕ([z]) ⊆ ϕ([x]).
Rbx & Rzx & Rxz implies Rwbz.

– This is the first part of the above.
– Follows from the above.

Definition 32. The following abbreviations will be used for handling different
types of subsets of S:

Γu(S) = {Au;A ∈ ℘(S)}. (Uppers)
Γuw(S) = {Auw ;A ∈ ℘(S)}. (w-Uppers)

Γ (S) = {B; (∃A ∈ ℘(S))B = Al or B = Au}. (lower definites)

Note that δl(S) is the same as Γ (S) and similarly for δlw(S).

τ has the following properties:

Proposition 28. If R ⊆ Rw and Rw is transitive, then

τ(⊥) = ⊥w.

τ(") = "w.

(∀α, β ∈ R(S)) τ(α ∨ β)= τ(α) ∨ τ(β).

(∀α, β ∈ R(S)) τ(α ∧ β) ω= τ(α) ∧ τ(β).
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Definition 33. For each α ∈ Rw(S), the set of ordered pairs τ�(α) will be
termed as a co-rough object of S, where

τ�(α) = {β ; β ∈ R(S) & τ(β) = α}.

The collection of all co-rough objects will be denoted by CR(S).

This permits us to define a variety of closely related semantics of PRAX when
R ⊆ Rw and Rw is transitive. These include:

– The map τ : Rf (S) �−→ Rw(S). Rw(S) being a Nelson algebra over an
algebraic lattice.

– Rf (S) ∪ CR(S) along with induced operations yields another semantics of
PRAX.

– R(S) ∪ Rw(S) enriched with algebraic and dependency operations described
in Sect. 12.

10 Approximate Relations

If R is a binary relation on a set X, then we let Ro ∂= R ∪ ΔX . The weak
transitive closure of R will be denoted by R#. If R(i) is the i-times composition
R ◦R . . . ◦R︸ ︷︷ ︸

i-times , then R# =
⋃

R(i). R is acyclic if and only if (∀x)¬R#xx. The
relation R· is defined by R·ab if and only if Rab & ¬(R#ab & R#ba).

Definition 34. If R is a relation on a set S, then the relations R�, Rcyc and
Rh will be defined via

R�ab if and only if [b]Ro ⊂ [a]Ro & [a]iRo ⊂ [b]iRo (31)

Rcycab if and only if R#ab & R#ba (32)

Rhab if and only if R�ab & R·ab. (33)

In case of PRAX, Ro = R, so the definition of R� would involve neighborhoods
of the form [a] and [a]i alone. R� ⊂ R and R� is a partial order.

Persistent Example 3. In the Example 1, R#ab happens when a is an ally of
an ally of b. R�ab happens iff every ally of b is an ally of a and if a is ally of c,
then b is an ally of c - this can happen, for example, when b is a Marxist feminist
and a is a socialist feminist. Rcycab happens when a is an ally of an ally of b
and b is an ally of an ally of a. R·ab happens whenever a is an ally of b, but b
is not an ally of anybody who is an ally of a.

Theorem 29. Rh = ∅.
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Proof.

Rhab ⇔ R�ab & R·ab

⇔ τ(R)ab & (R \ τ(R))ab

But ¬(∃a)(R \ τ(R))aa.

So Rh = ∅. ��
Proposition 29. All of the following hold in a PRAX S:

R·ab ↔ (R \ τ(R))ab (34)
(∀a, b)¬(R·ab & R·ba) (35)

(∀a, b, c)(R·ab & R·bc −→ ¬R·ac). (36)

Proof.

• R·ab ↔ Rab & ¬(R#abR#ba).
• But ¬(R#abR#ba) is possible only when both Rab and Rba hold.
• So R·ab ↔ Rab & ¬(τ(R)ab) ↔ (R \ τ(R))ab. ��
Theorem 30.

R#· = R# \ τ(R) (37)

R·# = (R \ τ(R))# (38)

(R \ τ(R))# ⊆ R# \ τ(R). (39)

Proof.

1.

R#·ab↔R#ab & ¬(R##ab & R##ba)

↔R#ab & ¬(R#ab & R#ba)

↔R#ab & ¬τ(R)ab

↔(R# \ τ(R))ab.

2.

R·#ab↔(R·)#ab

↔(R \ τ(R))#ab.

3. Can be checked by a contradiction or a direct argument. ��
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Possible properties that approximations of proto transitive relations may or
should possess will be considered next. If < is a strict partial order on S and R
is a relation, then consider the conditions:

(∀a, b)(a < b −→ R#ab). (PO1)

(∀a, b)(a < b −→ ¬R#ba). (PO2)

(∀a, b)(R�ab & R·ab −→ a < b. (PO3)
If a ≡R b, then a ≡< b. (PO4)
(∀a, b)(a < b −→ Rab). (PO5)

As per [11], < is said to be a partial order approximation POA (resp. weak
partial order approximation WPOA) of R if and only if PO1, PO2, PO3, PO4
(resp. PO1, PO3, PO4) hold. A POA < is inner approximation IPOA of R
if and only if PO5 holds. PO4 has a role beyond that of approximation and
depends on both successor and predecessor neighborhoods. Rh, R·� are IPOA,
while R·#, R#· are POAs.

By a lean quasi order approximation < of R, will be meant a quasi order
satisfying PO1 and PO2. The corresponding sets of such approximations of R
will be denoted by POA(R), WPOA(R), IPOA(R), IWPOA(R) and LQO(R)

Theorem 31. For any A, B ∈ LQO(R), the operations &,∨," can be defined
via:

(∀x, y)(A & B)xy if and only if (∀x, y)Axy & Bxy.

(A ∨B) = (A ∪B)#,

" = R#.

Proof.

– If Aab then R+ab and if Bab then R+ab.
– But if (A & B)ab, then both Aab and Bab.
– So R+ab.

Similarly it can be shown that A ∨ B ∈ LQO(R). It is always defined and
contained within R# as it is the transitive completion of A ∪ B. " = R# as
transitive closure is a closure operator. ��
Theorem 32. In a PRAX, R·# & R#·xy ↔ (R \ τ(R))#xy.

10.1 Granules of Derived Relations

The behavior of approximations and rough objects corresponding to derived
relations is investigated in this subsection.
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Definition 35. The relation R#· will be termed the trans ortho-completion of
R. The following granules will be associated with each x ∈ S:

[x]ot = {y ; R#·yx } (40)

[x]iot = {y ; R#·xy } (41)

[x]oot = {y ; R#·yx & R#·xy}. (42)

Let the corresponding approximations be lot, uot and so on.

Theorem 33. In a PRAX S, (∀x ∈ S) [x]oot = {x}.
Proof. R#·xy & R#·yx means that the pair (x, y) is in the transitive completion
of R and not in τ(R). So y ∈ [x]oot if and only if

(∃a, b)Rxa & Ray & (¬Rax ∨ ¬Rya) & (Ryb & Rbx) & (¬Rby ∨ ¬Rxb).

If it is assumed that x �= y, then each of the possibilities leads to a contra-
diction as is shown below. In the context of the above statement:

Case-1

– Rxa & Ray & ¬Rax & Rya & Ryb & Rbx & ¬Rby & Rxb.
– This yields R#xa & R#bb & R#ba & R#ab.
– So, R#xb & R#ya & R#ax and this contradicts the original assumption.

Case-2

– Rxa & Ray & Rax & ¬Rya & Ryb & Rbx & Rby & ¬Rxb.
– This yields the contradiction R#ab.

Case-3

– Rxa & Ray & ¬Rax & Rya & Ryb & Rbx & Rby & ¬Rxb.
– This yields R#ba & R#ab & R#aa & R#bb and R#yy & R#xy & R#

yx & Rya & R#xa.
– But such a R# is not possible.

Somewhat similarly the other cases can be seen to lead to contradictions. ��
By the symmetric center of a relation R, will be meant the set KR =⋃

ei(τ(R) \ΔS) - basically the union of elements in either component of τ(R)
minus the diagonal relation on S.

Proposition 30. (∀x) [x]([x]ot �= ∅ as

x /∈ KR −→ [x] ⊂ [x]ot

x ∈ KR −→ [x] � [x]ot & {x} ⊂ [x] ∩ [x]ot.
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Proof.

z ∈ [x]ot ↔ R#·zx

↔ R#zx & ¬τ(R)zx

↔ (Rzx & ¬Rxz) or (¬Rzx & ¬Rxz & (R# \R)zx).

��
KR can be used to partially categorize subsets of S based on intersection.

Proposition 31. (R \ τ(R))# ∪ τ(R) is not necessarily a quasi order.

Proof. (x, y) ∈ (R \ τ(R))# ∪ τ(R) and (x, y) /∈ τ(R) and x ∈ KR & y /∈ KR

and ∃z ∈ KR & z �= x & Rzx do not disallow Rzy. So (R \ τ(R))# ∪ τ(R) is not
necessarily a quasi-order. The missing part is left for the reader to complete. ��
Proposition 32. ((R \ τ(R))# ∪ τ(R))# = R#.

Proof. Clearly R ⊆ ((R \ τ(R))# ∪ τ(R))# and it can be directly checked that
if a ∈ ((R \ τ(R))# ∪ τ(R))# \R then a ∈ R# \R and conversely.

11 Transitive Completion and Approximate Semantics

The interaction of the rough approximations in a PRAX and the rough approx-
imations in the transitive completion can be expected to follow some order.
The definite or rough objects most closely related to the difference of lower
approximations and those related to the difference of upper approximations can
be expected to be related in a nice way. It is shown that this nice way is not
really a rough way. But the results proved remain relevant for the formula-
tion of semantics that involves that of the transitive completion as in [13,14].
A rough theoretical alternative is possible by simply starting from sets of the
form A∗ = (Al \Al#)∪ (Au# \Au) and taking their lower (l#) and upper (u#)
approximations - the resulting structure would be a partial algebra derived from
a Nelson algebra over an algebraic lattice [28].

Proposition 33. For an arbitrary proto-transitive reflexive relation R on a set
S, (# subscripts will be used for neighborhoods, approximation operators and
rough equalities of the weak transitive completion) all of the following hold:

(∀x ∈ S) [x]R ⊆ [x]R# (Nbd)

(∀A ⊆ S)Al ⊆ Al# & Au ⊆ Au# (App)

(∀A ⊆ S)(∀B ∈ [A]≈)(∀C ∈ [A]≈#)Bl ⊆ Cl# & Bu ⊆ Cu# (REq)

The reverse inclusions are false in general in the second assertion in a specific
way. Note that the last condition induces a more general partial order � over
℘(℘(S)) via A � B if and only if (∀C ∈ A)(∀E ∈ B)Cl ⊆ El# & Cu ⊆ Eu# .
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Proof. The first of these is direct. For simplicity, the successor neighborhoods of
x will be denoted by [x] and [x]# respectively. The possibility of tracking of the
second assertion in the first part is also considered.
– If z ∈ Al# then z ∈ Al as [x]# ⊆ A implies [x] ⊆ A.
– If z ∈ Al then (∃x) z ∈ [x] ⊆ Al.
– For this x, z ∈ [x]#, but it is possible that [x]# ⊆ A or [x]# � A.
– If [x]# � A, and (∃b /∈ A)R#ax & Rab & Rbx then a contradiction happens

as Rbx means b ∈ [x].
– If [x]# � A, and (∃b ∈ A)R#ax & Rab & Rbx all that is required is a

c /∈ A & Rcb that is compatible with R#cx and Al
� Al# . ��

Definition 36. By the l-scedastic approximation l̂ and the u-scedastic approx-
imation û of a subset A ⊆ S will be meant the following approximations:

Al̂ = (Al \Al#)l, Aû = (Au# \Au)u# .

The above cross difference approximation is the best possible from closeness to
properties of rough approximations (Fig. 2).

Theorem 34. For an arbitrary subset A ⊆ S of a PRAX S, the following
statements and diagram of inclusion (→) hold:
– Al#l = Al# = All# = Al#l#

– If Au ⊂ Au# then Auu# ⊆ Au#u# .

Al# Al

Al#u Alu

Al#u#

A Au Au#

Fig. 2. Relation between approximate approximations

Proof. It is clear that Al ⊆ Au ⊆ Au# . So Al
� Au# \Au.

x ∈ (Al \Al#)l ⇒ (∃y) [y]# � A & x ∈ [y] ⊂ A & x ∈ [y]#
⇒ x ∈ Au# & x ∈ Au

⇒ x /∈ Au# \Au.

But [y]# ⊂ Au# (∃z) z ∈ Au# & z /∈ Au & z ∈ [y]#.

So [y]# ⊂ (Au# \Au)u# and it is possible that [y]# � (Au# \Au)u.

��
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Theorem 35. For an arbitrary subset A ⊆ S of a PRAX S,

(Al \Al#)l
� (Au# \Au)u# −→ Au# = Au.

Au# �= Au −→ Al \Al#)l ⊆ (Au# \Au)u# .

Proof.

– Let S = {a, b, c, e, f} and
– R be the transitive completion satisfying Rab, Rbc, Ref .
– If B = {a, b}, B l̂ = B, but Bu# = {a, b, c} = Bu.
– So Bû = ∅.
– The second part follows from the proof of the above proposition under the

restriction in the premise. ��
Theorem 36. Key properties of the scedastic approximations follow:

1. (∀B ∈ ℘(S))(B l̂ = B � Bû = B).
2. (∀B ∈ ℘(S))(Bû = B → B l̂ = B).
3. (∀B ∈ ℘(S))B l̂l̂ = B l̂.
4. (∀B ∈ ℘(S))Bûû �= Bû.
5. It is possible that (∃B ∈ ℘(S)Bûû ⊂ Bû).

Proof.

1. The counter example in the proof of the above theorem works for this state-
ment.

2. x ∈ B ↔ x ∈ (Bu#\Bu)u# ↔ (∃y ∈ Bu#)(∃z ∈ Bu#\Bu)x, z ∈ [y]# & z ∈
Bu# & z /∈ Bu. But this situation requires that elements of the form z be
related to x and so it is essential that Bu# = Bu.

3. B l̂l̂ = (B l̂l \B l̂l#)l = ((Bl \Bl#)l \ ∅)l = B l̂. The missing step is of proving
(Bl \Bl#)ll# = ∅.

4-5 The last two assertions shall be proven together by way of a counterexample
and an essential pattern of deviation.

Let S = {a, b, c, e, f} and R be a reflexive relation s.t. Rab, Rbc, Ref .
If A = {a, e}, then Au# = {a, b, c, e} and Au = {a, b, e}.
Therefore Aû = {c} & Aûû = ∅ & Aûû ⊂ Aû.
In general if B is some subset, then x ∈ Bû = (Au# \ Au)u# ⇒ (∃y ∈
Au#)(∃z) y ∈ [z]# & y /∈ Au & y /∈ A & z ∈ A & y /∈ [z] & y ∈ [x]#. ��

An interesting problem can be given A for which Au# �= Au, when does
there exist a B such that

Bl = (Al \Al#)l = Al̂ & Bu = (Au# \Au)u# = Aû?
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12 Rough Dependence

The concept of rough dependence was introduced in general rough set theory by
the present author in [29]. By the term rough dependence, the present author
seeks to capture the relation between two objects (crisp or rough) that have some
representable rough objects in common. There is no process for similarity with
the concept mutual exclusivity of probability theory and in rough evolution there
temporality is not usually assumed. The present author would like to eventually
analyze the extent to which ontology of not-necessarily-rough origin could be
integrated in a seamless way and parts of this have been developed in [31,32].
In this paper, basic concepts will be introduced, compared with probabilistic
concepts and the semantic value of introduced functions and predicates will be
considered.

Overall the following problems are basic and relevant for use in semantics:

– Which concepts of rough dependence provide for an adequate semantics of
rough objects in the PRAX context?

– More generally how does this relation vary over other RSTs?
– Characterize the connection between granularity and rough dependence?

As mentioned earlier, relation based RST refers to rough theories originating
from generalized approximation spaces of the form U = 〈U, R 〉, with U being
a set and R being any binary relation on U .

Definition 37. The τν-infimal degree of dependence βiτν of A on B will be
defined as

βiτν(A, B) = inf
ν(S)

⊕{C : C ∈ τ(S) & PCA & PCB}.

Here the infimum means the largest ν(S) element contained in the aggregation.
The τν-supremal degree of dependence βsτν of A on B will be defined as

βsτν(A, B) = sup
ν(S)

⊕{C : C ∈ τ(S) & PCA & PCB}.

Here the supremum means the least ν(S) element containing the sets.
The definition extends to RYS [24] in a natural way.

Note that all of the definitions do not use real-valued rough measures and the
cardinality of sets in accord with one of the principles of avoiding contamination.
The ideas of dependence are more closely related to certain semantic operations
in classical RST. But these were never seen to be of much interest. The connec-
tions with probability theories has been part of a number of papers including
[35–37,39,44], however neither dependence nor independence have received suf-
ficient attention. This is the case with other papers on entropy. It should be
noted that the idea of independence in statistics is seen in relation to probabilis-
tic approaches, but dependence has largely not been given much importance in
applications.
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The positive region of a set X is X l, while the negative region is Xuc – this
region is independent from x in the sense of attributes being distinct, but not
in the sense of derivability or inference by way of rules. In considerations of
dependence or independence of a set relative another, a basic question would
also be about possible balance between the two meta principles of independence
in the rough theory and relation to the granular concepts of independence.

Definition 38. Two elements x, y in a RBRST or CBRST S will be said to be
PN-independent IPN (xy) if and only if

xl ⊆ yuc & yl ⊆ xuc.

Two elements x, y in a RBRST or CBRST S will be said to be PN-dependent
ςPN (xy) if and only if

xl
� yuc & yl

� xuc.

Theorem 37. Over the RYS corresponding to classical RST, the following prop-
erties of dependence degrees hold when τ(S) = G(S) - the granulation of S and
ν(S) = δl(S) - the set of lower definite elements. The subscripts τν and braces
in βiτν(x, y) are omitted in the following:

1. βixy = xl ∩ yl = βsxy (subscripts i, s on β can therefore be omitted).
2. βxx = xl.
3. βxy = βyx.
4. β(βxy)x = βxy.
5. P(βxy)(βx(y ⊕ z)).
6. (Pylz −→ P(βxy)(βxz)).
7. βxy = βxlyl = βxyl.
8. β0x = 0 ; βx1 = xl.
9. (Pxy −→ βxy = xl).

This is proved in the next subsection.

Theorem 38. For classical RST, a semantics over the classical semantic
domain can be formulated with no reference to lower and upper approxima-
tion operators using the operations ∩, c, β on the power-set of S, S being an
approximation space.

Proof. It has already been shown that l is representable in terms of β. So the
result follows.

12.1 Dependence in PRAX

When ν(S) = δl(S) and τ(S) = G(S) - the successor neighborhood granulation,
then the situation in PRAX contexts is similar, but it would not be possible to
define u from l and complementation. However when ν(S) = δu(S), then the
situation is very different.
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Theorem 39. Over the RYS corresponding to PRAX with P =⊆, ⊕ = ∪ and
# = ∩, the following properties of dependence degrees hold when τ(S) = S - the
granulation of S and ν(S) = δl(S) - the set of lower definite elements. In fact
this holds in any reflexive RBRST. The subscripts τν and braces in βiτν(x, y)
are omitted in the following:

1. βixy = xl ∩ yl = βsxy (subscripts i, s on β can therefore be omitted).
2. βxx = xl; βxy = βyx.
3. (x# y = 0 −→ βixy = 0), but the converse is false.
4. β(βxy)x = βxy.
5. P(βxy)(βx(y ⊕ z)).
6. (Pylz −→ P(βxy)(βxz)).
7. βxy = βxlyl = βxyl.
8. β0x = 0 ; βx1 = xl.
9. (Pxy −→ βxy = xl).

Proof.

1. βixy is the union of the collection of successor neighborhoods generated by
elements x and y that are included in both of them. So βixy = xl ∩ yl =
βsxy.

2. βxx = xl; βxy = βyx is obvious.
3. If (x # y = 0, then x and y have no elements in common and cannot have

common successor neighborhoods. If βixy = 0, then x, y have no common
successor neighborhoods, but can still have common elements. So the state-
ment follows.

4. βxy ⊆ xl ⊆ x by the first statement. So β(βxy)x = βxy.
5. P(βxy)(βx(y ⊕ z)) follows by monotonicity.
6. If Pylz is the same thing as yl ⊆ z. βxy = xl ∩ yl and βxz = xl ∩ zl by the

first statement. So (Pylz −→ P(βxy)(βxz)) holds.
7. βxy = βxlyl = βxyl holds because l is an idempotent operation in a PRAX.
8. Rest of the statements are obvious. ��

Even though the properties are similar for reflexive RBRST when ν(S) =
δl(S) and τ(S) = G(S), there are key differences that can be characterized in
terms of special sets.

– βxy = z if and only if (∀a ∈ z)(∃b ∈ z) a ∈ [z] ⊆ x ∩ y.
– So a minimal Kz ⊆ z satisfying (∀a ∈ z)(∃b ∈ Kz) a ∈ [b] ⊆ x and (∀e ∈

Kz) [e] ⊆ x∩y can be selected. Minimality being with respect to the inclusion
order.

– Let Pz be the collection of all such Kz and let Bz be the subcollection of Pz

satisfying the condition: if K ∈ Bz then (∀a ∈ K)(∀b ∈ [a])(∃J ∈ Bz) b ∈ J .
Pz will be called the local basis and Bz, the local super basis of z.

Proposition 34. For classical RST (∀z)Bz = Pz and conversely.
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Theorem 40. In the context of Theorem 39, if ν(S) = δu(S) and τ(S) is as
before, then all of the following hold (βxy is an abbreviation for βixy)

1. P(βxy)(βiδl(S)xy),
2. P(βxx)(xl); βxy = βyx.
3. (x# y = 0 −→ βixy = 0), but the converse is false.
4. β(βxy)x = βxy.
5. P(βxy)(βx(y ⊕ z)).
6. (Pylz −→ P(βxy)(βxz)).
7. βxy = βxlyl ; P(βxyl)(βxuyu).
8. β0x = 0 ; P(βx1)(xl).
9. (Pxy −→ P(βzx)(βzy))

10. (βxy)l = βxy.

Proof.

1. By definition βiτν(A, B) = infν(S) ⊕{C : C ∈ τ(S) & PCA & PCB},
so βxy is the greatest upper definite set contained in the union of common
successor neighborhoods included in x and y. So it is necessarily a subset
of xl ∩ yl. In a PRAX, u is not idempotent and in general xu ⊆ xuu. So
P(βxy)(βiδl(S)xy).

2. The statements P(βxx)(xl) and βxy = βyx follow from the above.
3. The proof is similar to that of third statement of Theorem 39.
4. In constructing β(βxy)x from βxy, no effort is made to look for upper definite

subsets strictly contained in the latter. So the property follows.
5. P(βxy)(βx(y ⊕ z)) follows by monotonicity.
6. Obvious from previous statements.
7. Note that βxuyu is a subset of xu ∩ yu and in general contains βxy.
8. Is a special case of the first statement. 0 is the empty set and 1 is the top.
9. Follows by monotonicity.

10. Upper definite subsets are necessarily lower definite, so (βxy)l = βxy. ��
The main properties of PN-dependence is as below:

Theorem 41. In the context of Theorem 39, all of the following hold (the sub-
script ‘PN’ in ςPN in the following):

1. ςxx.
2. (ςxy ↔ ςyx).
3. In general, ςxy & ςzy does not imply ςxz. But ¬ςxz is more likely if a bit of

frequentism is assumed.
4. In general, ςxy � ςxuyu and ςxuyu

� ςxy.
5. (x · y = 0 −→ ¬ςxy).
6. (Pxy −→ ςxy).

Theorem 42. In the context of Theorem 39, if βxy �= 0 then ςxy, but the
converse need not hold. In classical RST, the converse holds as well.
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Proof. If βxy �= 0, then it follows that xl ∩ yl �= ∅ under the assumptions. If it is
assumed that xl ⊆ yuc ∨ yl ⊆ xuc, then in each of the three cases a contradiction
happens. So the first part of the result follows.

In the classical case, if xl ⊆ yuc is not empty, then it should be a union
of successor neighborhoods and similarly for yl ⊆ xuc. These two parts should
necessarily be common to xl and yl. So the converse holds for classical RST.
The proof does not work for PRAX and the reasons for failure have been made
clear. ��

13 Comparison with Dependence in Probabilistic
Theories

Probability measures may not exist in the first place over any given collection of
sets, so even CBRST is necessarily more general and the idea of mutual exclusiv-
ity is not the correct concept corresponding to rough dependence. The basic idea
of probabilistic dependence is oriented because occurrence of an event can be
favorable or unfavorable for another event. In standard versions of rough set the-
ory this has no corresponding concept. The concept of dependence in probability
is rarely considered in the literature. The version in [7] uses a not-so intuitive
valuation but is nevertheless useful. The subjective aspect of the valuation is
abstracted for comparison.

Among the different understandings of probabilistic causation, frequentism
[10] and the tendency to omit necessary conditions are particularly problematic
in various soft computing situations. A commitment to avoid the excesses of
frequentism in rough sets is implicit in the present author’s approach towards
real-valued rough measures.

If (X, S, p) is a probability space with X being a set, S being a σ-algebra
over X and p being a probability function (collections of probability functions
can be used to handle more complex notions of dependence in ’probability struc-
tures’, but these add little to the comparison), then the most natural dependence
function δ : S2 �−→ ) is defined by

∂(x, y) = p(x ∩ y) − p(x) · p(y)

This function satisfies a number of properties that can be used to charac-
terize dependence. In the subjective probability domain where p takes value in
a bounded partially ordered partial semi-ring or your favorite partially ordered
algebra, it will be required to replace δ with a pair of predicates. So orientation
of dependence seems to be fundamental in general forms of probability theory
as well.

Two events x, y ∈ X are mutually exclusive if and only if x ∩ y �= ∅. This
concept can be extended to countable sets of events in a natural way. Also it is
worthwhile to modify the concept of mutual exclusivity as in following definition:
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Definition 39. Two events x, y will be said to be weakly mutually exclusive
(WME) if and only if

x ∩ y �= z & p(z) = 0.

Most results of probability theory involving mutual exclusivity continue to hold
with the weaker assumption of WME and importantly is a better (though arti-
ficial) concept for comparison with the situation for rough sets.

Definition 40. In the above context, let

– πxy if and only if p(x) · p(y) < p(x ∩ y)
– σxy if and only if p(x ∩ y) < p(x) · p(y)

Proposition 35. All of the following hold in a probability space:

– πxyc ↔ σyx
– πxy ↔ πyx
– (x ∩ y �= ∅ −→ (πxa & πya −→ π(x ∪ y)a))
– (x ∩ y �= ∅ −→ (σxa & σya −→ σ(x ∪ y)a))
– (∅ �= x ⊆ y −→ πxy)
– (x ∩ y = ∅ −→ σxy)

Instead of using the function ∂(x, y), the relations π, σ can be used, as the
former lacks a comparable contamination-free counterpart in rough set theory
and also has peculiar properties like ∂(x, x) ∈ [0, 1/4].

Proposition 36. In the probability space above 0 ≤ ∂(x, x) ≤ 0.25, −0.25 ≤
∂(x, xc) ≤ 0 and x, y are independent implies ∂(x, y) = 0, but not conversely.

Proof. The proof of the inequalities follow by a simple application of real
analysis. ��

So it follows that the interpretation of the function ∂(x, y) as in [7] is actually
incomplete. It combines certainty of the event with dependence.

Even though it is possible to speak of positive, negative and neutral regions
corresponding to an arbitrary subset A of a RBRST or CBRST S, natural ideas
of dependence do not correspond to the scenario in probability space. In fact,

Theorem 43. Predicates having properties identical with those of π and σ can-
not be defined in the context of Theorem39.

Proof of this and more general results will appear separately.

14 Dependency Semantics of PRAX

Dependency based semantics are developed in at least two ways in this section.
The internalization based semantics is essentially about adjoining predicates to
the Nelson algebra corresponding to Rw(S). The cumulation based semantics is
essentially about cumulating both the semantics of R(S), adjusting operations
and adjoining predicates. Broader dependency based predicates are used in this
case, but the value of the method is in fusion of the methodologies.
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The central blocks of development of the cumulation based dependency
semantics are the following:

– Take R(S) ∪Rw(S) as the universal set of the intended partial/total algebraic
system.

– Use a one point completion of τ to distinguish between elements of Rw(S) \
R(S) and those in R(S).

– Extend the idea of operational dependency to pairs of sets.
– Extend operations of aggregation, commonality and dual suitably.
– Interpret semantic dependence?

The first step is obvious, but involves elimination of other potential sets
arising from the properties of the map τ .

One Point Completion

Since R ⊆ Rw and Rw is transitive, so

Proposition 37.

α ∈ R(S) ∩Rw(S) if and only if τ(α) = α.

Adjoin an element 0 to R(S) ∪ Rw(S) to form R∗(S) and extend τ (inter-
preted as a partial operation) to τ as follows:

τ(α) =
{

τ(α) if α ∈ R(S),
0 if α /∈ R(S).

Note that this operation suffices to distinguish between elements common to
R(S) and Rw(S), and those exclusively in R(S) and not in Rw(S).

Dependency on Pairs

It is possible to consider all dependencies relative to the Nelson algebra or R(S).
In the proposed approach the former is considered first towards avoiding refer-
ences to the latter.

Definition 41. By the paired infimal degree of dependence β+
iτ1τ2ν1ν2

of α on
β will be defined as

(βiτ1ν1(e1α, e1β), βiτ2ν2(e2α, e2β)).

Here the infimums involved are the largest ν1(S) and ν2(S) elements contained
in the aggregation and the ejα is the j-th component of α.

The following well defined specialization with τ1(S) = τ2(S) = Gw(S),
ν1 = δlw(S) and ν2 = Γuw(S) will also be of interest. For specializing the
dependencies between a element in R(S) and its image in Rw(S), it suffices to
define:
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Definition 42. Under the above assumptions, by the relative semantic depen-
dence �(α) of α ∈ R(S), will be meant

�(α) = β+
i (α, τ(α)).

The idea of relative semantic dependence refers to elements in R(S) and it
can be reinterpreted as a relation on Rw(S).

Internalization Based Semantics

Definition 43. By the �/σ-semantic dependences �(α), σ(α) of α ∈ R(S), will
be meant �(α) = β+

i (α, τ(α)) and σ(α) = β+
i (α, ((ϕ(e1α) \ e1α)l, (ϕ(e2α) \

e1α)u)) respectively. Such relations are optional in the internalization process.
A relation Υ on Rw(S) will be said to be a relsem-relation if and only if

Υτ(α)γ ↔ (∃β ∈ τ�τ(α)) γ = �(β).

Note that, τ(α) = τ(β) by definition of τ�.

Through the above definitions the following internalized approximate defin-
ition has been arrived at:

Definition 44. By an Approximate Proto Vague Semantics of a PRAX S will
be meant an algebraic system of the form

P(S) = 〈Rw(S), Υ∨,∧, c,⊥,"〉 ,
with 〈Rw(S), ∨w,∧w, c,⊥,"〉 being a Nelson algebra over an algebraic lattice
and Υ being as above.

Theorem 44. Υ has the following properties:

α = τ(α) −→ Υαα.

Υαγ −→ γ ∧w α = γ.

Υαγ & Υγα −→ α = γ.

Υ⊥⊥ & Υ"".

Υαγ & Υβγ −→ Υ (α ∨w β)γ.

Proof.

– If α = τ(α), then α = �(α) = β+
i (α, τ(α)). So Υαα.

– If Υαγ, then it follows from the definition of β+
i , that the components of

gamma are respectively included in those of α. So γ ∧ α = γ.
– Follows from the previous.
– Proof is easy.
– From the premise we have (∃μ ∈ τ�τ(α)) γ = �(μ) and (∃ν ∈ τ�τ(β)) γ =

�(ν). This yields (∃λ ∈ τ�τ(α ∨w β)) γ = �(λ) as can be checked from the
components. ��
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Υτ(α) = {γ ; Υτ(α)γ} is the approximate reflection of the set of τ -equivalent
elements in R(S) identified by their dependence degree. In the approximate
semantics aggregation and commonality are not lost track of as the above
theorem shows. For a falls-down semantics, the natural candidates include the
ones corresponding to largest equivalence or the largest semi-transitive contained
in R. The latter will appear in a separate paper. For the former, the general
technique (using σ(α)) extends to PRAX as follows:

Definition 45.

– Define a map from set of neighborhoods to l-definite elements
∫

([x]o) =
∪y∈[x]o [y] and extend it to images of lo, uo via,

∮
(Alo) = ∪[y]o⊆Alo

∫
([y]o).

– Extend this to a map � : Ro(S) �→ R(S) via �(α) = (
∮

(e1α),
∮

(e2α)).
– Define Παν on Ro(S) iff (∃γ ∈ �

�
� (α))β+

i (α, γ) = ν. Let Πα = {ν ;Παν}.
– By a Direct Falls Down semantics of PRAX, will be meant an algebraic system

of the form
I(S) = 〈Ro(S), Π,∨,∧, c,⊥,"〉 ,

with 〈Ro(S), ∨o,∧o,→, c,⊥,"〉 being a semi-simple Nelson algebra [34].
– The falls down semantics determines a cover I∗(S) = {Πα ; α ∈ Ro(S)}
Theorem 45. In the above context, all of the following hold:

– Παα.
– (Παμ & Πμα −→ α = μ).
– (Παγ −→ γ ⊆ α). The converse is false.
– α �= ⊥ & Παγ & Παμ −→ β+

i (γ, μ) �= ⊥.
– μ ∈ Πα & μ ⊆ ν ⊆ α −→ ν ∈ Πα.

The theorems mean that a purely order theoretic representation theorem is
not possible for the falls down semantics, but other possibilities remain open.

Cumulation Based Semantics

The idea of cumulation is correctly a way of enhancing our original semantics
based on proto-vagueness algebras with the Nelson algebraic semantics and the
operational dependence. This is defined for a central problem relating to the
underlying semantic domains.

Definition 46. By a cumulative proto-vague algebra will be meant a partial
algebra of the form

C(S) =
〈
R∗(S), tau, ⊕,#,⊗, †,⊥,"〉

.

Problem:

When can the cumulation based semantics be deduced from (that is the extra
operations can be defined from the original ones) within a full proto-vagueness
algebra?
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15 Geometry of Granular Knowledge Interpretation

In this section aspects of knowledge interpretation in PRAX contexts will be
considered in the light of the results on representation of rough objects. For
details of the knowledge interpretation of rough sets, the reader is referred to
[5,24,27,35]. Connections of rough sets with concept lattices provide for deducing
concepts and related rules from data tables. This is obviously related at a level.
In [8], applications corresponding to quasi-ordered and tolerances indiscernibility
are considered with considerable intrusion into data. By an extension of all of
these considerations any proto-transitive relation corresponds to knowledge. The
most natural semantic domain for the present purpose is the one corresponding
to the rough objects, but it is not the only one of interest and representation
will be relative at least these two.

Any knowledge, however involved, may be seen as a collection of concepts
with admissible operations of reasoning defined on them. Knowledges associated
PRAX have various peculiarities corresponding to the semantic evolution of rough
objects in it. To start with, the semantic domains of representation properly con-
tain the semantic domains of interpretation. Not surprisingly, it is because the
rough objects corresponding to l, u cannot be represented perfectly in terms of
objects from δlu(S) alone. In the nongranular perspective too, this representation
aspect should matter - ‘should ’, because it is matter of choice during generaliza-
tion from the classical case in the non granular approach.

The natural rough semantic domains of l, u is Meta-R, while that of lo, uo

is O (say, corresponding rough objects of τ(R)). These can be seen as separate
domains or as parts of a minimal containing domain that permits enough expres-
sion. As demonstrated earlier, knowledge is correctly representable in terms
of atomic concepts of knowledge at semantic domains placed between Meta-C
and Meta-R and not at the latter. So the characterization of possible semantic
domains and their mutual ordering - leading to their geometry is of interest.

The following will be assumed to be part of the interpretation:

• Two types of rough objects corresponding to Meta-R and O and their nat-
ural correspondence correspond to concepts or weakenings thereof. A concept
relative one semantic domain need not be one of the other.

• A granule of the rough semantic domain O is necessarily a concept of O, but
a granule of Meta-R may not be a concept of O or Meta-R.

• Critical points are not necessarily concepts of either semantic domain.
• Critical points and the representation of rough objects require the rough

semantic domains to be extended.

The above obviously assumes that a PRAX S has at least two kinds of knowl-
edge associated (in relation to the Pawlak-sense interpretation). To make the
interpretations precise, these will be indicated by I1(S) and Io(S) respectively
(corresponding to the approximations to l, u and lo, uo respectively). The pair
(I1(S), Io(S)) will also be referred to as the generalized KI.
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Definition 47. Given two PRAX S = 〈S, R〉, V = 〈S, Q〉, S will be said to
be o-coarser than V if and only if Io(S) is coarser than Io(V ) in Pawlak-sense
(that is τ(R) ⊆ τ(Q)). Conversely, V will be said to be a o-refinement of S.

S will be said to be p-coarser than V if and only if I1(S) is coarser than
I1(V ) in the sense R ⊆ Q. Conversely, V will be said to be a p-refinement of S.

An extended concept of positive regions is defined next.

Definition 48. If S1 = 〈S,Q〉 and S2 = 〈S, P 〉 are two PRAX such that
Q ⊂ R, then by the granular positive region of Q with respect to R is given by
gPOSR(Q) = {[x]lRQ : x ∈ S}, where [x]lRQ is the lower approximation (relative
R) of the Q-related elements of x. Using this the granular extent of dependence
of knowledge encoded by R on the knowledge encoded by Q can be defined by
natural injections : gPOSR(Q) �−→ GR.

Lower critical points can be naturally interpreted as preconcepts that are
definitely included in the discourse, while upper critical points are preconcepts
that include most of the discourse. The problem with this interpretation is that
it’s representation requires a semantic domain at which critical points of different
kinds can be found. A key requirement for such a domain would be the feasibility
of rough counting procedures like IPC [24]. Semantic domains that have critical
points of different types as basic objects will be referred to as a Meta-RC.

The following possible axioms of granular knowledge that also figure in [27]
(due to the present author), get into difficulties with the present approach and
even when attention is restricted to I1(S):

1. Individual granules are atomic units of knowledge.
2. Maximal collections of granules subject to a concept of mutual independence

are admissible concepts of knowledge.
3. Parts common to subcollections of maximal collections of granules are also

knowledge.

The first axiom holds in weakened form as the granulation G for I1(S) is only
lower definite and affects the other. The possibility of other nice granulations
being possible for the PRAX case appears to be possible at the cost of other
nice properties. So it can be concluded that in proper KR happens at seman-
tic domains like Meta-RC where critical points of different types are perceived.
Further at Meta-R, rough objects may correspond to knowledge or conjectures -
if the concept of proof is required to be an ontological concept or beliefs. The
scenario can be made more complex with associations of O knowledges.

From a non-granular perspective, in Meta-R rough objects must correspond
to knowledge with some of them lacking a proper evolution - there is no problem
here. When O objects are permitted, then in the perspective two kinds of closely
associated knowledges can be spoken of.

The connections with non-monotonic reasoning and the approximate Nelson
algebra semantics developed in this paper suggest further enhancements to the
above. These will be explored separately.
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16 Further Directions and Remarks

In this research all of the following have been developed by the present author:

• The basic theory of rough sets over proto transitive relations,
• Characterization of the nature of rough objects and possible approximations,
• Two different algebraic semantics for the above. One of the semantics uses

approximation strategies on relations to internalize the semantics within that
of the semantics of quasi order relation based rough sets.

• Important connections between approximations and operators of generalized
operators of non-monotonic reasoning.

• Knowledge interpretation in PRAX contexts have also been outlined.
• Various examples at the level of real-life applications are also outlined in the

paper. Concepts have been illustrated through a persistent example.

In continuation of earlier work by the present author in [28], semantic con-
sequences of the relation between proto transitivity and its approximations is
developed in detail. The theory of rough dependence from the knowledge perspec-
tive is also specialized to PRAX and extended for the purposes of the semantics
in this paper. Connections with probabilistic dependence is shown to be lacking
any reasonable basis and questions are raised on unbridled frequentism in rough
set theory.

The relation of the developed theory with entropy is strongly motivated by
the knowledge interpretation [26,27] and will be part of future work. Connections
of general rough sets with concept analysis as expounded in [8] and related papers
is also motivated by the present work. Apart from rethinking the approach from
a contamination avoidance perspective, extension to proto transitive relations
in the context and correspondences of the semantic fragments (corresponding to
knowledge) are of interest. These will also be taken up in the future.

The first algebraic semantics was seen to be inadequate in not being par-
ticularly elegant and requiring additional predicates for a reasonable abstract
representation theorem. This was one reason for restricting derivations involv-
ing rough objects of τ(R). The internalization of a semantics of PRAX objects
in Nelson algebras through ideas of rough dependence is shown to lead to a
beautiful semantics. Further formulations of associated logics will be part of a
future paper. The technique can be extended to define approximate semantics
in various other rough set-theoretical contexts.

While this paper was in review, an antichain based semantics valid for the
contexts of this paper and more general contexts have been developed by the
present author in [30]. The logics that can be associated with the algebraic
semantics is another research direction.

Acknowledgment. The present author would like to thank Prof Mihir
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Abstract. Approximation operations induced by coverings are reinter-
preted through a set of four “constructors” defined by simple logical
formulas. The very logical definitions of the constructors make it pos-
sible to readily understand the properties of such operators and their
meanings.

1 Introduction

Covering-based rough sets are receiving more and more interest by the data
mining community, mathematicians and logicians. Indeed, a covering on a set
U reflects many real-world situations that cannot be coped by partitions or by
approaches based on particular relations. If partitions are connected to equiva-
lence relations, coverings are connected to tolerance (similarity) relations, but
only under some particular circumstances, so that the analysis of the proper-
ties of covering-based approximation operators requires specific investigations
by means of different mathematical tools. The present paper is an attempt to
provide a uniform framework for studying covering-based approximation oper-
ators. It is based on the intuition that, from a data-analysis point of view, a
covering can be interpreted as the result of an observation (experiment, mani-
festation, and the like): if U is a set of objects (entities, points, noumena) and M
a set of properties (characteristic features, and the like), and if R connects any
object to the properties it fulfills, then the set {R�(m) : m ∈ M} is a covering
C of U , where R� is the inverse relation of R. In other words, C is the set of
the extensions of the properties in M .

This simple observation makes it possible to explore the properties of a number
of approximation operators introduced so far in the literature on covering-based
rough sets, by means of just two pairs of extensional and intensional operators.
These operators have been introduced in Pointless (or Formal) Topology. They
will be called constructors and are defined by simple logical formulas based on the
relation R. Their nice mathematical properties make it possible to discover those
of a number of covering-based approximation operators, uniformly and without
complicated proofs. Moreover, the logical definitions of the constructors clarify
the meaning of the approximation operations themselves.
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Particularly, the second part of the paper is devoted to the algebraic status
of the systems induced by the approximation operators in dependence of the
properties of the given coverings.

The paper is self-contained. In Sect. 2 the notion of a “property system” (i.e.
a Boolean matrix) is introduced together with the basic constructors definable
over it. By means of these basic constructors, pre-topological operators can be
defined. Moreover, by means of property systems, one can define neighborhood
systems and their pre-topological operators. In Sect. 3, three pairs of neighbor-
hood systems are introduced, along with the properties of their pre-topological
operators. In Sect. 4, coverings are interpreted as property systems and neigh-
borhood systems. In this way we shall be able to prove the properties of the
main covering-based approximation operators studied in rough set literature by
exploiting the properties of the pre-topological operators and the basic con-
structors provided by pointless topology. In Sect. 5, we use the same approach to
study well-known and new algebraic properties of some kinds of covering-based
approximation operators.

2 The Basic Constructors

In this section we define the basic constructors. They have been introduced
in different fields: in formal (or pointless) topology by Sambin ([28], see also
[29]), and after that they were used in the context of neighborhood systems
by the author [20]. Independently, Düntsch and Gegida used them to define
“property oriented concepts” in [6], while in [32] they have been used by Yao
and Chen to define “object oriented concepts”. Eventually, they were fully used
in approximation theory by Pagliani and Chakraborty ([23], see also [24,25]).
Moreover, these constructors are strictly connected to modal operators. The
starting point is the idea that relations connect objects with their properties in
what we call a property system or an observation system.

Definition 1. A property system is a triple P = 〈U,M,R〉, where U is a uni-
verse of objects, M a set of properties, and R ⊆ U × M is a “manifestation
relation” so that 〈g,m〉 ∈ R means that object g fulfills property m, or is mani-
fested through m.1

Definition 2. For any R ⊆ X × Y,A ⊆ X,B ⊆ Y :
R� = {〈m, g〉 : 〈g,m〉 ∈ R}, is called the inverse relation of R.
R(A) = {y ∈ Y : ∃x(〈x, y〉 ∈ R ∧ x ∈ A)} is called the R-neighborhood of A. If
A = {x} we shall write R(x). Clearly, y ∈ R(x) means 〈x, y〉 ∈ R. If R is an
order of some kind, then R(X) will be denoted also with ↑ X, the order filter
generated by X, and if X = {x}, with ↑ x.2

1 The members of U will be usually denoted by g after the German term Gegenstand
which means an object before interpretation, while M is after Merkmal, which means
“property”. In Formal Topology, M is thought of as a set of abstract neighborhoods.
This interpretation will be used later on in the paper.

2 R(A) and R�(B) are also called the the left Peirce product of R and A, and, respec-
tively, the right Peirce product of R (left Peirce product of R�) and B.
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The relation R assembles concepts, by associating together in some way those
properties which are observed through a given set of objects. Vice-versa, its
inverse relation R� assembles objects, by grouping together in some way those
which fulfill a given set of properties. In the former case an intension is derived
from an extension. In the latter an opposite derivation occurs. This is why we
shall decorate with an “i” a constructor which transforms sets of extensions into
sets of intensions, and vice-versa, with an “e” the constructors which operates in
the opposite direction. The constructors induce derived operators between sets
of objects or between sets of properties, in the following way:

Properties
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�
Objects
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� Objects
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� Properties

In turn, these operators induce relations R ⊆ U ×U between objects, or relations
R ⊆ M × M between properties. We shall call a system 〈X,X,R〉, where R ⊆
X × X, a square relational system, SRS. On the basis of the above intuitions,
the following constructors are defined:

Definition 3. Let P = 〈U,M,R〉 be a property system, A ⊆ U,B ⊆ M :

〈i〉 : ℘(U) 	→ ℘(M); 〈i〉(A) = {m : ∃g(〈g,m〉 ∈ R ∧ g ∈ A)} (1)
〈e〉 : ℘(M) 	→ ℘(G); 〈e〉(B) = {g : ∃m(〈g,m〉 ∈ R ∧ m ∈ B)} (2)
[i] : ℘(U) 	→ ℘(M); [i](A) = {m : ∀g(〈g,m〉 ∈ R =⇒ g ∈ A)} (3)
[e] : ℘(M) 	→ ℘(G); [e](B) = {g : ∀m(〈g,m〉 ∈ R =⇒ m ∈ B)} (4)

Facts 1.

〈i〉(A) = {m : m ∈ R(A)} = R(A) = {m : R�(m) ∩ A �= ∅} (5)
〈e〉(B) = {g : g ∈ R�(B)} = R�(B) = {g : R(g) ∩ B �= ∅} (6)
[i](A) = {m : R�(m) ⊆ A} (7)
[e](B) = {g : R(g) ⊆ B} (8)

Example 1. U = {a, b, c, d, e, f, g}, M = {m1,m2,m3,m4,m5,m6}. R is:

R m1 m2 m3 m4 m5 m6

a 1 0 1 0 0 0
b 1 1 1 1 0 0
c 1 1 1 1 0 0
d 1 1 0 1 1 1
e 0 0 0 1 1 0
f 0 0 0 0 1 0
g 0 0 0 0 0 1

〈i〉({f, g}) = {m5,m6}
〈e〉({m2,m6}) = {b, c, d, g}
[i]({b, c, d, f, g}) = {m2,m6}
[e]({m1,m5,m6}) = {f, g}
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Observation 1. A Kripke model for Modal Logic is an SRS where U = M .
In such a model R is the accessibility relation between possible worlds in U
and |= is the forcing relation between possible worlds and formulas. If B ⊆
U is interpreted as the domain of the validity of a formula α, that is, B =
{w : w |= α}, then the constructor 〈e〉 is the possibility modal operator ♦ and
[e] is the necessity operator �. A similar modal interpretation applies to our
intensional and extensional constructors. Indeed, if g ∈ A then it is possible that
g fulfills properties in 〈i〉(A), because if m ∈ 〈i〉(A), then R�(m) has non void
intersection with A, and this means that there are examples of objects in A
which fulfill properties in 〈i〉(A). Analogously, in order to fulfill the properties
in [i](A) it is necessary to belong to A (no objects outside A enjoy properties in
[i](A)). And so on.

Observation 2. Intuitively, in a SRS 〈U,U,R〉 an object g ∈ U is closed to a
subset A of U , with respect to R, if there exists a g′ in A such that 〈g, g′〉 ∈ R,
so that in this way g is linked to A. Thus g is closed to A if R(g) ∩ A �= ∅. The
closure of A is the operation of embedding all the objects which are closed to A.
On the contrary, the interior of A is the operation of collecting the elements
of A which do not have links with elements outside A itself, that is, elements
g such that R(g) ⊆ A. In view of Facts 1, the possibility constructors 〈·〉 are
likely to be closure operators while the necessity constructors [·] are likely to be
interior operators.

Definition 4. An operator φ on a preorder P is said to be a closure (resp. inte-
rior) operator if for any x, y ∈ P it is (i) increasing: x ≤ φ(x) (resp. decreasing:
φ(x) ≤ x), (ii) monotone: x ≤ y implies φ(x) ≤ φ(y), and (iii) idempotent:
φ(φ(x)) = φ(x). Moreover, if P is a lattice, an interior (closure) operator φ is
topological if it is (iv) additive: φ(x ∨ y) = φ(x) ∨ φ(y) (resp. multiplicative:
φ(x ∧ y) = φ(x) ∧ φ(y)) and (v) normal: φ(0) = 0 (resp. conormal: φ(1) = 1).

Actually, 〈·〉 and [·] in general are not closure and, respectively, interior operators,
but for particular properties of R that will be discussed later on. However, they
contribute to define genuine interior and closure operators. To understand that,
we need a fundamental notion:

Definition 5. Let O and O’ be two preordered sets and σ : O 	−→ O′ and
ι : O′ 	−→ O be two maps such that for all p ∈ O and p′ ∈ O′

ι(p′) ≤ p iff p′ ≤′ σ(p) (9)

then σ is called the upper adjoint of ι and ι the lower adjoint of σ. This fact is
denoted by

O′ �ι,σ O (10)

and we shall say that the two maps form an adjunction between O and O′.

It is well known that in Classical Logic (which is our meta-logic) ∧ is the lower
adjoint of =⇒, and that ∃ and ∀ are the lower, respectively, upper adjoints
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to the pre-image f−1 of any function f . Recalling that the 〈·〉 operators are
defined by means of the logical combination (∃,∧), while the [·] operators by
the combination (∀,=⇒), and, finally, considering the opposite directions of the
intensional operators with respect to the extensional ones, it is not surprise that
in any P-system P = 〈U,M,R〉, for B ⊆ M,A ⊆ U :

〈e〉(A) ⊆ B iff A ⊆ [i](B); 〈i〉(B) ⊆ A iff B ⊆ [e](A) (11)

From this we immediately obtain that 〈·〉 operators are additive, since they
are lower adjoints, while [·] operators are multiplicative, since they are upper
adjoints3. Finally, one can prove by means of the equivalences ¬∃ ≡ ∀¬ and
¬(A ∧ ¬B) ≡ A =⇒ B:

∀A ⊆ U, [e](A) = −〈e〉(−A); ∀B ⊆ M, [i](B) = −〈i〉(−B) (12)

Using (5), (6) and (12), the elementary procedures for computing the construc-
tors come straightforwardly (see [22]). From Observations 2 and (6), 〈e〉(A) is the
set of elements close to A. Dually, x is internal to A if all its neighbors belong
to A, that is, if R(x) ⊆ A. Hence, from (8), [e](A) is the interior of A, that is,
the set of elements which are internal to A. Therefore, we are approaching the
topological notions of a closure and an interior and the soft computing concepts
of an upper and, respectively, a lower approximation. However, some problems
arise.

First of all, in a generic SRS 〈·〉 may fail to be increasing (so they cannot be
used as veritable upper approximations) or may fail to be idempotent, although
additivity gives monotonicity. Analogously, [·] might be neither decreasing (so
that they cannot be used as veritable lower approximations) nor idempotent,
although multiplicativity guarantees monotonicity. Eventually, 〈·〉 ([·]) fails to
be co-normal (normal) if there is a g (an m) such that R(g) = ∅ (R�(m) = ∅).

Note. In what follows, given two monadic operators φ, ψ, φψ(α) means φ(ψ(α)).

Example 2. U = {a, b, c, d, e}. R is given by the following Boolean matrix.

R a b c d
a 1 0 0 1
b 0 1 1 1
c 0 1 0 0
d 0 1 0 1

〈i〉({a, c}) = {a, b, d} � {a, c}
〈e〉〈e〉({a, c}) = U �= {a, b} = 〈e〉({a, c})
[e]({a, b}) = {c} � {a, b}
[i][i]({a, b}) = {c} �= {a, c} = [i]({a, b})

The second problem concerns the fact that one would like to be able to obtain
interiors and closures from a generic property system. Otherwise stated, we
3 Often a lower adjoint is called “left adjoint” and an upper adjoint “right adjoint”.

We avoid the terms “right” and “left” because they could make confusion with
the position of the arguments of the operations of binary relations. For the general
notion of adjoint functors see for instance [3]. For Galois connections induced by
binary relations a classic reference is [19]. For the present use in Rough Set Theory
see [23] or [25].
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would like to compute the interior or the closure of a set of objects by look-
ing at the properties fulfilled by these objects or, vice-versa, find the interior or
the closure of a set of properties by analysing their fulfillment relations.

To this end, let us set, for all A ⊆ U,B ⊆ M :

int : ℘(U) 	→ ℘(U); int(A) = 〈e〉[i](A) =
⋃

{R�(m) : R�(m) ⊆ A} (13)

cl : ℘(U) 	→ ℘(U) : cl(A) = [e]〈i〉(A) = {g : R(g) ⊆ R(A)} (14)

C : ℘(M) 	→ ℘(M); C(B) = 〈i〉[e](B) =
⋃

{R(g) : R(g) ⊆ B)} (15)

A : ℘(M) 	→ ℘(M);A(B) = [i]〈e〉(B) = {m : R�(m) ⊆ R�(B)} (16)

The rightmost equations are straightforward consequences of Facts 1.

Facts 2. From (12), one easily see that C and A are dual, that is, C(X) =
−A(−X). Similarly, int and cl are dual.

Example 3. The property system is the same as in Example 1.

int({b, c, d, f, g}) = 〈e〉({m2,m6}) = {b, c, d, g}
C({m1,m5,m6}) = 〈i〉({f, g}) = {m5,m6}
cl({e, g}) = [e]({m4,m5,m6}) = {e, f, g}
A({m1}) = [i]({a, b, c, d}) = {m1,m2,m3}

It is worth showing the easy proof of Facts 1.(5):

Lemma 1. In a property systems 〈U,M,R〉, for any A ⊆ U , if R�(m) ∩ A �= ∅
then m ∈ R(A).

Proof. Trivially, R�(m)∩A �= ∅ iff ∃g(g ∈ R�(m)∧g ∈ A) iff ∃g(m ∈ R(m)∧g ∈
A) iff m ∈ R(A). �

Lemma 2. Let P = 〈U,M,R〉 be a property system, Z = {R�(m) : m ∈ M}
and W = {R(g) : g ∈ U}. Them ∀A ⊆ U,B ⊆ M ,

(1) int(A) =
⋃{X ∈ Z : X ⊆ A}; C(B)

⋃{Y ∈ W : Y ⊆ B}.
(2) cl(A) =

⋂{−X ∈ Z : X ∩ A = ∅}; A(B) =
⋂{−Y ∈ W : Y ∩ B = ∅}.

Proof. (1) The equations are trivial translations of (13) and (15). (2) From dual-
ity, cl(A) = −int(−A) = −⋃{X ∈ Z : X ⊆ −A} =

⋂{−X ∈ Z : X ⊆ −A} =⋂{−X ∈ Z : X ∩ A = ∅}. Similarly for C (for a direct proof see the
Appendix). �

Observation 3. The operators C, A, int and cl, as combinations of adjoint
functors, fulfill a number of properties (see [25]). We display them in a compara-
tive table. R ⊆ U ×M is assumed to be any binary relation. For any operator �
on sets, subadditivity means �(X) ∪ �(Y ) ⊆ �(X ∪ Y ) and submultiplicativity
means �(X ∩Y ) ⊆ �(X)∩�(Y ) (abbreviations: Unp(redictable), Mono(tonic),
Add(itive), Mult(iplicative), Subad(ditive), Submul(tiplicative), Decr(easing). In
turn, Norm(ality), Conor(mality), Incr(easing) and Idem(potence) apply to 〈·〉
and [·] only in SRS).



Covering Rough Sets and Formal Topology 115

Table 1. Properties of constructors and operators

Operator Incr. Decr. Mono. Idem. Add. Mult. Subad. Submul. Norm. Conor.

〈·〉 unp. unp. Yes No Yes No a fortiori Yes Yes No

[·] unp. unp. Yes No No Yes Yes a fortiori No Yes

int, C No Yes Yes Yes No No Yes Yes Yes No

cl,A Yes No Yes Yes No No Yes Yes No Yes

Observation 4. From the properties listed in Table 1, int and C are interior
operators and cl and A are closure operators. This means that int(A) ⊆ A ⊆
cl(A), any A ⊆ U , and C(B) ⊆ B ⊆ A(B), any B ⊆ M , so that they are
veritable approximations. However, they are not topological. Indeed, int and C
are not multiplicative, because the external constructors 〈·〉 are not, and are not
additive, because the internal constructors are not. Symmetrically, cl and A are
neither additive nor multiplicative. We call them pretopological.

A third problem gets us into the core of covering-based approximations, as we are
going to see. How does all these machinery work if we consequently consider M
as a set of abstract neighborhoods? To put it another way, what does it happen if
m ∈ M is considered as a “name” or a “proxy” for the set of objects which fulfill
m, that is, if one substitutes R�(m) for m. By means of such a substitution,
we enter in an intermediate realm between pointless (pre)topology and point
(pre)topology. A first analysis of this intermediate situation was done in [20,25].
In this paper we address a further aspect of the problem. Let us start with two
subproblems:

– In a SRS, when 〈e〉 = C, 〈i〉 = cl, [e] = A and [i] = int?
– Given a property system P = 〈U,M,R〉 one obtains neighborhood systems

by considering the concrete (filled with points) counterpart R�(m) of any
abstract neighborhood m ∈ M . Over these concrete neighborhood systems
one can define closure and interior operators. What are the relations between
these “concrete” operators and the abstract ones defined on P?

The first subproblem has been solved:

Facts 3 (see [22]). In a SRS 〈U,U,R〉, the following are equivalent: (i) R is a
preorder, (ii) int and C are topological interior operators, cl and A are topological
closure operators. (iii) int = [i], C = [e], 〈i〉 = cl, 〈e〉 = A.

Proofs about the equivalence of (i) and (ii) can be found in Modal or Intuitionistic
Logic and Topology. In [25] they are obtained through a series of intermediate
steps within pointless pre-topology. The equivalence between (i) and (iii) was
proved in [25] and the entire picture have been proved in [22] by reasoning
about specialisation preorders, which is a useful approach (for this notion see for
instance [31]).
Definition 6. Let X be a set and � any monadic operator on ℘(X). We set
for all x, y ∈ X: x �� y iff ∀A ⊆ X,x ∈ �(A) =⇒ y ∈ �(A).



116 P. Pagliani

The relation �� is a preorder: clearly it is reflexive because by substituting x for y
we obtain a tautology, and it is transitive, because implication is transitive. Thus
�� is called the specialisation preorder induced by �. We recall that if R ⊆ X×X
is a preorder, then the topology with bases the family {R(x) : x ∈ X} is called
the Alexandrov topology induced by R. The specialisation preorder induced by
its interior operator coincides with R itself. We have now to solve the second
subproblem. To this end the following results are useful.

Facts 4 (see [22]). Let 〈U,U,R〉 be a SRS. Then the following are equivalent:
(i) R is preorder. (ii) �[i] and �A coincide with R�. (iii) int and [i] coincide
with the interior operator of the Alexandrov topology induced by R� while 〈i〉
and cl are their dual closure operators. (iv) �[e] and �C coincide with R. (v) [e]
and C coincide with the interior operator of the Alexandrov topology induced by
R while 〈e〉 and A are their dual closure operators.

The following are elementary albeit very useful results:

Lemma 3. Let P = 〈U,U,R〉 be a SRS such that R is a preorder: Then for any
x, y ∈ X, A ⊆ X:

(1) y ∈ R(x) =⇒ R(y) ⊆ R(x).
(2) {x : R(x) ⊆ A} =

⋃{R(x) : R(x) ⊆ A}.
Proof. (1) The easy proof is in [22]. (2) The left set is included in the right
one because, for reflexivity, x ∈ R(x). Conversely, from (1) if y ∈ R(x) then
R(y) ⊆ R(x). Since the inclusion relation is transitive, R(y) ⊆ A. Therefore, the
right set is included in the left one. �

Observation 5. On the contrary, even if R is a partial order one cannot prove
{x : A ⊆ R(x)} =

⋃{R(x) : A ⊆ R(x)}. Indeed, if R is reflexive we can just
prove that the left set is included in the right one. But the converse inclusion fails.
For instance, in the poset on {1, 2, 3, 4} such that {1 ≤ 3, 1 ≤ 2 ≤ 4} ∪ {x ≤ x},
if A = {2, 4} then

⋃{R(x) : A ⊆ R(x)} =
⋃{R(2)} = {2, 4}. But {x : A ⊆

R(x)} = {2}.
Lemma 4. Let P = 〈U,U,R〉 be a SRS. Then for any X,A ⊆ U ,

⋃{R(X) :
R(X) ⊆ A} =

⋃{R(x) : x ∈ X ∧ R(x) ⊆ A}
Proof. Independently of the properties of R, from elementary logic. In fact, since
R is additive, R(X) =

⋃{R(x)}x∈X . Moreover, if R(x) ⊆ A and R(x′) ⊆ A, then
R(x) ∪ R(x′) ⊆ A. �

Observation 6. The above proof is expressed in Natural Deduction by the ∨-
elimination rule: (α � β & γ � β) −→ (α ∨ γ � β)). On the contrary, A ⊆
R(x)∪R(x′) does not implies A ⊆ R(x) or A ⊆ R(x′). The logical reason is that
((α =⇒ β)∨ (α =⇒ γ)) =⇒ (α =⇒ (β ∨γ)) but the reverse implication does not
hold, because =⇒ is not additive, but multiplicative qua upper adjoint4. This
4 It is worth noticing that there are constructive logics between Intuitionistic and

Classical logics such that the opposite of the above implication holds if the premise
is a negated formula (see [14]).
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is true independently of the properties of R (trivially, {a, b} ⊆ {a} ∪ {b} but
{a, b} � {a} and {a, b} � {b}).

A particular type of property system is given by relational structures P =
〈U,Z, R〉 such that Z ⊆ ℘(U). If 〈g,A〉 ∈ R, then A can be considered a col-
lection of neighbors of g. Hence we call such a property system P a relational
neighborhood structure, RNSTR, and if g′ ∈ N ∈ R(g), we say that g′ is a neigh-
bor and N a neighborhood of g. We set Ng = R(g) and call it the neighborhood
family of g. The family N (P) = {Ng : g ∈ U} is called a neighborhood system.
Let us define on ℘(U):

(a) G(X) = {g : X ∈ Ng}; (b) F (X) = −G(−X) = {g : −X /∈ Ng}.

Consider the following conditions on N (P), for any g ∈ U , A,N,N ′ ⊆ U :

1: U ∈ Ng; 0: ∅ /∈ Ng; Id: if g ∈ G(A) then G(A) ∈ Ng;
N1: g ∈ N , for all N ∈ Ng; N2: if N ∈ Ng and N ⊆ N ′, then N ′ ∈ Ng;
N3: if N,N ′ ∈ Ng, then N ∩ N ′ ∈ Ng. N4: ∃N,Ng =↑ N = {N ′ : N ⊆ N ′}.

They induce the following properties of the operators G and F (see [21] or [25])5:

Table 2. Properties of the operators G and F

Condition Equivalent properties of G Equivalent properties of F

1 G(U) = U F (∅) = ∅
0 G(∅) = ∅ F (U) = U

Id G(X) ⊆ G(G(X)) F (F (X)) ⊆ F (X)

N1 G(X) ⊆ X X ⊆ F (X)

N2 X ⊆ Y ⇒ G(X) ⊆ G(Y ) G(X ∩ Y ) ⊆ G(X) ∩ G(Y )

X ⊆ Y ⇒ F (X) ⊆ F (Y ) F (X ∪ Y ) ⊇ F (X) ∪ F (Y )

N3 G(X ∩ Y ) ⊇ G(X) ∩ G(Y ) F (X ∪ Y ) ⊆ F (X) ∪ F (Y )

Facts 5. In the presence of N2, Id is equivalent to the following weaker
condition:

if N ∈ Nx, then ∃N ′ ∈ Nx such that for any y ∈ N ′, N ∈ Ny (τ)

This is the familiar topological property usually explained by the sentence: “if
X is a neighborhood of a point x, then it is also a neighborhood of all the points
that are sufficiently close to x”6.

We are now ready to face the second subproblem.
5 In these works N (P) is denoted as N (U) and instead of Z the entire powerset ℘(U)

is considered. The present is a slight generalization.
6 For the notions of a “neighborhood” and a “pretopology”, see [5,16].
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3 Towards Coverings: Neighborhood System

In this section we introduce two pairs of RNSTRs of the form 〈U,Z,∈〉, and
a pair of neighborhood systems, which we can derive by a property system
〈U,M,R〉. In each pair, in the first structure Z is a collections of subset of objects
provided by the reverse relation R�, while in the second one Z is a collections
of subsets of abstract neighborhoods defined by means of R. Together with the
basic constructors, these neighborhood systems will be used in the next section
to define the covering-based approximation operators that have been introduced
in rough set literature using different approaches, and to study their properties
and relationships.

Definition 7. Let P = 〈U,M,R〉 be a property system. For any g ∈ U,m ∈ M :

(a) Let N R�

g = {R�(m) : m ∈ R(g)}. The family NR�(P) = {N R�

g : g ∈ U}
will be called the normal neighborhood system, NNS, induced by P.

(a’) Let us set PR�

= 〈U,
⋃

(NR�(P)),∈〉.
(b) Let N R

m = {R(g) : g ∈ R�(m)}. The family NR(P) = {N R
m : m ∈ M} will

be called the co-normal neighborhood system, CNNS, induced by P.
(b’) Let us set PR = 〈M,

⋃
(NR(P)),∈〉.

(c) Let N ↑R�

g =
⋃{↑ R�(m) : m ∈ R(g)}. The family N↑R�(P) = {N ↑R�

g :
g ∈ U} will be called principal neighborhood system, PNS, induced by P.

(c’) Let us set P↑R�

= 〈U,
⋃

(N↑R�(P)),∈〉.
(d) Let N ↑R

m =
⋃{↑ R(g) : g ∈ R�(m)}. The family N↑R(P) = {N ↑R

m : m ∈
M} will be called co-principal neighborhood system, CPNS, induced by P.

(d’) Let us set P↑R = 〈M,
⋃

(N↑R(P)),∈〉.
(e) Let P be a SRS. Let us set N ∗

x =↑ R(x) and N ∗�
x =↑ R�(x) The family

N∗(P) = {N ∗
x : x ∈ U} is called R-neighborhood system, RNS, induced by

P and the family N �
∗ (P) = {N ∗�

x : x ∈ U} the co-R-neighborhood system,
CRNS, induced by P.

Observation 7. The domain N∗(P) is justified by the fact that in a SRS if we
consider an element g of U as an abstract neighborhood, then in moving towards
a more concrete framework, it must represent the set of its neighbors.

Theorem 1. Let P = 〈U,U,R〉 be a SRS with R a preorder. Then N↑R(P) =
N∗(P) and N↑R�(P) = N �

∗ (P).

Proof. Let us prove that if R is a preorder then N ↑R
x =↑ R(x), any x ∈ U .

Because of reflexivity, x ∈ R�(x). Therefore, ↑ R(x) ∈ {↑ R(z) : z ∈ R�(x)}.
Suppose y ∈ R�(x). By transitivity, R�(y) ⊆ R�(x) so that R(x) ⊆ R(y).
It follows that ↑ R(y) ⊆↑ R(x). We conclude that ↑ R(x)∪ ↑ R(y) =↑ R(x).
Analogously for R�. �

Note: From now on, if an operator φ is defined on a structure S, we shall write
φS if the structure must be distinguished.

Definition 8. Let R ⊆ X × Y . R is called serial if ∀x ∈ X,∃y ∈ Y (〈x, y〉 ∈ R).
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Lemma 5. For any property system P = 〈U,M,R〉: If R� is serial:

(1)
⋃

(NR�(P)) = {R�(m) : m ∈ M} and
⋃

(N↑R�(P)) = {↑ R�(m) : m ∈ M}.
(2)

⋃
(NR(P)) = {R(g) : g ∈ U} and

⋃
(N↑R(P)) = {↑ R(g) : g ∈ U} = N∗.

Proof. (1) By definition, NR�(P) = {{R�(m) : m ∈ R(g)}}g∈U . It follows
that

⋃
(NR�(P)) = {R�(m) : m ∈ R(g)}g∈U . Since R� is serial, R(U) = M .

Hence, {R�(m) : m ∈ R(g)}g∈U = {R�(m) : m ∈ M}. The second part follows
similarly. (2) is just the reverse of (1) using the fact that if R is serial, then
R�(M) = U . �

Clearly, PR�

, P↑R�

, P↑R and PR are RNSTRs of the form 〈U,Z,∈〉. In the
first two structures, Z ⊆ ℘(U), while in the second two Z ⊆ ℘(M).

To avoid confusion, in a relational structures 〈U,Z, R〉 with Z ⊆ ℘(U) and
R ⊆ U × Z, instead of the short R�(X) we shall adopt the full notation
R�({X}), to underline that X is an element, not a subset, of the codomain
of R. On the contrary, we shall write R(X) because in the domain of R, X is
a subset not an element. The next result deals with the fact that in property
systems like that a subset of the domain of R may appear as an element of the
domain of R�.

Theorem 2. Let P = 〈U,Z, R〉 be such that Z ⊆ ℘(U), N (P) its induced
neighborhood system, and G the operator defined on it. Then for any X ∈ Z:

(1) R�({X}) = G(X); (2) if ∅ /∈ Z, then 0 holds in N (P).
(3) If R =∈, then: (a) R�({X}) = X; (b) G(X) = X; (c) for all g ∈ U , if
g ∈ G(X), then G(X) ∈ Ng; (d) in N (P), 0 and N1 hold. (see [25]).

Proof. (1) (adapted from [22]): G(X) = {g : X ∈ Ng}. But X ∈ Ng iff
〈g,X〉 ∈ R iff g ∈ R�({X}). Hence, G(X) = {g : g ∈ R�({X})} = R�({X}).
(2) Obvious. (3): (a) Trivially, g ∈ R�({X}) iff X ∈ R(g) iff g ∈ X. (b)
From (1) and (a). (c) g ∈ G(X) if X ∈ Ng. But from (b), G(X) = X so that
G(X) ∈ Ng. �

Observation 8. Point (3).(c) of the above Theorem 2 is a restricted form of Id.
Notice that (1) and (2) do not require R to be serial. The fact that there can be
a g ∈ U such that R(g) = ∅ does not affect the results7. Since it is not required
that

⋃ Z = U , if R =∈ and
⋃ Z �= U , then surely a g exists such that g does

not belong to any element of Z. The results of (3) are not affected, though.

Theorem 3. Let P = 〈U,M,R〉 be a property system. Then, (1) In NR�(P)
and NR(P), 0, N1 and (τ) hold. (2) In N↑R�(P) and N↑R(P), 0, N1, N2 and
Id hold.

7 If R is not serial and R(g) = ∅, then ∅ does not belong to Ng. Otherwise stated, ∅
is different from {∅}. 0 does not hold if there exists g ∈ G such that 〈g, ∅〉 ∈ R.
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Proof. (1) N1: if m ∈ R(g) then g ∈ R�(m). Therefore, for all N ∈ N R�

g ,
g ∈ N . 0: it is an obvious consequence of N1. (τ): Let R�(m) ∈ N R�

g . By
definition, for all g′ ∈ R�(m), R�(m) ∈ N ↑R�

g′ . The proofs for NR(P) are just
the reverse. (2) 0, N1 and (τ) as before and the trivial fact that if x ∈ X and
X ⊆ X ′, then x ∈ X ′. N2 is a direct consequence of the definition of a PNS and
a CPNS. 1 is a consequence of N2. Since (τ) and N2 hold, in view of Facts 5,
we obtain Id. The proofs for N↑R(P) are just the reverse. �

Observation 9. Notice that N2 and N1 are not enough to prove Id. Indeed,
the above theorem holds because of the particular assignment “R�(m) ∈ Ng

iff m ∈ R(g)”. As a counterexample, consider U = {a, b, c} and set Na =
⋃{↑

{a, b}}, Nb =
⋃{↑ {a, b}}, Nc =

⋃{↑ {a, c}}. Then N1 and N2 hold, but if we
take N = {a, c}, then N ∈ Nc, a belongs to any element of Nc, but N /∈ Na.
The problem here is the following: suppose ↑ X ⊆ Nx if X = R�(m) for some
m ∈ M , then {a, c} = R�(m) implies m ∈ R(a). But {a, c} /∈ Na. On the
contrary, if ↑ R�(m) ⊆ Nx iff m ∈ R(x), we would have Na =↑ {a, b}∪ ↑ {a, c}.
Notice, moreover, that because of N2, F (A) = −{x : ∃N(N ∈ Nx ∧N ⊆ −A} =
{x : ∀N(N ∈ Nx =⇒ N ∩ A �= ∅)}.
In view of Theorem 3.(2), by looking at Table 2 one expects G↑R�

and G↑R to
be interior operators. Indeed, we have the following result:

Theorem 4. Let P = 〈U,M,R〉 be a property system. Let intP be the operator
int defined on P and G↑R�

the operator G defined on N↑R�(P). Then, for any
A ⊆ U, intP(A) = G↑R�

(A).

Proof. For all g ∈ U , g ∈ G↑R�

(A) iff A ∈ N ↑R�

g iff ∃m(m ∈ R(g) ∧ A ∈↑
R�(m)) iff ∃m(g ∈ R�(m) ∧ R�(m) ⊆ A) iff x ∈ ⋃{R�(m) : R�(m) ⊆ A} =
intP(A). �

Anyway, apart from the operator G, the neighborhood system P↑R�

is less
meaningful for the other operators. For instance, for any A ⊆ U , if for some
g ∈ U , R(g) ⊆ A, then int↑R�

(A) = A. In fact, in this case A ∈ N ↑R�

g so
that A ∈ ⋃

(N↑R�(U)). From Lemma 2, it follows that ∈� ({A}) = A. Hence⋃{∈� ({X}) :∈� ({X}) ⊆ A} =∈� ({A}) = A.

Definition 9. Let U be a set and Z ⊆ ℘(U). Then by ⇑ Z we denote the set
{↑ X : X ∈ Z}.
Example 4. Consider the property system of Example 1.
N R�

a = {R�(m1), R�(m3)} = {{a, b, c, d}, {a, b, c}}.
N R�

b = N R�

b = {{a, b, c, d}, {b, c, d}, {a, b, c}, {b, c, d, e}}.
N R�

d = {{a, b, c, d}, {b, c, d}, {b, c, d, e}, {d, e, f}, {d, g}}.
One can easily verify, for instance, that {b, c, d} is in the neighborhoods of all
its elements (property (τ)). Since R� is serial,

⋃
(NR�(P)) = {R�(m) : m ∈

M} = {{a, b, c, d}, {b, c, d}, {a, b, c}, {b, c, d, e}, {d, e, f}, {d, g}}.
N ↑R�

a =
⋃{↑ {a, b, c, d}, ↑ {a, b, c}}. N ↑R�

e =
⋃{↑ {b, c, d, e}, ↑ {d, e, f}}.

In general, for g ∈ U , N ↑R�

g =
⋃

(⇑ N R�

g ), and so on.
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From Example 3 we know that intP({b, c, d, f, g}) = {b, c, d, g}. Let us compute
G↑R�

({b, c, d, f, g}). Step 1: {b, c, d, f, g} ∈↑ {b, c, d} and {b, c, d} belongs to
N ↑R�

b , N ↑R�

c and N ↑R�

d . Moreover, {b, c, d, f, g} ∈↑ {d, g} and {d, g} belongs
to N ↑R�

d and N ↑R�

g . On the contrary, {b, c, d, f, g} /∈ N ↑R�

f , because for all
N ∈ N ↑R�

f , e ∈ N . Clearly, {b, c, d, f, g} /∈ N ↑R�

a , because a /∈ {b, c, d, f, g}.
Step 2: we conclude G↑R�

({b, c, d, f, g}) = {b, c, d, g}.

The operator G induced by an R-neighborhood system coincides with the con-
structor [e] induced by R itself (see [22])8:

Facts 6. Let P = 〈U,U,R〉 be a SRS, N∗(P) its R-neighborhood system and G∗

the operator G defined on it. Then for all A ⊆ U,G∗(A) = [e]P(A).

Facts 6 hold independently of the properties of R. But if, moreover, R is a pre-
order, then from Facts 3, G∗(A) = [e]P(A) = CP(A), all A ⊆ U .

Example 5. In the property system P of Example 2, {a, c, d} belongs just to
N ∗

a =↑ {a, d}. Hence, G∗({a, c, d}) = {a} = [e]P({a, c, d}). On the contrary,
CP({a, c, d}) = 〈i〉P({a}) = {a, d}. In fact, R is not a preorder (for instance,
〈c, c〉 /∈ R).

Finally, obviously any RNSTR is a property system. So it is possible to define
int and cl on it. Under this respect one has (see [22,25]):

Facts 7. Let a RNSTR 〈U,Z, R〉 induce a neighborhood system such that Id,
N1 and N2 hold. Then for any A ⊆ U, int(A) = G(A).

4 Covering-Based Approximations

Now we have the logico-mathematical machinery to deal with covering-based
approximation operators. We have mentioned in the Introduction that a covering
can be supposed to be induced by some property system. Indeed, we have:

Theorem 5. For any property system P = 〈U,M,R〉, (1)
⋃

(NR�(P)) and⋃
(N↑R�(P)) are coverings of U , provided R� is serial. (2)

⋃
(NR(P)) and⋃

(N↑R(P)) are coverings of M , provided R is serial.

Proof. (1) If R is serial R�(M) = U . Thus
⋃{R�(m) : m ∈ M} = R�(M) =

U . From Lemma 5 we obtain the proof. The second part of (1) is similar and (2)
is the reverse of (1). �

Given a property system P we shall denote the covering
⋃

(NR�(P)) as C(P)
and

⋃
(N↑R�(P)) as C(↑ P). C(P) will be called the covering induced by P and

C(↑ P) the principal covering induced by P. By K,K ′ and so on, we shall denote
any element of a covering C. Therefore, for any property system P and any m ∈
M , R�(m) is a block K of C(P) and any N ∈↑ R�(m) is a block K of C(↑ P).

8 In [22] N∗(U) is denoted as NF (R)(U), and N ∗
x as N R

x .
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As we can see from Example 4, the covering C(P) induced by the property
system of Example 1 is {{a, b, c, d}, {b, c, d}, {a, b, c}, {b, c, d, e}, {d, e, f}, {d, g}}.
Now, given a covering C on a set U we define the prototype of the property
systems P such that C = C(P).

Definition 10. Let C be a covering of a set U , with both U and C at most
countable. Let us set for all x ∈ U, 〈x,K〉 ∈ R iff x ∈ K. The resulting property
system P(C) = 〈U,C, R〉 will be called the covering property system, CPS,
induced by C.

Clearly, C =
⋃

(NR�(P(C))) so that C = C(P(C)).

Example 6. Let U = {a, b, c, d, e} and C = {{c, e}, {d, e}, {a, b, c}, {b, d, e}}.

R {c, e} {d, e} {a, b, c} {b, d, e}
a 0 0 1 0

b 0 0 1 1

c 1 0 1 0

d 0 1 0 1

e 1 1 0 1

At this point, some considerations on the operators so far discussed are in order.
First of all, notice that since int and C have the form 〈·〉[·], their logical structure
is ∃∀. Indeed in any property system P = 〈U,G,R〉, for all A ⊆ U,B ⊆ M :
int(A) = {g : ∃m(g ∈ R�(m) ∧ R�(m) ⊆ A)}

= {g : ∃m(g ∈ R�(m) ∧ ∀g′(g′ ∈ R�(m) =⇒ g′ ∈ A))}.
Symmetrically, C(B) = {m : ∃g(m ∈ R(g) ∧ ∀m′(m′ ∈ R(g) =⇒ m′ ∈ B))}.

In turn, cl and A have the form ∀∃:
cl(A) = {g : ∀m(m ∈ R(g) =⇒ m ∈ R(A)}

= {g : ∀m(g ∈ R�(m) =⇒ ∃a(a ∈ A ∧ a ∈ R�(m)))}
= {g : ∀m(g ∈ R�(m) =⇒ A ∩ R�(m) �= ∅)}.

Symmetrically, A(B) = {m : ∀g(m ∈ R(g) =⇒ B∩R(m) �= ∅)}. Therefore, since
R�(m) is a block of the induced covering C(P), g ∈ cl(A) iff K ∩ A �= ∅ for all
blocks K such that g ∈ K. This is different from operators such as φ(A) = {g :
∃m(g ∈ R�(m) ∧ R�(m) ∩ A �= ∅)} or, in a SRS, φ(A) = {g : R(g) ∩ A �= ∅}.

In the next two definitions, some standard notions are introduced.

Definition 11. For any covering C on a set U , let us set:

RC = {〈x, y〉 : ∃K ∈ C(x ∈ K ∧ y ∈ K)} (17)
RC = {〈x, y〉 : ∀K ∈ C(x ∈ K =⇒ y ∈ K)} (18)

Lemma 6. For any covering C on a set U ,
(1) RC is a tolerance relation. (2) RC is a preorder.
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Proof. (1) Because ∧ is reflexive (α ∧ α ≡ α) and commutative (α ∧ β ≡ β ∧ α).
(2) Because =⇒ is reflexive (α =⇒ α is a tautology) and transitive. �

Definition 12. Given a covering C on a set U and x ∈ U let us set:
(a) i(x) =

⋃{K : x ∈ K}, (a’) i(C) = {i(x) : x ∈ U}.
(b) n(x) =

⋂{K : x ∈ K}, (b’) n(C) = {n(x) : x ∈ U}.
(c) md(x) = {K : x ∈ K ∧ K is minimal}, (c’) md(C) = {md(x) : x ∈ U}.
(d) P(RC)) = 〈U,U,RC〉. (e) P(RC)) = 〈U,U,RC〉.
The set md(x) is called set of minimal descriptions of x.

Theorem 6. For any covering C on a set U and any x ∈ U ,
(1) 〈x, y〉 ∈ RC iff 〈i〉(x) ⊆ 〈i〉(y). (2) 〈i〉(x) ⊆ 〈i〉(y) iff md(x) ⊆ md(y). (3)
RC(x) = i(x). (4) RC(x) = n(x) =

⋂
md(x).

Proof. The proofs come directly from the definitions: (1) Trivial: 〈i〉(x) ⊆ 〈i〉(y)
iff {K : x ∈ K} ⊆ {K : y ∈ K} iff ∀K(x ∈ K =⇒ y ∈ K). (2) If 〈i〉(x) ⊆ 〈i〉(y),
trivially md(x) ⊆ md(y). Conversely, suppose md(x) ⊆ md(y). For any K ∈ C
such that x ∈ K, there is a K ′ ∈ md(x) such that K ′ ⊆ K. By assumption
x ∈ K ′, so that y ∈ K, too. (3) If x ∈ K, then ∀y(y ∈ K =⇒ y ∈ RC). So,
∀K(x ∈ K =⇒ K ⊆ RC(x)). Therefore, i(x) ⊆ RC(x). Vice-versa, for all y ∈ U ,
if y ∈ RC(x) then ∃K(x ∈ K ∧ y ∈ K. Hence RC(x) ⊆ i(x). (4) If y ∈ RC(x)
then y ∈ K for all K such that x ∈ K. Hence, y ∈ n(x), so that RC(x) ⊆ n(x).
Vice-versa, if y ∈ n(x) then ∀K(x ∈ K =⇒ y ∈ K). Thus, n(x) ⊆ RC(x). The
last equation derives directly from the minimality of the elements of md(x). �

Obviously, if md(x) = {K}, then K = n(x) = RC(x).

Connections. For Theorem 6.(2) cf. also [15]. As to Theorem 6.(4) cf. [9].

Example 7. For the covering of Example 6 one has:

x n(x) i(x) md(x)
a {a, b, c} {a, b, c} {{a, b, c}}
b {b} U {{b, d, e}, {a, b, c}}
c {c} {a, b, c, e} {{a, b, c}, {c, e}}
d {d, e} {b, d, e} {{d, e}}
e {e} {b, c, d, e} {{d, e}, {c, e}}

RC a b c d e
a 1 1 1 0 0
b 1 1 1 1 1
c 1 1 1 0 1
d 0 1 0 1 1
e 0 1 1 1 1

RC a b c d e
a 1 1 1 0 0
b 0 1 0 0 0
c 0 0 1 0 0
d 0 0 0 1 1
e 0 0 0 0 1

Definition 13. Given R ⊆ X × Y , let us set P(R) = 〈X,Y,R〉.
One has that C �= C(P(RC)) and C �= C(P(RC)). However:

Lemma 7. Let C be a covering of U . Then for all X ⊆ U ,
(1) 〈i〉P(RC)(X) = 〈e〉P(RC)(X) = 〈e〉P(C)〈i〉P(C)(X).
(2) [i]P(RC)(X) = [e]P(RC)(X) = [e]P(C)[i]P(C)(X).
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Proof. In what follows, R is the relation of the property system P(C).
(1) 〈e〉P(C)〈i〉P(C)(X) = {g : g ∈ R�({K}) ∧ K ∈ 〈i〉P(C)(X)}

= {g : g ∈ K ∧ ∃g′(g′ ∈ X ∧ K ∈ R(g′))}
= {g : g ∈ K ∧ ∃g′(g′ ∈ X ∧ g′ ∈ K)}
= {g : g ∈ K ∧ ∃g′(g′ ∈ X ∧ g ∈ RC(g′))}
= RC(X) = 〈i〉P(RC)(X) = 〈e〉P(RC)(X)

(because RC is symmetric). (2) By duality (a direct proof is in the
Appendix). �

The following operators induced by a covering C on a set U are taken from
[9,15,26]. To make notation uniform, we superimpose our own symbols9 (Table 3):

Table 3. Covering based approximation operators

[9] [15] [26] New symbols and original definitions

L (lC)0(X) =
⋃{n(x) : n(x) ⊆ X}

U (uC)0(X) =
⋃{n(x) : x ∈ X}

CL L5 C1 (lC)1(X) =
⋃{K : K ⊆ X}

C1 (uC)1(X) =
⋂{−K : K ∩ X = ∅}

XL L1 C2 (lC)2(X) = {x : n(x) ⊆ X}
XH U1 C2 (uC)2(X) = {x : n(x) ∩ X �= ∅}

L2 C3 (lC)3(X) = {x : ∃y(y ∈ n(x) ∧ n(y) ⊆ X)}
U2 C3 (uC)3(X) = {x : ∀y(y ∈ n(x) =⇒ n(y) ∩ X �= ∅)}
L3 C4 (lC)4(X) = {x : ∀y(x ∈ n(y) =⇒ n(y) ⊆ X)}
U3 C4 (uC)4(X) =

⋃{n(x) : n(x) ∩ X �= ∅)}
L4 C5 (lC)5(X) = {x : ∀y(x ∈ n(y) =⇒ y ∈ X)}
U4 C5 (uC)5(X) =

⋃{n(x) : x ∈ X}
SL (lC)6(X) = {x : ∀K(x ∈ K =⇒ K ⊆ X)} = {x : i(x) ⊆ X}
SH (uC)6(X) =

⋃{K : K ∩ X �= ∅} =
⋃{i(x) : x ∈ X}

IH U5 (uC)7(X) =
⋃{n(x) : x ∈ X}

FH (uC)8(X) = (lC)1(X) ∪ (
⋃

(
⋃{Md(x) : x ∈ X ∩ −(lC)1(X)}))

Now we shall prove that the above operators can be defined by means of the
intensional and extensional constructors introduced in the previous section10.
Let us start with some observations about the operator n(x).

Observation 10. Notice that {g : ∀K(g ∈ K =⇒ K ∩ A �= ∅)} is not equal to
{g : n(g) ∩ A �= ∅}. In fact the former says that g ∈ K ∧ g ∈ K ′ =⇒ (∃a(a ∈
9 A wider reference about covering-based approximation operators and the scientific

literature about the topic can be found in Sect. 5 of [33].
10 The original definition of (uC)7 is (lC)1(X) ∪ (

⋃{n(x) : x ∈ X ∩ −(lC)1(X)}).
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A ∧ a ∈ K) ∧ ∃a′(a′ ∈ A ∧ a′ ∈ K ′)), while the latter says that g ∈ K ∧ g ∈
K ′ =⇒ (∃a(a ∈ A∧a ∈ K ∧a ∈ K ′). But ∃ is additive, not multiplicative. Thus,
∃a(a ∈ K) ∧ ∃a(a ∈ K ′) �≡ ∃a(a ∈ K ∧ a ∈ K ′).

Observation 11. In general topology it is proved that given a covering C on
a set U , the family {n(x) : x ∈ U} is a basis of the coarsest topology among
the topologies in which the elements of C are open sets. Actually, under our
hypotheses we can prove something more precise. Indeed, in view of the above
results and Facts 4, it is immediate to see that {n(x) : x ∈ U} is a basis for the
Alexandrov topology induced by RC.

Let us start with the operators defined on CPSs. They are the operators in which
n(x) does not appear.

Theorem 7. Let P(C) = 〈U,C, R〉 be a CPS, int, cl, 〈·〉 and [·], the operators
and constructors defined on P(C). Then, for all A ⊆ U :

(1) (lC)1(A) = int(A).
(2) (lC)1 is a pretopological interior operator.
(3) The dual operator of (lC)1 is (uC)1. Hence, (uC)1(A) = cl(A).
(4) For any K ∈ C, (lC)1(K) = int(K) = K.
(5) (lC)6(A) = [e][i](A), (uC)6(A) = 〈e〉〈i〉(A).
(6) (lC)md(C)

1 (A) = (lC)1(A), where (lC)md(C)
1 (A) is defined as {K : K ∈

md(C) ∧ K ⊆ A}.
Proof.(1) Since, from Theorem2.(3), R�({K}) = K, the result is immediate

from Lemma 2.(1).
(2) From (1) and Observation 3.
(3) Since R�({K}) = K, immediate from Lemma 2.(2).
(4)

⋃{K ′ : K ′ ⊆ K} = K, trivially.
(5) From Theorem 6.(3), (uC)6(A) = 〈i〉P(RC)(A) and (lC)6(A) = [i]P(RC)(A).

Therefore, from Lemma 7 one obtains the proof immediately (a direct proof
is in the Appendix).

(6) Since md(C) ⊆ C, (lC)md(C)
1 (A) ⊆ (lC)1(A). Let K /∈ md(x) for x ∈ K. The

∃K ′ ∈ md(x),K ′
� K. Hence, K =

⋃
x∈K{K ′ : K ′ ∈ md(x)}. Therefore,⋃{K ∈ C : K ⊆ A} =

⋃{K ′ : K ′ ∈ md(C) ∧ K ′ ⊆ A}. That is, (lC)1(A) ⊆
(lC)md(C)

1 (A). �

Observation 12. The last proof informs us that C and md(C) as subbases
induce the same topology. Moreover, ∀K ∈ C,∃K ⊆ md(C) such that K =

⋃ K.
Thus, we shall say that md(C) is a finer subbasis than C.

Notice that two non comparable subbases B1,B2 ⊆ ℘(U) may induce the
same topology on U . For instance, the subbases B1 = {{2, 4}, {3, 4}, {3, 5},
{4, 5}, {1, 2, 3, 4}} and B2 = {{2, 4}, {3}, {5}, {4, 5}, {1, 2, 3, 4}} induce the same
base {{2, 4}, {4}, {3}, {5}, {1, 2, 3, 4}}, but {3, 4} is not union of elements of B2

and {3} is not union of elements of B1.



126 P. Pagliani

Theorem 8. Let P(C) = 〈U,C, R〉 be a CPS, and N↑R�(P) its PNS. Then for
all A ⊆ U, (lC)1(A) = G↑R�

(A).

Proof. Directly from Theorem 4 and Theorem 7.(1). �

Theorem 9. Let P(C) = 〈U,C, R〉 be a CPS and �int be the specialisation
preorder induced by int. Then �int coincides with RC.

Proof. Let x �int y. Thus, x ∈ int(A) =⇒ y ∈ int(A), all A ⊆ U . In particular A
may be any K ∈ C. From Theorem 7.(4), int(K) = K. Hence x ∈ K =⇒ y ∈ K,
for any K ∈ C. Therefore y ∈ n(x), so that from Theorem 6, 〈x, y〉 ∈ RC . Vice-
versa, let 〈x, y〉 ∈ RC . Then, by definition, y ∈ n(x) so that for all K,x ∈ K =⇒
y ∈ K. If x ∈ int(A), Then there is K such that x ∈ K and K ⊆ A. But from
hypothesis y ∈ K, too. We conclude y ∈ int(A). �

Observation 13. The above theorem does not imply that intP(C) = CP(RC).
Indeed, this equation holds only if intP(C) is a topological interior operator
(cf. Facts 4).

Now we move to another set of approximation operators. As a matter of fact,
all the approximation operators based on the operator n(x) are actually induced
not by CPSs but by SRSs of the form 〈U,U,RC〉. We have denoted such SRSs as
P(RC). In what follows, since (uC)0, (uC)5 and (uC)7 have the same definition,
we shall write collectively (uC)0,5,7. The same convention will be adopted for
operators proved to coincide.

Theorem 10. Let P(RC) = 〈U,U,RC〉 be an SRS induced by a CPS and int,
cl, A, C, 〈·〉 and [·] the operators and constructors defined on P(RC). Then for
all A ⊆ U :

(1) (lC)0(A) = (lC)2(A) = [e](A) = C(A).
(2) (uC)2(A) = 〈e〉(A) = A(A).
(3) The dual operator of (lC)0,2 is (uC)2.
(4) (uC)0,5,7(A) = 〈i〉(A) = cl(A)
(5) (lC)0 is upper adjoint to (uC)0,5,7.
(6) (lC)5(A) = [i](A) = int(A).
(7) (lC)5 is the dual of (uC)0,5,7.
(8) (lC)3(A) = 〈e〉[e](A).
(9) (uC)3(A) = [e]〈e〉(A).

(10) (lC)4(A) = [i][e](A).
(11) (uC)4(A) = 〈i〉〈e〉(A).

Proof.(1) From Theorem 6.(4) for any x, n(x) = RC(x). Thus:
(lC)0(A) =

⋃{RC(x) : RC(x) ⊆ A} = C(A);
(lC)2(A) = {x : RC(X) ⊆ A} = [e](A).
Since RC is a preorder, from Facts 3 we complete the proof.

(2) (uC)2(A) = {x : RC(x) ∩ A �= ∅} = {x : x ∈ R�
C (A)} = 〈e〉(A).

(3) [e] is the dual of 〈e〉.
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(4) Clearly (uC)0(A) = R(A) = 〈i〉(A).
(5) From (1), (4) and the adjoint relations (11) we obtain the result.
(6) (uC)5(A) = {x : ∀y(x ∈ RC(y) =⇒ y ∈ A)} =

= {x : ∀y(y ∈ R�
C (x) =⇒ y ∈ A)} = {x : R�

C (x) ⊆ A} = [i](A).
(7) From (4), (6) and the fact that [i] is the dual of 〈i〉.
(8) (lC)3(A) = {x : ∃y(y ∈ RC(x) ∧ RC(y) ⊆ A)} =

= {x : ∃y(x ∈ R�
C (y) ∧ y ∈ [e](A))} =

= {x : ∃y(x ∈ 〈e〉(y) ∧ y ∈ [e](A))} = 〈e〉[e](A)
(9) (uC)3(A) = {x : ∀y(y ∈ RC(x) =⇒ RC(y) ∩ A �= ∅)} =

= {x : ∀y(y ∈ RC(x) =⇒ y ∈ 〈e〉(A))} =
= {x : RC(x) ⊆ 〈e〉(A)} = [e]〈e〉(A)

(10) (lC)4(A) = {x : ∀y(y ∈ R�
C (x) =⇒ RC(y) ⊆ A)} =

= {x : ∀y(y ∈ R�
C (x) =⇒ y ∈ [e](A))} =

= {x : R�
C (x) ⊆ [e](A)} = [i][e](A)

(11) (uC)4(A) =
⋃{RC(x) : RC(x) ∩ A �= ∅} =

⋃{RC(x) : x ∈ R�
C (A)} =

=
⋃{RC(x) : x ∈ 〈e〉(A)} =

⋃{〈i〉(x) : x ∈ 〈e〉(A)} = 〈i〉〈e〉(A).
�

The last operator to be interpreted is a tricky one, because it is computed on
two different domains. One is the usual P(C), the other is P(C�) = 〈U,C�, R〉,
where C� = {K : K ∈ {Md(x) : x ∈ U}}, that is, P(C�) is P(C) restricted to
the minimal elements of C. In what follows, if an operator � is computed on
P(C�), then it will be denoted with ��. The members of C� are denoted as K�.

Theorem 11. (uC)8(A) = int(A) ∪ (uC)�
6(A ∩ −int(A)).

Proof. From Theorem 7.(1), (uC)8(A) = int(A) ∪ (
⋃

(
⋃{Md(x) : x ∈ A ∩

−int(A)})). On P(C�),
⋃{Md(x) : x ∈ A ∩ −int(A)} =

⋃{K� : x ∈ K� ∧ x ∈
A ∩ −int(A)} = {K� : K� ∩ A ∩ −int(A) �= ∅} = (uC)�

6(A ∩ −int(A)). �

Usually, (uC)�
6(A ∩ −int(A)) is called the boundary of A.

Example 8. Given the covering C of Example 6:
(lC)1({a, c, e}) = {c, e}, (lC)1({a, b, e}) = ∅
(uC)1({a, c, e}) = U , (uC)1({b, c}) = {a, b, c}
(lC)6({a, c, e}) = ∅, (lC)6({b, d, e}) = {d}
(uC)6({a, c, e}) = U , (uC)6({a, b, e}) = U
(lC)0,2({a, c, e}) = {c, e}, (lC)0,2({a, b, e}) = {b, e}
(uC)2({a, c, e}) = {a, c, e, d}, (uC)2({b, c}) = {a, b, c}
(lC)3({a, c, e}) = {a, c, d, e}, (lC)3({a, b, e}) = {a, b, e, d}
(uC)3({a, c, e}) = {c, d, e)}, (uC)3({a, b, e}) = {b, d, e}
(lC)4({a, c, e}) = ∅, (lC)4({a, b, e}) = ∅, (lC)4({c, d, e}) = {d, e}
(uC)4({a, c, e}) = U , (uC)4({a, b, e}) = U , (uC)4({c}) = {a, b, c}
(lC)5({a, c, e}) = {a}, (lC)5({a, b, e}) = {a}, (lC)5({c, d, e}) = {d, e}
(uC)5({a, c, e}) = {a, b, c, e}, (uC)5({a, b, c, e}) = U , (uC)5({c}) = {c}



128 P. Pagliani

Let us display the above results in a synoptic table:

Table 4. Properties of covering-based approximation operators

Operator System Formula Dual Adj. Incr. Decr. Mono. Idem. Mult. Add.

(lC)1 P(C) int (uC)1 Note 1 No Yes Yes Yes No No

(uC)1 P(C) cl (lC)1 Note 1 Yes No Yes Yes No No

(lC)6 P(C) [e][i] (uC)6 (uC)6 No Yes Yes No Yes No

(uC)6 P(C) 〈e〉〈i〉 (lC)6 (lC)6 Yes No Yes No No Yes

(lC)6 P(RC) [i], [e] (uC)6 (uC)6 No Yes Yes No Yes No

(uC)6 P(RC) 〈e〉, 〈i〉 (lC)6 (lC)6 Yes No Yes No No Yes

(lC)1 N↑R� (P) G (uC)1 No Yes Yes Yes No No

(uC)1 N↑R� (P) F (lC)1 Yes No Yes Yes No No

(lC)0,2 P(RC) [e], C (uC)2 (uC)0,5,7 No Yes Yes Yes Yes No

(uC)2 P(RC) 〈e〉, A (lC)0,2 (lC)5 Yes No Yes Yes No Yes

(lC)5 P(RC) [i], int (uC)0,5,7 (uC)2 No Yes Yes Yes Yes No

(uC)0,5,7 P(RC) 〈i〉, cl (lC)5 (lC)0,2 Yes No Yes Yes No Yes

(lC)3 P(RC) 〈e〉[e] (uC)3 Note 2 Unp. Unp. Yes Yes No Yes

(uC)3 P(RC) [e]〈e〉 (lC)3 Note 3 Unp. Unp. Yes Yes Yes No

(lC)4 P(RC) [i][e] (uC)4 (uC)4 No Yes Yes Yes Yes No

(uC)4 P(RC) 〈i〉〈e〉 (lC)4 (lC)4 Yes No Yes Yes No Yes

Note 1: Both int and cl cannot have lower or upper adjoint because they are
neither additive nor multiplicative, in general. Note 2: (uC)3 is monotone and
multiplicative, hence it has the following lower adjoint: φ(X) =

⋂{Y : X ⊆
(uC)3(Y )}. Note 3: (lC)3 is monotone and additive, hence it has the following
upper adjoint: ψ(X) =

⋃{Y : (lC)3(Y ) ⊆ X}.

Remarks.
(A) The fact that (lC)6 is both upper adjoint and dual of (lC)6, and vice-versa, is
given by the duality between [i]P(RC) and 〈i〉P(RC), the fact that in any property
system [i] is upper adjoint of 〈e〉 and, finally, that 〈e〉P(RC) = 〈i〉P(RC). In P(C)
the proof of the duality runs as follows: 〈e〉〈i〉(X) ⊆ Y iff 〈i〉(X) ⊆ [i](Y ) iff
X ⊆ [e][i](Y ). A similar argument applies to (lC)4 and (uC)4.
(B) It is not difficult to prove the properties not established or directly deriv-
able by the preceding theorems. For instance, as to (lC)6, suppose R is sym-
metric. Then (lC)6 = [i][i]. But [i] might fail to be idempotent. Therefore,
([i][i])([i][i](A)) �= [i]([i][i](A)) �= [i][i](A). In turn, (uC)4 is increasing because
RC is reflexive, so is R�

C . Therefore, A ⊆ R�
C (A), so that A ⊆ R�

C (R�
C (A)) =

〈i〉〈e〉(A) = (uC)4. Similarly, from transitivity one obtains that (lC)4 is decreas-
ing. Moreover, one can notice that (lC)4 and (uC)4 are topological interior and,
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respectively, closure operators. On the contrary, the behaviour of (uC)3 can-
not be predicted. In fact, it amounts to IC(A), where I and C are the inte-
rior, respectively, closure operators of the Alexandrov topology with bases
{RC(x) : x ∈ U}. Thus from a logical point of view it is a double pseudo-
complementation, ¬¬(A) where the pseudocomplementation (i.e. intuitionistic
negation ¬A of A is I(−A) = [e](−A). It is well known that in Intuitionistic
logic α ≤ ¬¬(α), all formula α. But a formula α is interpreted on open sets.
Indeed, A ⊆ (uC)3(A) if A is such that [e](A) = A. So, in this case (uC)3 is
increasing. On the contrary, if A is a closed set, that is, 〈e〉(A) = A, then trivially
(uC)3(A) ⊆ A because [e] is decreasing on P(RC). But, if A is neither open nor
closed, the result is unpredictable, besides trivial cases (such as (uC)3(A) = ∅).
Dually for (lC)3.
(C) There are other combinations. Obviously, since in P(RC) the construc-
tors are idempotent, all the sequences ��, ...,�, of the same constructor
reduce to �. The combinations [e][i], 〈e〉〈i〉, 〈i〉[i] and [i]〈i〉 are the inverse of
(lC)4, (uC)4, (lC)3 and (uC)3, respectively. The last operator was briefly dis-
cussed in [25], p. 102.
(D) One problem is the interpretation of the above operators. Here are some
hints:
(lC)3(A) takes all the objects linked only to the internal kernel (necessary part)
of A. Otherwise stated, all the unnecessary links are discharged.
Since (uC)3(A) is the interior of the closure of A (see above (B)), it collects the
necessary part inside the topological closure of A.
(uC)4(A) collects the objects linked to A in both directions.
(lC)4(A) collects the elements of A which are linked in both directions only to
elements of A itself.

Connections. In Table 4 one can recognise, or easily derive, a number of prop-
erties about adjointness and duality between approximation operators like those
established in [27]. Moreover, one easily derives comparative results between
approximation operators, such as those presented in Sect. 4 of [26].

5 Some Algebra

The above results have a number of algebraic consequences. Some are new while
others are well-established. Nonetheless in the present framework all of them are
easy corollaries of a strict number of properties of the four constructors and the
relation which define the given property system. That proves the potentiality of
the present approach. Apart from some details, the key point is that RC is a
preorder.
From now on, let C be a covering on a countable set U .

Definition 14. Let P = 〈U,M,R〉 be a property system. If φ is a constructor
or combination of constructors with domain X, for X = U or X = M , we set:
(i) Sφ(P) = {Y ⊆ X : φ(Y ) = Y }; (ii) Lφ(P) = {φ(Y ) : Y ⊆ X}.
If P is either P(C) or P(RC) then we set:
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(iii) Sn(P) = {Y ⊆ U : (uC)n(Y ) = Y }; (iv) Ln(P) = {(uC)n(Y ) : Y ⊆ U};
(v) Sn(P) = {Y ⊆ U : (lC)n(Y ) = Y }; (vi) Ln(P) = {(lC)n(Y ) : Y ⊆ U}.
Facts 8. If φ is idempotent, then Lφ(P) = Sφ(P).

Facts 9. If O′ �ι,σ O is an adjoint pair (see (9) and (10)), then: (i) ισ is an
interior operator (see Table 1); (ii) σι is a closure operator (see Table 1); (iii)
ισι = ι; (iv) σισ = σ; (v) σ : Sισ(O′) 	−→ Sσι(O) is an isomorphism; (vi)
ι : Sσι(O) 	−→ Sισ(O′) is an isomorphism.

Recalling that in any property system P = 〈U,M,R〉, ℘(M) �〈e〉,[i] ℘(U) and
℘(U) �〈i〉,[e] ℘(M), one obtains:

Corollary 1. (1) In any property system P, Lint(P) = Sint(P), Lcl(P) =
Scl(P), LC(P) = SC(P), LA(P) = SA(P).
(2) In any SRS such that R is a preorder, L〈i〉(P) = S〈i〉(P), L〈e〉(P) = S〈e〉(P),
L[i](P) = S[i](P).

Proof. (1) From Facts 9.(i) and (ii), in any property system int, cl, C and A are
idempotent. (2) In a SRS, if R is a preorder, then 〈·〉 and [·] are idempotent. �

Lemma 8. In any property system P, the set-theoretic complement “−” is an
antisomorphism between L〈·〉(P) and L[·](P), and between S〈·〉(P) and S[·](P),
where “·” are either both “i” or both “e”.

Proof. Provided “·” is either “i” or “e” in both constructors, for any X ⊆ U ,
〈·〉(X) ≤ 〈·〉(Y ) iff −〈·〉(Y ) ≤ −〈·〉(X) and by duality the latter is equivalent to
[·](−Y ) ≤ [·](−X). Moreover, if X ∈ L〈·〉(P) then for some Y ⊆ U , X = [·](Y ), so
that −X = −[·](Y ) = 〈·〉(−Y ) and vice-versa. We conclude that ∀X ∈ L〈·〉(P),
∃Y ∈ L[·](P) and vice-versa. Thus the set-theoretic complementation is an order-
reversing isomorphism between L〈·〉(P) and L[·](P). The latter antisomorphism
is a straightforward consequence of the former. �

Corollary 2. In any property system 〈U,M,R〉, the set-theoretic complement
“−” is an anti order-isomorphism between Scl(P) and Sint(P), and between
SC(P) and SA(P).

Proof. From a double application of Lemma8 and the fact that the operators
are idempotent. �

Consider the covering C of Example 5. The following are the diagrams of the
lattices induced by the approximation operators defined on P(C). Notice that
they are not distributive lattices. However, since in P(C) the relation R is serial,
they are bounded by U and ∅ (or by M and ∅ for the opposite side, since R� is
serial, too):
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S1(P(C)) U

�
� �

�
{a, b, c} {a, b, d} {d, e}

�
�

�
� �

�
{a, c} {a, b} {d}

�
�

�
�

�
�

�
�

{a}
�

�
∅

S1(P(C)) U

�
�

�
�

�
� �

�
{b, c, d, e}

�
�

{a, b, c, e} {c, d, e} {b, d, e}
�

� �
�

�
�

{a, b, c} {c, e} {d, e}
�

� �
�

∅
S6(P(C)) U

			 



{a, b, c, e} {b, c, d, e}

{a, b, c} {b, d, e}



 			

∅

S6(P(C)) U

			 



{a, c} {d, e}

{a} {d}



 			

∅

The above diagrams suggest some further investigations.

Lemma 9. [25]. Let P be a property system. Then,

(1) 〈Sint(P),∪,∧, ∅, U〉, where
∧

i∈I Xi = int(
⋂

i∈I

Xi), is a complete lattice.

(2) 〈Scl(P),∨,∩, ∅, U〉, where
∨

i∈I Xi = cl(
⋃

i∈I

Xi), is a complete lattice.

Corollary 3. For any covering C, S1(P(C)) and S1(P(C)), equipped with the
above operations are complete lattices.

From [2], every complete ortholattice is isomorphic to some S〈i〉(P) with R a
tolerance relation. Therefore:

Lemma 10. Let P = 〈U,U,R〉 be a SRS such that R is a tolerance relation.
Then S〈i〉(P) equipped with the operations ∪, ∧ and �, for

∧{Xi}i∈I =
⋃{〈i〉(x) :

〈i〉(x) ⊆ ⋃{Xi}i∈I} and X� =
⋃{〈i〉(x) : x /∈ X}, is a complete ortholattice.

Corollary 4. For any covering C, S6(P(C)) and S6(P(C)) can be made into
complete ortholattices.

Proof. From Lemma 6.(1), the proof of Theorem7.(5) and Lemma 10, S6(P(C))
can be made into a complete ortholattice. The same happens to the isomorphic
S6(P(C)) in view of the same Lemma 10. �
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Observation 14. In S6(P(C)) an example of orthonegation is {a, b, c}� which
is given by

⋃{〈i〉P(RC)(d), 〈i〉P(RC)(e)} =
⋃{{b, d, e}, {b, c, d, e}} = {b, c, d, e}.

An example in S6(P(C)) is {a}� = {d, e}. Notice that in view of the
isomorphism given by the set-theoretic complementation −, S6(P(C)) =
S〈i〉(P(−RC)). In other terms, S6(P(C)) can be obtained from the orthogonal-
ity space 〈U,U,−RC〉 (an orthogonality relation is the complement of a tolerance
relation).

Now we depict the diagrams of the lattices induced by the approximation oper-
ators defined on P(RC). Notice that all of them are distributive lattices because
all the constructors defined on preorders are distributive. Below, also the dia-
gram of the preorder RC is displayed. Again, all these lattices are bounded by
U and ∅:

b c e RC

��
� 

�

a d

�

S0,2(P(RC)) U S
0,5,7

(P(RC))

		 


{a, b, c, e} {b, c, d, e}

		 

 		 


{a, b, c} {b, c, e} {b, d, e} {c, d, e}



 		 

		 		


{b, c} {b, e} {c, e} {d, e}



		 

		 		
{b} {c} {e}



 		
∅

S
2
(P(RC)) U S5(P(RC))

		 


{a, b, c, d}{a, b, d, e}{a, c, d, e}

		 

		 		


{a, b, c} {a, b, d} {a, c, d} {a, d, e}



		 

		 		 


{a, b} {a, c} {a, d} {d, e}



 		 

 		
{a} {d}



 		
∅

S3(P(RC)) U

�
� �

�
{a, b, c} {a, b, d, e} {a, c, d, e}

�
��
� �

��
�

{a, b} {a, c} {d, e}

�
� �

�

∅

S
3
(P(RC)) U

�
� �

�
{a, b, c} {b, d, e} {c, d, e}

�
��
� �

��
�

{b} {c} {d, e}

�
� �

�

∅

S4(P(RC)) S
4
(P(RC))

U

�
� �

�
{d, e} {a, b, c}

�
� �

�

∅

We have to prove the properties that are suggested by the above diagrams. A
number of them are straightforwardly derivable from the adjunction properties
of the constructors.
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Lemma 11. Let P = 〈U,M,R〉 be a property system. Then:
(1) S[i]〈e〉(P) and S〈e〉[i](P) are order isomorphic; (2) S[e]〈i〉(P) and S〈i〉[e](P)
are order isomorphic; (3) S[e](P) = S[e]〈i〉(P); (4) S〈e〉(P) = S〈e〉[i](P);
(5) S[i](P) = S[i]〈e〉(P); (6) S〈i〉(P) = S〈i〉[e](P).

The proofs of (1) and (2) are trivially obtained from Facts 9.(v) and (vi). The
proofs of (3)–(6) derive from Facts 9.(iii) and (iv) according to the following
diagrams:

S[i]〈e〉(P)
〈e〉 �∼=�
[i]

S〈e〉[i](P)
�

�
�

� �
�

�
�

=

�
�

�
� �

�
�

�
S〈e〉(P)

〈e〉

�

[i]
�

[i] �∼=�
〈e〉

S[i](P)

[i]

�

〈e〉�

S[e]〈i〉(P)
〈i〉 �∼=�
[e]

S〈i〉[e](P)
�

�
�

� �
�

�
�

=

�
�

�
� �

�
�

�
S〈i〉(P)

〈i〉

�

[e]
�

[e] �∼=�
〈i〉

S[e](P)

[e]

�

〈i〉�

Lemma 12. In any SRS, if R is reflexive then S[e](P) = S〈i〉(P) and S[i](P) =
S〈e〉(P).

Proof. If 〈i〉(X) = X then 〈i〉(X) ⊆ X. It follows that X ⊆ [e](X). But if R
is reflexive [e](X) ⊆ X so that [e](X) = X. The reverse implication is proved
in the same way. The proof for the second equation is analogous (a direct proof
can be found in the Appendix). �

Lemma 13. In any SRS, P, S〈i〉〈e〉(P) = S[i][e](P) and S〈e〉〈i〉(P) = S[e][i](P),
provided R is reflexive.

Proof. Suppose 〈i〉〈e〉(X) = X. Then 〈e〉(X) = X. In fact, if 〈e〉(X) �= X, then
since R is reflexive, X � 〈e〉(X). But since 〈i〉 is increasing, too, X � 〈i〉〈e〉(X),
contradiction. Hence X belongs to S〈e〉(P) and for Lemma 12, X ∈ S[i](P).
Moreover, 〈i〉〈e〉(X) = 〈i〉(X) = X, so that X ∈ S〈i〉(P) and from Lemma 12,
X ∈ S[e](P). It follows that [i][e](X) = [i](X) = X. Therefore, X ∈ S[i][e](P).
The reverse implication is proved similarly, using the fact that if R is reflexive,
then [·] is decreasing. The proof for the second equation is analogous. �

Theorem 12. For any covering C,

(1) S4(P(RC)) = S4(P(RC));
(2) The set-theoretic complementation is an anti order-isomorphism between

S4(P(RC)) and S4(P(RC)) and between S6(P(C)) and S6(P(C)).
(3) S4(P(RC)) and S4(P(RC)) are the Boolean algebras of the clopen (closed

and open) sets of the Alexandrov topology induced by RC (or R�
C ), that is,

with sub-basis {RC(x) : x ∈ U} (or {R�
C (x) : x ∈ U}).

(4) S2(P(RC)) = S5(P(RC)).
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(5) S0,2(P(RC)) = S0,5,7(P(RC)).
(6) S0,2(P(RC)) is the family of open sets of the Alexandrov topology induced by

RC and S0,5,7(P(RC)) is the family of closed sets of the Alexandrov topology
induced by R�

C ;
(7) [e] is an anti order-isomorphism from S3(P(RC)) to S3(P(RC)); 〈e〉 is an

antisomorphism from S3(P(RC)) to S3(P(RC)).
(8) S3(P(RC)) and S3(P(RC)) are the Boolean algebras of the regular elements

of the Alexandrov topologies induced by RC and, respectively, R�
C .

Proof.(1) Directly from Lemma 13 and Theorem 10.(10) and (11).
(2) From a double application of Lemma 8.
(3) X ∈ S[e](P(RC)) iff [e](X) = X. Hence, from Facts 3.(iii), X ∈ S[e](P(RC))

iff 〈i〉[e](X) = X iff X is open in the Alexandrov topology induced by RC.
From Lemma 11.(5), X = [i](X) iff X = [i]〈e〉(X) iff X is a closed set of the
Alexandrov topology induced by RC. It follows that X = [i][e](X) iff X is
both open and closed in the Alexandrov topology induced by RC. Similarly,
using Facts 3.(iii) and Lemma 11.(6) one proves the same for 〈e〉〈i〉11.

(4) It is a direct corollary of Lemma 12 and Theorem 10.(2) and (6).
(5) It is a direct corollary of Lemma 12 and Theorem 10.(1) and (4).
(6) From Theorem 10.(1) and (4) and Facts 4.
(7) Suppose X ∈ S3(P(RC)). Therefore, X = 〈e〉[e](X). Since 〈e〉 is idempotent,

[e]〈e〉[e](X) = [e]〈e〉〈e〉[e](X) = [e]〈e〉(X). But the latter is an element of
S[e]〈e〉(P(RC)). The proof for 〈e〉 is analogous (a direct proof is in the Appen-
dix). Finally, let X ∈ S3(P(RC)). Hence, −X = −[e]〈e〉(X) = 〈e〉[e](−X).
Thus −X ∈ S3(P(RC)). Similar argument for the reverse direction. From
Lemma 8 we obtain the conclusion.

(8) In a topological space on a set U , interior operator I and closure operator
C, a subset X of U is called regular if IC(X) = X. It is well-known that
in any topological space the set of all the regular elements equipped with
the operations ¬(X) := I(−X), ∩, and X ∨ Y := IC(X ∪ Y ) is a Boolean
algebra. But from Facts 4 and 3, [e] is the interior operator of the Alexandrov
topology induced by RC , while 〈e〉 is its closure. Therefore, S[e]〈e〉(P(RC)) is
the set of the regular elements of the topology. As to S3(P(RC)), one has just
to notice that the topology is given by the reverse relation R�

C . Therefore,
sup coincides with ∪, while inf is given by

∧
i∈I Xi = IC(

⋂

i∈I

Xi). �

Corollary 5. For any covering C and any n ∈ {0, 2, 3, 4, 5, 7}, Sn(P(RC)) and
Sn(P(RC)) are bounded distributive lattices12.
11 Actually, from Facts 3.(iii), Corollary 1 and Lemma 11.(5) and (6) one trivially

derives that in any SRS P with R a preorder: S〈i〉(P) = S[e]〈i〉(P) = S[e](P) =
S〈i〉[e](P); S〈e〉(P) = S[i]〈e〉(P) = S[i](P) = S〈e〉[i](P).

12 In general, from Facts 3, if R is a preorder then the set of fixpoints of the construc-
tors 〈·〉 and [·] coincides with the sets of fixpoint of their derived operators 〈·〉[·]
and [·]〈·〉 (where the directions, intension or intension, alternate). Since the sets of
fixpoints of the derived operators form distributive lattices, the same happens for
the constructors.



Covering Rough Sets and Formal Topology 135

Lemma 14. Let P = 〈U,U,R〉 be an SRS. Then the following statements are
equivalent: (1) R� = R; (2) 〈i〉 = 〈e〉; (3) [i] = [e]. Moreover, if R is an equiv-
alence relation, then (4) S〈i〉(P) = Sint(P) = S[e](P); (5) S[e](P) = SA(P) =
S[i](P). (6) S〈i〉(P) = S[i](P); (7) S〈e〉(P) = S[e](P).

Proof. From Facts 1.(5) and 1.(6), R� = R iff 〈i〉 = 〈e〉 (or [i] = [e]). Therefore
the other equalities are described by the following diagrams (the double lines
mean equality):

S[e]〈i〉(P) ==============
Facts 4

S〈i〉(P) =

S[e](P)

Lemma 10

��������������

==============
Facts 4

S〈i〉[e](P)

Lemma 10

��������������

S〈e〉(P) ==============
Facts 4

S[i]〈e〉(P)

S〈e〉[i](P)

Lemma 10

��������������

==============
Facts 4

S[i](P)

Lemma 10

��������������

Corollary 6. Given a covering C on a set U , the following statements are equiva-
lent: (1) RC is an equivalence relation; (2) (uC)2 = (uC)0,5,7; (3) (lC)0,2 = (lC)5;
(3) S5(P(RC)) = S0,5,7(P(RC)); (4) S0,2(P(RC)) = S2(P(RC)).

Proof. Since RC is always a preorder, it is an equivalence relation iff R� = R.
Thus the results come trivially from the previous Lemma. �
Observation 15. From Theorem 12 and Corollary 6 one easily derives a number
of results established in Sect. 3 of [9] and in Sect. 4 of [26].

Definition 15. Let C be a covering on U :

(i) An element x ∈ U such that md(x) = {K} for some K ∈ C is called
representative. We also say that K is represented by x.

(ii) If ∀K ∈ C,∃x ∈ U such that md(x) = {K}, then C is called representa-
tive.

(iii) If ∀x ∈ U,∃K ∈ C such that md(x) = {K}, then C is called unary.
(iv) If C is representative and for any K �= K ′, neither K ⊆ K ′ or K ′ ⊆ K,

then C is called reduced.
(v) If C is representative and reduced, then it is called irredundant.
(vi) If C is both representative and unary, then it is said to be specialised.
(vii) If K ∈ C is represented, by rK we denote an arbitrary representative of

K. If x represents K, in some cases we shall denote K as Kx.

Connections. For the notion of a “unary covering”, see for instance [9] or [26],
for those of “representative” and “reduced” covering see [7]. However, in that
paper the term “reduced” is applied to the covering here called “irredundant”.
In turn, this term was introduced in [13] to define a covering C of U such that for
no K ∈ C, C∩−{K} is still a covering of U . The equivalence with our definition
is proved in the Appendix. The notion of a “specialised covering” seems to be
new.

The following examples show that all the above situations are independent.
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Example 9. C1 = {{b, c, d}, {a, b, d}, {c, d}}; C2 = {{a, b}, {a, c}, {a, c, d}};
C3 = {{a}, {b, c}, {b, c, d}}; C4 = {{a, c}, {b, c}, {d}};
C5 = {{a}, {b}, {a, b}}. C6 = {{a, b}, {a, c}, {b, c}}.

C1 is not representative ({b, c, d} is not represented), not unary (md(b) =
{{d, c}, {a, b, d}}), not reduced ({c, d} ⊆ {b, c, d}). C2 is representative
({{a, b}} = md(b), {{a, c}} = md(c), {{a, c, d}} = md(d)), but it is neither
unary (md(a) = {{a, b}, {a, c}}) nor reduced. C3 is specialised but not reduced.
C4 is representative, reduced, but not unary. C5 is unary but not representative.
C6 is reduced but neither representative nor unary.

However, there are some relationships among combinations of features:

Lemma 15. Let C be a covering. (1) If C is unary and reduced, then it is
specialised. (2) If C is unary but not representative, then it is not reduced. (3)
If C is reduced but not representative, it is not unary.

Proof. (1) Assume K is not represented and x ∈ K. Therefore, since C is unary,
md(x) = {K ′} for some K ′ �= K. Since C is reduced, K � K ′ and K ′

� K.
Therefore, md(x) ⊇ {K,K ′}. Contradiction. (2) and (3) are logical consequences
of (1). If C is specialised then it is representative. Therefore, from (1), if it is
unary and reduced, it is representative. It follows that if C is not representative,
then it is not both unary and reduced. This is equivalent to the following facts:
(a) if C is not representative, then if it is unary it is not reduced; (b) if C is not
representative, then if it is reduced it is not unary: But (a) is equivalent to (2)
and (b) to (3). �

One easily obtains the useful:

Lemma 16. If C is unary, then ∀K ∈ C, K =
⋃{RC(x) : x ∈ K}.

Proof. ∀x ∈ K, Kx ⊆ K, otherwise md(x) ⊇ {Kx,K}, which is a contradiction.
Since ∀x(x ∈ K =⇒ x ∈ Kx), because C is unary, we obtain K =

⋃{Kx}x∈K .
But from Theorem 6, Kx = n(x) = RC(x), so that we obtain the result. �

Corollary 7. Let C be a unary covering. Then intP(C) = CP(RC).

Proof. Indeed, ∀X ⊆ U , intP(C)(X) =
⋃{R�({K}) : R�({K}) ⊆ X}. But

from Lemma 16 this amounts to saying that intP(C)(X) =
⋃{RC(x) : RC(x) ⊆

X} = CP(RC)(X). �

Therefore, using Facts 3 one proves:

Theorem 13. If C is a unary covering on a set U , then intP(C) is a topological
interior operator on U and Sint(P(C)) is the distributive lattice of the open
subsets of U .

In the Appendix an alternative proof of Theorem13 is provided.
Now we show that if a covering C on a set U is representative, then there is

a specialised covering which is isomorphic to Sint(C).
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Definition 16. Let C be a representative covering on a set U . Let U� = {x ∈
U : |md(x)| = 1}. Otherwise stated, U� is the set of all representative elements
in C. Let us set C� = 〈U�,C, R�〉, where for any x ∈ U�, K ∈ C, 〈x,K〉 ∈ R�

iff 〈x,K〉 ∈ R.

Clearly, C� is a specialised covering on U , hence unary.

Lemma 17. Given a representative covering C on a set U :

(1) If x ∈ −U� then for all y ∈ U�, y /∈ RC(x).
(2) ∀x ∈ −U�, ∃y ∈ U� such that x ∈ RC(y).

Proof. (1) Trivially, if x /∈ U�, then RC(x) = n(x) /∈ C, while for all x ∈ U�,
RC(x) = n(x) = Kx ∈ C. (2) Since C is representative, for any K ∈ C, Ky for
some y ∈ U . But from (1), necessarily y ∈ U�. �

Definition 17. Given a representative covering C on a set U , let us define
the functions φ� : ℘(U) 	−→ ℘(U�);φ�(X) = X ∩ U� and φ� : ℘(U�) 	−→
℘(U);φ�(X) = RC(X).

Corollary 8. For any representative covering C, Sint(P(C�)) is isomorphic to
Sint(P(C)).

Proof. From Lemma 17, ∀x ∈ −U�, ∀K ∈ C, y ∈ 〈e〉({K}) iff ∃y ∈ U� such
that y ∈ 〈e〉({K}). Therefore, ∀X ⊆ U , ∀x ∈ −U�, x ∈ int(X) iff ∃y(y ∈
U� ∧ y ∈ K). We conclude that the function φ� is an isomorphism between
Sint(P(C)) and Sint(P(C�)). �

Theorem 14. If C is a representative covering:
(1) Sint(P(C)) is a distributive lattice. (2) S[i](P(C)) is a distributive lattice.

Proof. (1) is obtained immediately from Theorem13 and Corollary 8. (2) is a
straightforward consequence of (1) and the adjointness isomorphisms. �

However, if C is just representative but not specialised, then in P(C) the oper-
ator int fails to be a topological interior operator on U , so that C fails to be a
topological interior operator on C. Remember that in Sint(P(C)), int is defined
as in Lemma 9. Indeed, intP(C) does not distribute over ∩.

Example 10. Let C be the covering C2 of Example 9. As we know, it is repre-
sentative, but neither reduced nor unary. U� = {b, c, d}.

P(C) {a, b} {a, c} {a, b, d}
a 1 1 1
b 1 0 1
c 0 1 0
d 0 0 1

RC a b c d
a 1 0 0 0
b 1 1 0 0
c 1 0 1 0
d 1 1 0 1

P(C�) {a, b} {a, c} {a, b, d}
b 1 0 1
c 0 1 0
d 0 0 1

RC� b c d
b 1 0 0
c 0 1 0
d 1 0 1
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C

			 



S[i](P(C))

{{a, b}, {a, b, d}} {{a, b}, {a, c}}



 			 




{{a, b}} {{a, c}}



 			

∅

U

			 



Sint(P(C))

{a, b, d} {a, b, c}



 			 




{a, b} {a, c}



 			

∅
U

			 



SC(P(RC))

{a, b, d} {a, b, c}



 			 




{a, b} {a, c}



 			

{a}

∅

U

			 



SC(P(RC�))

{b, d} {b, c}



 			 




{b} {c}



 			

Sint(P(C�)) ∅

We have U� = {b, c, d}. Hence, for instance, φ�({a, b}) = {b} and
φ�({b, d}) = {a, b, d}. Moreover, intP(C)({a, b}) ∩ intP(C)({a, c}) = {a} �=
intP(C)({a, b}∩{a, c}) = intP(C)({a}) = ∅. Therefore, intP(C) is not topological.
On the contrary, intP(C�) is topological.

Notice that the difference between SC(P(RC)) and Sint(P(C)) is due to the
non representative elements. In fact, if x is not representative, then

⋂
md(x) /∈ C,

but
⋂

md(x) = RC(x). In the Appendix we prove that if C is representative,
then C is the set of coprime elements of Sint(P(C)). Hence RC(x) is not a
coprime element of Sint(P(C)), if x is not representative. On the contrary, the
set of coprime elements of SC(P(RC)) is {RC(x) : x ∈ U}. That explains the
importance for C to be unary in order to have SC(P(RC)) and Sint(P(C))
isomorphic. In our example a is not representative, RC(a) = {a}, but {a} /∈ C.

Moreover, if K ⊆ C, then 〈e〉(K) = {x ∈ R�(K)} = {x : ∃K ∈ K ∧ x ∈
R�(K)} = {x : ∃K ∈ K ∧ x ∈ K} =

⋃{K : K ∈ K}. This explains the
isomorphism between S[i](P(C)) and Sint(P(C)).

In view of Theorem 4 the above results can be restated in terms of neighborhood
systems. In what follow, notice that N ↑R�

g =
⋃{R�({K}) : K ∈ R(g)} =⋃{K : K ∈ R(g)} =

⋃{K : g ∈ K}, so that N↑R�(P(C)) = {↑ K : K ∈ C}.

Corollary 9. If C is a unary covering of a set U , then in N↑R�(P(C)) all the
properties 0, 1, N1, N2, N3 and N4 hold.

Since the proof is offered by Theorem 4, what it is interesting here are the con-
nections between the algebraic properties and the properties fulfilled by the
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neighborhood system N↑R�(P(C)). In any such a system, N1 and 1 derive from
the properties of R�, while N2 holds by definition of an order filter. 0 holds
because C is a covering of U ; this means that in P(C) the relation R� is serial
(moreover, R is serial, as well). If C is unary, then x ∈ K iff K ∈↑ Kx. Hence
N4 holds and N3 as well, as a consequence. On the contrary, if C is not unary,
N3 does not hold because for some x ∈ U , md(x) ⊆ {K1,K2} for K1 � K2 and
K2 � K1. Thus, K1 ∩ K2 /∈ C. Nonetheless, Theorem 14 together Theorem 8
informs us that if C is representative, then SG(N↑R�(P(C)) is a distributive
lattice (which does not mean that G distributes over ∩ - cf. Lemma 9).

Observation 16. Results like those above and those of Theorem 12.(8) and
Theorem 14 are connected to the properties of adjoint operators (see Proposition
1.4.9 of [25]) and the fact that there are topological formal systems which are
not topological spaces and topological spaces which are not topological formal
systems (see 15.14 of [25]).

Let − be the set theoretic complementation with respect to U . As a topo-
logical space, on Sint(P(C�)) a pseudocomplementation ¬ can be defined as
follows: ¬(X) = intP(C�)(U� ∩ −X). Thus φ�(¬X) = intP(C)(−φ�(X)) =
intP(C)(−(U� ∩ X)). It follows that on S[i](P(C)) the pseudocomplement of
X ⊆ U is [i]P(C)(−(U� ∩ X)).

Theorem 15. If C is a specialised and reduced covering, then Sint(P(C)) is a
Boolean algebra.

Proof. For all x ∈ U , md(x) = RC(x). Assume x �= y. If md(x) = md(y),
then RC(x) = RC(y). Otherwise, if md(y) �= md(x), neither x ∈ RC(y) nor
y ∈ RC(x) because C is unary and reduced, so that any x ∈ U belongs just to
a unique K ∈ C. We conclude (*): if RC(x) �= RC(y), then RC(x) � RC(y)
and RC(y) � RC(x). Let us now set x � y iff RC(x) = RC(y). Clearly,
Sint(P(C)) is isomorphic to Sint(P(RC�

)), where P(C)� = 〈U/�,C�, R�〉,
for C� = {K/� : K ∈ C} and 〈[x]�,K/�〉 ∈ R� iff x ∈ K. In view of (*), RC�
is the identity relation on U/�. Therefore, Sint(P(RC�

)) is a Boolean algebra.
As a consequence, Sint(P(RC)) is a Boolean algebra, and, thus, Sint(P(C)) as
well. Finally, as an immediate corollary, S[i](P(C)) is a Boolean algebra. �

Corollary 10. If C is irredundat, then Sint(P(C)) is a Boolean algebra.

The above Corollary is a direct consequence of Corollary 8 and Theorem 15. An
alternative proof which exploits an interesting result of [13] is in the Appendix.

Connections. Theorem 14.(2) is a proof of Theorem 4.1 of [7] by means of the
constructor approach. In [7] given a covering C of a set U , the set Cin(X) = {K :
K ⊆ X} is defined. After that, an equivalence relation Rin is defined on ℘(U)
as 〈X,Y 〉 ∈ Rin iff Cin(X) = Cin(Y ). Since Cin(X) = [i]P(C)(X), one has that
the lattice ℘(U)/Rin is isomorphic to S[i](P(C)). Theorem 15 corresponds to
Theorem 4.4 of [7] (where U� is denoted by Co). As to Corollary 7, it corresponds
to Corollary 2 of [9] (see also Lemma 3.1 of [30]).
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6 Conclusions

In our opinion, the operators acting properly on the basis of a covering are those
induced by a CPS 〈U,C, R〉 and not by an SRS 〈U,U,RC〉. Indeed, when one
moves from operators based on the elements of a covering C to operators based
on RC, one leaves the field of coverings proper and enters that of the operators
defined by preorders. About rough sets based on preorders, the literature is
abundant. See for instance [8,11,12,18,25] and others (not to mention the long-
stated results in Modal Logic).

Coverings, instead, have strict, albeit not univocal, relationships with toler-
ance relations. Also in this case, the literature is large. We just mention [1,13].
By the way, in the latter paper the notion of an injective covering is intro-
duced to study the relationships between coverings and tolerance relations. Using
our terminology, a covering C of a set U is called injective if for all x, y ∈ U ,
〈i〉(x) = 〈i〉(y) implies x = y. This is a notion completely different from those
discussed in the present paper. Indeed, {{a}, {b, c}} is representative, unary and
reduced, but not injective. On the other hand, {{a, b}, {a, c}, {a, b, c}} is injec-
tive but neither representative, nor unary (and not reduced, which is obvious in
view of Lemma 15.(1)).

In any case, it is worth underlining that the interpretation of covering-based
approximation operators by means of the four basic constructors has a practical
significance, because these constructors are easily computed (see [22] and the
Appendix).

A Appendix

The following result is the basis of the calculus of constructors by means of
Boolean matrices:

Duality between the constructors. In any SRS P, 〈e〉 and [e] are dual; 〈i〉
and [i] are dual.

Proof. −R�(−A) = {x : R(x) ⊆ A} (aka: −〈e〉(−A) = [e](A)).
−R�(−A) = −{x : x ∈ R�(−A)} = −{x : ∃y(y /∈ A ∧ x ∈ R�(y))}

= {x :�= ∃y(y /∈ A ∧ x ∈ R�(y))}
= {x : ∀y¬(y /∈ A ∧ x ∈ R�(y))} = {x : ∀y(x ∈ R�(y) =⇒ y ∈ A)}
= {x : ∀y(y ∈ R(x) =⇒ y ∈ A)} = {x : R(x) ⊆ A}.

Same for the intensional pair of constructors. �

Direct proof of Lemma 2.(2). The proof comes straightforwardly from (14).
Indeed,

⋂{−X ∈ Z : X ∩ A = ∅} =
⋂{−R�(m) : R�(m) ⊆ −A} = {g :

∀m((R�(m) ⊆ −A) =⇒ g /∈ R�(m))} = {g : ∀m(g ∈ R�(m) =⇒ R�(m) �

−A)} = {g : ∀m(m ∈ R(g) =⇒ R�(m)∩A �= ∅)}. From Lemma 1, the latter set
equals {g : ∀m(m ∈ R(g) =⇒ m ∈ R(A))} = {g : R(g) ⊆ R(A)}.

Direct proof of Theorem 12.(7). Since R is a preorder, for any X ⊆ U ,
[e](X) ⊆ X so that [e]〈e〉[e](X) ⊆ [e]〈e〉(X). Suppose now x ∈ [e]〈e〉(X). Then
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x ∈ [e](R�(X)) so that R(x) ⊆ R�(X). If x /∈ [e]〈e〉[e](X) then R(x) � R�({y :
R(y) ⊆ X}). Therefore, ∃z such that z ∈ R(x) and z /∈ R�({y : R(y) ⊆ X}).
Therefore, ∀y(R(y) ⊆ X =⇒ y /∈ R(z)), so that ∀y(y ∈ R(z) =⇒ R(y) � X).
But R is transitive. So R(y) ⊆ R(z). It follows R(z) � X, which leads to a
contradiction because z ∈ R(x) so that R(z) ⊆ R(x) which implies R(x) � X.

Direct proof of Lemma 7.(2):
[i]P(RC)(X) = {g : RC(x) ⊆ X} = {g : {g′ : ∃K(g′ ∈ K ∧ g ∈ K)} ⊆ X}

= {g : ∀K(g ∈ K =⇒ K ⊆ X)}
= {g : ∀K(K ∈ R(g) =⇒ R�({K}) ⊆ X)}
= {g : ∀K(K ∈ R(g) =⇒ K ∈ [i](X))}
= {g : R(g) ⊆ [i]P(C)(X)} = [e]P(C)[i]P(C)(X).

Direct proof of Lemma 7.(5):
(lC)6(A) = {x :

⋃{K : x ∈ K} ⊆ A} = {x : ∀K(x ∈ K =⇒ K ⊆ A)}
= {x : ∀K(K ∈ R(x) =⇒ R�({K}) ⊆ A)}
= {x : ∀K(K ∈ R(x) =⇒ K ∈ [i](A))} = [e][i](A).

Moreover, (uC)6(A) =
⋃{K : K ∩ A �= ∅}. Thus x ∈ (uC)6(A) iff ∃K(x ∈

K ∧K ∩A �= ∅) iff ∃K(x ∈ R�(K)∧R�({K})∩A �= ∅) iff ∃K(x ∈ 〈e〉(K)∧K ∈
〈i〉(A)) iff x ∈ 〈e〉〈i〉(A).

Direct proof of Lemma 12: 〈i〉(X) = X iff R(X) = X iff
⋃{R(x) : x ∈ X} =

X which implies ∀x ∈ X(R(x) ⊆ X). Let y /∈ X. Since R is reflexive, x ∈ R(x),
so that R(x) � X. In sum, x ∈ X =⇒ R(x) ⊆ X and x /∈ X =⇒ R(x) � X. We
conclude that x ∈ X iff R(x) ⊆ X which amounts to saying R(X) = {x : R(x) ⊆
X} = [e](X). Notice that seriality, trivially, is not enough. Indeed seriality does
not prevent from the existence of a g ∈ X such that R(g) ∩ X = ∅ - think of the
relation {〈a, b〉, 〈b, b〉} on the set {a, b} and put X = {a}.

Alternative proof of Theorem 13 (point (3) of Corollary 11 below):

Lemma 18. Let C be unary and C� = {K ∈ C : ∃x ∧ md(x) = {K}}. Then
RC� = RC.

Proof. Since C is unary, P(C�) = 〈U,C�, R�〉, where R� is R restricted to
U ×C�, is a specialised covering of U . So, let us assume y ∈ RC�(x). Therefore,
∀K ∈ C�(x ∈ K =⇒ y ∈ K). In particular this occurs for {K} = md(x).
Then for all K ∈ C(x ∈ K =⇒ y ∈ K) so that y ∈ RC(x). Thus RC� ⊆ RC.
Vice-versa, since C� ⊆ C, RC ⊆ RC� . �

Corollary 11. For any unary covering C:

(1) Sint(P(C)) = Sint(P(C�));
(2) Sint(P(C)) = SC(P(RC�));
(3) Sint(P(C)) is a topological space.

Proof. (1) From Theorem 9: �intP(C)= RC and �intP(C�)= RC� . But from
Lemma 18, RC = RC� . Therefore, �intP(C)=�intP(C�) so that Sint(P(C)) =
Sint(P(C�)). (2) From Corollary 7, intP(C�) = intP(RC� ), because P(C�)
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is a specialised covering whenever C is unary. In view of (1) one concludes
Sint(P(C)) = Sint(P(C�)) = SC(P(RC�)). (3) is obtained from (1) and
Theorem 13. �

Corollary 11.(3) is a proof, by means of the constructor approach, of Theorem12
of [17].
The following Lemma helps clarifying the isomorphism stated above:

Lemma 19. ∀K ∈ C ∩ −C�, ∃K ⊆ C� such that K =
⋃ K.

Proof. Let K ∈ C ∩ −C� and x ∈ K. Clearly, Kx � K, for minimality of
Kx. Therefore,

⋃{Kx : x ∈ K} ⊆ K. But by definition, x ∈ Kx. Therefore,⋃{Kx : x ∈ K} = K. �

Example 11. Let C = {{a}, {b}, {a, b}, {a, c}}. C� = {{a}, {b}, {a, c}}.

RC = RC� a b c
a 1 0 0
b 0 1 0
c 1 0 1

S[e](P(RC)) U S[e](P(RC�))

			 



{a, c} {a, b}




 			 



{a} {b}




 			

Sint(P(C)) ∅ Sint(P(C�))

Theorem 16. If C is a representative covering of a set U , then C is the set of
coprime elements of Sint(P(C)).

Proof. Since C is representative, for all K ∈ C, K = Kx for some x ∈ U .
Therefore, for all K ′

� K, x /∈ K ′, by definition of Kx. It follows that if K ⊆ C
and K /∈ K, then K �= ⋃ K. �

Justification of the definition of an “irredundant covering”. We recall
that in [13] a covering C of a set U is called “irredundant” if for any K ∈ C,
C ∩ −{K} is no longer a covering of U .

Theorem 17. C is an irredundant covering if and only if it is representative
and reduced.

Proof. (A) If C is redundant, then either it is not reduced or it is not repre-
sentative. Assume K ∈ C is redundant. Then for all x ∈ K, there is a K ′ ∈ C
such that x ∈ K ′. If K ⊆ K ′ or K ′ ⊆ K, then C is not reduced. If it is
reduced, then K ∩ K ′ /∈ C, because K ∩ K ′ ⊆ K and K ∩ K ′ ⊆ K ′. It follows
that for all x ∈ K, K �= Kx. Hence K is not represented. (B) If C is either
non-reduced or non-representative, then it is redundant. Trivially, if C is not
reduced, and K � K ′, then K is redundant. Suppose C is reduced but there
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exists K ∈ C which is not represented. Then for all x ∈ K, K �= Kx. It follows
that for all x ∈ K, there is a K ′ �= K such that x ∈ K ′. We conclude that K is
redundant. �

The composition of two relations R ⊆ X × Y and Z ⊆ Y × W , is defined as
R ⊗ Z = {〈x,w〉 : ∃y ∈ Y (〈x, y〉 ∈ R ∧ 〈y, w〉 ∈ Z}.

In [13] it is stated that if R is a preorder, then R�⊗R, is a tolerance relation.
We know that RC is a preorder. Now we prove that if in addition C is reduced,
then R�

C ⊗ RC(x) = RC(x) for all x ∈ U�. Since R�
C ⊗ RC(x) is a tolerance

relation, as a corollary we have that if C in addition is specialised then RC is
an equivalence relation. From that we can deduce that Sint(P(C)) is a Boolean
algebra (i.e. Theorem 15).

Lemma 20. For any covering C of U , for all x, y ∈ U , 〈x, y〉 ∈ R�
C ⊗ RC iff

∃z(〈z, x〉 ∈ RC ∧ 〈z, y〉 ∈ RC).

The proof is trivial.

Lemma 21. For any covering C of U , R�
C ⊗ RC ⊇ RC.

Proof. Let 〈x, y〉 ∈ RC. From reflexivity, 〈x, x〉 ∈ RC, so that from Lemma 20,
〈x, y〉 ∈ R�

C ⊗ RC. �

Theorem 18. For any reduced covering C of U , R�
C ⊗ RC(x) = RC(x) for all

x ∈ U�.

Proof. Suppose x ∈ U� and 〈x, y〉 ∈ R�
C ⊗ RC. Then ∃z such that x, y ∈

RC(z) = n(z) =
⋂

md(z). Since x is representative there is a Kx ∈ C and since
x ∈ n(x), Kx ⊆ K for all K ∈ md(z). But C is reduced, so that it must be
K = Kx for all K ∈ md(z). That is, md(z) = {Kx}, so that RC(z) = RC(x). It
follows that y ∈ RC(x) and one concludes R�

C ⊗RC ⊆ RC. In view of Lemma 21
the proof is complete. �

References
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A lack of complete information results in a granularity of the domain of dis-
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a concept on the domain may not be describable ‘precisely’, and the theory
addresses ‘approximations’ of such concepts. Formally, the backdrop is consti-
tuted by an approximation space, taken as a tuple (U,R), R being an equivalence
relation (called the indiscernibility relation) on the domain U1 of objects. The
partition induced by R reflects the granularity (mentioned above) of U that is a
result of a lack of complete information about the objects in U . In other words,
having ‘complete information’ about the domain U is identified with the case
when R is the identity relation on U . The equivalence classes of R give the ‘ele-
mentary’ granules. A concept, represented extensionally by a subset X of U ,
may not, in general, be expressible in terms of the elementary granules using the
set-theoretic operations of union, intersection and complementation. X is then
approximated from within and outside: the union of all equivalence classes [x]R
with [x]R ⊆ X gives the lower approximation of X, denoted as XR. On the other
hand, the union of all equivalence classes having a non-empty intersection with
X gives the upper approximation of X, denoted as XR. The elements belonging
to XR, XR and (XR)c, where Y c represents the set-theoretic complement of the
set Y , are respectively called the positive, possible and negative elements of X.
The set BR(X) := XR \ XR consists of the boundary/undecidable elements of
X. A set X with non-empty boundary BR(X), would then be one that cannot
be defined by equivalence classes as mentioned above. In that case, X is said to
be rough. Otherwise, X is termed definable.

A practical source of approximation spaces is a deterministic information
system [84]. Formally, a deterministic information system (DIS) S := (U,A,⋃

a∈A V ala, f) comprises a non-empty set U of objects, A of attributes, V ala of
attribute values for each a ∈ A, and a map f : U × A → ⋃

a∈A V ala such that
f(x, a) ∈ V ala. An equivalence (indiscernibility) relation IndS(B) on U is then
induced for any subset B of A: objects x and y are related, if they cannot be
distinguished using only the information provided by the attributes of the set B.
In other words, (x, y) ∈ IndS(B), if and only if f(x, a) = f(y, a) for all a ∈ B.
Thus, given a deterministic information system S and a set B ⊆ A of attributes,
we obtain an approximation space (U, IndS(B)). Moreover, it is established that
given an approximation space, one can determine an information system with
the same domain and a set of attributes such that the induced indiscernibility
relation coincides with the relation of the approximation space.

The above notion of information system is termed deterministic as it provides
precise information about each object regarding each attribute. Thus, the notion
of incomplete information systems is considered to represent the situation when
some of the information regarding an object’s attribute is missing. Different
interpretations are given to the absence of information, such as ‘lost’ or ‘do not
care’. In case of an incomplete information system, a similarity relation become
relevant [60,61]. It is assumed that, with more information, the attribute value
gaps in the data table would be filled by values from some attribute value
domain V that is given a priori. Different ‘completions’ of the information sys-
tem may then be obtained by assigning attribute values from V in place of the

1 In Pawlak’s original definition, U is assumed to be finite.
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missing values. The similarity relation is such that two objects are considered
distinguishable, if and only if they are distinguished by the induced indiscerni-
bility relation in every completion.

With time, Pawlak’s simple rough set model has seen many generalizations
due to demands from different practical situations. The variable precision rough
set model [111], the rough set model based on covering [85], neighborhood system
[68] and tolerance relation [95], the Bayesian rough set model [96], the fuzzy
rough set model [21] are a few instances. In this article, we are interested in
generalizations which arise in the following three kinds of situations.

(i) Information arrives from different agents.
(ii) There is inflow of information varying with time.
(iii) A combination of (i) and (ii).

Since, in Pawlak’s rough set theory, the information about the domain is
represented by a partition (equivalence relation), called the knowledge base (cf.
[92]), these situations give rise to families of classifications of the domains of
interest. For instance, in the multi-agent case, each agent has her own knowledge
base and thus we obtain a family of partitions on the same domain representing
the knowledge base of the group of agents under consideration. Similarly, when
there is a flow of information with time, which will possibly be in terms of
attributes and attribute values of the objects, we need to update the knowledge
base (information system) to incorporate new information. So we obtain a family
of partitions/information systems that are evolving with time, reflecting the
information about the domain at different time points.
Thus, in either case, the basic structure of interest to us is a family of partitions
of the same domain. Our interest is in studying the behavior of rough sets in
such structures. We adopt a formal logical approach.

Families of classifications of the domains of interest, were considered by
Pawlak himself at the very beginning of the development of rough set theory
(cf. [84]). In fact, according to him, “knowledge consists of a family of vari-
ous classification patterns of the domain of interest, which provide explicit facts
about reality – together with the reasoning capacity able to deliver implicit facts
derivable from explicit knowledge”. In [80], Or�lowska and Pawlak studied rough
set theory in a multi-agent setting, although the term multi-agent is not men-
tioned explicitly. A structure with a collection of equivalence relations over the
same domain was considered. These relations may be taken to represent the
knowledge base of individual agents such that each agent perceives the same
domain differently depending on what information she has about the domain.
A multi-modal logic was proposed where one can express the approximations
of the sets with respect to the knowledge base of the agents. Groups of agents
also enter the work of Rasiowa and Marek [90]. Inspired by rough sets, Rasiowa
and Marek investigated a first order logic with epistemic operators for groups
of agents, including an expression for joint knowledge. A set consisting of intel-
ligent agents, a ‘perception’ order (mathematically, a partial order on the set),
along with a collection of indiscernibility (equivalence) relations on the domain
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observed by each agent are considered. The joint capability of all agents to dis-
cern objects of the domain is taken to be reflected by the intersection of the
group’s equivalence relations, and is incorporated into the syntax of the logic.
One may note that this is similar to the notion of ‘distributed knowledge’ in
epistemic logic [34]. Rauszer [92] also investigated the multi-agent situation in
rough set theory in the lines of Rasiowa and Marek, calling the intersection of
the equivalence relations, the ‘strong distributed knowledge base’ of the group
of agents. A sound and complete propositional logic was proposed by Rauszer,
which is able to express the approximation of the sets with respect to the strong
distributed knowledge base of the group of agents. It is to be noted that the
work of Or�lowska and Pawlak [80], Rauszer [92] does not address the issue of
counterparts of the standard rough set concepts such as approximations of sets,
definability of sets in the multi-agent scenario.

Section 3 of the article presents our study of the multi-agent situation.
Throughout the article, the term ‘agent’ and the more general term ‘source’ will
be used synonymously. Our study of multi-agent situation is based on a Multiple-
source approximation system with distributed knowledge base (MSASD), which
also consists of a number of equivalence relations over the same domain. These
relations represent the knowledge base and distributed knowledge base of indi-
viduals and groups of sources respectively. We begin our study by exploring the
counterparts of the standard concepts of rough set theory mentioned above, viz.
approximations of sets and definability of sets. Moreover, we have also given some
expressions to dependency, which reflect how much the information provided by
the MSASD depends on that of a source or a group of sources.

In Sect. 4, we focus on possible logics for MSASD. It is observed that the
existing logical systems employed to study Pawlak approximation spaces includ-
ing the epistemic logic S5n [22] and one given in [80,92] are not strong enough
to express the generalized notions of approximations and definability of sets.
Thus, to facilitate formal reasoning with rough sets in MSASDs, a quantified
propositional modal logic LMSASD is proposed. It will be shown how the lan-
guage of LMSASD may be used to express the properties of rough sets in the
multiple-source situation. We will also explore some fragments of the logic and
obtain the relationship of LMSASD with some known logics.

A deductive system for LMSASD is presented in Sect. 5 and the corresponding
completeness theorem is established. The proof of the completeness theorem
employs the technique of copying given by Vakarelov [101], and later used by
Balbiani [1,2] to obtain completeness of many modal logics with semantics based
on relative accessibility relations. The issue of decidability is addressed in Sect. 6
and a decidable fragment of LMSASD is presented.

In Sect. 7, we give an algebraic semantics of LMSASD and the correspond-
ing soundness and completeness theorems are proved with respect to a class of
complete Boolean algebra with operators satisfying some additional properties.
In order to obtain the completeness theorem, we have used the technique of
completions of algebras. Q − filters are used instead of ultra-filters, because
the embedding given by Jónsson-Tarski Theorem may not preserve infinite joins
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and meets − which is what we require. The soundness and completeness theo-
rems also establish a strong connection between the MSASDs and the algebraic
counterpart of LMSASD.

Section 8 of the article deals with the scenario (ii), where the partition changes
with time due to a flow of information. For this, we consider a structure, called
dynamic approximation space (DAS), consisting of a finite sequence of equiva-
lence relations over the same domain. The DAS represents the knowledge base,
or the information that we have about the domain at different time points. Thus,
we are dealing with a finite linear time line. In fact, in the line of generalizations
of approximation space with relations other than equivalence (e.g. [58,65,95]), we
consider the more general structure of a dynamic space defined by Pagliani [82],
restricted to be finite in our study. So, a dynamic space for us is a finite sequence
of Kripke frames (with any binary relation) over the same domain. The dynamic
space consisting of Kripke I-frames, I ∈ {K,K4, T,B, S4,KTB,KB4, S5}, is
called a dynamic I space, following standard modal logic nomenclature. Thus,
the class of dynamic S5 spaces is just the class of DASs. As DASs are specially
relevant to the classical rough sets, we begin our study by exploring their proper-
ties. It is found that different patterns of flow of information determine different
types of DASs. The search for a suitable logic which can express approximations
of sets relative to time leads us to the language L, that has temporal operators
and modal operators for ‘necessity’ and ‘possibility’. Satisfiability of the wffs of
L is defined in structures based on dynamic spaces. It is shown that the different
dynamic I spaces as well as different types of DASs mentioned earlier can be
characterized by L-wffs. For each I, the class of dynamic I spaces determines
a logic L(T, I), and thus, in particular, we obtain the logic L(T, S5) for DASs.
The logics L(T, I) have a close connection with multi-modal logics. Keeping in
view the standard translation of the modal operator � (for necessity), L(T, I)
can also be related to first order temporal logics (cf. e.g. [37–39]). Further, one
can show that the L-semantics can be determined through a kind of fibring over
a combination of temporal and Kripke frames. In fact, this manner of combina-
tion of temporal and Kripke frames has also found application in modelling belief
revision [10,11]. Moreover, it is distinct from known proposals of combination
of modal logics, e.g. [8,20,27,29,35,62,63,106]. In Sect. 9, we shall discuss the
proposed logics in the perspective of other closely related known systems.

In Sect. 10, we focus on the proof procedures of the logics L(T, I). We
present tableau-based proof procedures in a schematic manner, and correspond-
ing soundness and completeness theorems are proved. A prefixed tableau is used,
in the line of [28]. In the case of standard modal logic, well-formed formulae
(wffs) are labeled with prefixes to name the world where each wff is supposed
to hold. As the satisfiability of L-wffs depends on time points as well as on the
objects of the domain, the notion of prefix is modified so that it not only names
an object, but also mentions the time point where the wff is supposed to hold.
Prefixed tableau calculi for multi-modal logics have been studied, for example,
in [3,32]. As there are connections between multi-modal logics and L(T, I), one
may wonder about possible syntactical links between the respective prefixed
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tableau calculi. However, on comparison, one can see that the notions of prefix
used in these studies are all different from each other.

Section 11 discusses the decidability results relative to different classes of
dynamic spaces. The general decidability result for L(T, I) is still open, but the
decidability of the validity problem of wffs in the class of dynamic I spaces with
a given cardinality (number of Kripke frames in the dynamic I space) is shown.
The same problem can also be decided for the class of all dynamic I spaces
with domains of a given finite cardinality. Two decidable fragments of the logics
L(T, I) are also presented.

The language L can study the effects of flow of information on the partitions,
but the flow of information itself does not appear in the picture. In other words,
we cannot see how the information is provided to the system through L. So, in
the last part of the article, we are interested in a dynamic logic for information
systems, where we can express the flow of information as well as its effect on the
approximation of sets. The first step in this direction is to come up with a logic
for information systems having the following desirable properties.

(I) The language should have attribute, attribute value constants.
(II) The semantics should be based on a structure having relative accessibility

relations with the power set of the set A of attributes as the parameter set.
These relations in the structure would be present syntactically as modali-
ties.

(III) The relationship between the induced relations (indiscernibility, similarity
etc.) with the attributes and attribute values should be reflected syntacti-
cally in the relationship between the modalities and the pairs of attribute,
attribute value constants.

(IV) The logic should have a sound and complete deductive system.

In Sect. 12, we present logics LISf and LDISf for information systems (which
could be deterministic or incomplete) and deterministic information systems
respectively which have all these properties. In fact, LISf and LDISf have modal
operators for similarity relations in addition to those for indiscernibility. It is
shown how the presence of the features (I)–(III) enables LDISf to express var-
ious concepts related to dependencies in data and data reduction. Soundness,
completeness and decidability for the logics are all established. Notions of infor-
mation and information update for information systems are then defined. The
logics LISf and LDISf are extended to define dynamic logics DLISf and DLDISf

for information systems and deterministic information systems respectively, that
accommodate these notions. The logics DLISf and DLDISf are related with LISf

and LDISf in the same way as dynamic epistemic logic (DEL) is related with epis-
temic logic. A set of reduction axioms is provided which gives us the decidability
and sound and complete deductive systems for DLISf and DLDISf . Finally, a
comparison with different dynamic epistemic logics is made.

In order to deal with situation (iii) mentioned in the beginning, where we
have multi-agents as well as information flow with time, the logics LISf , LDISf ,
DLISf , DLDISf are extended to a multi-agent scenario in Sect. 13. The extended
logic not only can express the flow of information from outside, but can also



152 Md.A. Khan

express the situation where an agent borrows some information from another
agent of the system. All the results of the single agent case can be carried over
to this case.

Section 14 gives a summary of the article and discusses some issues coming
out from the article which need further work. In the next section, we present the
requisite preliminaries.

This article is based on the work done in [7,42,45–49,51–55].

2 Rough Set Theory: Preliminaries

The section is organized as follows. In Sect. 2.1, we give some basic concepts
related with approximation spaces and deterministic information systems. Some
generalizations of the deterministic information system and Pawlak’s approxima-
tion space are also presented. In Sect. 2.2, we shall discuss some of the logics pro-
posed for rough set theory. We only present the logics and generalizations which
are relevant to this article. Finally, Sect. 2.3 gives some basic results related to
Boolean algebras with operators.

2.1 Approximation Spaces and Information Systems

The notion of an approximation space plays a crucial role in the rough set theory.

Definition 1. An approximation space is a pair (U,R), where U is a non-empty
set and R an equivalence relation on it.

A subset X of U may not, in general, be exactly describable using (the parti-
tion induced by) R. It is ‘approximated’ by the lower and upper approximations
(XR,XR respectively) defined as follows.

Definition 2.

XR := {x ∈ U : [x]R ⊆ X},
XR := {x ∈ U : [x]R ∩X �= ∅}.

So, given an approximation space (U,R) and a set X ⊆ U , the domain is divided
into three disjoint sets, viz. XR,XR \XR and (XR)c.

Definition 3. x ∈ U is said to be a

positive element of X if x ∈ XR,
negative element of X if x ∈ (XR)c,
boundary/undecidable element of X if XR \XR.

The set X is called definable in (U,R) if there is no boundary element of X. X
is rough, if it is not definable.

A realization of an approximation space is obtained through any deterministic
information system.
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Definition 4. A tuple S := (U,A, {V ala}a∈A, f) is called a deterministic infor-
mation system (DIS), where

– U is a non-empty set of objects;
– A is a non-empty set of attributes;
– V ala for each attribute a is a non-empty set, the elements of which are called

values of attribute a;
– f : U × A → ∪ {V ala : a ∈ A} is such that f(x, a) ∈ V ala, for any x ∈ U ,

a ∈ A.

Given a deterministic information system S := (U,A, {V ala}a∈A, f) and a set
B ⊆ A, the indiscernibility relation IndS(B) is an equivalence relation on U
defined by:

(x, y) ∈ IndS(B), if and only if f(x, a) = f(y, a) for all a ∈ B.

Let C be a map from the set of all deterministic information systems to the set
of all approximation spaces defined by C(S) := (U, IndS(A)), with S as above.
It is not difficult to show that C is onto.

Data Reduction and Dependency. Let S := (U,A, {V ala}a∈A, f) be a deter-
ministic information system. Recall that the notion of indiscernibility relation
is relative to a set of attributes. Thus, one may be interested in removing all
‘superfluous’ attributes, that is, those which do not affect the partition of the
domain, and consequently, set approximations. This is the main idea of reduction
of knowledge. Formally, we have the definitions as below.

Definition 5. Let P,Q ⊆ A.

1. POSP (Q):=
⋃

X∈U/IndS(Q) XIndS(P ) is the P -positive region of Q, where
U/IndS(Q) denotes the quotient set for the equivalence relation IndS(Q).

2. b ∈ P is said to be Q − dispensable in P if POSP (Q) = POS(P\{b})(Q);
otherwise b is Q− indispensable in P .

3. If every b ∈ P is Q–indispensable, P is Q–independent; otherwise P is Q–
dependent.

4. S ⊆ P will be called a Q−reduct of P if S is Q−independent and POSS(Q) =
POSP (Q).

We note that P ⊆ A may have multiple Q−reducts. Moreover, if P is infinite,
then it may not have any Q−reduct at all. In the special case that P = Q, we drop
the prefix ‘Q−’ in the above. In this case, observe that POSP (Q) = U , and the
condition under which b is dispensable in P , reduces to IndS(P ) = IndS(P \{b}).

The notion of dependency of sets of attributes is given as follows.

Definition 6. Let P,Q ⊆ A.

1. Q is said to depend on P (denoted P ⇒ Q), if IndS(P ) ⊆ IndS(Q).



154 Md.A. Khan

2. P and Q are called equivalent (denoted P ≡ Q), if IndS(P ) = IndS(Q).
3. P and Q are independent (P �≡ Q), if neither P ⇒ Q nor Q ⇒ P hold.

Table 1. Deterministic information system S

T H N

x1 Very high No Yes

x2 High Yes No

x3 No No Yes

x4 No No Yes

x5 Very high No Yes

x6 Very high Yes Yes

x7 High Yes Yes

x8 High Yes No

Example 1. This example will serve as an illustration of ideas considered above.
Let us consider the deterministic information system S of Table 1 below, which
provides information about eight patients x1−x8 regarding the attributes ‘Tem-
perature (T )’, ‘Headache (H)’ and ‘Nausea (N)’. This table is a modified form
of the one given in [33]. The indiscernibility relations corresponding to attribute
sets {a}, {b}, {c}, and P := {a, b, c} are obtained as follows:

IndS({a}) := {{x1, x5, x6}, {x2, x7, x8}, {x3, x4}};
IndS({b}) := {{x2, x6, x7, x8}, {x1, x3, x4, x5}};
IndS({c}) := {{x1, x3, x4, x5, x6, x7}, {x2, x8}};

IndS({a, b}) := {{x1, x5}, {x2, x7, x8}, {x3, x4}, {x6}};
IndS({a, c}) := {{x1, x5, x6}, {x2, x8}, {x3, x4}, {x7}};
IndS({b, c}) := {{x1, x3, x4, x5}, {x2, x8}, {x6, x7}};

IndS(P ) := {{x1, x5}, {x3, x4}, {x2, x8}, {x6}, {x7}}.
Let Q be an attribute set such that the corresponding indiscernibility relation
IndS(Q) is given with the equivalence classes

IndS(Q) := {{x1, x5, x6}, {x3, x4}, {x2, x7}, {x8}}.
The positive region of Q relative to different sets of attributes are obtained as
follows:

POSP (Q) := {x1, x3, x4, x5, x6, x7};
POS{a}(Q) := {x1, x3, x4, x5, x6} = POS{a,c}(Q);
POS{b}(Q) := ∅ = POS{c}(Q) = POS{b,c}(Q);

POS{a,b}(Q) := {x1, x3, x4, x5}.
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Since POS{a,c}(Q) = POS{a}(Q), it follows that c is Q−dispensable in {a, c}.
But, a is Q−indispensable in {a, c} as POS{a,c}(Q) �= POS{a}(Q). Also note
that a, b, c are all Q−indispensable in P , and hence P is Q−independent.

The notion of deterministic information system has been generalized in many
ways to consider different practical situations. Some of these generalizations are
presented in the next section.

Extensions of the Notion of Information System. A temporal dimension
is added to the study of information system by Or�lowska. In [75], the notion of
an information system is extended by adding the concept of time. A set T of
‘time points’ and a linear order < on T is included to give

Definition 7. A tuple DS := (U,A, {V ala}a∈A, T,<, f) is called a dynamic
information system, where

– U,A, V ala are as in Definition 4;
– T is a non-empty set of time points;
– < is a linear order on T ;
– f : U × T × A → ∪ {V ala : a ∈ A} is such that f(x, t, a) ∈ V ala, for any

x ∈ U , t ∈ T, a ∈ A.

Thus in case of a dynamic information system, the value that f assigns to an
object x for any attribute a, becomes dependent on the chosen time point t. Let
us note that the attribute set A does not vary with time. In [36], a dynamic
information system based on time sequence (finite set of time points) is defined,
of which the dynamic information system defined above with finite time line is
obtained as a special case.

From the definition of deterministic information system, it is clear that for
each object of the domain, we have precise information about the attribute value
of every attribute in A. But in reality, this may not be the case. For instance,
it could be the case that (i) we know some possible attribute values that an
object may take for an attribute, but do not know exactly which one, or worse,
(ii) we may not have any information about some objects regarding some of the
attributes. In order to represent the situation (i), the notion of deterministic
information system is extended to define the following.

Definition 8. A tuple K := (U,A, {V ala}a∈A, f) is called a non-deterministic
information system (NIS) where U,A and V ala are same as in Definition 4 and
f : U × A → 2V , V := ∪{V ala : a ∈ A}, satisfying f(x, a) ⊆ V ala, for x ∈
U, a ∈ A.

We note that a deterministic information system is a special case of a non-
deterministic information system, where the set f(x, a) is a singleton, for any
object x and attribute a. In the case of a non-deterministic information sys-
tem, one can find induced relations other than indiscernibility in literature [79].
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For instance, we have the similarity ‘SimK’ and inclusion ‘⊆K’ relations defined
as follows [81].

SimK: x SimK y, if and only if f(x, a) ∩ f(y, a) �= ∅, for all a ∈ A.
⊆K: x ⊆K y, if and only if f(x, a) ⊆ f(y, a), for all a ∈ A.

Let us move to the situation (ii) where some of attribute values for an object
are missing. To indicate such a situation, a distinguished value ∗ is taken as
an attribute value for each attribute such that f(x, a) = ∗ signifies that we do
not have information about the object regarding attribute a. Thus we have the
following definitions.

Definition 9. A tuple S := (U,A, {V ala}a∈A ∪{∗}, f) is called an information
system (IS), where

– W,A, V ala are as in Definition 4 and ∗ /∈ ⋃
a∈A V ala;

– f : U ×A → ⋃{V ala : a ∈ A} ∪ {∗} such that f(x, a) ∈ V ala ∪ {∗}.
An information system which satisfies f(x, a) = ∗ for some x ∈ U and a ∈ A
will be called an incomplete information system (IIS).

We would like to mention that a deterministic information system can be
identified with the information system S := (U,A, {V ala}a∈A ∪ {∗}, f), where
f(x, a) �= ∗ for all x ∈ U and a ∈ A.

Let us consider the indiscernibility relation IndS(B) corresponding to an
incomplete information system. If (x, y) �∈ IndS(B), then x and y are distin-
guishable using the information provided by the system regarding the attributes
of the set B. But it can be the case that in reality x and y take the same value
for the attributes of B and so in reality they are indistinguishable with respect
to attribute set B. For instance, suppose we have information that a patient x
has symptom C but we do not have any information about the another patient
y. Then these two patients are distinguishable with respect to information what
we have at the moment, but in reality, it could be the case that y also has the
symptom C.

One can give different interpretations for the absence of the information. For
instance, [97] considered a situation where objects may be described ‘incom-
pletely’ not only because of our imperfect knowledge, but also because defi-
nitely impossible to describe them on all the attributes. On the other hand,
in [33,60,61], a situation is taken into account where each object has complete
description but we may not have information about some objects due to our
imperfect/partial knowledge of the objects. For instance, we may not have the
test report of a patient at the moment but we know that the test report is going
to be either positive or negative for the disease.

In [60,61], similarity relation defined below is considered as the distinguisha-
bility relation instead of indiscernibility relation in the case of incomplete infor-
mation system. The assumption here is that the real value of missing attributes
is one from the attribute domain.
(x, y) ∈ SimS(B) if and only if , f(x, a) = f(y, a) or f(x, a) = ∗, or f(y, a) =
∗, for all a ∈ B.
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We have used the same notation for the similarity relations defined on non-
deterministic and incomplete information systems. It will not create any confu-
sion as in the rest of the article, we will only work with the similarity relations
defined on incomplete information systems.

Note that similarity is a tolerance relation. Moreover,

SimS(B) =
⋂

b∈B SimS({b}).

Definition 10. Let S := (U,A,
⋃

a∈A V ala ∪ {∗}, f) be an IS. A deterministic
information system S ′ := (U,A,

⋃
a∈A V ala ∪ {∗}, f ′) is said to be a completion

of S if f(x, a) �= ∗ implies f ′(x, a) = f(x, a) for all a ∈ A and x ∈ U .

Proposition 1. (x, y) /∈ SimS(B) if and only if (x, y) /∈ IndS′(B) for all com-
pletions S ′ of S.

Thus two objects are distinguishable with respect to the similarity relation if
and only if these are distinguishable with respect to the indiscernibility rela-
tions in all the deterministic information systems obtained by assigning what-
ever attribute value from the domain we wish, to the missing attributes. In other
words, if two objects are related by the similarity, then there is a possibility that
they are indistinguishable. So, in the case of deterministic information systems,
indiscernibility and similarity relations coincide.

The notion of lower and upper approximation in an approximation space is
generalized to obtain the following. Let S := (U,A,

⋃
a∈A V ala ∪ {∗}, f) be an

IS and B ⊆ A, X ⊆ U . Let SimS(B)(x) := {y ∈ U : (x, y) ∈ SimS(B)}.
Definition 11. The lower and upper approximations of X with respect to sim-
ilarity relation SimS(B), denoted by XSimS(B) and XSimS(B), are defined as
follows:

XSimS(B) := {x ∈ U : SimS(B)(x) ⊆ X},
XSimS(B) := {x ∈ U : SimS(B)(x) ∩X �= ∅}.

Using Proposition 1, it is not difficult to obtain the following.

Proposition 2.

(i) x ∈ XSimS(B) if and only if x ∈ XIndS′ (P ) for all completions S ′ of S.
(ii) x ∈ XSimS(B) if and only if x ∈ XIndS′ (P ) for some completion S ′ of S.

Generalizations of Approximation Space. In this section, we present gener-
alizations of the notion of approximation space based on a relation or a collection
of relations.
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Approximation Space with Relation other than Equivalence. The most useful
natural generalization is the one where the relation R is not necessarily an equiv-
alence. For instance, in [58,95], a tolerance approximation space is considered
which is a tuple (U,R) with a tolerance, that is, reflexive and symmetric relation
R. Similarity relations obtained from non-deterministic and incomplete informa-
tion systems are realizations of such approximation spaces. The notion of lower
and upper approximations in these generalized approximation spaces is defined
in a standard way as follows. Let R(x) := {y ∈ U : (x, y) ∈ R}. Then for X ⊆ U ,

Definition 12.

– XR := {x ∈ U : R(x) ⊆ X} and
– XR := {x ∈ U : R(x) ∩X �= ∅}.

Multiple Relation Approximation Space. Another natural generalization of
approximation space arises when we have a number of relations instead of just
one. In [84], a relational system K := (U,R) is studied, where R is a family
of equivalence relations. Moreover, for any P ⊆ R and P �= ∅, the equivalence
relation IND(P ), which is the intersection of all equivalence relations belonging
to P , is considered. One can view R as the collection of indiscernibility rela-
tions corresponding to individual attributes and so for P ⊆ R, IND(P ) is the
indiscernibility relation corresponding to the set consisting of precisely those
attributes, the indiscernibility relation of which are in P . This intuition is more
explicitly represented by the information structure proposed by Or�lowska [78].

Definition 13. A tuple (U, {RB}B⊆A) is called information structure, where A
is a non-empty set of parameters or attributes and for each B ⊆ A, RB is an
equivalence relation on U satisfying,

(I1) R∅ = U × U and
(I2) RB∪C = RB ∩RC .

Condition (I1) signifies that we can distinguish objects only using the informa-
tion about the objects regarding the attributes. We note that given an infor-
mation system S := (W,A,

⋃
a∈A V ala, f), the structure (W, {IndS(B)}B⊆A)

is an information structure. For every information structure (W, {RB}B⊆A),
can we determine an information system S := (W,A,

⋃
a∈A V ala, f) such that

IndS(B) = RB for all B ⊆ A? The answer is yes, provided A is finite. This
is due to the fact that an information structure may not have the property
RB =

⋂
b∈B R{b} for infinite B ⊆ A, as shown in Example 1 below, but we

always have IndS(B) =
⋂

b∈B IndS({b}).
Example 2. Consider F := (U := {x, y}, {RB}B⊆A) where RB := U ×U for any
finite subset B of A, while for infinite B, RB is the identity relation on U . Note
that for any infinite B, we have RB �=

⋂
b∈B R{b}.
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Given the collection of indiscernibility relations corresponding to different
sets of attributes, one can define different operations on this collection to obtain
new properties. For instance, in [26], the intersection and transitive closure
of union of indiscernibility relations is considered. A structure of the form
(U, {Ra}a∈REL) is defined, where REL is a set of relational expressions built
inductively using a set R of relational variables and two binary operations ∩
and � such that

– for each a ∈ REL, Ra is an equivalence relation on U ,
– for a, b ∈ REL, Ra∩b = Ra ∩Rb and Ra	b = (Ra ∪Rb)∗ (transitive closure of

Ra ∪Rb).

Let us call the above structure, a DAL-structure. A variant of DAL-structure is
considered in [30], where Ra	b is taken as Ra∪Rb, keeping all the other conditions
same as in DAL-structure. Let us call it a DALLA-structure. So every DALLA-
structure is a DAL-structure, but not conversely.

A collection of equivalence relations over the same domain also appears in
[92], but the motivation is different from the structures discussed above. It rep-
resents a multiple agent scenario where each agent has its own knowledge base
represented by an equivalence relation. Thus in [92], a structure of the form
(U, {Rt}t∈T ) is considered, where T is a set of terms built using a set T of
individual agents and two binary operations ∧ and ∨ such that

– for each a ∈ T , Ra is an equivalence relation on U ,
– for a, b ∈ T ,

U/Ra∨b := {[x]Ra
∩ [y]Rb

: [x]Ra
∩ [y]Rb

�= ∅} and
U/Ra∧b := {[x]Ra

∪ [y]Rb
: [x]Ra

∩ [y]Rb
�= ∅}.

If Ra and Rb represent the knowledge base of the agents a and b respectively,
then Ra∨b and Ra∧b are respectively called the strong distributed knowledge base
and weak distributed knowledge base of the group {a, b} of agents. Note that
Ra∨b = Ra ∩ Rb and hence notion of strong distributed knowledge base can be
identified with the notion of distributed knowledge in epistemic logic [22].

All the structures discussed so far in this section, are based on a collection of
equivalence relations over the same domain. This can be further generalized by
considering a collection of relations other than equivalence, or even a collection of
different types of relations over the same domain. For instance, in [82], a structure
of the form (U, {Ri}i∈I), called dynamic space, is considered, where {Ri}i∈I is
a family of binary relations. On the other hand, in [100], a NIL-structure is
defined to be of the form (U, S,R), where R and S are binary relations on U
satisfying the following.

1. (x, x) ∈ R ∩ S.
2. If (x, y) ∈ R and (y, z) ∈ R then (x, z) ∈ R.
3. If (x, y) ∈ S, then (y, x) ∈ S.
4. If (x, y) ∈ S, (x, u) ∈ R, (y, v) ∈ R, then (u, v) ∈ S.
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Note that given a non-deterministic information system K:= (U , A, {V ala}a∈A,
f), (U,SimK,⊆K) is a NIL-structure, called standard NIL-structure. Moreover,
in [100], the following proposition is proved.

Proposition 3. Every NIL-structure is standard, that is, given a NIL-structure
(U, S,R), there exists a non-deterministic information system K := (U , A,
{V ala}a∈A, f) such that SimK = S and ⊆K= R.

2.2 Some Logics from Rough Set Theory

In this section, we will survey some of the logics relevant to this article. The
main reference is [6]. For a detailed study on the logics inspired by rough set
theory, we refer to [18].

Normal Modal Systems. The modal nature of the lower and upper approx-
imations of rough sets was evident from the start. Hence, it is no surprise that
normal modal systems were focussed upon, during investigations on logics for
rough sets. In particular, in case of Pawlak rough sets, the two approximations
considered as operators clearly obey all the S5 laws. The formal connection
between the syntax of S5 and its semantics in terms of rough sets is given as
follows [5].

According to the Kripke semantics for S5, a well-formed formula (wff) α is
interpreted by a function v as a subset in a non-empty domain U , the subset
representing the extension of the formula – i.e. the collection of objects/worlds
where the wff holds. Moreover, in a S5-model M := (U,R, v) (say), the acces-
sibility relation R is an equivalence on U . Further, if �, ♦ denote the necessity
and possibility operators respectively then for any wff α, v(�α) = v(α)

R
and

v(♦α) = v(α)R.
A wff α is true in M, if v(α) = U . Now it can easily be seen that all the S5

theorems involving � and ♦ translate into valid properties of lower and upper
approximations.

Taking a cue from this connection, a multi-modal logic is defined in [80].
The language of the logic contains a set CONREL of constants representing
indiscernibility relations. Using the standard Boolean connectives, the set of all
wffs is defined following the scheme:

p ∈ PV | ¬α | α ∧ β | [R]α,

where PV is the set of propositional variables and R ∈ CONREL.
The semantics is based on a structure of the form F := (U, {Ri}i∈I), where

{Ri}i∈I is a family of equivalence relations over U . The satisfiability relation is
defined using the meaning functions m : CONREL → {Ri}i∈I and v : PV → 2U

in a standard way. For instance, for M := (F,m, v) and w ∈ U ,

M, w |= [R]α if and only if for all w′ such that (w,w′) ∈ m(R), M, w′ |= α.
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The collection {Ri}i∈I of equivalence relations, as mentioned in [80], is
intended to represent the family of indiscernibility relations corresponding to
a family of information systems over the same domain.

A sound and complete deductive system for the logic, consisting of the fol-
lowing axioms, is also presented.

1. [R](α → β) → ([R]α → [R]β).
2. [R]α → α.
3. α → [R]〈R〉α, where 〈R〉α := ¬[R]¬α.
4. [R]α → [R][R]α.

Observe that this axiomatic system is the same as the axiomatic system of
the n-agent epistemic logic S5n without the common knowledge and distributed
knowledge operator [22]. However, there is a difference in the language of the two
logics. S5n has n modal operators representing the epistemic state of n agents.
On the other hand, nothing is said about the cardinality of CONREL. On the
side of semantics, in case of S5n, we have structures with exactly n equivalence
relations. But in the case of the logic defined in [80], we do not have any such
restriction.

Logic DAL and its Variant. As mentioned in Sect. 2.1, one can obtain dif-
ferent properties by defining operations on the set of indiscernibility relations,
and we obtained a structure such as DAL-structure (cf. Sect. 2.1). A logic DAL
for DAL-structure is proposed in [26]. The language of DAL, as in the case of
the logic defined in [80], contains a set R of relation variables representing indis-
cernibility relations. Moreover, there are binary operations ∩,�, and a collection
REL of relational expressions is built inductively out of the members of R with
these operations. Thus the set of all DAL wffs is defined following the scheme:

p ∈ PV | ¬α | α ∧ β | [a]α,

where a ∈ REL. For a DAL-structure (U, {Ra}a∈REL), the satisfiability relation
is defined in a similar way as in case of the logic in [80], using a meaning function
m : REL→ {Ra}a∈REL such that m(a) = Ra.

As mentioned in [18], DAL is the paradigm logic for reasoning about indis-
cernibility relation, but unfortunately, very few results have been obtained for
DAL. Decidability as well as a Hilbert-style axiomatization of DAL are still open.
In [30], a variant of DAL, called DALLA is proposed. The language of DALLA is
the same as that of DAL, but the semantics is based on DALLA-structures (cf.
Sect. 2.1). A sound and complete deductive system consisting of the following
two axioms in addition to S5 axioms for the operators is given.

1. [a � b]α ↔ [a]α ∧ [b]α.
2. [a ∧ b]α ↔ [a]α ∨ [b]α.
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Information Structures and the Logic by Balbiani. As pointed out by
Or�lowska in [78], when we say two objects are indistinguishable in an informa-
tion system, we actually mean that these are indistinguishable not absolutely,
but with respect to certain properties/attributes. Thus in the study of indis-
cernibility relations, it seems important to bring the attribute set also into the
picture. But the logics discussed so far lack this feature. In order to achieve this,
Or�lowska proposed the notion of an information structure (cf. Definition 13), but
cited the axiomatization of a logic with semantics based on information struc-
tures as an open problem. Later, Balbiani gave a complete axiomatization of the
set of wffs valid in every information structure, using the technique of copying
introduced by Vakarelov [101]. In fact, in [2], complete axiomatizations of logics
with semantics based on various types of structures with relative accessibility
relations is presented. One of these is a logic for information structures (cf. [1]).
This, as required, is a multi-modal logic with a modal operator [P ] for each
P ⊆ A. The operator [P ] corresponds to the lower approximation with respect
to the indiscernibility relation relative to the set P of attributes. Apart from
the S5−axioms for each modal operator, the axiom [P ]α ∨ [Q]α → [P ∪Q]α is
considered. The canonical model obtained for this system only satisfies the con-
dition RB∪C ⊆ RB ∩RC . Such a model is called decreasing. Using the method of
copying, one obtains from a decreasing model, a model that satisfies condition
(I2) (viz. RB∪C = RB ∩RC) and preserves satisfiability as well.

Logics with Attribute Expressions. The logics discussed so far lack an
important aspect related to the study of information systems. The language of
these logics cannot refer to attributes or attribute values which are essential
parts of an information systems. In this section, we survey logics with attribute
expressions.

Decision Logic. Decision logic (DL) is the simplest logic with this feature. It
is a propositional logic, the language of which contains a set A of attribute
constants and for each a ∈ A, a set V ala of attribute value constants. Using these
constants, atomic wffs are formed which are of the form (a, v), a ∈ A, v ∈ V ala,
and are called descriptors. The wffs of DL are formed in the standard way
using the descriptors and Boolean connectives ¬,∧. Semantics of DL is directly
based on the deterministic information systems. The satisfiability of the wffs in a
deterministic information system S := (U,A,

⋃
a∈A V ala, f) at an object x ∈ U

is defined in the natural way. For instance,

S, x |= (a, v) if and only if f(x, a) = v.

A sound and complete deductive system for DL can be given consisting of the
following axioms in addition to the propositional logic axioms.

1. (a, v) ∧ (a, u) ↔ ⊥, for any a ∈ A, u, v ∈ V ala and v �= u.
2.

∨
v∈V ala

(a, v), for every a ∈ A.
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The proof of completeness theorem is very simple. We need to show that every
consistent set is satisfiable. Consider the deterministic information system (W ,
A, {V ala}a∈A, f), where W is the set all maximal consistent sets. Moreover,
f(w, a) = v if and only if (a, v) ∈ w. Axioms 1 and 2 guarantee that f is a total
function. Now, one can prove α ∈ w if and only if α is satisfiable in the above
information system. This gives us the desired result.

Dynamic Information Logic. Or�lowska ([75]), defines a logic DIL (dynamic
information system logic) with models based on dynamic information systems
DS := (U,A, {V ala}a∈A, T,<, f) (cf. Definition 7), in order to deal with the
temporal aspect of information. In the language of DIL, atomic statements are
descriptors of decision logic, together with an object constant x – so these are
triples (x, a, v), and are intended to express: “object x assumes value v for
attribute a”. There are modal operators to reflect the relations < and <−1.
So the set of wffs is defined following the scheme

(x, a, v) |¬α | α ∧ β | [<]α | [<−1]α.

The truth of all statements of the language is evaluated in a model based on a
dynamic information system, with respect to moments of time, i.e. members of
the set T .

A DIL-model is a tuple M := (S,m) where S is a dynamic information
system, and m a meaning function which assigns objects, attributes and values
from U, A, V al to the respective constants. The satisfiability of a formula α in
a model M at a moment t(∈ T ) of time is defined inductively as follows:

M, t |= (x, a, v) if and only if f(m(x), t,m(a)) = m(v).

For the Boolean cases, we have the usual definitions. For the modal case,

M, t |= [R]α if and only if for all t′ ∈ T, if (t, t′) ∈ R, then M, t′ |= α,

R ∈ {<,<−1}. A sound and complete deductive system of DIL can be given
consisting of the axioms of linear time temporal logic along with the axiom,

(x, a, v) ∧ (x, a, u) ∧ (x′, a, v) → (x′, a, u),

which says that the values of attributes are uniquely assigned to objects.

Logic NIL. The logic NIL proposed by Or�lowska and Pawlak [81] is an extension
of the description logic by enriching the language with modal operators �,�1,�2

corresponding to similarity relation, inclusion relation and converse of inclusion
relation. Wffs are built, as usual, out of the atomic wffs (descriptors) and the con-
nectives. A NIL-model M := (U, S,R,m) consists of a NIL-structure (U, S,R)
(cf. Sect. 2.1), along with a meaning function m from the set of all descriptors
to the set P(U). Satisfiability relation is defined in the usual way.
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A sound and complete deductive system for NIL was proposed in [81], con-
sisting of the following three axioms in addition to the KTB axioms for � and
S4 axioms for �1 and �2.

1. α → �1¬�2¬α.
2. α → �2¬�1¬α.
3. �α → �2��1α.

Note that due to Proposition 3, we also obtain completeness with respect to
class of all standard NIL-structures.

Rauszer’s Logic for Multi-agent Systems. Rauszer [92] describes a logic, that
takes into account a (finite) collection of agents and their knowledge bases. We
denote the logic as LMA. The language of LMA has ‘agent constants’ along with
two special constants 0,1. Binary operations +,. are provided to build the set T
of terms from these constants. Wffs of one kind are obtained from terms, and
are of the form s⇒ t, s, t ∈ T , where ⇒ is a binary relational symbol. s⇒ t is
to reflect that “the classification ability of agent t is at least as good as that of
agent s”.

Furthermore, there are attribute as well as attribute-value constants. Descrip-
tors formed by these constants constitute atomic propositions, and using con-
nectives ∧,¬ and modal operators It, t ∈ T (representing ‘partial knowledge’ of
each agent), give wffs of another kind.
LMA-models are not approximation spaces, but what could be called ‘par-

tition spaces’ on information systems. Informally put, a model consists of an
information system S := (U,A, V al, f), and a family of partitions {Et}t∈T on
the domain U – each corresponding to the knowledge base of an agent. The
family is shown to have a lattice structure, and the ordering involved gives the
interpretation of the relational symbol⇒. Wffs built out of descriptors are inter-
preted in the standard way, in the information system S. The partial knowledge
operator It for a term t reflects the lower approximation operator with respect to
the partition Et on U . An axiomatization of LMA is presented, to give soundness
and completeness results.

Let us note the following facts about the logics discussed in this section so far.
Logics DL and DIL do not have modal operators for indiscernibility or any other
relations induced by information systems. So DL can talk about the attribute
values of the objects and DIL can express the changes in attribute values of
the objects with time, but the language of these logics is not strong enough
to talk about (changes in) set approximations. On the other hand, although
the language of NIL and Rauszer’s logic has both descriptors and modalities
for relations induced by information systems, but the logics do not connect the
descriptors with the modalities. In fact, in these cases, we do not have induced
relations corresponding to each subset of attributes as desired by Or�lowska in
[78]. In Sect. 12, we will propose a logic which will overcome these limitations
and which will also have a sound and complete deductive system.



Multiple-Source Approximation Systems, Evolving Information Systems 165

Some other Logics with Attribute Expressions. A class of logics with attribute
expressions is also defined in [76,77]. Models are based on structures of the form
(U,A, {ind(P )}P⊆A), where the ‘indiscernibility’ relation ind(P ) for each subset
P of the attribute set A, has to satisfy certain conditions. For the models of one
of the logics, for example, the following conditions are stipulated for ind(P ):

(U1) ind(P ) is an equivalence relation on U ,
(U2) ind(P ∪Q) = ind(P ) ∩ ind(Q),
(U3) if P ⊆ Q then ind(Q) ⊆ ind(P ), and
(U4) ind(∅) = U × U .

Other logics may be obtained by changing some of (U1)–(U4). The language
of the logics has a set of variables each representing a set of attributes, as well as
constants to represent all one element sets of attributes. Further, the language
can express the result of (set-theoretic) operations on sets of attributes. The
logics are multimodal – there is a modal operator to reflect the indiscernibility
relation for each set of attributes as above. A usual Kripke-style semantics is
given, and a number of valid wffs presented. However, as remarked in [76], we
do not know of a complete axiomatization for such logics.

In literature, one can find many other generalizations and extensions of DL
apart from those discussed above, for instance [24,25,110], but these do not
discuss any axiomatization at all.

2.3 Boolean Algebra with Operators

In this section, we present some results on Boolean algebras with operators [9]
which we will require in Sect. 3. We restrict ourselves to unary operators only.

Definition 14. A tuple A := (A,∩,∼, 1, {fk}k∈Δ) is said to be a Boolean
algebra with operators (BAO) if (A,∩,∼, 1) is a Boolean algebra and each
fk : A → A satisfies (i) fk(1) = 1 and (ii) fk(a ∩ b) = fk(a) ∩ fk(b). More-
over, BAO A is said to be complete if

⋂
X and

⋃
X exist for all X ⊆ A,

where
⋂

X and
⋃

X, respectively, denote the greatest lower bound (g.l.b) and
least upper bound (l.u.b) of the set X.

We will see that as Boolean algebras, every BAO has a concrete set-theoretic
representation. The notion of complex algebra plays the leading role in such a
representation theorem.

Definition 15. Let us consider a structure of the form F := (U, {Ri}i∈Δ), where
Δ is an index set and for each i ∈ Δ, Ri ⊆ U × U . The complex algebra of F
(notation F+) is the structure (2U ,∩, c, U, {mRi

}i∈Δ), where

– c is the operation of taking the complement of a set relative to U , and ∩ that
of taking the intersection of two sets.

– mRi
: 2U → 2U , defined as

mRi
(X) := {x ∈ U : for all y such that (x, y) ∈ Ri, y ∈ X}.
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Thus, F+ is the expansion of the power set algebra over U with operators mRi
:

2U → 2U , i ∈ Δ. It is not difficult to see that F+ is a BAO.

Definition 16. A filter of a Boolean algebra A := (A,∩,∼, 1) is a subset F ⊆ A
satisfying the following.

– 1 ∈ F .
– If a, b ∈ F , then a ∩ b ∈ F .
– If a ∈ F and a ∩ b = a, then b ∈ F .

A filter is proper if it does not contain the smallest element 0. A proper filter is
prime if a ∪ b ∈ F implies at least one of a and b belongs to F .

Let A := (A,∩,∼, 1, {fk}k∈Δ) be a BAO. The prime filter frame of A, denoted
as A+, is the structure (F(A), {�k}k∈Δ), where F(A) is the set of all prime filters
of the Boolean algebra (A,∩,∼, 1) and �k ⊆ F(A)×F(A) such that (F,G) ∈ �k

if and only if a ∈ G for all fka ∈ F .

Theorem 1 (Jónsson-Tarski). The function r : A→ 2F(A) defined by

r(a) := {F ∈ F(A) : a ∈ F}

is a BAO embedding of A into the complex algebra (A+)+.

Note that the embedding given in Jónsson-Tarski theorem may not preserve
infinite joins and meets. The theorem is improved in [98] and an embedding is
given which preserves all infinite joins and meets in a countably infinite collection
of subsets of A satisfying some conditions. For the purpose, a special prime filter
called Q-filter, is used.

Let A := (A,∩,∼, 1) be a Boolean algebra and Q := {Qn ⊆ A : n ∈ N},
where each Qn is non-empty.

Definition 17 [91]. A prime filter F of A is called a Q-filter, if it satisfies the
following for each n ∈ N.

1. If Qn ⊆ F and
⋂

Qn exists then
⋂

Qn ∈ F .
2. If

⋃
Qn exists and belongs to F then Qn ∩ F �= ∅.

The set of all Q−filters of A is denoted by FQ(A). Note that FQ(A) ⊆ F(A).
Now consider the BAO A := (A,∩,∼, 1, {fi}i∈Δ) and Q as above. Instead of
the prime filter frame (F(A), {�k}k∈Δ), we look at the Q-filter frame AQ :=
(FQ(A), {�Q

i}i∈Δ), where �Q
i := �i ∩ (FQ(A)×FQ(A)). In other words, �Q

i ⊆
FQ(A)×FQ(A) such that (F,G) ∈ �Q

i if and only if a ∈ G for all fia ∈ F .

Theorem 2 [98]. Let {Xn}n∈N and {Yn}n∈N be enumerations of the sets Q∗ :=
{Qm ∈ Q :

⋂
Qm ∈ A} and Q∗ := {Qm ∈ Q :

⋃
Qm ∈ A} respectively.

Moreover, suppose that Q satisfies the following conditions for each i ∈ Δ:

(QF1) for any n,
⋂

fiXn exists and satisfies that
⋂

fiXn = fi

⋂
Xm,
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(QF2) for any z ∈ A and n, there exists m such that {fi(z → x) : x ∈ Xn} =
Xm, where z → x :=∼ z ∪ x,

(QF3) for any z ∈ A and n, there exists m such that {fi(y → z) : y ∈ Yn} =
Ym.

Then the function r′ : A → 2FQ(A) defined by r′(a) := {F ∈ FQ(A) : a ∈ F} is
a BAO embedding of A into the complex algebra (AQ)+ which also preserves all
of

⋂
Xn and

⋃
Yn.

We note that r′(a) = r(a) ∩ FQ(A) for all a ∈ A, where r is the embedding
of the Jónsson-Tarski theorem.

3 A Multiple Source Scenario: Multiple Source
Approximation System with Distributed Knowledge
Base

In this section, we focus on the situations where information is obtained from
different agents about the same set of objects. Different agents may consider
different sets of attributes to study the same set of objects, or they may assign
different attribute values to the objects for the same attribute. As mentioned in
Sect. 2, even though rough set theory has been studied in the multi-agent sce-
nario, the issue of counterparts of standard rough set concepts such as approx-
imations of sets, definability of sets is not addressed. Here, we make a study
of these concepts. As mentioned in Sect. 1, we will use the terms ‘agent’ and
‘source’ synonymously.

Our study is based on Multiple-source approximation systems with distributed
knowledge base (MSASD), formally defined as follows.

Definition 18. A multiple-source approximation system with distributed
knowledge base (MSASD) is a tuple F := (U, {RP }P⊆N ), where U is a non-
empty set, N an initial segment of the set N of positive integers and for each
P ⊆ N, RP is a binary relation on U satisfying the following:

(M1) RP is an equivalence relation;
(M2) RP =

⋂
i∈P Ri, for each P ⊆ N .

|N | is referred to as the cardinality of F and is denoted by |F|.
For i ∈ N , we shall write Ri instead of R{i}. It denotes the knowledge base

of ith source of the system. Moreover, for each P ⊆ N , RP represents the strong
distributed knowledge base of the group P of sources (cf. [92]). We will simply
call it distributed knowledge base of the group P . Note that because of (M2),
it suffices to know the ‘atomic’ relations Ri, i ∈ N , as they generate any RP ,
P ⊆ N .

MSASDs are different from dynamic spaces considered by Pagliani in [82] (cf.
Sect. 2.1). Moreover, MSASDs are also different from the information structures
introduced by Or�lowska [78], where we have condition (M1), but (M2) is replaced
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by (I1), (I2) (cf. Definition 13). Observe that (M2) implies (I1), (I2) and so every
MSASD is an information structure. In fact, if the relations are indexed over the
power set of finite sets, then these two notions coincide. But in general, we can
have an information structure which is not a MSASD.

We begin our study of rough set theory in the multi-agent setting with an
investigation of the notion of approximations of sets in MSASD. Section 3.1 deals
with this issue. Notions of strong/ weak lower and upper approximations are
proposed and their properties are explored. Different notions of definability of
sets coming out of these notions of strong/weak approximations are proposed in
Sect. 3.2. It is observed that standard rough set notions of approximations and
definability of sets are obtained as a special case of these proposals. In Sect. 3.3,
we give some expressions to dependency [84] in this context, which reflect how
much the information provided by a MSASD depends on that of a source or a
group of sources.

The content of this section is based on the articles [45,46,51].

3.1 Notions of Lower and Upper Approximations in MSASD

Let F := (U, {RP }P⊆N ) be a MSASD, and P,Q ⊆ N , X ⊆ U . Corresponding to
each group of sources in F, we have an approximation space representing how
the group perceives the objects with their distributed knowledge base. Thus we
obtain lower and upper approximations of sets corresponding to each group.
Note that if P ⊆ Q, we have RQ ⊆ RP and so [x]RQ

⊆ [x]RP
. In particular,

[x]RQ
⊆ [x]Ri

for i ∈ Q. Using this fact, it is not difficult to obtain the proposition
below, which shows how these lower and upper approximations are related.

Proposition 4.

1. XRP
⊆ XRQ

, if P ⊆ Q.
2. XRQ

⊆ XRP
, if P ⊆ Q.

3. BRQ
(X) ⊆ BRP

(X) for P ⊆ Q, where BR(X) represents the boundary of the
set X in the approximation space (U,R).

4. XRQ RP

⊆ XRP
.

5. XRQ RP

⊆ XRQ
.

Proof. We only prove 4. The rest can be done in the same way.

x ∈ XRQ RP⇒ [x]RP
⊆ XRQ

⊆ X
⇒ x ∈ XRP

. ��
From 1 and 2, it follows that if an object is a positive or negative element of a set
with respect to the distributed knowledge base of a group P , then it remains so
with respect to the distributed knowledge base of any other group which contains
P . In other words, with the increase of the number of sources, the knowledge
about the objects of the domain at least does not decrease. Note that equality in
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4 does not hold in general. Moreover, we may not have any set inclusion between
XRQRP

and XRP RQ

. But in a special case when RP ⊆ RQ, i.e. when the group

P has ‘finer’ knowledge than the group Q, we obtain the following.

Proposition 5.

1. RP ⊆ RQ, if and only if XRQ RP

= XRQ
.

2. RP ⊆ RQ implies XRQ RP

= XRP RQ

.

Proof. 1. From the property of lower approximation, we have XRQ RP

⊆ XRQ
.

So, we prove the reverse inclusion. Let x ∈ XRQ
. Let y, z ∈ U such that (x, y) ∈

RP and (y, z) ∈ RQ. We need to prove z ∈ X. Since (x, y) ∈ RP and RP ⊆ RQ,
we also have (x, y) ∈ RQ and hence, using the transitivity of RQ, we obtain
(x, z) ∈ RQ. This gives z ∈ X as x ∈ XRQ

.
Conversely, let (x, y) ∈ RP and (x, y) �∈ RQ. Let X := {z ∈ U : (x, z) ∈ RQ}.
Then x ∈ XRQ

but x �∈ XRQ RP

.

2. Since XRP
⊆ X, we have XRP RQ

⊆ XRQ
= XRQ RP

(by 1).

So, it remains to show XRQRP

⊆ XRP RQ

. Let x ∈ XRQRP

. Then we obtain

[x]RQ
⊆ X. (1)

Let y, z ∈ U such that (x, y) ∈ RQ and (y, z) ∈ RP . We need to show z ∈ X.
Using the transitivity of RQ and the fact that RP ⊆ RQ, we obtain (x, z) ∈ RQ.
Therefore, from (1), we obtain z ∈ X. ��
Dually, one can obtain results similar to Propositions 4 and 5 for upper approx-
imation. It follows from these propositions that for i ∈ P , XRi

⊆ XRP
,XRP

⊆
XRi

, XRP Ri

= XRP
and XRP Ri

= XRi RP

.

Strong, Weak Lower and Upper Approximations for MSASD . Let us
consider the following example.

Example 3. Suppose we have information regarding the attribute set {transpo-
rt facilities(Tra), law and order(LO), literacy(Li)} for the cities Calcutta(C),
Delhi(D), Mumbai(M), Chennai(Ch), Bangalore(B) and Kanpur(K) from four
different agencies M1,M2,M3 and M4 (Table 2):

Here g, a, p stand for good, average and poor. Let U := {C,M,D,Ch,B,K}.
Each Mi, 1 ≤ i ≤ 4, then gives rise to an equivalence relation Ri on U

R1 := {{C,B}, {M,D}, {Ch}, {K}};
R2 := {{C,D}, {M,Ch,B}, {K}};
R3 := {{C}, {M,D,B}, {Ch,K}};
R4 := {{C}, {M,B}, {D}, {Ch,K}}.
We thus have a MSASD (U, {RP }P⊆N ), N = {1, 2, 3, 4}), where RP :=

⋂
i∈P Ri.

Many questions may be raised now. For example, for a given X(⊆ U), we may
ask the following.
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Table 2. Information from different agencies about the cities

M1 M2 M3 M4

Tra LO Li Tra LO Li Tra LO Li Tra LO Li

C a a g a a a a a g g g a

M g g a a a g a g p p a g

D g g a a a a a g p a a g

Ch g p g a a g a p g p p g

B a a g a a g a g p p a g

K p g g p g p a p g p p g

(Q1) Which cities are considered to be a positive element of X by every agency?
(Q2) Take any particular city, say, Calcutta. Is it the case that Calcutta is a

boundary element of X for every agency?
(Q3) Is it the case that if a city is not a boundary element of X for some

agency, then it will also not be a boundary element of X with respect to the
distributed knowledge base (RN ) of all the agencies?

(Q4) Is it the case that if a city is not a boundary element of X with respect
to RN , then there is some agency, for which it will also not be a boundary
element of the set?

(Q5) Is there any agency which considers a city to be a positive element of X,
but some other agency considers the same city to be a negative element of
X?

(Q6) Is there a city which is a boundary element of X for each agency, but is
not a boundary element of the set with respect to RN?

(Q7) Let P ⊆ N , and take the collection S of cities that are considered to
be positive elements of X by at least one agency of P . Now with respect to
the distributed knowledge base RP of P , will the cities of S also be positive
elements of S itself? This question points to a kind of ‘iteration’ in knowledge,
that will become clear in the sequel.

These kinds of questions motivate us to give the following definitions.
Let F := (U, {RP }P⊆N ) be a MSASD, X ⊆ U and P a non-empty subset of N .

Definition 19. The strong lower approximation Xs(P )F
, weak lower approxi-

mation Xw(P )F
, strong upper approximation Xs(P )F , and weak upper approx-

imation Xw(P )F of X with respect to P , respectively, are defined as follows.

Xs(P )F
:=

⋂
i∈P XRi

; Xw(P )F
:=

⋃
i∈P XRi

.
Xs(P )F :=

⋂
i∈P XRi

; Xw(P )F :=
⋃

i∈P XRi
.

If there is no confusion, we shall omit F as the subscript in the above defini-
tion. Moreover, if P = N , then we simply write Xs, Xw, Xs and Xw, instead of
writing Xs(N), Xw(N), Xs(N) and Xw(N) and we simply call them strong/weak
lower and upper approximations. We observe that x ∈ Xs(P ), provided x is a
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positive element of X for every source in P . On the other hand, x ∈ Xw(P ),
provided x is a positive element of X for some source in P . Similarly, x ∈ Xs(P ),
if x is a possible element of X for every source in P , and x ∈ Xw(P ), if x is a
possible element of X for some source in P . The relationship between the defined
sets is:

Xs(P ) ⊆ Xw(P ) ⊆ X ⊆ Xs(P ) ⊆ Xw(P ). (∗)

Moreover, like lower and upper approximations, we obtain:

∅w(P ) = ∅s(P ) = ∅s(P ) = ∅w(P ) = ∅; Uw(P ) = Us(P ) = Us(P ) = Uw(P ) = U.

If F := (U, {R}) then there is only one source and Xs = Xw = XR, Xs = Xw =
XR. So in the special case of a single approximation space, the weak/strong lower
and upper approximations are just the standard lower and upper approximations
respectively.

So, based on the information provided by a group P of sources of MSASD F,
the domain U is divided into five disjoint sets (cf. Fig. 1), viz. Xs(P ), Xw(P ) \
Xs(P ), Xs(P ) \Xw(P ), Xw(P ) \Xs(P ), and (Xw(P ))

c. Moreover, the possibility
of an element x ∈ U to belong to X on the basis of information provided by the
group P of sources of F, reduces as we go from Xs(P ) to (Xw(P ))

c. If x ∈ Xs(P ),
then we are certain that x is an element of X. On the other hand, if x ∈ (Xw(P ))c,
then we are certain that x is not an element of X. Let us give names to the
elements of the different regions.

Fig. 1. A partition of U based on the information provided by group P of sources
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Definition 20. x ∈ U is said to be a

– certain positive element of X for P , if x ∈ Xs(P ),
– possible positive element of X for P , if x ∈ Xw(P ) \Xs(P ),
– certain negative element of X for P , if x ∈ (Xw(P ))c,
– possible negative element of X for P , if x ∈ Xw(P ) \Xs(P ), and
– certain boundary element of X for P , if x ∈ Xs(P ) \Xw(P ).

So if x is a certain positive element of X for P , then every source belonging to
P considers it as a positive element of X. If x is a possible positive element, then
there is no source in P which considers it a negative element of X; moreover,
there must be at least one source in P which considers it as a positive element,
and one for which x is boundary element of X. Similar is the case with negative
elements. If x is a certain boundary element of X for P , it is clearly a boundary
element of X for each source in P .

Consider a family of subsets {Xi}i∈Δ of U , Δ being the index set.

Proposition 6.

1. (a)
⋂

i∈ΔXi
s(P )

=
⋂

i∈ΔXis(P )
; (b)

⋃
i∈ΔXi

s(P )
⊇ ⋃

i∈ΔXis(P )
;

(c)
⋂

i∈ΔXi
w(P )

⊆ ⋂
i∈ΔXiw(P )

; (d)
⋃

i∈ΔXi
w(P )

⊇ ⋃
i∈ΔXiw(P )

.

2. (a)
⋂

i∈ΔXiw(P )
⊆ ⋂

i∈ΔXiw(P ); (b)
⋃

i∈ΔXiw(P )
=

⋃
i∈ΔXiw(P ).

(c)
⋂

i∈ΔXis(P )
⊆ ⋂

i∈ΔXis(P ); (d)
⋃

i∈ΔXis(P )
⊇ ⋃

i∈ΔXis(P ).

3. (a) Xc
s(P ) = (Xw(P ))c; (b) Xc

w(P ) = (Xs(P ))c;
(c) Xc

s(P ) = (Xw(P ))
c; (d) Xc

w(P ) = (Xs(P ))
c.

4. If X ⊆ Y then Xs(P ) ⊆ Y s(P ), Xw(P ) ⊆ Y w(P ),Xs(P ) ⊆ Y s(P ) and Xw(P ) ⊆
Y w(P ).

5. (a) Xw(P ) = (Xw(P ))
w(P )

; (b)Xs(P ) = (Xs(P ))s(P )
; (c) X ⊆ Xws(P )

;

(d) Xw(P ) = (Xw(P ))
w(P )

= (Xs(P ))w(P )
; (e) (Xs(P ))w(P )

⊆ Xw(P ).

Proof. We prove some of the items here.

1(a). x ∈ ⋂
i∈ΔXi

s(P )

⇔ [x]Rj
⊆ ⋂

i∈Δ Xi for all j ∈ P
⇔ [x]Rj

⊆ Xi for all j ∈ P and i ∈ Δ
⇔ x ∈ Xis(P )

for all i ∈ Δ

⇔ x ∈ ⋂
i∈ΔXis(P )

.

1(b). x ∈ ⋃
i∈ΔXis(P )

implies that for some i ∈ Δ, [x]Rj
⊆ Xi for all j ∈ P .

This means [x]Rj
⊆ ⋃

i∈ΔXi, for all j ∈ P . Thus x ∈ ⋃
i∈ΔXi

s(P )
.

3(a). x ∈ Xc
s(P )

⇔ [x]Ri
⊆ Xc for all i ∈ P

⇔ [x]Ri
∩X = ∅ for all i ∈ P
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⇔ x /∈ Xw(P )

⇔ x ∈ (Xw(P ))c.
Thus Xc

s(P ) = (Xw(P ))c. The other part can be done similarly.

5(a). Since Xw(P ) ⊆ X, we have

(Xw(P ))
w(P )

⊆ Xw(P ). (2)

Let x ∈ Xw(P ), then
[x]Ri

⊆ X for some i ∈ P. (3)

Now, y ∈ [x]Ri
implies [y]Ri

= [x]Ri
⊆ X (by (3)) and hence y ∈ Xw(P ).

Thus [x]Ri
⊆ Xw(P ) and so x ∈ (Xw(P ))

w(P )
. This implies

Xw(P ) ⊆ (Xw(P ))
w(P )

. (4)

From (2) and (4), we have Xw(P ) = (Xw(P ))
w(P )

.

5(d). First note that

(Xw(P ))
w(P )

⊆ Xw(P ). (5)

Let x ∈ Xw(P ). Then [x]Ri
∩X �= ∅ for some i ∈ P .

So there exists a z such that

z ∈ [x]Ri
∩X. (6)

Now, y ∈ [x]Ri

⇒ z ∈ [x]Ri
∩X = [y]Ri

∩X (by (6))
⇒ [y]Ri

∩X �= ∅
⇒ y ∈ Xw(P ).

So [x]Ri
⊆ Xw(P ). This implies that x ∈ (Xw(P ))

w(P )
. Thus we have shown

Xw(P ) ⊆ (Xw(P ))
w(P )

.

This together with (5) gives (Xw(P ))
w(P )

= Xw(P ).

Next, we show Xw(P ) = (Xs(P ))w(P )
. Obviously Xw(P ) ⊆ (Xs(P ))w(P )

(by 4).
So it remains to show the reverse inclusion. Now,
x ∈ (Xs(P ))w(P )

⇒ [x]Ri
∩Xs(P ) �= ∅ for some i ∈ P

⇒ there exists a y such that (x, y) ∈ Ri and [y]Rj
∩X �= ∅ for all j ∈ P

⇒ [y]Ri
∩X �= ∅

⇒ [x]Ri
∩X �= ∅ (∵ (x, y) ∈ Ri)

⇒ x ∈ Xw(P ). ��
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We observe from Proposition 6 (3) that Xw(P ) is the dual of Xs(P ), while
Xs(P ) is the dual of Xw(P ). Moreover, strong lower and weak upper approxi-
mations behave like Pawlak’s lower and upper approximation with respect to
set-theoretic intersection and union. But it is not the case with weak lower and
strong upper approximations. In fact, the reverse inclusion in items 1(c) and
1(d) do not hold as shown in Example 4 below. Moreover, from item 5, it fol-
lows that, like Pawlak’s lower/upper approximations, the weak lower and strong
upper approximations are also idempotent. But the strong lower and weak upper
approximations do not have this property.

Example 4. Recall the MSASD of Example 3. For P := {2, 3, 4}, different lower
and upper approximations of some sets are given by the Table 3.

Table 3. Approximations of some sets

Z Zs(P ) Zw(P ) Zs(P ) Zw(P )

{Ch, M, B} ∅ {Ch, M, B} {M, B, Ch} {K, M, B, D, Ch}
{Ch, K} {K} {Ch, K} {Ch, K} {M, B, K, Ch}
{Ch} ∅ ∅ ∅ ∅
{C, K, D} {C} {C, D, K} {C, K, D} {C, M, B, D, Ch, K}
{C, D, B, M} {C, D} {C, D, B, M, K} {C, M, B, D} {M, B, Ch, D, C}
{C, M, D, B, K} {C, D} {C, B, M, K, D} {C, K, M, B, Ch, D} {K, M, B, Ch, D, C}
{C, M, D} {C} {C, D} {C, M, B, D} {C, M, B, D, Ch}

From the table it follows that for X1 := {Ch,M,B} and X2 := {Ch,K},
we have X1w(P )

∩X2w(P )
�⊆ X1 ∩X2w(P )

. Similarly, for Y1 := {C,K,D}, Y2 :=

{C,D,B,M}, we have Ch ∈ Y1 ∪ Y2s(P ), but Ch �∈ Y1s(P ) ∪ Y2s(P ).
Let X := {C,M,D}. Then observe that C is a certain positive element of X
for the group P . Although D is a positive element of X for both the second
and third sources, it is only a possible positive element of X and not a certain
positive element for P . Similarly, K and Ch are respectively certain and possible
negative elements of X for P . Moreover, M and B are both certain boundary
elements of X for the group P .

The next proposition lists some more properties of strong, weak lower and
upper approximations.

Proposition 7.

1. Xs(P∪Q) ⊆ Xs(P ) ∪Xs(Q) (reverse inclusion may not hold).
2. Xw(P∪Q) = Xw(P ) ∪Xw(Q).
3. Xs(P )

Ri

⊆ XRi
(reverse inclusion may not hold).

4. Xw(P )
Rj

⊆ XRj
and XRi

⊆ Xw(P )
Ri

, when i ∈ P .
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5. XRj w(P )
⊆ XRj

and XRi
⊆ XRi w(P )

, when i ∈ P .

(Note that XRi
⊆ XRi s(P )

, i ∈ P does not hold).

6. Xs(P )
Ri

⊆ Xs(P ) (reverse inclusion does not hold even if i ∈ P ).

7. Xs(P ) ⊆ Xw(P )
Ri

, i ∈ P .

Proof. We only prove 4.
x ∈ XRi⇒ [y]Ri

⊆ X for all y ∈ [x]Ri

⇒ y ∈ Xw(P ) for all y ∈ [x]Ri
as i ∈ P

⇒ [x]Ri
⊆ Xw(P )

⇒ x ∈ Xw(P )
Ri

.

Thus XRi
⊆ Xw(P )

Ri

. Since, Xw(P ) ⊆ X, we obtain Xw(P )
Ri

⊆ XRi
. Thus

Xw(P )
Ri

⊆ XRi
. ��

From Item 1 of Proposition 7, it follows that if x is a certain positive element
of X for a group P , then it remains so for every subset of the group. Items 3–7
give us results about ‘iterations’ of knowledge.

Example 5. Let us recall the MSASD of Example 4. Note that for P := {2, 3, 4}
and X := {Ch}, we have Ch ∈ XRP

, but Xw(P ) = ∅. This shows that the
lower approximation of a set with respect to distributed knowledge base RP

of a group of sources may be different from strong/weak lower approximation
of the set. The next proposition shows how the strong/weak lower and upper
approximations corresponding to a group P of sources are related with the lower
and upper approximations with respect to their distributed knowledge base RP .

Proposition 8.

1. Xw(P ) ⊆ XRP
⊆ XRP

⊆ Xs(P ).
2. Xw(P ) \Xs(P ) ⊆ XRP

.
3. XRP

\XRP
⊆ Xs(P ) \Xw(P ).

4. Xs(P ) = Xs(P )
RP

.

5. Xw(P ) = Xw(P )
RP

(but Xw(P ) ⊆ Xs(P )
RP

does not hold).

6. Xw(P )
RP

⊆ XR(P ) (reverse inclusion does not hold).

Proof. We only prove 1 and 4.
1. It is enough to show Xw(P ) ⊆ XRP

and XRP
⊆ Xs(P ).

Now, x ∈ Xw(P )

⇒ [x]Ri
⊆ X for some i ∈ P

⇒ [x]RP
⊆ X, (∵ [x]RP

⊆ [x]Ri
for all i ∈ P )

⇒ x ∈ XRP
.
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Again, x ∈ XRP

⇒ [x]RP
∩X �= ∅

⇒ [x]Ri
∩X �= ∅ for all i ∈ P (∵ [x]RP

⊆ [x]Ri
for all i ∈ P )

⇒ x ∈ Xs(P ).

4. x ∈ Xs(P )

⇒ [x]Ri
⊆ X for all i ∈ P

⇒ for all y ∈ [x]RP
, [y]Rj

⊆ X, for all j ∈ P (∵ [x]Rj
= [y]Rj

for all j ∈ P )
⇒ for all y ∈ [x]RP

, y ∈ Xs(P )

⇒ [x]RP
⊆ Xs(P )

⇒ x ∈ Xs(P )
RP

.

We also have Xs(P )
RP

⊆ Xs(P ) from the property of lower approximation. Thus

we obtain Xs(P )
RP

= Xs(P ). ��

From 2, it follows that if x is a possible positive element of a set X for a
group P , then x is also a positive element of X with respect to the distributed
knowledge base RP . 3 says that if an object is a boundary element of a set with
respect to RP , then it will also be a certain boundary element of the set for P .

Let us return to the Example 3. (Q1) and (Q2) can be rephrased respec-
tively as:
What are the elements of the set Xs?
Does C ∈ Xs \Xw?
(Q3)–(Q7) reduce to checking respectively the following set inclusions:

(i) XRN
\XRN

⊆ Xs \Xw,
(ii) Xs \Xw ⊆ XRN

\XRN
,

(iii) Xw �⊆ Xw ∩ (Xw \Xs)c,
(iv) Xs \Xw �⊆ XRN

\XRN
and

(v) Xw(P ) ⊆ Xw(P )
RP

.

Note that for X := {C,M,D}, Xs = ∅ and Xs \Xw = {B} and hence in this
case answer to Q2 is no. From Proposition 8 (1), it follows that we always have
the inclusion of (i), whatever MSASD and set is considered, and thus answer to
Q3 is yes. The reverse of inclusion in (i), i.e. the inclusion in (ii) may not always
hold. For instance, for the MSASD of Example 3, if Y := {B}, then B ∈ Y s\Y w,
but B �∈ Y RN

\ Y RN
. Thus answer to Q4 is no. Moreover, if X := {B}, then

answer to Q6 is yes. Since we always have Y w ⊆ Y s, the answer to Q5 is no.
From Proposition 8 (5), it follows that the answer to Q7 is yes.

MSASD and Tolerance Approximation Spaces. Recall the notion of toler-
ance approximation space (cf. Sect. 2.1). In this section, we give the relationship
between the strong lower, weak upper approximations and the lower, upper
approximations for tolerance approximation spaces.

Let us consider a MSASD F := (U, {RP }P⊆N ) and the relation RF :=⋃
i∈N Ri. RF is a tolerance relation and so a tolerance approximation space

(U,RF) is obtained. On the other hand, we have
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Proposition 9. Let (U,R) be a tolerance approximation space with finite U .
Then there exists a MSASD F such that RF = R.

Proof. For each x, y ∈ U such that (x, y) ∈ R, consider the set Axy = {(x, y)} ⊆
U × U . Let A1, A2, . . . , An be an enumeration of all such Axy.
Define equivalence relations R1, R2, . . . , Rn on U such that

U/Ri = {{x, y} : (x, y) ∈ Ai} ∪ {{z} : z �= x, z �= y}.
Obviously, R = R1∪R2∪. . .∪Rn. Let N = {1, 2, . . . , n} and consider the MSASD

F := (U, {RP }P⊆N ), where RP :=
⋂

i∈N Ri. As already observed RF = R. ��
Observation 1. In the tolerance approximation space (U,RF), we have for any
X ⊆ U , the standard definitions:

XRF
:= {x : RF(x) ⊆ X}; XRF

:= {x : RF(x) ∩X �= ∅},
where RF(x) = {y : (x, y) ∈ RF}. It is not difficult to show that

XRF
= Xs; XRF

= Xw.

From Proposition 9 and Observation 1, it is clear that the strong lower and weak
upper approximations corresponding to MSASD with finite domains behave like
the lower and upper approximations corresponding to tolerance approximation
spaces with finite domain. In fact, in Sect. 4.5, we will see that this restriction
of ‘finite domain’ can be removed.

3.2 Different Notions of Definability

In this section, we move to the issue of definability of sets in the case of MSASD.
In a MSASD, it could happen that a set is definable with respect to information
provided by one source but not with respect to information provided by another
source. So we need to consider different notions of definability. Thus we have the
following definitions.
Let F := (U, {RP }P⊆N ), and X ⊆ U . Let P be a non-empty subset of N .

Definition 21. X is said to be

– P -lower definable in F, if Xw(P ) = Xs(P ),
– P -upper definable in F, if Xw(P ) = Xs(P ),
– P -strong definable in F, if Xw(P ) = Xs(P ), i.e. every element of U is either

certain positive or certain negative for P ,
– P -weak definable in F, if Xs(P ) = Xw(P ), i.e. X does not have any certain

boundary element for P .

Thus, X is P -lower (upper) definable if and only if each source in N agrees
on the positive (negative) elements of X. More formally, we have the following
proposition.
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Proposition 10.

1. X is P -lower definable in F, if and only if XRi
= XRj

, for each i, j ∈ P ,
i.e. the sets of positive elements in all the approximation spaces (U,Ri) of
F, i ∈ P , are identical.

2. X is P -upper definable in F, if and only if the sets of negative elements in all
the approximation spaces (U,Ri), i ∈ P of F are identical.

3. X is both P -lower and P -upper definable in F, if and only if the sets of
boundary elements in all the approximation spaces (U,Ri), i ∈ P of F are the
same.

Proof. Let us first prove Item 1. Let X be P -lower definable, i.e. Xw(P ) = Xs(P ).

Therefore, x ∈ XRj⇔ [x]Rj
⊆ X

⇔ x ∈ Xw(P ) = Xs(P )

⇔ [x]Ri
⊆ X

⇔ x ∈ XRi
.

Conversely, suppose XRi
= XRj

for all i, j ∈ N . Then,

Xw(P ) =
⋃

i∈N XRi
= XRi

=
⋃

i∈N XRi
= Xs(P ).

This completes the proof of Item 1. Similarly, one can prove Item 2. Moreover,
Item 3 follows from Items 1 and 2. ��
Example 6. Consider the MSASD of Example 4. Observe that the set {Ch,K}
is Q-strong definable, where Q := {1, 3, 4}. Moreover, for P := {2, 3, 4}, the set
U \{Ch} is P -upper definable, but it is none of weak, strong or lower P -definable.
In fact, it is even not definable in any of the approximation spaces corresponding
to sources 2, 3 and 4. Similarly, {Ch,M,B} is P -weak definable but it is none of
strong, upper or lower P -definable. Here is the exact relationship among these
notions of definability.

Proposition 11. The following are equivalent.
1. X is P -strong definable.
2. X is P -weak, lower and upper definable.

The following proposition lists a few more properties of lower and upper
definable sets.

Proposition 12.

1. X is P -upper definable, if and only if Xc is P -lower definable.
2. If X and Y are P -upper definable then so are Xs,X

c
w,Xc

s,Xs∪Y s,Xs∩Y s.
3. If X and Y are P -lower definable then so are Xw,Xc

s,Xc
w,Xw ∩Y w,Xw ∪

Y w.
4. An arbitrary union (intersection) of P -upper (P -lower) definable sets is also

P -upper (P -lower) definable.
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Proof. 1. Follows from Proposition 6(3).
2. x ∈ (Xs(P ))w(P )

⇒ [x]i ∩Xs(P ) �= ∅ for some i

⇒ there exists a y ∈ [x]i ∩Xs(P )

⇒ [y]i ∩X �= ∅
⇒ [x]i ∩X �= ∅
⇒ x ∈ Xw(P )

⇒ x ∈ Xs(P ) (∵ Xs(P ) = Xw(P )).

Therefore, (Xs(P ))w(P )
⊆ Xs(P ).

Since (Xs(P ))s(P )
= Xs(P ), we have (Xs(P ))w(P )

⊆ (Xs(P ))s(P )
.

Since (Xs(P ))s(P )
⊆ (Xs(P ))w(P )

, we obtain (Xs(P ))w(P )
= (Xs(P ))s(P )

.
To show that Xc

w(P ) is upper definable, first we prove that if X is upper
definable, then (Xc

w(P ))s(P )
= Xc

w(P ). Then it remains to show Xc
w(P ) =

(Xc
w(P ))w(P )

.

Obviously Xc
w(P ) ⊆ (Xc

w(P ))s(P )
, so we only prove the reverse.

x ∈ (Xc
w(P ))s(P )

⇒ [x]Ri
∩Xc

w(P ) for all i ∈ N
⇒ for all i there exists yi ∈ [x]Ri

∩Xc
w(P ) = [x]Ri

∩Xc
s(P )

(∵ Xc
w(P ) = Xc

s(P ), by (1))
⇒ [yi]Rj

⊆ Xc for all j
⇒ [x]Ri

= [yi]Ri
⊆ Xc

⇒ x ∈ Xc
w(P )

Next, we prove Xc
w(P ) = (Xc

w(P ))w(P )
. Obviously Xc

w(P ) ⊆ (Xc
w(P ))w(P )

.
Now,

x ∈ (Xc
w(P ))w(P )

⇒ [x]Ri
∩Xc

w(P ) �= ∅ for some i
⇒ there exists y ∈ [x]Ri

∩Xc
w(P )

⇒ [y]Rk
⊆ Xc for some k

⇒ [y]Rk
∩X = ∅

⇒ y /∈ Xs(P ) = Xw(P )

⇒ [y]Rl
∩X = ∅ for all l

⇒ [y]Ri
∩X = ∅

⇒ [x]Ri
∩X = ∅

⇒ [x]Ri
⊆ Xc

⇒ x ∈ Xc
w(P )

Next, we will show that Xs(P ) ∪ Y s(P ) is upper definable.

Since (Xs(P ) ∪ Y s(P ))s(P )
⊆ (Xs(P ) ∪ Y s(P ))w(P )

, we only need to prove the
reverse inclusion.
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Here x ∈ (Xs(P ) ∪ Y s(P ))w(P )

⇒ [x]Ri
∩ (Xs(P ) ∪ Y s(P )) �= ∅ for some i ∈ N

⇒ [x]Ri
∩Xs(P ) �= ∅ or, [x]Ri

∩ Y s(P ) �= ∅
⇒ there exists z ∈ [x]Ri

such that either [z]Rj
∩ X �= ∅ for all j, or, [z]Rj

∩
Y �= ∅ for all j
⇒ there exists z ∈ [x]Ri

such that either [z]Ri
∩X �= ∅ or, [z]Ri

∩ Y �= ∅
⇒ [x]Ri

∩X �= ∅ or, [x]Ri
∩ Y �= ∅

⇒ x ∈ Xw(P ) = Xs(P ), or, x ∈ Y w(P ) = Y s(P ).
⇒ x ∈ Xs(P ) ∪ Y s(P )

⇒ x ∈ (Xs(P ) ∪ Y s(P ))s(P )

Thus we have (Xs(P ) ∪ Y s(P ))w(P )
⊆ (Xs(P ) ∪ Y s(P ))s(P )

.

In a similar way one can show that Xc
s(P ),Xs(P ) ∩ Y s(P ) are upper definable.

3. Can be proved dually.
4. Let {Xi}i∈Δ be a family of P -lower definable sets. So Xis(P )

= Xiw(P )
, for

all i ∈ Δ. We need to prove
⋂

i∈Δ Xi
s(P )

=
⋂

i∈Δ Xi
w(P )

.

Obviously,
⋂

i∈Δ Xi
s(P )

⊆ ⋂
i∈Δ Xi

w(P )
. So we need to prove the reverse inclu-

sion. Here,
⋂

i∈Δ Xi
w(P )

⊆ ⋂
i∈Δ Xiw(P )

(by Proposition 6(4))

=
⋂

i∈Δ Xis(P )
(∵ Xi are P-lower definable)

=
⋂

i∈Δ Xi
s(P )

(by Proposition 6).

One can similarly prove that an arbitrary union of P -upper definable set is also
P -upper definable. ��
We observe that the collection of upper (lower) definable sets is not closed under
intersection (union) – cf. Example 7 below.

Example 7. Let us consider a MSASD F:= (U, {RP }P⊆{1,2}), where U := {a, b,
c, d}, U/R1 := {{a, c}, {b}, {d}} and U/R2 := {{a, b}, {c, d}}. The subsets Y1 :=
{a}, Y2 := {c} of U are lower definable, but their union, i.e. the set Y1 ∪ Y2 =
{a, c}, is not lower definable. Similarly, the subsets Z1 := {a, b, d}, Z2 := {b, c, d}
are upper definable, but the set Z1 ∩ Z2 = {b, d} is not upper definable.

For strong definable sets, we have the following.

Proposition 13.

1. ∅, U are both P -strong definable.
2. If X(⊆ U) is P -strong definable then Xc is also P -strong definable.
3. An arbitrary union and intersection of P -strong definable subsets of U are

also P -strong definable.
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Proof. 1. Trivial.
2. Follows from Proposition 6(3).
3. Let {Xi : i ∈ Δ} be an arbitrary family of P -strong definable sets.
Let Y :=

⋃
i∈Δ Xi and Z :=

⋂
i∈Δ Xi. We have to show Y s(P ) = Y w(P ) and

Zs(P ) = Zw(P ).
Obviously, Y s(P ) ⊆ Y w(P ) and Zs(P ) ⊆ Zw(P ). Now, using Proposition 6(2), and
the fact that each Xi is strong definable, we obtain

Y w(P ) =
⋃

i∈Δ Xiw(P ) =
⋃

i∈Δ Xis(P )
⊆ ⋃

i∈Δ Xi
s(P )

= Y s(P ),

Zw(P ) ⊆
⋂

i∈Δ Xiw(P ) =
⋂

i∈Δ Xis(P )
=

⋂
i∈Δ Xi

s(P )
= Zs(P ).

��
From this Proposition, it may be concluded that the collection of all P -

strong definable sets forms a complete field of sets [89]. We do not have such
nice properties for P -weak definable sets. It is clear that, if X is definable in an
approximation space (U,Ri), i ∈ P , of F, it is P -weak definable in F. But the
union or intersection of two P -definable sets may not be P -definable, as shown
in Example 8.

Example 8. Consider the MSASD of Example 7. The subsets Y1 := {a, b} and
Y2 := {a, c} of U are weak definable, but the set Y1 ∩ Y2 = {a} is not weak
definable. Similarly, the subsets Z1 := {b}, Z2 := {c, d} are weak definable, but
the set Z1 ∪ Z2 = {b, c, d} is not weak definable.

3.3 Dependency of Information

Dependency of knowledge bases represented by equivalence relations is a very
important aspect of rough set theory. Given two equivalence relations R,Q over
the same domain U , representing two knowledge bases, we say Q depends on R if
and only if R ⊆ Q, i.e. [x]R ⊆ [x]Q for all x ∈ U . Usually a knowledge base does
not depend wholly but partially on other knowledge bases. A measure of this is
given [84] by the expression |POSR(Q)|

|U | , assuming U is finite, where POSR(Q) =
⋃

X∈U/Q XR. In this case, we say Q depends in a degree |POSR(Q)|
|U | = k, (0 ≤

k ≤ 1) on R, and denote it as R ⇒k Q. Note that this measure behaves like a
function: given any two equivalence relations Q,R over the same finite domain
U , we always have a k ∈ [0, 1] such that R ⇒k Q.

Let us closely observe the set POSR(Q). It is not difficult to show that this
set is actually the set {x ∈ U : [x]R ⊆ [x]Q}. In fact, POSR(Q) consists of
precisely all those objects x such that: if Q considers x to be a positive or
negative element of a set, then R considers it as a positive or negative element
of the set accordingly; in other words, if R is not able to decide whether x is an
element of a set X or not (i.e. x is a boundary element of X with respect to R),
then Q is also not able to do so.
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In this section, our aim is to come up with some dependency functions which
determine how much the information provided by a MSASD depends on the
information provided by an individual source or a group of sources. Motivated
by the set POSR(Q) as described above, we find that the following sets emerge.
Let F := (U, {RP }P⊆N ) and P ⊆ N .

Definition 22.

A1(P ) := {x ∈ U : [x]RP
⊆ [x]RN

}.
A2(P ) := {x ∈ U : [x]RN\P

�⊆ [x]RN
}.

A3(P ) := {x ∈ U : [x]RQ
⊆ [x]RP

for some Q ⊆ N \ P}.
A4(P ) := {x ∈ U : for all i ∈ P there exists j ∈ N \ P such that [x]Rj

⊆
[x]Ri

}.
A5(P ) := {x ∈ U : [x]RN\P

⊆ [x]RN
}.

A6(P ) := {x ∈ U : for all j ∈ N \ P there exists i ∈ P such that [x]Ri
⊆

[x]Rj
}.

A7(P ) := {x ∈ U : for all Q ⊆ N \ P there exists i ∈ P such that [x]Ri
⊆

[x]RQ
}.

Now, we note that A1(P ) is actually the set POSRP
(RN ) and so it consists of

precisely those objects x such that if x is a boundary element of a set X with
respect to the distributed knowledge base of the group P , then x will also be
the boundary element of X with respect to the distributed knowledge base of
all the sources, i.e. for all X ⊆ U , x /∈ XRN

\XRN
implies x /∈ XRP

\XRP
.

Similarly, A2(P ) consists of precisely those objects x for which there exists
a set X such that x is a boundary element of X with respect to the distributed
knowledge base of the group N \ P , but x is not a boundary element of X with
respect to the distributed knowledge base of all the sources. In other words,
A2(P ) collects all those objects x such that if we dismiss the sources belonging
to P from the system, then we lose some information about these objects –
information whether these are positive or negative elements of some set.

A3(P ) consists of precisely those objects x such that if x is not a boundary
element of some set X with respect to RP , then it is also not a boundary element
of X with respect to the distributed knowledge base of some group consisting of
elements which are not in P – in other words, we have replacement of the group
P in the system regarding the information about these objects in the sense that if
the distributed knowledge base of P can determine that x is positive or negative
element of a set, then we have some other group not involving the sources of P
which can also do so. We get the following proposition giving the interpretation
of all the sets defined above.

Proposition 14.

1. x ∈ A1(P ) if and only if for all X ⊆ U , x ∈ XRP
\ XRP

implies x ∈
XRN

\XRN
.

2. x ∈ A2(P ) if and only if there exists a X ⊆ U such that,
x ∈ (XRN\P

\XRN\P
) ∩ (XRN

\XRN
)c.
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3. x ∈ A3(P ) if and only if for all X ⊆ U , x /∈ XRP
\ XRP

implies x /∈
XRQ

\XRQ
for some Q ⊆ N \ P .

4. x ∈ A4(P ) if and only if for all i ∈ P and for all X ⊆ U , x /∈ XRi
\ XRi

implies x /∈ XRj
\XRj

for some j ∈ N \ P .
5. x ∈ A5(P ) if and only if for all X ⊆ U , x /∈ XRN

\ XRN
implies x /∈

XRN\P
\XRN\P

.
6. x ∈ A6(P ) if and only if for all j ∈ N \P and for all X ⊆ U , x /∈ XRj

\XRj

implies x /∈ XRi
\XRi

for some i ∈ P .
7. x ∈ A7(P ) if and only if for all Q ⊆ N \P and for all X ⊆ U , x /∈ XRj

\XRj

implies x /∈ XRi
\XRi

for some i ∈ P .

Proof. We only prove 1. Let x ∈ A1(S) and X ⊆ U such that x ∈ XRS
\XRS

.
We have to show x ∈ XRN

\ XRN
. Since [x]RS

⊆ [x]RN
, [x]RS

∩ X �= ∅ gives
[x]RN

∩ X �= ∅ and [x]RS
�⊆ X gives [x]RN

�⊆ X. Thus x ∈ XRS
\ XRS

gives
x ∈ XRN

\XRN
.

Conversely, for all X ⊆ U , let x ∈ XRS
\XRS

imply x ∈ XRN
\XRN

. We
have to show x ∈ A1(S), i.e. [x]RS

⊆ [x]RN
. If possible, let it not be the case.

Then there exists y such that (x, y) ∈ RS , but (x, y) /∈ RN . Let X = [x]RN
.

Then x ∈ XRS
\XRS

but x /∈ XRN
\XRN

, a contradiction. Thus x ∈ A1(S). ��
The proposition given below expresses some of the sets given in Definition 22 in
terms of weak lower approximations.

Proposition 15.

1. A4(P ) =
⋂

i∈P (
⋃

X∈U/Ri
Xw(N\P )).

2. A6(P ) =
⋂

i∈N\P (
⋃

X∈U/Ri
Xw(P )).

3. A7(P ) =
⋂

Q⊆N\P (
⋃

X∈U/RQ
Xw(P )).

Proof. We only prove 1.

x ∈ A4(P )
⇔ for all i ∈ P , there exists j ∈ N \ P such that [x]Rj

⊆ [x]Ri

⇔ for all i ∈ P , x ∈ [x]Ri w(N\P )

⇔ for all i ∈ P , x ∈ Xw(N\P ) for some X ∈ U/Ri

⇔ for all i ∈ P , x ∈ ⋃
X∈U/Ri

Xw(N\P )

⇔ x ∈ ⋂
i∈P (

⋃
X∈U/Ri

Xw(N\P )). ��

Now, just as in standard rough set theory, we define some dependency functions
D : 2N → [0, 1] for the MSASD F := (U, {RP }P⊆N ), using the sets given in
Definition 22. Note that D(P ) = k will signify that information provided by the
MSASD depends in a degree k on the information of the group P .
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Definition 23. Let F := (U, {RP }P⊆N ) be a MSASD with finite U . For each
i ∈ {1, 2, . . . , 7}, we define a dependency function Di : 2N → [0, 1] as follows:

Di(P ) :=
|Ai(P )|
|U | for i ∈ {1, 2, 6, 7}, and

Di(P ) := 1− |Ai(P )|
|U | for i ∈ {3, 4, 5}.

Example 9. Let us consider the MSASD F of Example 3. Let P := {M1,M2}
and Q := {M3,M4}. Then we have,

D1(P ) = 1 and D1(Q) = 1
3 ; D2(P ) = 2

3 and D2(Q) = 0;
D3(P ) = 2

3 and D2(Q) = 0; D4(P ) = 5
6 and D4(Q) = 5

6 ;
D5(P ) = 2

3 and D5(Q) = 0; D6(P ) = 1
2 and D2(Q) = 1

6 ;
D7(P ) = 1

3 and D7(Q) = 1
6 .

We note the following facts about this example.

(i) According to every dependency function except D4, information provided
by F depends on P more than Q.

(ii) According to the dependency function D4, information provided by F
depends equally on P and Q. Moreover, A4(P ) = {K} and A4(Q) = {C}.
Therefore, every city except K (C) is such that it is a positive or negative
element of some city with respect to the knowledge base of some source
belonging to P (Q), but it is a boundary element of the set for every source
not belonging to P (Q).

(iii) D1: the information provided by F totally depends on P . So if any object is
a positive or negative element of a set with respect to the distributed knowl-
edge base of all sources, then it is also so with respect to the distributed
knowledge base of the group P .

(iv) D6: the information provided by F is neither totally dependent nor inde-
pendent of P . So there are objects (in fact exactly three) such that if any
of these is a positive or negative element of some set with respect to the
knowledge base of some source not belonging to P , then it is also not a
boundary element of the set with respect to the knowledge base of some
source belonging to P .

(v) D5: the information provided by F is totally independent of Q. So if any
object is a positive or negative element of a set with respect to the distrib-
uted knowledge base of all the sources, then it remains so with respect to
the distributed knowledge base of the group N \Q.

We end this section with the following proposition which lists some of the prop-
erties of dependency functions.

Proposition 16.

1. If Q ⊆ P , then Di(Q) ≤ Di(P ), i ∈ {1, 2, . . . , 7}.
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2. If RP ⊆ RQ, then Di(P ) ≥ Di(Q), i ∈ {1, 3}.
3. If RN\P ⊆ RN\Q, then Di(P ) ≤ Di(Q), i ∈ {2, 5}.
4. Di(P ∪Q) ≥ Di(Q), i ∈ {1, 2, . . . , 7}.
5. If D7(P ) = 1, then D6(P ) = D1(P ) = 1.
6. If D6(P ) = 1, then D1(P ) = 1.
7. If D1(P ) = 0, then D7(P ) = D6(P ) = 0.
8. If D6(P ) = 0, then D7(P ) = 0.
9. D1(P ) = 1 if and only if D2(N \ P ) = 0.

10. D1(P ) = 0 if and only if D2(N \ P ) = 1.

Proof. 1. Note that for Q ⊆ P , we have Ai(Q) ⊆ Ai(P ) for i ∈ {1, 2, 6, 7}
and Ai(P ) ⊆ Ai(Q) for i ∈ {3, 4, 5}. This gives Di(Q) ≤ Di(P ) for i ∈
{1, 2, . . . , 7}.

2 follows from the fact that when RP ⊆ RQ, then A3(P ) ⊆ A3(Q) and
A1(Q) ⊆ A1(P ).

3 follows from the fact that when RN\P ⊆ RN\Q, then A2(P ) ⊆ A2(Q) and
A5(Q) ⊆ A5(P ).

4 follows from (1).
5–8 follow from the fact that A7(P ) ⊆ A6(P ) ⊆ A1(P ).

9 follows from the fact that A1(P ) = U if and only if A2(N \ P ) = ∅.
10 follows from the fact thatA1(P ) = ∅ if and only if A2(N \ P ) = U . ��

4 A Logic for MSASD

In this section, we present a quantified propositional modal logic LMSASD to
facilitate formal reasoning with rough sets in MSASDs. Sections 4.1 and 4.2
present the syntax and semantics of LMSASD respectively. In Sect. 4.3, we will
consider the semantics under standard interpretations, which is a structure of a
particular interest to us. In Sect. 4.4, we shall see how the language of LMSASD

may be used to express the properties of rough sets in the multiple-source situa-
tion. Some fragments of the logic will be explored in Sect. 4.5 and in the process,
we will also obtain the relationship of LMSASD with the modal system KTB
and epistemic logic S5D

n with distributed knowledge.
The content of this section is based on the articles [45,52].

4.1 Syntax

The alphabet of the language L of the logic LMSASD of MSASD contains (i)
a non-empty countable set V ar of variables, (ii) a (possibly empty) countable
set Con := {ci : i ∈ N} of constants, (iii) a non-empty countable set PV
of propositional variables, (iv) a function symbol ∗ and (v) the propositional
constants �,⊥.

The set T of terms of the language is defined recursively as:

x | c | t1 ∗ t2,
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where x ∈ V ar, c ∈ Con and t1, t2 ∈ T . Using the standard Boolean logical
connectives ¬ (negation) and ∧ (conjunction), the global modal connective A,
unary modal connectives [t] (necessity) for each term t ∈ T , and the universal
quantifier ∀, wffs of LMSASD are defined recursively as:

� | ⊥ | p | ¬α | α ∧ β | Aα | [t]α | ∀xα,

where p ∈ PV, t ∈ T, x ∈ V ar, and α, β are wffs. Let F and F denote the set
of all wffs and closed wffs of LMSASD respectively.

In what follows, we use the standard basic definitions and notations related
to first-order logic (cf. e.g. [40,72]). For instance, α(t/x) is the wff obtained from
α by replacing every free occurrence of x with the term t. Henceforth, for a set
Γ of wffs of LMSASD, Con(Γ ), V ar(Γ ), FV (Γ ) and T (Γ ) will denote the set
of constants, variables, free variables and terms respectively, used in the wffs
of Γ . Similarly, for a given term t, B(t) will denote the set of all variables and
constants used in the term t.

4.2 Semantics

We require the following definition to give the semantics. Recall that MSASD is
the tuple F := (U, {RP }P⊆N ) (cf. Definition 18), where we are considering the
distributed knowledge base of all possible groups of agents. However, in the rest
of this section, we restrict our attention to finite groups of agents. Let X ⊆f Y
denote that X is a finite subset of Y .

Definition 24. A MSASD-structure is a tuple F := (U, {RP }P⊆f N ), where U ,
N , RP are as in Definition 18.

Note that, in the definition of MSASD-structure, one can replace the condition
(M2) with the conditions

(I1) R∅ = U × U and
(I2) RP∪Q = RP ∩RQ.

Definition 25. A tuple M := (F, V, I) is called an interpretation, where F :=
(U, {RP }P⊆f N ), RP is a binary relation for each P ⊆f N , V : PV → 2U

and I : Con → N . F is called a frame. An interpretation M := (F, V, I) is a
MSASD-interpretation if F is a MSASD-structure.

An assignment for an interpretation M is a map v : V ar → N . v is extended
to a map ṽ : T → 2N as follows:

– ṽ(x) = {v(x)}, x ∈ V ar;
– ṽ(c) = {I(c)}, c ∈ Con; and
– ṽ(t ∗ t′) = ṽ(t) ∪ ṽ(t′), t, t′ ∈ T .

Thus each term represents a finite set of sources. Variables and constants repre-
sent the singleton set and hence point to individual sources. The function symbol
∗ represents the union of two sets. Note that for t, t′ such that B(t) = B(t′), we
obtain ṽ(t) = ṽ(t′). In fact, we have for any term s, ṽ(s) =

⋃
r∈B(s) ṽ(r).
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Let M be an interpretation. As in classical first-order logic, we have, for a
variable x, the notion of x-equivalence of two assignments v, v′ for M. We now
proceed to define satisfiability in an interpretation M := (F, V, I) of a wff α,
under an assignment v, at an object w of the domain U , denoted M, v, w |= α.
We omit the cases of Boolean wffs.

Definition 26.

– M, v, w |= Aα, if and only if for all w′ in U such that wR∅w′, M, v, w′ |= α.
– M, v, w |= [t]α, if and only if for all w′ in U such that wRṽ(t)w

′,
M, v, w′ |= α.

– M, v, w |= ∀xα, if and only if for every assignment v′ x-equivalent to v,
M, v′, w |= α.

Given an interpretation M and an assignment v of it, we use [[α]]M,v, where
α ∈ F , to denote the set {w : M, v, w |= α}. The set

⋂
v[[α]]M,v is denoted by

[[α]]M.
α is said to be valid in M, denoted as M |= α, if and only if [[α]]M = W .

Since we are interested in MSASD-interpretations, we shall simply say α is valid,
if α is valid in all MSASD-interpretations and write |=M α. α is satisfiable in
an interpretation M := (F, V, I) if M, v, w |= α for some v and some w. α is
satisfiable, if it is satisfiable in some MSASD-interpretation.

Note that for all terms t1, t2, t3 and all wffs α, the wffs [t1 ∗ t2]α ↔ [t2 ∗ t1]α
and [t1 ∗ (t2 ∗ t3)]α ↔ [(t1 ∗ t2) ∗ t3]α are valid in all interpretations. Therefore,
henceforth, we shall avoid using brackets while writing terms.

Remark 1. From Definition 26, it is clear that relation Rṽ(t) is used to evaluate
the modal operator [t]. Further, ṽ(t) is always a finite subset of N . Thus, it
follows that in the evaluation of a LMSASD wff in an interpretation based on
a MSASD F := (U, {RP }P⊆N ), the relation RP for infinite P does not play
any role. Moreover, given a MSASD-structure F := (U, {RP }P⊆f N ), one can
obtain a MSASD F′ := (U, {R′

P }P⊆N ) such that R′
P = RP for finite P – take

R′
P :=

⋂
p∈P R{p}. From this fact it follows that a LMSASD wff is valid in the

class of all interpretations based on MSASDs if and only if it is valid in the class
of all interpretations based on MSASD-structures.

Let us weaken the condition (I2) defining information structures (cf.
Definition 13) and consider the following.

Definition 27. F := (U, {RP }P⊆f N ) is called a semi MSASD-structure, if it
satisfies M1 and the weaker condition RP∪Q ⊆ RP ∩RQ, P,Q ⊆f N .

We note that the notion of semi MSASD-structure is a special case of that of
a decreasing frame and frame for logic L2 defined in [1] and [2] respectively. In
Sect. 5.1, we shall see that a wff of LMSASD is satisfiable in the class of inter-
pretations based on MSASD-structures if and only if it is satisfiable in the class
of interpretations based on semi MSASD-structures. Thus in order to prove the
completeness of an axiomatic system with respect to the class of interpretations
based on MSASD-structures, it is enough to prove the same with respect to the
class of interpretations based on semi MSASD-structures.
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4.3 Standard Interpretation

The following structure is of particular interest to us. Let Γ ⊆ F with finite
Con(Γ ).

Definition 28. A MSASD-interpretation MΓ := (F, V, IΓ ) is a Γ−standard
interpretation, when |F| ≥ k, k being the largest integer such that ck ∈ Con(Γ )
and IΓ : Con → N such that IΓ (ci) = i, for each ci ∈ Con(Γ ).

We also require to introduce the following special sets of standard interpre-
tations.

Definition 29. Let Γ ⊆ F with finite Con(Γ ), and k the largest integer such
that ck ∈ Con(Γ ). Consider any integer m ≥ k. We define

– Cm
Γ := {MΓ = (F, V, IΓ ) : F is a MSASD-structure with |F| = m};

– CNΓ := {MΓ = (F, V, IΓ ) : F is a MSASD-structure with |F| = |N|}; and
– CΓ := CNΓ ∪

⋃
m≥k Cm

Γ . If Γ := {α}, we simply write Cα.

It will be seen that validity of any wff α ∈ F with respect to all MSASD-
interpretations is effectively the same as that with respect to only interpretations
in Cα.

Theorem 3. |=M α, if and only if α is valid in all interpretations in Cα.

From Remark 1, and Theorem 3, it follows that a LMSASD wff α is valid in
the class of all interpretations based on MSASDs if and only if α is valid in all
interpretations in Cα.

Before we establish Theorem 3, we observe in the following proposition con-
ditions under which two interpretations, assignment pairs satisfy the same set
of wffs.

Proposition 17. Let α ∈ F and Mi := (Fi, Vi, Ii) where Fi := (W ,
{Ri

P }P⊆f Ni
), i ∈ {1, 2}, be two MSASD-interpretations. Let v1 and v2 be assign-

ments for the interpretations M1 and M2 respectively, such that the following
hold:

(a) R1
ṽ1(t)

= R2
ṽ2(t)

, for all t ∈ Con({α}) ∪ FV ({α}).
(b) {R1

i }i∈N1 = {R2
i }i∈N2 .

(c) V1(p) = V2(p) for all propositional variables p occurring in α.

Then M1, v1, w |= α if and only if M2, v2, w |= α, for all w ∈ U .

The proof is by induction on the complexity of α.
As a consequence, we obtain the following result easily. It will be used in Sect. 6.

Corollary 1. Consider α ∈ F , two MSASD-interpretations M1 := (F, V1, I1),
M2 := (F, V2, I2) and assignments v1, v2 such that (i) I1(c) = I2(c) for all
c ∈ Con({α}), (ii) v1(x) = v2(x) for all x ∈ FV ({α}) and (iii) V1(p) = V2(p) for
all propositional variables in α. Then M1, v1, w |= α if and only if M2, v2, w |= α,
for all w ∈ U .
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The following leads us to Theorem 3.

Proposition 18. Let α ∈ F be such that
(i) Con({α}) := {ci1 , ci2 , . . . , cin

}, i1 < i2 < · · · < in,
(ii) FV ({α}) := {xj1 , xj2 , . . . , xjr

}, j1 < j2 < · · · < jr.
If α is satisfiable in a MSASD-interpretation, then α is also satisfiable in an
interpretation in Cα with the same domain, under all assignments vα, where
vα(xjk

) = in + k, k ∈ {1, 2, . . . , r}.
Proof. Let α be satisfiable in M := (F, V, I), F := (U, {RP }P⊆f N ), under the
assignment v. Let us consider any α−standard interpretation Mα := (F′, V, Iα),
where F′ := (U, {R′

P }P⊆f M ), that satisfies the following:

{Ri}i∈N = {R′
i}i∈M ;

R′
ij

= Rṽ(cij
), j = 1, 2, . . . , n; and

R′
in+k = Rṽ(xjk

), k = 1, 2, . . . , r.

Note that in order to fulfil the last two conditions, F′ is required to have relations
at the positions ij , j = 1, 2, . . . , n and in + k, k = 1, 2, . . . , r. Moreover, due to
the first condition, we want at least one occurrence of the relations from the set
R := {Ri}i∈N \ {Rṽ(t), t ∈ {cij

: j = 1, 2, . . . , n} ∪ {xjk
: k = 1, 2, . . . , r}} (if

any) in F′. Thus, we must have |F′| ≥ in + r + |R|. In fact, for each cardinality
m, in + r + |R| ≤ m ≤ |N|, we can obtain such a F′ with |F′| = m.

From Proposition 17, it follows that α is satisfiable in Mα under all
assignments vα. ��

4.4 Interpretation in Terms of Rough Sets

Given a MSASD-interpretation M := (F, V, I), F := (U, {RP }P⊆f N ), and assign-
ment v of M, recall that [[α]]M,v := {w ∈ U : M, v, w |= α}. The following
illustrates how the quantifiers and modalities are used to express lower/upper
approximations.

Proposition 19.

1. [[〈t〉α]]M,v = ([[α]]M,v)Rṽ(t)
; [[[t]α]]M,v = ([[α]]M,v)

Rṽ(t)
.

2. [[[ci1 ∗ci2 ∗· · ·∗cim
]α]]M,v = ([[α]]M,v)

RP

, where P := {ṽ(cij
) : j = 1, 2, . . . ,m}.

For α which does not have a free occurrence of x,

3. [[∀x[x]α]]M,v = ([[α]]M,v)
s
; [[∃x[x]α]]M,v = ([[α]]M,v)

w
.

4. [[∀x〈x〉α]]M,v = ([[α]]M,v)s; [[∃x〈x〉α]]M,v = ([[α]]M,v)w.

From 2, it follows that in standard interpretations, [ci1 ∗ci2 ∗· · ·∗cim
] corresponds

to the lower approximation with respect to the distributed knowledge base of
the group of sources {i1, i2, . . . , im}. This also shows that LMSASD can express
the approximation of sets with respect to the distributed knowledge base of
any finite group of sources. Note that 3 and 4 may not hold if we remove the
restriction on α, as shown by Example 10.
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Example 10. Let us consider the MSASD-interpretation M := (F, V, I),F :=
(W, {RP }P⊆{1,2}), where W := {w1, w2, w3}, W/R1 :={{ w1, w2}, {w3}}, W/R2

:= {{w1}, {w2, w3}}, V (p) := {w1, w2}. Let v be an assignment such that v(x) =
2. Then we have w1 ∈ [[∀x[x][x]p]]M,v. But w1 /∈ ([[[x]p]]M,v)

R1
and hence w1 /∈

([[α]]M,v)
s
.

The constant symbols in the language of LMSASD are used to express
properties with respect to particular approximation spaces in MSASDs. For
instance, given a MSASD F := (U, {RP }P⊆{1,2,3}), suppose one has the query:
is XR{1,3} ⊆ Xs? This is equivalent to checking whether [[α]]Mα = U , where α is
[c1 ∗ c3]p → ∀x[x]p, Mα := (F, V, Iα) and V (p) = X. The assignment does not
play any role in the satisfiability of α as it is a closed wff.

The properties given in Proposition 6 turn into valid wffs of LMSASD:

Proposition 20. The following are valid in all MSASD-interpretations.

1. (a) ∀x[x](α ∧ β) ↔ ∀x[x]α ∧ ∀x[x]β; (b) ∃x〈x〉(α ∨ β) ↔ ∃x〈x〉α ∨ ∃x〈x〉β.
2. (a) ∃x〈x〉(α ∧ β) → ∃x〈x〉α ∧ ∃x〈x〉β; (b) ∃x[x](α ∧ β) → ∃x[x]α ∧ ∃x[x]β.
3. (a) ∀x[x]¬α ↔ ¬∃x〈x〉α; (b) ∃x[x]¬α ↔ ¬∀x〈x〉α.
4. (a) ∃x[x]α ↔ ∃x[x]∃y[y]α; (b) ∃x〈x〉∀y[y]α → ∃x[x]α.

The wffs of LMSASD can express many properties related to MSASD other
than those related to strong/weak lower and upper approximations, as we see
below.

Proposition 21.

1. ¬([c1]p ∨ [c1]¬p) ∧ ∃x([c1 ∗ x]p ∨ [c1 ∗ x]¬p) is satisfiable.
2. |=M ∀x∀y([x]p → [x ∗ y]p).
3. [c1 ∗ c2]p → ∃x[x]p is satisfiable.
4. ∀x∀y∃z([x ∗ y]p ∨ [x ∗ y]¬p→ [z]p ∨ [z]¬p) is satisfiable.
5. |=M ∀x∀y([x]p ∧ [y]p → [x ∗ y]p).

Satisfiability of the wff in 1 in a standard interpretation at the object w cor-
responds to the following situation. w is an undecidable/boundary element of
the set represented by p with respect to the knowledge base of the first source,
but there is a source in the system such that with respect to the distributed
knowledge base of these two sources, w becomes a decidable (i.e. positive or
negative) element of the set. Validity of the wff in 2 corresponds to the property
R{i,j} ⊆ Ri of the MSASD, which shows that the distributed knowledge of any
two sources is always at least as precise as that of an individual source. If the
wff in 3 is valid in a standard interpretation, then it will mean that if an object
is a positive element of the set represented by p with respect to the distributed
knowledge base of the group consisting of the first two sources, then the object
also belongs to the weak lower approximation of the set. Similarly, if the wff in
4 is valid in a MSASD-interpretation, it will imply that if any group consisting
of two sources considers an object x to be a positive/negative element of the set
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represented by p, then we will have a source in the system which also considers it
to be so. Validity of the wff in 5 guarantees that if an object is in the strong lower
approximation of a set with respect to a group consisting of two sources, then
it is also a positive element of the set with respect to the distributed knowledge
base of the group. Such a wff can be given for any finite group of sources.

We end this section with the observation how the questions of the kind
posed in Example 3 – rephrased in Page 173 – can now be looked upon as
questions of satisfiability of some LMSASD-wffs in particular interpretations.
More explicitly, for this example, F := (U, {RP }P⊆N ), N = {1, 2, 3, 4}, and
we consider a standard interpretation M := (F, V, IΓ ) with V (p) := X and
ci ∈ Con(Γ ), i = 1, 2, 3. Then Q1-Q7 are equivalent to the following, for any
assignment v. Let t := c1 ∗ c2 ∗ c3 ∗ c4.

Q1. What are the objects w ∈ U such that M, v, w |= ∀x[x]p?
Q2. Is M, v, Cal |= ∀x〈x〉p ∧ ¬∃x[x]p?
Q3. Is M |= (〈t〉p ∧ ¬[t]p) → (∀x〈x〉p ∧ ¬∃x[x]p?
Q4. Is M |= (∀x〈x〉p ∧ ¬∃x[x]p) → (〈t〉p ∧ ¬[t]p)?
Q5. Is M |= (¬∃x〈x〉p ∨ (∃x〈x〉p ∧ ∀x[x]p)) → ¬∃x[x]p?
Q6. Is M |= (∀x〈x〉p ∧ ¬∃x[x]p) → (〈t〉p ∧ ¬[t]p)?
Q7. Is M |= ∃x[x]p → [t]∃x[x]p?

4.5 Relationship of LMSASD with other Logics

In this section, we discuss some fragments of LMSASD, and show that the modal
system KTB, epistemic logic S5D

n and hence S5 are embedded in LMSASD.
We assume that the modal language and the language of LMSASD are based

on the same set of propositional variables, and adopt the following notations and
definitions.

Λ: the set of modal wffs with L as the modal operator for necessity;
K: the set of all MSASD-structures;
B: the set of all tolerance Kripke frames, i.e. frames with reflexive and symmetric
relations.

A logic L1 is embeddable into a logic L2 (L1 ⇀ L2), provided there is a translation
� of wffs of L1 into L2, such that �L1 α if and only if �L2 α� for any wff α of L1.

Logic for Strong Lower and Weak Upper Approximations. Choose and
fix a variable, say x, and define a connective �, for any LMSASD wff α:

�α := ∀x[x]α.

Let us consider the set Fs of wffs defined by the scheme: p ∈ PV |¬α|α ∧ β|�α.
Fs consists of only closed wffs and Con(Fs) = ∅. So the satisfiability of the
wffs of Fs in an interpretation (F, V, I) will be independent of I and assignment
v. Let M := (F, V, I) be a MSASD-interpretation. Then from Proposition 19,
we have [[�α]]M = ([[α]]M)

s
and [[♦α]]M = ([[α]]M)w as x is not free in any α.
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It follows that the set of wffs Fs can express the properties of strong lower and
weak upper approximations.

Let us consider the bijection T1 from Λ to Fs which fixes propositional vari-
ables and takes Lα to �T1(α). Further, consider the mapping Ψ : K → B
which maps the MSASD-structure F := (U, {RP }P⊆f N ) to (U,RF), where
RF :=

⋃
i∈NRi.

The following proposition guarantees that if T1(α) is satisfiable, then α is
also satisfiable in some tolerance frame.

Proposition 22. Let us consider a MSASD-interpretation M = (F, V, I) and
an assignment v. Then for all α ∈ Λ and w ∈ U ,

(Ψ(F), V ), w |= α if and only if M, v, w |= T1(α).

The proof is by induction on the complexity of α.
Propositions 9, 22 and the finite model property of KTB lead us to

Proposition 23. α ∈ Λ is satisfiable in a tolerance frame if and only if T1(α)
is satisfiable.

As T1 is bijective, it follows from Proposition 23 that the logic for strong lower
and weak upper approximations is the modal system KTB. Moreover, T1 gives us

Proposition 24. KTB ⇀ LMSASD.

Logic for Weak Lower and Strong Upper Approximations. Define the
set Fw of wffs for the weak lower approximation by taking �1α as ∃x[x]α. By
Proposition 19, for any M, [[�1α]]M,v = ([[α]]M,v)

w
and [[♦1α]]M = ([[α]]M)s.

Proposition 25. The following holds in LMSASD:

(N) If |=M α, then |=M �1α;
(M) |=M �1(α ∧ β) → (�1α ∧�1β);
(S4) |=M ♦1♦1α → ♦1α;
(T) |=M �1α → α.

(M) and (S4) follow from 2(b) and 5(b) of Proposition 6 respectively, and (T)
follows from the inclusion (*) given on Page 168. The axiom K of modal logic
is not valid:

Example 11. Consider the MSASD F of Example 10, and V such that V (p) :=
{w1, w2}, V (q) := {w2}. Then for any v, M, v, w2 �|= ∃x[x](p → q) → (∃x[x]p →
∃x[x]q).

Let us consider the bijection T2 from Λ to Fw, which fixes propositional
variables and takes Lα to �1T2(α). From Proposition 25, we obtain

Proposition 26. If α ∈ Λ is a theorem of the classical modal system MTS4
[15], then T2(α) is a valid wff of LMSASD.
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Moreover, we also have,

Proposition 27. If T2(α) is a valid wff of LMSASD, then α ∈ Λ is a theorem
of S5.

Proof. Every equivalence frame is also a MSASD having only one relation; T2(α)
∈ Fw is valid in an equivalence frame (U,R), if and only if α ∈ Λ is valid in
(U,R). ��
From Propositions 26 and 27, it follows that the logic for weak lower and strong
upper approximation lies between the classical modal system MTS4 and modal
system S5. However, the exact axiomatization of this system remains a question.

LMSASD and Epistemic Logic. Let us consider the n-agent epistemic logic
S5D

n [22] with knowledge operators Ki, i ∈ N = {1, . . . , n} and distributed
knowledge operators DG for groups G of agents. Let T3 be the translation from
the wffs of S5D

n to those of LMSASD which takes Kiα and D{i1,i2,...,im}α to
[ci]T3(α) and [ci1 ∗ · · · ∗ cim

]T3(α) respectively.
Let Γ := {T3(α) : α is a wff of S5D

n }. Note that Con(Γ ) = {c1, c2, . . . , cn}.
Define a surjection Φ from the set of all Γ−standard interpretations to the

set of all structures of the form (U, {Ri}i∈N , V ), where each Ri is an equiv-
alence relation on U and V : PV → 2U , as follows: for M := (F, V, IΓ ),
F := (U, {RP }P⊆f M ),

Φ(M) := (U, {Ri}i∈N , V ).

It is clear that

Proposition 28. M, v, w |= T3(α) if and only if Φ(M), w |= α, for all assign-
ments v and w ∈ U .

Using Theorem 3, Proposition 28 and the fact that Φ is surjective, we obtain

Proposition 29. α is valid wff of S5D
n if and only if |=M T3(α).

Hence S5D
n ⇀ LMSASD, and in particular, S5 ⇀ LMSASD.

It may be noted that epistemic logics will not suffice for our purpose. The
semantics for these logics considers a finite and fixed number of agents, thus
giving a finite and fixed number of modalities in the language. But in the case
of LMSASD, the number of sources is not fixed, and could also be countably
infinite. So it is not possible here to refer to all/some sources using only the
connectives ∧, ∨, and the quantifiers ∀, ∃ are used to achieve the task.

5 Axiomatization of LMSASD

In this section we present the axiomatization of LMSASD with respect to
MSASD-interpretations proposed in [52].

Consider the following deductive system, where t, t′ are terms in T and � ∈
{[t]; t ∈ T} ∪ {A}, ♦α := ¬�¬α. Note that the connective A is interpreted as
the global modal operator.



194 Md.A. Khan

Axiom schema:

1. All axioms of classical propositional logic.
2. ∀xα → α(t/x), where t ∈ Con ∪ V ar is free for x in α.
3. ∀x(α → β) → (α → ∀xβ), where the variable x is not free in α.
4. [t]α → [t′]α when B(t) ⊆ B(t′).
5. Aα → [t]α.
6. �(α → β) → (�α → �β).
7. �α → α.
8. ♦�α → α.
9. �α → ��α.

Rules of inference:
∀. β MP. α N. α
∀xβ α → β �α

β

So this is the quantification of a propositional modal system having ‘indexed’
modalities, obeying axioms of the system S5. We note that this is different
from both propositional quantification of modal logic [12], and modal predicate
logic [59], as none of them have feature of quantification over modalities. Let
us denote the deductive system consisting of the above axioms and rules by Λ.
The notion of theoremhood is defined in the usual way and we write �Λ α, if
α is a theorem. The Barcan-like wff ∀x�α → �∀xα, where in the case when
� = [t], x /∈ B(t), is not taken as an axiom as it can be deduced. (We thank Yde
Venema for indicating that this should be the case). Moreover, if the condition
x /∈ B(t) is removed, then the wff may not remain valid: consider, e.g. the wff
∀x[x][x]p → [x]∀x[x]p, F as the MSASD of Example 10, and the interpretation
M := (F, V, I) with assignment v, where V (p) = {w1, w2}, v(x) = 1.

Soundness of LMSASD with respect to the semantics of MSASD-
interpretations is obtained in a standard manner.

5.1 Completeness

The proof of the completeness theorem for LMSASD is in the line of modal lower
predicate calculus [40]. Note that if we could obtain the completeness for a wff α
with respect to the class of all MSASD-interpretations, then due to Theorem 3,
this would also give us completeness for α with respect to the class of all α-
standard interpretations.

As in the case of first order logic, we need the ∀−property for sets of wffs: a
set Γ of wffs of a language L is said to have the ∀−property in L if and only if
for every wff α and every variable x from L, there is some variable y in L, not
occurring in α, such that α(y/x) → ∀xα ∈ Γ .

Furthermore, we require to extend the language by adding infinitely many
new variables. Let n be an integer and consider the set Conn := {c1, c2, . . . , cn}
of constants. Let Ln be the language obtained from L by taking the constants
from the set Conn only; Ln+ the language obtained from Ln by adding infinitely
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many new variables; V ar+ the set of all variables in Ln+, and Tn+, the set of
all terms in Ln+.

With the usual techniques of modal predicate calculus, we have

Proposition 30. Any Λ− consistent set of wffs of Ln has a Λ−maximal con-
sistent extension in Ln+ with the ∀−property in Ln+.

Let us now describe the canonical interpretation Mn
C := (Fn

C , Vn
C , In

C)
for LMSASD and assignment vn

C required for the proof of the completeness
theorem.

Definition 30 (Canonical interpretation).

– UC
n := {w : w is Λ−maximal consistent in Ln+ and has the ∀−property in

Ln+};
– V C

n : PV → 2UC
n is such that V C

n (p) := {w ∈ UC
n : p ∈ w}, for p ∈ PV ;

– IC
n : Con → N is such that IC

n (ci) := i, ci ∈ Conn;
– vC

n : V ar+ → N is such that vC
n (xi) := n+i, where x1, x2, . . . is an enumeration

of the variables in Ln+.
– Finally, we get FC

n := (UC
n , {RC

n P }P⊆fN
), the canonical MSASD, by defining

RC
n P in the standard way as:
• wRC

n P w′, P �= ∅, if and only if for every wff [t]α of Ln+ with ṽC
n (t) = P ,

[t]α ∈ w implies α ∈ w′, where w,w′ ∈ UC
n .

• wRC
n ∅w

′, if and only if for every wff Aα of Ln+, Aα ∈ w implies α ∈ w′,
where w,w′ ∈ UC

n .

Note 1. (i) For each P ⊆f N, there exists t ∈ Tn+ such that ṽC
n (t) = P .

(ii) For t, t′ ∈ Tn+, ṽC
n (t) = ṽC

n (t′) implies B(t) = B(t′).

This follows from the fact that for each j ∈ N, there exists t ∈ Conn ∪ V ar+

such that ṽC
n (t) = j and ṽC

n |V ar+∪Conn
is injective.

Proposition 31 (Truth Lemma). β ∈ w if and only if MC
n , vC

n , w |= β, for
any wff β of Ln+ and w ∈ UC

n .

The proof, as usual, is by induction on the complexity of the wff β.
Recall Definition 27. We have the following.

Proposition 32. FC
n is a semi MSASD-structure.

Proof. The equivalence of each of the relation RC
n P follows from Axioms 7–9.

Moreover, the condition RC
n P∪Q ⊆ RC

n P ∩RC
n Q follows from Axiom 4. We omit

the detail proof as it is very standard in modal logic. ��
Let α ∈ F be Λ−consistent, and k the largest integer such that ck ∈

Con({α}). From Propositions 30, 31 and 32, we then obtain

Proposition 33. If α is Λ−consistent, then there exists an interpretation M =
(F, V, I) based on a semi MSASD F = (U, {RP }P⊆f N ), an object w ∈ U and an
assignment v such that M, v, w |= α.
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Note that the interpretation obtained in Proposition 33 may not have the prop-
erties (I1) and (I2). In order to get these, some more work needs to be done. In
fact, we will take standard modal logic approach where one transforms models
(interpretations) into desirable form without affecting satisfiability. Moreover,
for this purpose, we shall make use of two standard techniques of modal logic:
copying, and generated sub-model. Let us first state the following theorem that
gives us the completeness result.

Theorem 4. Let α ∈ F and M = (F, V, I) be an interpretation based on a
semi MSASD-structure F = (U, {RP }P⊆f N ) such that M, v, w |= α for some
assignment v and w ∈ U . Then there exists a MSASD-interpretation M′ =
(F′, V ′, I) with |F′| = |F| and w′ ∈ U ′ (domain of F′) such that M′, v, w′ |= α.
Moreover, if |U | = n and |F| = m, then |U ′| ≤ n× 22

m×mn.

The theorem is proved in two steps. First, we obtain the property (I2) following
the technique of copying. In the second step, we add the property (I1). The first
part follows the proof scheme of Balbiani [1]. For the sake of completeness, we
give the main definitions and results.

Definition 31. Let F = (U, {RP }P⊆f N ) and F′ = (U ′, {R′
P }P⊆f N ) be two

frames and Ψ be a set of mappings from U to U ′. Ψ is said to be a copying
from F to F′ provided the following is satisfied.

(C1) For every mapping f, g ∈ Ψ and for every object x, y ∈ U , f(x) = g(y)
implies x = y.

(C2) For every object x′ ∈ U ′, there exists a mapping f ∈ Ψ and an object
x ∈ U such that f(x) = x′.

(C3) For every P ⊆f N , for every mapping f ∈ Ψ and for every object x, y ∈ U ,
(x, y) ∈ RP implies there exists a mapping g ∈ Ψ such that (f(x), g(y)) ∈
R′

P .
(C4) For every P ⊆f N , for every mapping f, g ∈ Ψ and for every object

x, y ∈ U , (f(x), g(y)) ∈ R′
P implies (x, y) ∈ RP .

Proposition 34. Let M := (F, V, I) and M′ := (F′, V ′, I) be two interpretations
such that the following hold.

1. |F| = |F′| = |N |, where N is an initial segment of N.
2. There exists a copying Ψ from F into F′.
3. V ′(p) = {f(x) : f ∈ Ψ and x ∈ V (p)}, for all p ∈ PV .

Then for every wff α, for every mapping f ∈ Ψ , for every x ∈ U and for every
assignment v : V ar → N , M, v, x |= α if and only if M′, v, f(x) |= α.

The proof is by induction on the complexity of α.
Let us consider the frame F := (U, {RP }P⊆f N ) of Theorem 4, and the fol-

lowing definitions, where P ⊆f N , 2N
f denotes the collection of all finite subsets

of N , and for any P,Q ⊆f U , P + Q := (P \Q) ∪ (Q \ P ).
Ω := {f : f : 2N

f ×N → 2U}; U∗ := U ×Ω.
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π(P ) : U × U → 2U is such that π(P )(x, y) := [x]RP
+ [y]RP

. Note that
π(P )(x, y) = ∅, if and only if (x, y) ∈ RP .
R∗

P is a relation on U∗ such that ((x, f), (y, g)) ∈ R∗
P , if and only if

a1. (x, y) ∈ RP ;
a2. for all i ∈ P and for every Q ⊆f N , if i ∈ Q, then f(Q, i) + g(Q, i) = ∅ and
a3. for every Q ⊆f N ,

∑

i∈Q

(f(Q, i) + g(Q, i)) = π(Q)(x, y).

Consider the frame F∗ := (U∗, {R∗
P }P⊆f N ). We then have

Proposition 35.

1. For each P ⊆f N , R∗
P is an equivalence relation.

2. R∗
P∪Q = R∗

P ∩R∗
Q.

3. R∗
P ⊆ R∗

∅.
4. Let P ⊆f N, and f ∈ Ω. Then for every x, y ∈ U such that (x, y) ∈ RP , there

exists g ∈ Ω such that ((x, f), (y, g)) ∈ R∗
P .

5. There exists a copying from F into F∗.
6. If |U | = n and |F| = |N | = m, m,n being finite, then |U∗| = n× 22

m×mn.

Proof. 4. Let φ be a mapping from 2N
f × 2N

f to N such that for all S,Q ⊆f N ,
if Q �⊆ S, then φ(S,Q) ∈ Q and φ(S,Q) �∈ S. For every Q ⊆f N and i ∈ N , let
g(Q, i) be the subset of U obtained as follows:
If i �∈ Q, then g(Q, i) = ∅.
If i ∈ Q and i ∈ P , then g(Q, i) = f(Q, i).
If i ∈ Q and i �∈ P , then either i �= φ(P,Q) – in this case g(Q, i) = ∅ or
i = φ(P,Q) – in this case g(Q, i) =

∑

j∈Q\P

f(Q, j) + π(Q)(x, y).

One can then show that ((x, f), (y, g)) ∈ R∗
P . ��

Now take the valuation V of Theorem 4 and let V ∗ : PV → 2U∗
be such

that V ∗(p) := {f∗(x) : f∗ ∈ Ω∗ and x ∈ V (p)}. Then from Proposition 34 and
the fact that M, v, w |= α, we obtain M∗, v, f(w) |= α, where f ∈ Ω∗ and
M∗ := (F∗, V ∗, I).

In order to incorporate property (I1), consider F∗g := (U∗g, {R∗g
P }P⊆f N ), the

interpretation generated by f(w) using the equivalence relation R∗
∅ as follows:

U∗g is the equivalence class of f(w) with respect to the equivalence relation
R∗

∅; R∗g
P , V ∗g are the restrictions of R∗

P and V ∗ to U∗g respectively (that is:
R∗g

P := R∗
P ∩ (U∗g × U∗g), and for each p ∈ PV , V ∗g(p) := V ∗(p) ∩ U∗g).

Then one can show that

Proposition 36. F∗g is a MSASD-structure.

Using the property of generated sub-models and that M∗, v, f(w) |= α, we
obtain M∗g, v, f(w) |= α. This gives us Theorem 4, and finally, the completeness
theorem.

Theorem 5 (Completeness). |= Mα implies �Λ α.
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6 Some Decidability Results Related to LMSASD

The content of this section is based on the articles [45,52].
From Theorem 3, it follows that given a wff α ∈ F , if we could decide whether

there exists an interpretation in Cα where α is satisfiable, then we would be able
to decide whether α is satisfiable in any MSASD-interpretation or not. This
question remains open, but we have the following result.

Theorem 6. Given a wff α ∈ F , an integer n and I : Con → {1, 2, . . . , n},
we can decide whether there exists a MSASD-interpretation M := (F, V, I) with
|F| = n such that α is satisfiable in M.

Suppose α is satisfiable in a MSASD-interpretation M := (F, V, I) with |F| =
n. Then, we will show that without affecting the satisfiability of α, M can be
transformed into a MSASD-interpretation M′ := (F′, V, I), with |U ′| ≤ n ×
22

D×Dn, where U ′ is the domain of F′, D = 2|Δ|×nm

, and Δ is the set of all sub-
wffs of α. This result will be the main part of the proof of Theorem 6, and will
be proved using a very standard technique of modal logic, known as filtration
[9]. So, let us move to provide a detailed proof of this theorem.

Let Σ ⊆ F be a sub-wff closed set. Let N := {1, 2, . . . , n}, and consider the
interpretation M := (F, V, I), where F := (U, {RP }P⊆f N ) is a MSASD-structure
and V : PV → 2U , I, n are the same as in Theorem 6. Consider the binary
relation ≡Σ on U defined as:
w ≡Σ w′, if and only if for all β ∈ Σ and all assignments v for M, M, v, w |= β
if and only if M, v, w′ |= β.

Definition 32 (Filtration interpretation).

– UfΣ := {[w] : w ∈ U}, [w] is the equivalence class of w with respect to the
equivalence relation ≡Σ;

– RfΣ

P ⊆ UfΣ × UfΣ is defined as:
([w], [w′]) ∈ RfΣ

P if and only if there exist w1 ∈ [w] and w2 ∈ [w′] such that
(w1, w2) ∈ RP ;
RfΣ

P

∗
is the transitive closure of RfΣ

P ;
– V fΣ : PV → 2UfΣ is defined as: V fΣ (p) := {[w] ∈ UfΣ : w ∈ V (p)}.
Let MfΣ and MfΣ

∗ denote the interpretations ((UfΣ , {RP
fΣ}P⊆f N ), V fΣ , I)

and ((UfΣ , {RP
fΣ

∗}P⊆f N ), V fΣ , I) respectively. We shall see that, although
the interpretation MfΣ preserves satisfaction (cf. Proposition 40), the relation
RfΣ

P may not be an equivalence. So, we consider the interpretation MfΣ
∗ instead

of MfΣ , and proceed to get the desired decidability result viz. Theorem 6. We
begin with the following propositions listing some of the properties of RfΣ

P and
RfΣ

P

∗
.
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Proposition 37.

1. For each P ⊆f N , RfΣ

P is reflexive and symmetric.
2. RfΣ

∅ = UfΣ × UfΣ .
3. If (w, u) ∈ RP then ([w], [u]) ∈ RfΣ

P ;
4. If ([w], [u]) ∈ RfΣ

P , then for all 〈t〉α ∈ Σ and for all assignment v with
ṽ(t) = P and M, v, u |= α, we have M, v, w |= 〈t〉α.

Proof. We will only prove 4. Since ([w], [u]) ∈ RfΣ

P , there exists w′ ∈ [w] and
u′ ∈ [u] such that (w′, u′) ∈ RP . Since 〈t〉α ∈ Σ, so α ∈ Σ. Therefore, M, v, u′ |=
α (∵ u ≡Σ u′ and M, v, u |= α). But (w′, u′) ∈ RP and hence M, v, w′ |= 〈t〉α.
This gives M, v, w |= 〈t〉α as 〈t〉α ∈ Σ and w ≡Σ w′. ��
Proposition 38.

1. For each P ⊆f N , RfΣ

P

∗
is an equivalence relation.

2. RfΣ

∅
∗

= UfΣ × UfΣ .
3. RfΣ

P∪Q

∗ ⊆ RfΣ

P

∗ ∩RfΣ

Q

∗

Proof. We will only prove 3. Let ([w], [u]) ∈ RfΣ

P∪Q

∗
. Then there exists [wi], i =

1, 2, . . . , k such that ([w], [w1]) ∈ RfΣ

P∪Q, ([wk], [u]) ∈ RfΣ

P∪Q and ([wi], [wi+1]) ∈
RfΣ

P∪Q, i ∈ {1, 2, . . . , k − 1}. This implies that there exists w ∈ [w], u′ ∈ [u]
and w′

i ∈ [wi], i = 1, 2, . . . , k such that (w,w1) ∈ RP∪Q, (wk, u) ∈ RP∪Q and
(wi, wi+1) ∈ RP∪Q, i ∈ {1, 2, . . . , k − 1}. Since RP∪Q ⊆ RP ∩ RQ, we obtain
(w,w1) ∈ RP , (wk, u) ∈ RP , (wi, wi+1) ∈ RP and (w,w1) ∈ RQ, (wk, u) ∈ RQ,
(wi, wi+1) ∈ RQ, i ∈ {1, 2, . . . , k − 1}. This gives (w, u) ∈ RP ∩ RQ as RP and
RQ are transitive. Thus, we obtain ([w], [u]) ∈ RfΣ

P

∗ ∩RfΣ

Q

∗
. ��

Note 2. Thus the interpretation MfΣ
∗ is based on the semi MSASD-structure

(UfΣ , {RfΣ

P

∗}P⊆f N ).

Next, we show that MfΣ
∗ preserves satisfaction in the following sense.

Proposition 39. For all wffs α ∈ Σ, all assignment v for M and all objects
w ∈ U , M, v, w |= α if and only if MfΣ

∗
, v, [w] |= α.

To prove it, we need the Propositions 40–42. The proofs are routine.

Proposition 40. For all wffs α ∈ Σ, all assignment v for M and all objects
w ∈ U , M, v, w |= α if and only if MfΣ , v, [w] |= α.

Proof. Proof is by induction on the complexity of α. ��
Proposition 41. For all wffs [t]α ∈ Σ, all assignment v for M and all objects
[w], [u] ∈ UfΣ such that ([w], [u]) ∈ RfΣ

ṽ(t) and MfΣ , v, [w] |= [t]α, we have
MfΣ , v, [u] |= [t]α.
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Proof. Since ([w], [u]) ∈ RfΣ

ṽ(t), there exists w′ ∈ [w] and u′ ∈ [u] such that
(w′, u′) ∈ Rṽ(t). Now,
MfΣ , v, [w] |= [t]α
⇒M, v, w |= [t]α (by Proposition 40)
⇒M, v, w′ |= [t]α (∵ w′ ∈ [w])
⇒M, v, w′ |= [t][t]α (∵ [t]β → [t][t]α is valid in all MSASD-interpretation)
⇒M, v, u′ |= [t]α (∵ (w′, u′) ∈ Rṽ(t))
⇒M, v, u |= [t]α (∵ u′ ∈ [u])
⇒MfΣ , v, [u] |= [t]α (by Proposition 40). ��
Proposition 42. For all wffs α ∈ Σ, all assignment v for M and all objects
w ∈ U , MfΣ , v, [w] |= α if and only if MfΣ

∗
, v, [w] |= α.

Proof. Proof is by induction on the complexity of α. We only provide the proof
of the case when α is of the form [t]β.
Let MfΣ , v, [w] |= [t]β. We have to show MfΣ

∗
, v, [w] |= [t]β. Let ([w], [u]) ∈

RfΣ

ṽ(t)

∗
. Then there exists w1, w2, . . . , wk such that ([w], [w1]) ∈ RfΣ

ṽ(t), ([wk], [u]) ∈
RfΣ

ṽ(t) and ([wi], [wi+1]) ∈ RfΣ

ṽ(t), i ∈ {1, 2, . . . , k − 1}. Since MfΣ , v, [w] |= [t]β,
by Proposition 41, we have MfΣ , v, [wk] |= [t]β. This implies MfΣ , v, [u] |= β

as ([wk], [u]) ∈ RfΣ

ṽ(t). Thus by induction hypothesis, we obtain MfΣ
∗
, v, [u] |= β

and hence MfΣ
∗
, v, [w] |= [t]β. The other direction is obvious. ��

Combining Propositions 40 and 42, we obtain the proof of Proposition 39. Thus,
we have the following result which will lead us to the finite model property
(Proposition 44).

Proposition 43. Let α ∈ F and consider n and I given in Theorem 6. Let Δ
be the set of all sub-wffs of α. If α is satisfiable in a MSASD-interpretation M :=
(F, V, I) with |F| = n, then it is satisfiable in an interpretation M′ := (F′, V, I)
based on a semi MSASD-structure F′ := (U ′, {R′

P }P⊆f N ) with |U ′| ≤ 2|Δ|×nm

,
where |V ar{α}| = m.

Proof. Due to Note 2 and Proposition 39, it is enough to show that |UfΔ | ≤
2|Δ|×nm

. Let V ar(Δ) := {x1, x2, . . . , xm}. Let Asg denote the collection of all
assignments for M. Consider the equivalence relation≈ defined on Asg as follows:

v1 ≈ v2 if and only if v1(xj) = v2(xj), j = 1, 2, . . . ,m.

Let Asg/ ≈ denote the quotient set, as usual. Note that |Asg/ ≈ | ≤ nm. Now
define a map g : UfΔ → 2Σ×Asg/≈ as:

g([w]) := {(β, [v]) ∈ Δ×Asg/ ≈: MfΣ
∗
, v, w |= β}.

Clearly g is injective and hence UfΔ contains at most 2|Δ|×nm

elements. ��
Let D = 2|Δ|×nm

. Then using Theorems 4 and 43, we obtain,
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Proposition 44 (Finite model property). Let α ∈ F and consider n and
I given in Theorem 6. Let Δ be the set of all sub-wffs of α. If α is satisfiable
in a MSASD-interpretation M := (F, V, I) with |F| = n, then it is satisfiable in
a MSASD-interpretation M′ := (F′, V, I), where |U ′| ≤ n × 22

D×Dn (U ′ is the
domain of F′).

Proof of Theorem 6. Since there are only n|FV ({α})| distinct mappings from
FV ({α}) to N , from Propositions 1 and 44, we obtain the desired result. ��

Since there are only n|Con({α})| distinct mappings from Con({α}) to N , from
Proposition 1 and Theorem 6, we obtain,

Theorem 7. Given a wff α ∈ F and an integer n, we can decide whether there
exists a MSASD-interpretation M := (F, V, I) with |F| = n such that α is satis-
fiable in M.

In practical problems, MSASDs with finite domains would be of particular
relevance. We have the following decidable problem related to such approxima-
tion systems.

Theorem 8. Given an integer t and a wff α ∈ F , we can decide whether there
exists an interpretation in Cα with a domain of cardinality t, in which α is
satisfiable.

Proof. We shall construct a finite set F of MSASD-structures with domain of car-
dinality t and an assignment v, such that if α is satisfiable in any interpretation
in Cα with domain of cardinality t, then it must be satisfiable in an interpretation
in Cα based on some MSASD-structure from F under the assignment v.

Let ci1 , ci2 , . . . , cin
and xj1 , xj2 , . . . , xjr

give respectively the complete list of
constants and free variables of α, with i1 < i2 < . . . < in, j1 < j2 < . . . < jr.
Now consider any set U with |U | = t. The set F consists of all MSASD-structures
(U, {RP }P⊆f N ) with cardinality |N | ≥ in + r, that satisfy conditions (1)–(4)
below.

Suppose m is the number of distinct equivalence relations on U . These rela-
tions may be assigned to the positions i1, . . . , in, in + 1, . . . , in + r ∈ N in
mn+r = g(say) different ways. Let A := {Al1

1 , Al2
2 , . . . , A

lg
g } be the set of all

distinct assignments of the m relations to these positions. The superscript ls on
Als

s indicates that ls of the n + r relations assigned by Als
s , are distinct.

(1) The relations Ri1 , . . ., Rin
, Rin+1, . . ., Rin+r in the MSASD-structure

(U, {RP }P⊆f N ), |N | ≥ in + r, must be determined by an assignment in A.
Consider any such MSASD-structure, corresponding to the member Als

s , say,
in A.

(2) The cardinality |N | must be such that |N | ≤ in + r + (m − ls). If m > ls,
at the positions in + r + 1, . . . , |N |, we must have relations that are distinct
from each other, as well as from each of Ri1 , . . . , Rin

, Rin+1, . . . , Rin+r.
(3) For j < in + r with j /∈ {i1, . . . , in, in + 1, . . . , in + r}, Rj = Rl, for some l

in {i1, . . . , in, in + 1, . . . , in + r, in + r + 1, . . . , |N |}.
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Furthermore,
(4) no two MSASDs-structure corresponding to the same Als

s , have the same set
of relations.

For a fixed Als
s , the number of corresponding MSASD-structures in F is

Cm−ls
0 + Cm−ls

1 + . . . + Cm−ls
m−ls−1 + Cm−ls

m−ls
= ds (say).

As F is just the union of the collections of MSASD-structures corresponding to
all the assignments in A (satisfying (2)–(4)), |F | = ∑g

s=1 ds, making F finite.
Let P (α) be the set of all propositional variables occurring in α and V1,

V2, . . ., Vk be the list of all distinct mappings from P (α) to 2U . Let v be an
assignment such that v(xjq

) = in + q, q = 1, 2, . . . , r. From Proposition 17, it
follows that if α is satisfiable in an interpretation with domain of cardinality t,
then it must be satisfiable in one of the α−standard interpretations based on a
MSASD-structure in F with the valuation from the set {V1, V2, . . . , Vk} under
the assignment v. So by checking the satisfiability under v in all α− standard
interpretations (finite in number) based on the MSASD-structures of F with the
valuation from the set {V1, V2, . . . , Vk}, we can decide whether α is satisfiable in
an interpretation with domain of cardinality t. ��

Let us illustrate the construction of the set F in Theorem 8 for the wff
α := [c1]p ∧ ([c3]p → (∀x[x]q ∧ [x2]p)), and t = 3. For α, in = 3, r = 1. Take
any U with cardinality 3. Then m = 5; denote by ρ1, ρ2, ρ3, ρ4, ρ5 the equiva-
lence relations on U . MSASD-structures (U, {RP }P⊆f N ) in F would have car-
dinality |N | ≥ 4, and the relations R1, R3, R4 would be determined by assign-
ments from A := {Al1

1 , . . . , A
lg
g }, g = 53. Let us consider A2

s. By condition
(2), the MSASD-structures corresponding to A2

s would have |N | ≤ 7. Suppose
|N | = 6, and A2

s defines R1 := ρ5, R3 := ρ2, R4 := ρ5. We consider all
MSASD-structures (U, {RP }P⊆f N ) such that (i) R1 = ρ5, R3 = ρ2, R4 = ρ5
(ii) R5, R6 are distinct and are taken from the set {ρ1, ρ3, ρ4} (condition-2);
R2 can be any of the relations R1, R3 − R6 (condition-3). Now, for exam-
ple, both R1 = ρ5, R2 = ρ3, R3 = ρ2, R4 = ρ5, R5 = ρ3, R6 = ρ4 and
R1 = ρ5, R2 = ρ2, R3 = ρ2, R4 = ρ5, R5 = ρ4, R6 = ρ3 satisfy the above.
However, due to condition (4), we choose any one of them. A2

s would thus give
8(= ds) MSASD-structures. Finally, F is the union of the collections of MSASD-
structures so obtained, corresponding to each assignment Als

s in A.
From Proposition 18 and Theorem 8, we obtain,

Corollary 2. Given an integer t and a wff α ∈ F , we can decide whether
there exists a MSASD interpretation with domain of cardinality t, in which α is
satisfiable.

The assumption of finiteness of the domain in this result, entails that there
is a finite number of distinct equivalence relations on the domain. However, it
should be noted that in the class of interpretations where decidability is being
checked, there is no restriction on the cardinality of the MSASD-structures. This
is in contrast to the assumption of Theorem 7 – the class of interpretations
considered there, must have a given finite cardinality.
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6.1 A Decidable Fragment

Let us now present a decidable fragment of LMSASD. Following the notation of
first order logic [14], a wff α is said to be Σ0

0 , Σ0
1 or Σ0

2 according as it is of the
form β, ∃x1∃x2 · · · ∃xnβ, or ∃x1∃x2 · · · ∃xn∀y1∀y2 · · · ∀ymβ respectively, where β
does not involve any quantifier. The following is immediate.

Proposition 45. Consider a Σ0
0 wff α ∈ F . Let M := (F, V, I) and M′ :=

(F′, V, I ′) be two MSASD-interpretations with the same domain U and v, v′ two
assignments such that Rṽ(t) = Rṽ′(t) for all t ∈ Con({α})∪ V ar({α}). Then for
all w ∈ U ,

M, v, w |= α if and only if M′, v′, w |= α.

The following proposition is crucial to obtain the decidable fragment.

Proposition 46. Let α be a Σ0
2 wff with n and m existential and universal quan-

tifiers respectively. Let z1, z2, . . . , zr be the complete list of free variables occurring
in α. If α is satisfiable in an α−standard interpretation M := (F, V, Iα), then
it is also satisfiable in a MSASD-interpretation M′ := (F′, V, Iα), where each
relation occurring in F′ also occurs in F and |F′| = k + n + r, k being the largest
integer such that ck ∈ Con({α}).
Proof. Let α := ∃x1∃x2 · · · ∃xn∀y1∀y2 · · · ∀ymβ, where β does not contain any
quantifier, such that it is satisfiable in the α−standard interpretation M :=
(F, V, Iα), F := (U, {RP }P⊆f N ), under the assignment v. So for some w ∈ U ,
M, v, w |= α. Then there exists an assignment v1 such that v1(x) = v(x) for
x /∈ {x1, x2, . . . , xn} and

M, v1, w |= ∀y1∀y2 · · · ∀ymβ (7)

Consider the α−standard interpretation M′ := (F′, V , Iα), where F′ := (U ,
{R′

P }P⊆f M ), M := {1, 2, . . . , k + n + r} and
(i) R′

j = Rj , j ∈ {1, 2, . . . , k}, (ii) R′
k+l = Rv1(xl), l ∈ {1, 2, . . . , n}, and

(iii) R′
k+n+l = Rv1(zl), l ∈ {1, 2, . . . , r}.

Let v′
1 be an assignment for M′ such that

v′
1(xi) = k + i, xi ∈ {x1, x2, . . . , xn} and v′

1(zi) = k +n+ i, zi ∈ {z1, z2, . . . , zr}.
We shall prove that

M′, v′
1, w |= ∀y1∀y2 · · · ∀ymβ. (8)

If possible, let (8) not hold. Then there exists an assignment v′
2 such that v′

2(y) =
v′
1(y) for y /∈ {y1, y2, . . . , ym} and

M′, v′
2, w �|= β. (9)

Let us consider an assignment v2 for the interpretation M such that the fol-
lowing are satisfied. (i) v2(y) = v1(y), if y /∈ {y1, y2, . . . , ym}. (ii) For y ∈
{y1, y2, . . . , ym}, v2(y) = j, if v′

2(y) = j ∈ {1, 2, . . . , k} and v2(y) = v1(xj),
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if v′
2(y) = k + j ∈ {k + 1, k + 2, . . . , k + n}. (iii) v2(y) = v1(zj), if v′

2(y) =
k + n + j ∈ {k + n + 1, k + n + 2, . . . , k + n + r}.
Note that R′

ṽ′
2(t)

= Rṽ2(t) for all t ∈ Con({β}) ∪ V ar({β}).
In fact, for t = xi, i ∈ {1, 2, . . . , n}, R′

ṽ′
2(t)

= R′
ṽ′
1(t)

= R′
k+i = Rṽ1(xi) = Rṽ2(xi).

For t = zi, i ∈ {1, 2, . . . , r}, R′
ṽ′
2(t)

= R′
ṽ′
1(t)

= R′
k+n+i = Rṽ1(zi) = Rṽ2(zi).

For t = yi ∈ {y1, y2, . . . , ym} with v′
2(y) = j ∈ {1, 2, . . . , k}, R′

ṽ′
2(t)

= R′
j = Rj =

Rṽ2(t).
For t = yi ∈ {y1, y2, . . . , ym} such that v′

2(y) = k + j ∈ {k + 1, k + 2, . . . , k + n},
R′

ṽ′
2(t)

= R′
k+j = Rṽ1(xj) = Rṽ2(t).

For t = yi ∈ {y1, y2, . . . , ym} with v′
2(y) = k+n+j ∈ {k+n+1, k+n+2, . . . , k+

n + r},
R′

ṽ′
2(t)

= R′
k+n+j = Rṽ1(zj) = Rṽ2(t).

Therefore, from Proposition 45 and (9), we obtain M, v2, w �|= β. But since
v2(y) = v1(y) for all y �∈ {y1, y2, . . . , ym}, M, v1, w �|= ∀y1∀y2 . . . ∀ymβ. This
contradicts (7). Therefore, (8) holds. ��
From Theorems 3, 6 and Proposition 46, we obtain the following theorem.

Theorem 9. Satisfiability of a Σ0
2 wff can be decided.

Observe that for the satisfiability of a Σ0
2 wff ∃x1∃x2 · · · ∃xn∀y1∀y2 · · · ∀ymβ,

the choice of the relations attached with the modalities for xi’s does not vary
with the relations attached with the modalities for yi’s. This fact is used to
obtain Proposition 46. But the situation changes for other wffs. For instance, in
case of the wff ∀y∃x〈y〉〈x〉p, p being a propositional variable, we require different
relations to be attached with the modality 〈x〉 depending on the relation attached
with the modality 〈y〉. So Proposition 46 fails for this wff, as shown by the
following example.

Example 12. Let α := ∀y∃x〈y〉〈x〉p and (F, V, Iα) the α-standard interpretation
where F := (U, {RP }P⊆fN

), U := {w,w′} ∪ {wi : i ∈ N}, V (p) := {w′} and

U/R1 := {{w,w1}, {w′}, {wj : j ≥ 2}}, while
U/Ri := {{w,wi}, {wi−1, w

′}, {wj : j �= i, i− 1}}, for i ≥ 2.

Note that for all assignments v, we have M, v, w |= α. Moreover, if the relation
Ri is attached with the modality 〈y〉, then we must attach the relation Ri+1 with
the modality 〈x〉. Thus, if any of the relations is removed, we lose satisfiability
of the wff in the resultant MSASD. Formally, M′, v, w �|= α for any α-standard
interpretation M′ := (F′, V, Iα), where F′ := (U, {R′

P }P⊆f M ) with {R′
i}i∈M �

{Ri}i∈N.

7 Algebraic Semantics for LMSASD

In this section, we present an algebraic semantics for LMSASD, which appeared
in [47].
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Let us recall the Definition 14 of Boolean algebra with operators (BAO). In
this section, we are interested only in those (complete) BAOs where Δ = 2Nf
(the set of all finite subsets of N) and each fk, fl, l, k ⊆f N satisfies the following
additional conditions:

(B1) fka ≤ fkfka;
(B2) fka ≤ a;
(B3) a ≤ fkgka, where gk :=∼ fk ∼;
(B4) fka ∪ fla ≤ fk∪la and
(B5) f∅a ≤ fka.

The class of all complete BAOs which satisfies (B1)–(B5) is denoted by C.
We shall obtain completeness of LMSASD with respect to the class C.

Definition 33. Let A := (A,∩,∼, 1, {fk}k⊆fN
) be a BAO satisfying (B1)–(B5).

By an assignment in A, we mean a function θ : PV → A. θ can be extended
uniquely to a meaning function θ̃ : F → A as follows:

θ̃(¬α) =∼ θ̃(α);
θ̃(α ∧ β) = θ̃(α) ∧ θ̃(β);
θ̃([t]α) = fk(θ̃(α)), k = {i ∈ N : ci ∈ B(t)};
θ̃(Aα) = f∅θ̃(α) and
θ̃(∀xα) =

⋂{θ̃(α(cj/x)) : j ∈ N}, provided the g.l.b. exists.

We define θ̃(α) := θ̃(cl(α)) for α ∈ F , where cl(α) denotes the closure of the
wff α.

Note that in order to define the natural translation corresponding to all
possible assignments from closed LMSASD wffs to elements of BAO, we only
require the existence of joins and meets of the set of the form {θ̃(α(cj/x)) :
j ∈ N}, where α is an LMSASD wff with only one free variable x and θ is an
assignment. This motivates us to define a realization for LMSASD in the line of
realization of first order formalized languages [89].

Definition 34. A BAO A := (A,∩,∼, 1, {fk}k⊆fN
) satisfying (B1)–(B5) is

said to be a realization for LMSASD, if for every assignment θ : PV → A,
θ̃(α) exists for all α ∈ F .

Note that every complete BAO satisfying (B1)–(B5) is a realization for
LMSASD. But not all realizations for LMSASD are complete BAO. For instance,
if a BAO A satisfying (B1)–(B5), has only one distinct function symbol, then
each set {θ̃(α(cj/x)) : j ∈ N} will be singleton and thus A becomes a realization
which may not necessarily be complete.

Consider the complex algebra of a MSASD-structure (cf. Definition 15). We
obtain the following.

Proposition 47. Every complex algebra of a semi MSASD-structure is a com-
plete BAO satisfying (B1)–(B5).
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Proof. Let F := (U, {RP }P⊆f N ) be a semi MSASD-structure. Since F+ is a power
set algebra, we only need to prove (B1)–(B5).

(B1): x ∈ mRk
(X)

⇒ for all y such that (x, y) ∈ Rk, y ∈ X
⇒ for all y and z such that (x, y) ∈ Rk and (y, z) ∈ Rk, z ∈ X (∵ Rk is
transitive)
⇒ x ∈ mRk

mRk
(X).

(B2): x ∈ mRk
(X)

⇒ for all y such that (x, y) ∈ Rk, y ∈ X
⇒ x ∈ X (∵ Rk is reflexive).

(B3): x ∈∼ mRk
∼ mRk

(X)
⇒ there exists y such that (x, y) ∈ Rk and y ∈ mRk

(X)
⇒ there exists y such (x, y) ∈ Rk and for all z with (y, z) ∈ Rk, z ∈ X
⇒ x ∈ X (∵ Rk is symmetric).

(B4): x ∈ mRk
(X)

⇒ for all y such that (x, y) ∈ Rk, y ∈ X
⇒ for all y such that (x, y) ∈ Rk∪l, y ∈ X (∵ Rk∪l ⊆ Rk)
⇒ x ∈ mRk∪l

(X).
Therefore, mRk

(X) ⊆ mRk∪l
(X). Similarly, we obtain mRl

(X) ⊆ mRk∪l
(X) and

hence mRk
(X) ∪mRl

(X) ⊆ mRk∪l
(X).

(B5): x ∈ mR∅(X)
⇒ for all y such that (x, y) ∈ R∅, y ∈ X
⇒ for all y such that (x, y) ∈ Rk, y ∈ X (∵ R∅ ⊆ Rk)
⇒ x ∈ mRk

(X). ��
Let us denote the class of all realizations of LMSASD and complex algebras of
semi MSASD-structures by R and Cm respectively. So we have Cm ⊆ C ⊆ R.

Definition 35. Let A := (A,∩,∼, 1, {fk}k⊆fN
) be a realization for LMSASD.

Then we write A � α ≈ β if and only if for every assignment θ : PV →
A, θ̃(α) = θ̃(β). We simply write R � α if A � α ≈ � for all A ∈ R. Similarly
we write C � α and Cm � α according as A � α ≈ � for all A ∈ C or A ∈ Cm
respectively.

Proposition 48 (Soundness). If �Λ α then R � α and hence C � α and
Cm � α.

Proposition 49 (Completeness). For α ∈ F , if C � α, then �Λ α.

We begin our journey to prove the above completeness theorem with the Lin-
denbaum algebra Ln for LMSASD. In fact, giving exactly the same argument as
in the modal logic case, one can easily show that Ln := (F/ ≡,∩,∼, 1, {fk}k⊆fN

),
where 1 = [�], and fk([α]) := [[t]α], t being a term consisting of only constants
with k = {i : i ∈ B(t)}, is a BAO. Moreover, axioms 7–9, 4, 5 give us the prop-
erties (B1)–(B5). Ln is, in fact, a realization for LMSASD. But in order to prove
this, we need a few more definitions and results.
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Let p1, p2, . . . be an enumeration of the propositional variables and θ′ : PV →
F/ ≡ be an assignment. Let α1, α2, . . . be countably many distinct wffs such
that θ′(pi) := [αi]. For a given wff α, α∗ denotes the wff obtained from α by
uniform replacement of propositional variables pi’s by αi’s. By induction on the
complexity of α, we obtain

Proposition 50. The wff (α(cj/x))∗ is same as the wff α∗(cj/x), j ∈ N.

Proof. By induction on the complexity of α. We only consider the case when α
is of the form [t]β or ∀yβ.

Let α is of the form [t]β. Then
(([t]β)(cj/x))∗

= ([t′]β(cj/x))∗, where t′ is obtained from t by replacing x with cj

= [t′](β(cj/x))∗

= [t′]β∗(cj/x) (induction hypothesis)
= ([t]β)∗(cj/x).

Next, suppose α is of the form ∀yβ. If x is different from y, then
((∀yβ)(cj/x))∗

= ∀y(β(cj/x))∗

= ∀yβ∗(cj/x) (induction hypothesis)
= (∀yβ)∗(cj/x).
If α is of the form ∀xβ, then,
((∀xβ)(cj/x))∗ = (∀xβ)∗ = ∀xβ∗ = (∀xβ∗)(cj/x) = (∀xβ)∗(cj/x). ��
Proposition 51. Consider F/ ≡. Then for any α ∈ F which has only x as free
variable,

⋂
j [α(cj/x)] exists and is given by [∀xα].

Proof. It follows from the facts that (i) �Λ ∀xα → α(ci/x), for all i ∈ N and (ii)
�Λ δ → α(ci/x) for all i ∈ N, implies �Λ δ → ∀xα. ��
We use Propositions 50 and 51 to get

Proposition 52. θ̃′(α) = [α∗], for all α ∈ F .

Proof. By induction on the complexity of α. We only provide the proof for the
case when α is of the form ∀xβ or [t]β.
Here, θ̃′(∀xβ)

=
⋂

j θ̃′(β(cj/x))
=

⋂
j [(β(cj/x))∗] (by induction hypothesis)

=
⋂

j [β
∗(cj/x)] (by Proposition 50)

= [∀xβ∗] (by Proposition 51)
= [(∀xβ)∗].

Now, let us consider the case when α is of the form [t]β. Let B(t) = {ci1 , ci2 ,
. . . , cim

} and k = {i : ci ∈ B(t)}.
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Now, θ̃′([t]β)
= fkθ̃′(β)
= fk[β∗] (by induction hypothesis)
= [[t]β∗],
= [([t]β)∗]. ��
Thus, we obtain

Proposition 53. Ln := (F/ ≡,∩,∼, 1, {fk}k⊆fN
) is a realization for LMSASD.

Due to Proposition 53, we obtain the completeness theorem with respect to the
class of all realizations. But, as mentioned earlier, we want the completeness with
respect to the class C. It can be shown, as in the propositional logic case, that the
Lindenbaum algebra Ln defined above is not a complete BAO and so we need to
do some more work in order to get the completeness theorem with respect to the
class C. Note that we would achieve our goal if we could embed any LMSASD

realization A := (A,∩,∼, 1, {fk}k⊆fN
) into some complex algebra. At this point

one may think of the BAO consisting of all subsets of the set of all prime filters
of the BAO A, as described in the Jónsson-Tarski theorem (cf. Theorem 1). But
the embedding given in this theorem may not preserve infinite joins and meets.
This problem could be overcome if we consider the BAO consisting of all subsets
of the set of all Q-filters (cf. Definition 17) instead of ultra-filters. Here, Q is a
countably infinite collection of subsets of A satisfying certain conditions and the
embedding obtained in this case preserves all the infinite joins and meets in Q.
Since this embedding may not preserve all existing joins and meets, the question
again arises whether even this embedding will be able to give us the desired
result? The answer is yes.

Let us note the following trivial fact about the Q-filter frames (cf. Sect. 2.3).

Proposition 54. If A := (A,∩,∼, 1, {fk}k⊆fN
) be a BAO satisfying (B1)–

(B5), then AQ is a semi MSASD-structure.

Let us consider the Lindenbaum algebra Ln and the canonical assignment θc

which maps propositional variables to its class, i.e. θc(p) = [p]. For each wff α
with a single free variable x, let us define the set Qα := {θ̃c(α(cj/x)) : j ∈ N} and
let Q := {Qα : α has the single free variable x}. Note that Q is countable. Take an
enumeration {Xn}n∈N and {Yn}n∈N of the set Q∗ := {Qα ∈ Q :

⋂
Qα ∈ F/ ≡}

and Q∗ := {Qα ∈ Q :
⋃

Qα ∈ F/ ≡} respectively. Then it is not difficult to
obtain:

Proposition 55. Q satisfies the condition (QF1)–(QF3) of Theorem 2.

Proof. (QF1): Consider a Qα = {θ̃c(α(cj/x)) : j ∈ N}. We will show

fk

⋂

j

θ̃c(α(cj/x)) =
⋂

j

fkθ̃c(α(cj/x)).
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Let t be a term consisting of only constants such that k = {i : ci ∈ B(t)}. Then

fk

⋂
j θ̃c(α(cj/x))

= fk[∀xα] (by Propositions 51 and 52)
= [[t]∀xα]
= [∀x[t]α] (∵�Λ [t]∀xα ↔ ∀x[t]α as x /∈ B(t))
=

⋂
j θ̃c([t]α(cj/x))

=
⋂

j fkθ̃c(α(cj/x)).

(QF2): Let k ⊆f N, [β] ∈ F/≡ and consider the set {θ̃c(α(cj/x)) : j ∈ N}, where
α has a single free variable x.

{fk([β] → θ̃c(α(cj/x))); j ∈ N}
= {fk(θ̃c(β) → θ̃c(α(cj/x))); j ∈ N} (by Proposition 52)
= {fk(θ̃c(β → α(cj/x))); j ∈ N}
= {θ̃c([t](β → α(cj/x))); j ∈ N}, where t is a term such that k = {i : ci ∈ B(t)}
= {θ̃c(([t](β → α))(cj/x)); j ∈ N} ∈ Q (∵ B(t) does not have any variables and
β is closed wff).
(QF3) can be proved similarly. ��
Therefore, from Theorem 2, we obtain,

Proposition 56. There exists a BAO embedding r of Ln into (LnQ)+ such that
r(

⋂
j θ̃c(α(cj/x))) =

⋂
j r(θ̃c(α(cj/x))).

We note that by Proposition 54, LnQ is a semi MSASD-structure and hence by
Proposition 47, (LnQ)+ is a complete BAO satisfying (B1)–(B5).

Proposition 57. Consider the assignment γ in the BAO (LnQ)+ ∈ Cm defined
as γ(p) := r([p]), p ∈ PV . Then γ̃(α) = r([α]) for all α ∈ F .

Proof. Proof is by induction on the complexity of the wff α. Basis case is given,
so we only need to prove the induction case. Here, we only consider the case
when α is of the form ∀xβ or [t]β. Let us first consider α of the form ∀xβ.

Here, γ̃(∀xβ)
=

⋂
j γ̃(β(cj/x))

=
⋂

j r([β(cj/x)]) (induction hypothesis)
=

⋂
j r(θ̃c(β(cj/x))) (by Proposition 52)

= r(
⋂

j θ̃c(β(cj/x))) (by Proposition 56)
= r(θ̃c(∀xβ))
= r([∀xβ]) (by Proposition 52). ��
Proposition 58.

(i) For α ∈ F , Cm � α implies �Λ α.
(ii) For α ∈ F , Cm � α implies �Λ α.
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Proof. (i) If possible, let �Λ α. Then [α] �= 1. Now, consider the algebra
(LnQ)+ ∈ Cm and the assignment γ defined in Proposition 57. Since [α] �= 1, we
have r([α]) �= 1. Therefore, γ̃(α) �= 1, a contradiction.
(ii) If possible, let �Λ α. Then �Λ cl(α) and hence by (i), we obtain a A ∈ Cm and
an assignment θ in Cm such that θ̃c(cl(α)) �= 1 and thus we obtain θ̃c(α) �= 1. ��
So Proposition 49 follows from Proposition 58 and the fact that Cm ⊆ C.

We end this section with the remark that the soundness and completeness
theorems establish a strong connection between the MSASDs and the class C of
algebras. It follows that the operators fi, fs and fw are the counterparts of the
lower, strong lower and weak lower approximations respectively, where fs(a) :=⋂

i∈N
fi(a) and fw(a) :=

⋃
i∈N

fi(a). Thus one could study the properties of
MSASDs involving the different notions of lower and upper approximations in
the algebras of the class C using these operators, and conversely. For instance,
the properties Xc

s = (Xw)c and (Xw)
w

= (Xs)w of MSASD correspond to the
properties fs(∼ a) =∼ gwa and fwgwa = gwgsa of the algebras of C respectively,
where gs(a) :=

⋂
i∈N

gi(a) and gw(a) :=
⋃

i∈N
gi(a).

8 A Temporal Dimension: Dynamic Spaces

In classical rough set theory, most of the concepts discussed are static, in the
sense that time does not play any role. In this section we study rough sets in the
situation where the knowledge base changes with time. In terms of information
systems, this change may be due to a variation in the set of attributes with time,
or objects taking different attribute values at different time points, as in the case
of dynamic information systems (cf. Definition 7). It is not difficult to see that
addition or deletion of attributes may be required with inflow of information. On
the other hand, availability of more information may also warrant enlarging the
set of attribute values, due to say, a finer classification of categories. The knowl-
edge base may also need to be updated due to lack of, or imprecise information
about the attributes as in case of incomplete and non-deterministic information
systems respectively.

In any case, to incorporate new information, one needs to update the old
knowledge base. Thus, a sequence of information and corresponding updates
determines a sequence giving the knowledge base at different time points. Our
focus is on the behavior of rough sets in such a scenario, viz. when the knowledge
base evolves with time. Objects of the domain may belong to positive, possible,
boundary or negative regions of a rough set with respect to the current knowledge
base, and may transit between these regions as there is an update with time.
Our interest is in questions that arise in this context, and in expressing these
questions in a formal logical framework. We consider the general situation where
the relation on the domain representing the knowledge base is not necessarily an
equivalence. Thus, we consider Pagliani’s notion of dynamic spaces (cf. Sect. 2.1)
restricted to finite families of relations.
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We do not address the possible reasons behind the changes in the knowledge
base (as described earlier) in this section. However, we shall try to address this
issue in Sect. 12.

Definition 36. A dynamic space is a finite sequence F := F1,F2, . . . ,FN ,
where Fi := (W,Pi) and Pi ⊆W ×W, i = 1, 2, . . . , N .

|N | is referred to as the cardinality of F and is denoted by |F|. The elements of
{1, 2, . . . , N} are the time points. Moreover, the relation Pt, 1 ≤ t ≤ N represents
the information about the domain W of the objects at the time point t.

A dynamic space consisting of equivalence relations will be called a dynamic
approximation space (DAS). Observe that a dynamic space is a finite collec-
tion of Kripke frames (on the same domain), and so we get different classes
of dynamic spaces according as the relations in all the frames involved are
of a certain type. The dynamic space consisting of Kripke I-frames, I ∈
{K,K4, T,B, S4,KTB,KB4, S5}, is called a dynamic I space, following stan-
dard modal logic nomenclature (cf. Table 4). Thus, the class of dynamic K spaces
is actually the class of all dynamic spaces and the class of dynamic S5 spaces is
just the class of DASs. As DASs are specially relevant to the classical rough sets,
we devote Sect. 8.1 in exploring their properties. So, the knowledge base here is
represented by a partition. We find that a flow of information results in different
patterns of changes of the partition. For example, the gain of information with
time may be such that hitherto indistinguishable objects become distinguish-
able. It is also possible that a stage t is reached after which the partition does
not change - e.g. if the attributes deleted are dispensable, leading eventually to
a reduct (cf. Definition 5) of the attribute set at stage t. A time point may also
be reached where we can distinguish every object from another. Moreover, in
such a situation, gain in information about additional attributes will not have
any affect on the partition. Considering this variety of changes, different types
of DASs are defined. The section also relates dynamic information systems with
DASs.

Table 4. Different classes of dynamic spaces

Type of dynamic space Relation type

Dynamic K space Any binary relation

Dynamic K4 space Transitive

Dynamic T space Reflexive

Dynamic B space Symmetric

Dynamic S4 space Reflexive and transitive

Dynamic KTB space Reflexive and symmetric

Dynamic KB4 space Symmetric and transitive

Dynamic S5 space Equivalence
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In Sect. 8.2, we return to the general structure of a dynamic space and for-
mulate a logic which can express the notions of approximations of sets (cf. Def-
initions 2 and 12) relative to time. Note that the temporal logic DIL defined
for dynamic information systems [75] (cf. Sect. 2.2) can express the changes in
attribute values of the objects with time, but, as mentioned in Sect. 2.2, due
to the absence of modal operators for lower/upper approximations, it cannot
express approximations of sets. Thus, we consider a language L having temporal
operators as well as modal operators for ‘necessity’ and ‘possibility’. Satisfia-
bility of the wffs of L is defined in structures based on dynamic spaces. It is
shown that the different dynamic I spaces as well as the different types of DASs
mentioned earlier can be characterized by L-wffs.

The content of this section is based on the article [7].

8.1 Dynamic Approximation Space

From the definition of dynamic information system (cf. Definition 7), it fol-
lows that corresponding to each time point, there is a deterministic informa-
tion system: for t ∈ T , take the deterministic information system DSt :=
(W,A, {V ala}a∈A, ft), where ft(x, a) = f(x, t, a) for all x ∈ W and a ∈ A.
Thus given a dynamic information system DS, we obtain a family of approx-
imation spaces {C(DSt)}t∈T , where C is the map from the set of all deter-
ministic information systems to the set of all approximation spaces defined by
C(S) := (W, IndS(A)), for S = (W,A, {V ala}a∈A, f). In particular, we have

Observation 2. With every finite time dynamic information system DS, one can
associate a unique DAS such that the ith approximation space in the collection
is obtained from the information system corresponding to the ith point in T .
Following Vakarelov [100], we call such a DAS standard, and denote it by FDS .

Using the fact that C is onto, it is easy to see that given a family {(W,Pi)}i∈I

of approximation spaces with a linear order < on the index set I, there is a
dynamic information system DS := (W,A, {V ala}a∈A, I, <, f), with the set I
indexing time and such that C(DSi) = (W,Pi), i ∈ I.
Thus, given a DAS F, we obtain a finite time dynamic information system DS
such that FDS = F. In the line of Proposition 3, we have now arrived at

Proposition 59. Every DAS is a standard DAS and conversely.

As remarked in the Introduction, there may be various kinds of changes in the
partition of a domain with time, resulting in different DASs. For instance, a
DAS could reflect refinement of partitions on some domain, with the inflow of
information. Further, in the ideal situation, the refinement (which may occur
after a stage) would lead to the finest possible partition – that with singleton
sets. We define the following types of DASs.

Let F := F1,F2, . . . ,FN , where Fi := (W,Pi), i = 1, . . . , N .
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Definition 37. F is

– monotonic refined, if Pi+1 ⊆ Pi for all i ∈ {1, 2, . . . , N − 1}, N ≥ 2;
– eventually monotonic refined, if there exists a j, 1 ≤ j < N such that Pi+1 ⊆

Pi for all i ∈ {j, j + 1, . . . , N − 1};
– eventually discrete, if F has a discrete approximation space Fi (that is, Pi is

the identity relation), and all Fj , j > i, are discrete;
– saturated, if there exists i < N such that Pi = Pj for all j ≥ i; and
– ideal, if F is monotonic refined and has a discrete approximation space.

F is clearly saturated, if it is eventually discrete, or ideal. The only technical
restriction is that in the former case, the Fi in the definition has i < N , and in
the latter, the discrete approximation space in F is some Fi with i < N . Let us
observe some simple instances in terms of information systems, where we obtain
some of the DASs defined above.

Example 13. Let T := {t1, t2, . . . , tn} be the time points with the ordering t1 <
t2 < . . . < tn. In contrast to the case of a dynamic information system, we may
have the attribute set varying with time. Suppose no deletion of attributes takes
place. Let Sti

:= (W,Ati
, {V ala}a∈Ati

, fti
) be an information system such that

– Ati
⊆ Ati+1 , i = 1, 2, . . . n− 1, (∗)

– if a ∈ Ati
∩Atj

, we have fti
(x, a) = ftj

(x, a), for all x ∈ W .

The second condition asserts that if a is found amongst the attributes considered
at two different time points, the value assigned for it to any object remains
unchanged. So we have the collection of information systems S := {St1 , . . . ,Stn

}.
As in Observation 2, consider FS. It is easy to see that FS is monotonic refined.
The ideal situation for F would of course require that we reach a time point, say
tk, such that for any two objects x, y ∈ W , there exists an attribute a ∈ Atk

with ftk
(x, a) �= ftk

(y, a). However, it could also be the case that there exists a
j, 2 ≤ j < n − 1 such that Ati

⊆ Ati+1 , i = j, j + 1, . . . n − 1, and then FS

would be eventually monotonic refined.
We note that if we do not have the condition (∗) of Example 13, that is,

we are also deleting attributes with time (for instance, when some attribute is
not considered important enough), then FS may not be monotonic refined. In
fact, there may be coarsening or refinement, or no pattern may be followed at
all. If we disallow addition, but allow deletion of attributes, then there would
be progressive coarsening of the partitions. In this case, if FS is saturated after
time ti (say), we know that the attributes deleted from Ati

are dispensable [84].
In fact, one may eventually reach a reduct of Ati

, that is, a minimal attribute
set preserving the classification due to Ati

.

Example 14. Let DS := (W,A, {V ala}a∈A, T,<, f) be a dynamic information
system. Gain in information may result in a finer classification of categories in the
attribute value set, making it change with time. Now suppose the categorization
obeys the following for any x, y ∈W, a ∈ A, t, t′ ∈ T :

if f(x, t, a) �= f(y, t, a), then for t < t′, f(x, t′, a) �= f(y, t′, a).
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For instance, at time t there may be categories of possessing ‘between 2–4 moons’
and ‘between 5–7 moons’, but in a refined categorization one may be able to
determine if the objects have exactly 2, 3 or 4 moons. Clearly, FDS is then
monotonic refined. As before, if we reach a stage with an attribute such that all
objects take different values for it, then FDS would become ideal. But it could
also be the case that FDS is not of any of the defined types.

Observation 3.

– Suppose F is monotonic refined and x ∈ W is a positive/negative element of
X ⊆ W in (W,Ri), for some i = 1, 2, . . . , N . Then x remains so in all the
future approximation spaces, that is, in all (W,Rj), j = i, i+1, . . . , N . Hence
if a subset X is definable in some approximation space of F, it will remain so
in all the future approximation spaces.

– Let F be eventually discrete. Then every object of W finally becomes a ‘def-
inite’ element, that is, an approximation space is eventually reached where
that element is either positive or negative.

In the sequel, we shall see how these properties, among others, may be ‘formally’
expressed.

8.2 Logics for Dynamic Spaces

In this section we present a language L which can express the approximations of
sets relative to time. The language L contains a unary modal connective � (for
necessity), unary temporal connectives ⊕ (next), ! (previous) and the binary
temporal connectives U (until), S (since). So wffs of L are given as:

⊥ | � | p ∈ PV | ¬α | α ∧ β | �α | ! α | ⊕ α | αUβ | αSβ,

where ⊥,� are the logical constants for false and true respectively, and PV
denotes the (countable) set of all propositional variables. Apart from the usual
derived connectives ∨,→,↔,♦ (for possibility), there are the following:

Fα := �Uα (some time in the future);
Gα := ¬F¬α (always in the future);
Pα := �Sα (some time in the past);
Hα := ¬P¬α (always in the past).

Semantics. Let F := F1,F2, . . . ,FN be a dynamic space, where Fi := (W,Pi).
A valuation function V on F is a map from the set PV of propositional variables
to 2W . M := (F, V ) is called a model. Let TF := {1, 2, . . . , N} be the set of time
points.

Definition 38. The satisfiability of a L-wff α in a model M at t ∈ TF and
w ∈W , denoted as M, t, w |= α, is defined inductively:

– M, t, w |= � and M, t, w �|=⊥;
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– For each propositional variable p, M, t, w |= p, if and only if w ∈ V (p);
– The standard definitions for the Boolean cases;
– M, t, w |= �α, if and only if M, t, w′ |= α for all w′ such that (w,w′) ∈ Pt;
– M, t, w |= ⊕α, if and only if t < N and M, t + 1, w |= α;
– M, t, w |= !α, if and only if t > 1 and M, t− 1, w |= α;
– M, t, w |= αUβ, if and only if there exists r with t ≤ r ≤ N such that

M, r, w |= β, and for all k such that t ≤ k < r, M, k, w |= α;
– M, t, w |= αSβ, if and only if there exists r with 1 ≤ r ≤ t such that

M, r, w |= β, and for all k such that r < k ≤ t, M, k, w |= α.

Remark 2. Conditions of satisfiability of the derived connectives F , G, P and
H are then obtained as follows:

– M, t, w |= Fα, if and only if there exists a r with t ≤ r ≤ N and M, r, w |= α;
– M, t, w |= Gα, if and only if for all r with t ≤ r ≤ N , M, r, w |= α;
– M, t, w |= Pα, if and only if there exists a r with 1 ≤ r ≤ t and M, r, w |= α;
– M, t, w |= Hα, if and only if for all r with 1 ≤ r ≤ t, M, r, w |= α.

A L-wff α is said to be satisfiable in F, if there exists some valuation function
V on F such that M, 1, w |= α for some w ∈ W , where M := (F, V ). α is
satisfiable in a given a class G of dynamic spaces if α is satisfiable in some
F ∈ G. The notion of validity is then defined in the usual way: α is valid in F
if for all valuations V , and for all w ∈ W , M, 1, w |= α, where M := (F, V ).
Moreover, α is valid in a given a class G of dynamic spaces if α is valid in all
F ∈ G.

Remark 3. One can also define a notion of satisfiability by requiring the satis-
fiability of the wff at some time point, at some object. That is, we may call a
wff α satisfiable in F if there exists some valuation function V on F such that
M, t, w |= α for some w ∈ W and some t ∈ TF. But in this article, we shall
consider only the notions of satisfiability and validity given above.

α is said to be a propositional wff, in brief α ∈ PF , if α involves only Boolean
connectives.

Remark 4. The interpretation of propositional variables is rigid here, in the sense
that it is not time dependent. Accordingly, the truth value of any propositional
wff α remains the same at every object, irrespective of time points. More formally,
if M := (F, V ) and w ∈ W , we have M, t, w |= α if and only if M, t′, w |= α,
for any t, t′ ∈ TF.

A natural generalization would be the case where the interpretation of
propositional variables also changes with time. This would mean that, if N :=
{1, 2, . . . , N}, Fi := (W,Pi), i ∈ N, and F := F1,F2, . . . ,FN , the valuation
function V on F would be a map from PV to 2W×N. In order to make the
presentation simple, our discussions in this article are confined to rigid interpre-
tations of propositional variables only. But we must remark that all the results
obtained in this section and in Sect. 10 can be easily proved for this generalized
semantics as well.
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Remark 5. In temporal logics, the time frame is usually considered to be
unbounded in the future. But in the current article, it is taken to be finite both
in the past and future. Such a consideration is very relevant to some problems in
computer science and artificial intelligence [13] and more particularly, in rough
set theory. For instance, in the situation of the knowledge base (information sys-
tem) evolving through time by means of updates, for all practical purposes, we
consider only finitely many knowledge bases (information systems) correspond-
ing to the different stages of updates (cf. Sect. 12), and hence this gives rise to a
finite underlying time frame.

Definition 39. Each I ∈ {K,K4, T,B, S4,KTB,KB4, S5} determines a logic,
denoted L(T, I), consisting of all L-wffs valid in the class of dynamic I spaces.
Moreover, for N ∈ N, we use LN (T, I) to denote the logic consisting of all L-wffs
valid in the class of dynamic I spaces F with |F| = N .

All the valid wffs of the modal system I, I ∈ {K,K4, T,B, S4,KTB,KB4,
S5}, are valid in the class of all dynamic I spaces. Some valid temporal wffs
are given in the following proposition. As intended, the usual axioms of linear
temporal logic [71] are valid here, with modifications to account for finiteness
both in the past and future (the last expressed by wffs 2(b) and 2(c) of the
proposition below).

Proposition 60. The following are valid in all dynamic spaces.

1. (a) αUβ ↔ β ∨ (α ∧ ⊕(αUβ));
(b) αSβ ↔ β ∨ (α ∧ !(αSβ));

2. (a)αU ⊥→⊥; (b) P¬ !�; (c) F¬ ⊕�;
3. (a) Gα → α; (b) Gα → G¬ ⊕ ¬α;
4. G(α → β) → (Gα → Gβ); similarly for H;
5. (a) α → ¬⊕ ¬! α; (b) α → ¬! ¬⊕ α;
6. G(α → ⊕α) → G(α → Gα);
7. (a)!α → ¬! ¬α; (b) ⊕α → ¬⊕ ¬α.

As in standard modal logic, we have the following notion of characterization.

Definition 40. Let G,K be two classes of dynamic spaces. Let α be a L-wff and
Γ a set of L-wffs.

(1) We say that α characterizes G if for all dynamic spaces F, F ∈ G if and only
if α is valid in F. Similarly, we say that Γ characterizes G if, F ∈ G if and
only if every L-wff of Γ is valid in F.

(2) α characterizes the class G of dynamic spaces relative to K if for all dynamic
spaces F ∈ K, F ∈ G if and only if α is valid in F. Γ characterizes G relative
to K if for all dynamic spaces F ∈ K, F ∈ G if and only if every L-wff of Γ
is valid in F.

Observation 4. It is clear that if a set Γ = {α1, α2, . . . , αn} of modal wffs char-
acterizes a class G of Kripke frames, then the set {Gα1, Gα2, . . . , Gαn} of wffs
will characterize the class of dynamic spaces consisting of frames from G.
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Recall the special dynamic approximation spaces of Definition 37. The fol-
lowing proposition gives the wffs characterizing these classes of dynamic spaces
relative to the class of DASs.

Proposition 61. Let p be a propositional variable. Then Table 5 gives different
classes of DASs, and corresponding characterizing wffs.

Proof. In each case, we only prove the converse part, that is, if the given L-wff
is valid in the DAS F, then F belongs to the named family.

1. Suppose F = F1,F2, . . . ,FN is not monotonic refined where Fi := (W,Ri).
Then there exist Ri and Ri+1 such that (a, b) ∈ Ri+1 but (a, b) /∈ Ri for some
a, b ∈ W . Let us consider a valuation function V such that V (p) := W \ {b}.
Then clearly M, i, a �|= �p → ⊕�p ∨ ¬ ⊕ �, where M := (F, V ), and hence
M, 1, a �|= G(�α → (⊕�α ∨ ¬ ⊕�)).

2. Let F be not eventually monotonic refined. So we must have RN � RN−1. Then
there exist a, b ∈ W such that (a, b) ∈ RN but (a, b) �∈ RN−1. Let us consider
a valuation function V such that V (p) := W \ {b}. Then clearly M, N − 1, a �|=
�p → ⊕�p ∨ ¬ ⊕ �, where M := (F, V ), and hence M, 1, a �|= F ! G(�p →
⊕�p ∨ ¬ ⊕�).

3. Suppose F is not saturated. Then RN−1 �= RN . So either

(i) there exist a, b ∈W such that (a, b) ∈ RN−1 and (a, b) /∈ RN , or
(ii) there exist a, b ∈W such that (a, b) /∈ RN−1 and (a, b) ∈ RN .

Take a valuation V such that V (p) := W \ {b} and consider M := (F, V ).
Then in both cases we obtain M, N − 1, a �|= (�p ↔ ⊕�p). Hence M, 1, a �|=
F (G! (�p ↔ ⊕�p).

4. Since G(�α → (⊕�α∨¬⊕�)) is valid in F, it must be monotonic refined. If
possible let F be not discrete. Then we must have a, b ∈ W such that b ∈ [a]Ri

for all i. Let us consider a valuation function V such that V (p) := W \{b}. Then
M, i, a �|= �p for all i, where M := (F, V ). We also have M, i, a �|= �¬p for all i.
Thus M, 1, a �|= F (�p ∨�¬p).

5. This can be proved similarly. ��

Table 5. Characterizing wffs for different classes of DASs

Class of DAS Characterizing wff

1. Monotonic refined G (�p → (⊕�p ∨ ¬ ⊕ �))

2. Eventually monotonic refined F � G (�p → ⊕�p ∨ ¬ ⊕ �)

3. Saturated F (G � (α ↔ ⊕α)), where α does not involve ⊕, �, U , S
4. Ideal G (�p → (⊕�p ∨ ¬ ⊕ �)) ∧ F (�p ∨ �¬p)

5. Eventually discrete F G (♦p → �p)
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We remark that characterizing wffs of the Proposition 61 together with S5
axioms will give us the characterizing set of wffs for each of the classes of DASs
mentioned.

Interpretation in Terms of Rough Sets. As we have noted earlier, the
connection with rough sets is obtained by considering DASs. Given a DAS
F := F1,F2, . . . ,FN , Fi := (W,Pi), and model M := (F, V ) for some valua-
tion V , let us denote the set {w ∈ W : M, i, w |= α} by [[α]]M,i. The following
proposition gives the set-theoretic interpretations of some L-connectives and
their combinations. 1(a)–(b), 3(a)–(b) and 5(a)–(b) give the interpretations in
terms of rough sets.

Proposition 62.

1. (a) [[�α]]M,i = [[α]]M,i
Pi

; (b) [[♦α]]M,i = [[α]]M,i Pi
;

2. (a) [[⊕α]]M,i = [[α]]M,i+1, i < N ; (b) [[!α]]M,i = [[α]]M,i−1, i > 1;
3. (a) [[⊕�α]]M,i = [[α]]M,i+1

Pi+1
, i < N ; (b) [[!�α]]M,i = [[α]]M,i−1

Pi−1
, i > 1;

4. (a) [[Fα]]M,i =
⋃

i≤j≤N [[α]]M,j; (b) [[Gα]]M,i =
⋂

i≤j≤N [[α]]M,j;
5. (a) [[F�α]]M,i =

⋃
i≤j≤N [[α]]M,j

Pj

; (b) [[G�α]]M,i =
⋂

i≤j≤N [[α]]M,j
Pj

;

6. (a) [[P�α]]M,i =
⋃

1≤j≤i [[α]]M,j
Pj

; (b) [[H�α]]M,i =
⋂

1≤j≤i [[α]]M,j
Pj

.

We can use the above wffs to express the approximations of sets relative to time
in generalized approximation spaces as well (cf. Definition 12).

Instances of valid/satisfiable statements, involving a mixture of the different
modalities are given in the following straightforward proposition. Some may be
derived as consequences of Proposition 61.
Recall the notion of a propositional wff and the result given in Remark 4.

Proposition 63. Let α ∈ PF .

1. (F �α ∨ P �α) → P (¬ ! � ∧ G ♦α) is valid in the class of all dynamic I
spaces, I ∈ {T, S4,KTB, S5}.

2. ♦α U (♦α → �α) is valid in the class of all eventually discrete DASs.
3. The following are valid in the class of all monotonic refined DASs.

(a) ¬ ⊕ ¬ G! (�α → ⊕�α)
(b) (α → �α) → G(α → �α).
(c) �α → G�α, ¬♦α → G¬♦α.

4. In a monotonic refined DAS F, if M1, w |= Fα → F�α for all w ∈ W ,
α ∈ PF , then there exists a j such that M1, w |= F ⊕j (α → �α) for all
w ∈W.

5. �α ∧ F (¬�α ∧ ♦α) is satisfiable, but not valid in the class of all DASs.
6. F (♦α → �α) is satisfiable, but not valid in the class of all DASs.
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Let us interpret some of the above wffs in a model M := (F, V ) based on
a DAS F. Note that, as mentioned in Remark 4), the satisfiability of α only
depends on V . Let V interpret α to be the set X in the domain of F.

The wff 1 says that if an object is in the lower approximation of the set
X at some time (current, past, or future), then it will always be in the upper
approximation of X.

The satisfiability of wff 2 at all objects at a time point guarantees that every
object will move to a certain region of the set X at some future time, and before
that it remains in the upper approximation of X. We note that even if F has a
single discrete approximation space, this wff would be valid in it.

The wff 3b expresses the fact that if X is definable at the current time then
it will remain so at all the future times.

The wff in 3c expresses that if an object is in a certain region of X, it will
remain so at all the future times.

Item 4 of the proposition says that if each element of X is an element of
the lower approximation of X with respect to some approximation space in F,
then there must be an approximation space in F where X becomes definable.
A similar result holds if we replace � by ♦.

Wff 5 is satisfied by all those elements which are necessarily inside the set X
at the current time but which move to the boundary region of X at some future
time.

If F is monotonic refined, then satisfiability of wff 6 at all objects at a time
point means that the set X becomes definable eventually (even if it is rough at
that time point).

We note that Observation 3 presented earlier, has found expression in the
language L.

Example 15. Let us consider a DAS F := F1, . . . ,FN and suppose 1 is the current
time point. Then questions such as the following could be raised.

Q1. Does the partition become finer with time?
Q2. Can a time point be reached after which the partition becomes static?
Q3. For each object, is there a time point at which it becomes distinguishable

from all other objects?
Q4. Could two rough sets X and Y be related such that each object gets into

the positive region of X at some future time point, and before that it is in
the negative region of Y ?

Q5. Do we have an object such that it is not even in the possible region of a
given rough set X at any time point?

Q6. What are the objects that are currently in the boundary region of X, but
will get into one of its ‘certain’ (viz. positive/negative) regions in the future?

Q7. Is X, which is currently rough, definable at the next time point, and remain
so in all future time? In other words, could its boundary region be erased
from the next time point onwards?

Let us see how the language L can be used to phrase these questions. Let p, q
be propositional variables and M := (F, V ) a model such that V (p) := X and
V (q) := Y .



220 Md.A. Khan

Q1 and Q2 are about whether F is monotonic refined, or saturated (respectively).
The wffs for these are given in Proposition 61.
Q3 is equivalent to checking the 1-validity of the L-wff F (♦p → �p).
Q4 is equivalent to checking the 1-validity of ¬♦q U �p under V .
Q5 is equivalent to checking the 1-satisfiability of G¬♦p under V .
Condition of Q6 is satisfied by the objects belonging to the set [[(♦p ∧ ¬�p) ∧
F (�p ∨ ¬♦p)]]M,1.
Q7 is answered by checking if the L-wff ♦p∧¬�p is 1-satisfiable and ⊕G(♦p →
�p) is 1-valid.

9 L-Semantics in Perspective

In this section, we present a comparative study of the logics L(T, I) with some of
the known logics in literature. The content of this section is based on the article
[7,54].

9.1 L-Semantics as a Fibring over a Combination of Temporal and
Kripke Frames

We refer to [29] for the following.

Definition 41. Consider Kripke frames F1 := (W1, R1) and F2 := (W2, R2)
with binary accessibility relations. The frame F1 × F2 := (W1 ×W2, R

∗
1, R

∗
2) is

called their product, where
R∗

1 := {((x, z), (y, z)) : xR1y, z ∈ W2}, and
R∗

2 := {((z, x), (z, y)) : xR2y, z ∈ W1}.
Definition 42. Let Fi := (W,Ri), i = 1, . . . , N, be a collection of Kripke frames
over the same set of possible worlds. Their fusion is the frame F1∗F2∗· · ·∗FN :=
(W,R1, R2, . . . , RN ).

Let F := F1,F2, . . . ,FN be a dynamic space, where Fi := (W,Ri), i ∈
{1, 2, . . . , N}. Consider a finite linear temporal frame T := ({1, 2, . . . , N}, <),
where < is the natural linear order on {1, 2, . . . , N}, that is i < j if and only if
j = i+1. Further, let F∗

i := T×Fi, i ∈ {1, 2, . . . , N}, and F := F∗
1 ∗F∗

2 ∗· · ·∗F∗
N .

So F = (T ×W,<∗, R∗
1, R

∗
2, . . . , R

∗
N ).

A valuation function V on F , is (as before) a function from the set PV of
propositional variables to 2W . Let us now consider a selection function f on F ,
which is a bijective map from the set T to the set {R∗

1, R
∗
2, . . . , R

∗
N}. Let us call

(F , f) a L-structure.

Definition 43. The satisfiability of a wff α with respect to a ‘model’ M :=
(F , f, V ) at (t, w) ∈ T ×W (in notation (t, w) |= Mα) is defined inductively, as
follows. We omit the Boolean cases.

– For each propositional variable p, (t, w) |= Mp if and only if w ∈ V (p);
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– (t, w) |= M�α if and only if (t, w′) |= Mα for all (t, w′) with (t, w)f(t)(t, w′);
– (t, w) |= M ⊕ α if and only if there exists (t′, w) such that (t, w) <∗ (t′, w)

and (t′, w) |= Mα; A similar definition for (t, w) |= M ! α;
– (t, w) |= MαUβ if and only if there exist (t1, w), (t2, w), . . . , (tj , w) such that

t = t1, (t1, w) <∗ (t2, w) <∗ · · · <∗ (tj , w). Further, (tj , w) |= Mβ, and for all
k = 1, 2, . . . , j − 1, (tk, w) |= Mα; A similar definition for (t, w) |= MαSβ.

Here, the role of the selection function f is to pick out the R∗
i with respect to

which the � modality is to be evaluated. This is the basic idea of fibring.
That the above semantics may be identified with one given in Sect. 8.2, is

established by the following proposition.

Proposition 64. There exists a bijective mapping g between the sets of all L-
structures and dynamic spaces. Moreover, for every wff α, valuation function V ,
M := (F , f, V ), g((F , f)) := F, M := (F, V ),

M, i, w |= α if and only if (i, w) |= Mα.

Proof. Given a L-structure T = (F , f) where F = (T ×W,<∗, R∗
1, R

∗
2, . . . , R

∗
N )

and T = {1, 2, . . . , N}, we define a dynamic space FT : the ith Kripke frame in FT
is (W,R′

f(i)), i = 1, 2, . . . , N , where (w,w′) ∈ R′
f(i) if and only if ((t, w), (t, w′) ∈

R∗
f(i)) for some t. Let us take g(T ) := FT . It is easy to verify that this g is

bijective. The other part of the proposition can be proved by a simple induction
on the complexity of the wff α. ��

9.2 Multi-modal Logics

We shall use the logic LN (T, I), N ∈ N, consisting of all the wffs valid in the
class of dynamic I spaces F with |F| = N . Moreover, the following notion of
embedding will be very helpful.

Definition 44. A logic L1 is embeddable into a logic L2 (L1 ⇀ L2), provided
there is a translation � of wffs of L1 into L2, such that α is satisfiable in L1 if
and only if α� is satisfiable in L2. If L1 ⇀ L2, and L2 ⇀ L1, then we write
L1 � L2.

For an integer N , let us consider the multi-modal version IN of the modal
logic I (∈ {K, K4, T , B, S4, KTB, KB4, S5}) consisting of modal operators
�i, i = 1, 2, . . . , N . Let us use IN to denote the the set of all wffs of IN as well.
Since a structure of the form (W, {P1, P2, . . . , PN}) can equivalently be written
as the dynamic space F := F1,F2, . . . ,FN , where Fi := (W,Pi), and vice versa,
the semantics of IN can be given based on dynamic spaces. Therefore, one can
discuss validity of any IN -wff, or its satisfiability in a given class of dynamic
spaces of cardinality N . The logic IN thus consists of all IN -wffs which are valid
in the class of dynamic I spaces of cardinality N . We have the following theorem.

Theorem 10. Let I ∈ {K,K4, T,B, S4,KTB,KB4, S5}, and N ∈ N. Then
LN (T, I) � IN .
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Theorem 10 shows that the logic LN (T, I) is identifiable with the logic IN . We
sketch a proof, giving the involved translations explicitly.

Let N := {1, 2, . . . , N}, and let L, the language of the logics L(T, I), also
denote the set of all wffs of L(T, I). Assuming that the wffs of IN and L are
formed using the same set PV of propositional variables, we define mappings
Ψ1 : N× L → IN , and Ψ2 : IN → L as follows.

Definition 45.

1. Ψ1 : N× L → IN such that

Ψ1(i, p) := p, p ∈ PV,

Ψ1(i,¬α) := ¬Ψ1(i, α), and Ψ1(i, α ∧ β) := Ψ1(i, α) ∧ Ψ1(i, β),
Ψ1(i,�α) := �iΨ1(i, α),

Ψ1(i,⊕α) :=
{

Ψ1(i + 1, α) if i < N
⊥ if i = N

Ψ1(i,!α) :=
{

Ψ1(i− 1, α) if i > 1
⊥ if i = 1

Ψ1(i, αUβ) :=
∨

i≤j≤N

⎛

⎝Ψ1(j, β) ∧
∧

i≤k≤j−1

Ψ1(k, α)

⎞

⎠ ,

Ψ1(i, αSβ) :=
∨

1≤j≤i

⎛

⎝Ψ1(j, β) ∧
∧

j+1≤k≤i

Ψ1(k, α)

⎞

⎠ .

2. Ψ2 : IN → L such that

Ψ2(p) := p, p ∈ PV,

Ψ2 is homomorphic for Boolean connectives,
Ψ2(�iα) := P (¬ !� ∧⊕i−1�Ψ2(α)), where ⊕i := ⊕⊕ · · ·⊕︸ ︷︷ ︸

i−times

.

Let us consider a model M := (F, V ), where |F| = N . Then by an easy induction
on the complexity of the wff α, we obtain the following.

Proposition 65.

1. For α ∈ L, M, t, w |= α if and only if M, w |= Ψ1(t, α).
2. For α ∈ IN , M, w |= α if and only if M, 1, w |= Ψ2(α).

Proof of Theorem 10. We prove LN (T, I) ⇀ IN and IN ⇀ LN (T, I). Consider
the translation � from the L-wffs to the wffs of IN such that α� := Ψ1(1, α).
Under this translation, we obtain LN (T, I) ⇀ IN as a direct consequence of
Proposition 65. To prove IN ⇀ LN (T, I), we use the translation Ψ2 and
Proposition 65. ��
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9.3 First Order Temporal Logics

Let us consider a temporal first order language with equality based on the set
of propositional variables PV which, along with the temporal operators ⊕, !,
U , S, has atomic wffs �, ⊥, unary predicates Pp corresponding to each p ∈ PV ,
and a binary predicate Q. Let F denote the wffs of this language.

It is known that when interpreted on models, modal wffs are equivalent to
first order wffs in one free variable, and this result is proved using the standard
translation STx mapping propositional variable p to Pp(x), �φ to ∀y(Rxy →
STy(φ)), y being a fresh variable. Therefore, it indicates that such a connection
should also be there between the logics L(T, I) and first order temporal logics.
In fact, a connection between L(T, I) and the monodic packed fragment of F

can be established by extending the standard translation STx to the set of L-
wffs such that STx is homomorphic for temporal operators. We give the details
below, but first let us recall that an interpretation of F is a structure of the form
(T , W , {Qt}t∈T , {P p}p∈PV ), where W is a set of objects, T a non-empty set
of time points with a suitable ordering, and Qt ⊆ W ×W , P p ⊆ W , for each
t ∈ T and p ∈ PV . Let us use FOIN , where N ∈ N, to denote the class of
all interpretations of F over the initial segment {1, 2, . . . , N} of N with natural
ordering, as the underlying time frame. Let FN denote the logic consisting of all
wffs valid in the class FOIN of interpretations.

Note that a model M := (F, V ) of L(T, I), where F := F1,F2, . . . ,FN ,
and Fi := (W,Pi), can be viewed as an element (N,W, {Pt}t∈N, {P p}p∈PV )
of FOIN , where N := {1, 2, . . . , N} and P p := V (p). Similarly, interpretations
M in FOIN can be viewed as models of L(T, I). Moreover, whether we view M
as a model of L(T, I) or an interpretation of F, the time domain and structure
is the same, and as the translation STx is homomorphic for temporal operators,
we immediately obtain

Proposition 66. For any L−wff α,

M, t, w |= α if and only if M, t |= STx(α)[w].

In order to give the precise connection between L(T, I) and the monodic
packed fragment of F, we give the definition of the latter, as presented in [37].

Definition 46. An F-wff γ is said to be packing guard if γ is a conjunction
of atomic and existentially-quantified atomic wffs (possibly equalities) such that
any two distinct free variables of γ co-occur free in some conjunct of γ. The
monodic packed fragment of F consists of the following wffs.

– Any atomic F-wff (which can be equality, �, or ⊥) is monodic packed.
– Boolean combinations of monodic packed wffs are monodic packed.
– If γ is packing guard, φ is a monodic packed wff, every free variable of φ is

free in γ, and y is a tuple of variables, then ∃y(γ∧φ) is a monodic packed wff.
– If x is a variable and φ, ψ are monodic packed wffs with free variable at most

x, then φ U ψ and φ S ψ are monodic packed wffs.
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– If x is a variable and φ is a monodic packed wff with free variable at most x,
then ⊕φ and !φ are monodic packed wffs.

As a consequence of Proposition 66, the translation STx will lead us to an
embedding of LN (T,K) into the monodic packed fragment of F, provided we add
a conjunct which imposes the condition that the interpretation of propositional
variables is rigid. Such a condition may be given by the wff p defined as follows:

∀x
(
(p(x) → Gp(x)) ∧ (¬p(x) → G¬p(x))

)
.

Note that p is a monodic packed wff. p is not unique – there may be other wffs
expressing the rigidity condition (e.g. ones involving the operator H).

We have the following theorem.

Theorem 11. For I ∈ {K, K4, T , B, S4, KTB, KB4, S5}, and N ∈ N,
LN (T, I) is embeddable into the monodic packed fragment of FN .

Proof. First, let I = K. We choose a first order variable x0 and fix it. Consider
the translation ΦK from L to the monodic packed fragment of F, defined as
follows.

ΦK(α) := STx0(α) ∧
∧

p∈α

p,

where p ∈ α means that the propositional variable p occurs in α. Now using
Proposition 66, we obtain the desired result for K. Similar would be the case for
the other I’s: we would need to add a conjunct in the above translation according
to the type of relations in the respective dynamic I spaces. For instance, for
I = B, the dynamic I spaces consist of symmetric relations, and so the required
translation would be

ΦB(α) := STx0(α) ∧
∧

p∈α

p ∧ ∀x∀y(Qxy → Qyx).

��
Remark 6. We can easily obtain a result similar to Theorem 11 for the semantics
discussed in Remark 4, where the interpretation of the propositional variables is
not rigid, that is, it also changes with time. For this, we just need to remove the
conjunct

∧
p∈X p from the translations.

Although we have given the semantics of the language L with a finite time line,
it can, in a natural way, be extended to models with N itself as the underlying
time frame. Then Theorem 11 can be extended to this class of time structures
as well. That is, if LN(T, I) (FN) is the logic consisting of L−wffs (respectively
F−wffs) valid in the class of dynamic I spaces (respectively, interpretations of
F) with N as the underlying time frame, then we have

Theorem 12. For I ∈ {K,K4, T,B, S4,KTB,KB4, S5},
LN(T, I) ⇀ FN.

The proof follows exactly in the lines of that of Theorem 11. We shall use this
theorem in Sect. 11.3 to obtain a decidable fragment of the logic L(T, I).
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9.4 Finger and Gabbay’s Proposal of Combination of Modal Logics

In Sect. 9.1, it is show that the semantics of L(T, I) can be obtained as a com-
bination of temporal and basic modal logic, and thus one would like to see how
these logics are related with the existing proposals of combination of modal
logics. We consider the logics presented in [10,27].

Finger and Gabbay in [27] introduced a general methodology to combine an
arbitrary logical system L with a pure propositional temporal logic T (such as
linear temporal logic with ‘Since’ and ‘Until’). Let us call the resultant combined
logic T (L).

Let us consider the modal system S5 and see how the logic T (S5) is related
with L(T, S5). A similar argument would work for I ∈ {K, K4, T , B, S4, KTB,
KB4}. In order to define the wffs of T (S5), S5-wffs are divided into two classes:
(a) a wff belongs to the set of Boolean combinations, BCK , if and only if it is
built from other wffs by using one of the Boolean connectives ¬ or ∧, or any
other connective defined only in terms of those; (b) it belongs to the set MLS5

of ‘monolithic’ wffs otherwise. Then the set LT (S5) wffs of T (S5) is defined as
follows.

– If α ∈ MLS5, then α ∈ LT (S5);
– If α, β ∈ LT (S5), then ¬α, α ∧ β, αSβ, αUβ ∈ LT (S5).

Thus, the wffs of T (S5) form a proper subset of L-wffs: only those L-wffs
are considered in which temporal operators do not come in the scope of �. So,
for instance, �(αUβ) is not a wff of T (S5). Note that if we restrict ourselves to
only such wffs in L, it would deprive L of one of its salient features. We would
not be able to compute expressions such as (XR1

)
R2

, that is, where there is

an iteration of lower/upper approximation operators corresponding to different
relations. In L, the syntactic counterpart of the afore-mentioned expression is
the wff ⊕�!�p.

The semantics of T (S5) is based on a structure of the form Mt := (T,<, g),
where (T,<) represents the underlying flow of time and g is a function which
associates each time point with a tuple (Mt, wt). Mt := (Wt, Rt, Vt) is an S5
model and wt ∈Wt. The satisfiability relation is defined as follows:

1. MT , t |= α, α ∈MLS5, if and only if Mt, wt |= α, where g(t) := (Mt, wt);
2. MT , t |= αUβ, if and only if there exists s ∈ T such that t < s and MT , s |=

β, and for every u ∈ T , if t < u < s then MT , u |= α.

The Boolean and ‘Since’ cases are defined in the standard way. The difference
between this semantics and that of L(T, S5) becomes clear now. In T (S5), for
each time point, the object wt and the model Mt are fixed. So when one moves
to a time point t, an S5-wff must be evaluated at the object wt, and across time
points, these objects would vary in general. In L(T, S5), however, when one
moves across time points using only the ⊕,!,U or S operators, the object at
which a wff is to be evaluated, remains the same. For instance, the satisfiability
of the wff ⊕�p at (t, w) ∈ T ×W in L(T, S5) semantics entails that the object
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w is in the lower approximation of the set represented by p with respect to the
relation at the t + 1th time point. On the other hand, satisfiability of the same
wff at the same time point in T (S5) semantics means that the object wt+1, is in
the lower approximation of the set represented by p with respect to the relation
at the t + 1th time point. So, in this case, the satisfiability of the wff ⊕�p does
not depend on the object w at which it is evaluated.

9.5 Bonanno’s Proposal

Now, let us move to the logic proposed by Bonanno [10], which is also very closely
related with L(T, I). The language of this logic contains three modal operators:
B (belief operator), I (information operator) and A (global modal operator). It
also contains temporal operators ⊕ and !, but does not have until and since
operators. The wffs are given as: p ∈ PV |α|¬α|α ∧ β|Bα|Iα|Aα.
The semantics is based on a structure of the form (T,<,W, {Bt}t∈T , {It}t∈T ),
called temporal belief revision frame, where

– (T,<) is a next-time branching frame, that is, <⊆ T × T such that,
• if t1 < t3 and t2 < t3, then t1 = t2 and
• if (t1, . . . , tn) is a sequence with ti < ti+1, then tn �= t1,

– Bt, It ⊆W ×W .

The satisfiability conditions for the operators B, ⊕ and ! are given as follows.
Let (t, w) ∈ T ×W .

− t, w |= Bα if and only if t, w′ |= α for all w′ such that (w,w′) ∈ Bt.

− t, w |= ⊕α if and only if t′, w |= α for all t′ such that t < t′. (10)
− t, w |= !α if and only if t′, w |= α for all t′ such that t′ < t. (11)

One can see that the satisfiability condition of B is the same as that of the
operator � of L(T, I). Moreover, the satisfiability conditions of ⊕ and ! given
by (10), (11) and Definition 38 coincide when we consider a finite linear time
line.

A deductive system for the set of wffs valid in all temporal belief revision
frames has not been obtained, and the problem has been cited as open in [11].
However, a deductive system is proposed for wffs valid in all structures of the
form (T,<, W , {Wt}t∈T , {Bt}t∈T , {It}t∈T ), called general temporal belief revi-
sion frames, where corresponding to each time point t, we have the domain
Wt ⊆W and Bt, It ⊆Wt×Wt. The satisfiability conditions of ⊕ and ! are now
given as follows.

Let ↪→⊆ (T ×W )× (T ×W ) be such that (t, w) ↪→ (t′, w′) if and only if (1)
w = w′, (2) w ∈ Wt ∩Wt′ and either (3a) t < t′, or (3b) t <∗ t′ and for every
x ∈ T , if t <∗ x and x <∗ t′, then w /∈ Wx, where <∗ denotes the transitive
closure of <.

− t, w |= ⊕α if and only if t′, w |= α for all t′ such that (t, w) ↪→ (t′, w). (12)
−t, w |= �α if and only if t′, w |= α for all t′ such that (t′, w) ↪→ (t, w). (13)
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Note that the temporal belief revision frame is obtained as a special case of the
general temporal belief revision frame by imposing the condition Wt = W for
all t. Moreover, in the case of temporal belief revision frame, the conditions (12)
and (13) just reduce to (10) and (11) respectively.

So, in [10] a branching time structure is considered, whereas, in L(T, I) we
have a finite linear time line. In Sect. 11.3, we shall consider a fragment L2 of
L(T, I), which properly contains Bonanno’s logic without the operators I and
A, and where the operator B is identified with �. This fragment of L(T, I)
will be shown in Sect. 11.3 to be decidable, entailing the decidability of the
above fragment of Bonanno’s logic with respect to the class of all temporal
belief revision frames over finite linear time line.

10 Tableau-Based Proof Method for L(T, I)

We now present tableau-based proof procedures for the logics L(T, I), I ∈
{K,K4, T,B, S4,KTB,KB4, S5}, corresponding to the classes of dynamic I
spaces. Prefixed wffs are used for the purpose. The technique is in the line of the
one given by [28] with appropriate modifications. The soundness and complete-
ness theorems for the tableau-based proof procedures of L(T, I) will be proved in
Sects. 10.1 and 10.2 respectively. To prove the completeness theorem, we present
a systematic procedure P1 to construct an ‘(I,N)-tableau’ for a given wff X
(N an integer) such that, if the (I,N)-tableau for X obtained following P1 is
not closed, then X cannot have a closed (I,N)-tableau at all. However, P1 may
not terminate. In Sect. 10.3, this limitation is overcome: P1 is modified to yield
terminating procedures having the above mentioned feature.

The content of this section is based on the article [54].
We begin with some basic definitions.
Let ‘T ’ and ‘F ’ be two new symbols. By a signed wff, we mean TX or FX

where X is a L-wff. The complexity of a signed wff TX or FX, is the complexity
of X in the usual sense. A signed sub-wff of X, or TX or FX, is a signed wff of
the form TY or FY , where Y is a sub-wff of X. We denote the set of all signed
sub-wffs of X (or, TX or FX) by S(X).

TX behaves like X and FX behaves like ¬X. Thus, we have the following.

Definition 47.

(i) M, t, w |= TX if and only if M, t, w |= X, and
(ii) M, t, w |= FX if and only if M, t, w �|= X.

An α−wff is a wff of one of the forms T (X ∧ Y ), F (X ∨ Y ), F (X → Y ), F (¬X).
For each α−wff, two components, α1 and α2 are defined in Fig. 2(a). Similarly
the β, ⊕, !, ν and π wffs and their components are given by Fig. 2.

Apart from these, we have two more types of wffs which involve ‘U ’ and ‘S’
operators, that is, wffs of the form T (XUY ), F (XUY ), T (XSY ), F (XSY ).

From Definitions 38 and 47, it is not difficult to see,

– M, t, w |= α, if and only if M, t, w |= α1 and M, t, w |= α2.
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Fig. 2. Different types of signed wffs and their components.

– M, t, w |= ν, if and only if M, t, w′ |= ν0 for all w′ such that w,w′ ∈ Pt.
– M, t, w |= T (XUY ), if and only if there exists r with t ≤ r ≤ N such that
M, r, w |= TY and for all k such that t ≤ k < r, M, k, w |= TX.

One can obtain similar results for other types of signed wffs.
Let us recall the notion of a prefix considered in [28] to give the tableau-based

proof procedures for modal logics. It is defined as a non-empty string over the
set N of positive integers. Wffs are labeled with the prefix to name the world
(object) where each wff is supposed to hold. Satisfiability of a L-wff depends on
the object as well as on the time point where the wff is evaluated. Thus, we need
to modify the notion of a prefix so that it not only names the object, but also
mentions the time point where the wff is supposed to hold. In fact, if our interest
is in the dynamic spaces of cardinality N , then we will consider strings over the
set N ∪ {R1, R2, . . . , RN}. The elements from {R1, R2, . . . , RN} will keep track
of the time points. We formally define a N -prefix as follows. For a string σ, let
us write |σ| and (σ)i, i ≤ |σ|, to denote the length of σ and the ith element of
σ. The empty string is denoted by ε.

Definition 48. Let N be an integer. A string σ over the alphabet N∪ {R1, R2,
. . ., RN} is called a N -prefix if it satisfies the following:

(i) (σ)1 ∈ {R1, R2, . . . , RN} for |σ| ≥ 1.
(ii) There does not exist a j such that (σ)j , (σ)j+1 ∈ {R1, R2, . . . , RN}.
(iii) If (σ)i = Rn and (σ)j = Rm, where i < j and for all k with i < k < j,

(σ)k ∈ N, then n �= m.

We will denote the set of all N -prefixes by P (N). For instance, observe that
for N ≥ 3, R2135, R21R3 and R2135R1157 are N -prefixes, but 1R2135,
R21R3R1157 and R2135R2157 are not. Note that ε ∈ P (N), for all N . We
call ε the empty N -prefix. ε is usually not taken as a prefix, but we do so for
making some statements compact.

Notation 13. In the rest of this section τ, σ, μ, σ1, σ
′ etc. will denote N -prefixes.

X,Y,Z etc. will be used to denote the L-wffs as well as the signed wffs and the
context should be clear from the occurrence. Furthermore, l, t etc. in a N -prefix
will denote the elements from N.
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Definition 49. The characteristic of a N -prefix σ, denoted as char(σ), is the
integer n ∈ {1, 2, . . . , N} such that σ = τRn or σ = τRnl1l2 · · · lr where li ∈ N.

Notation 14. For a N -prefix of the form σt, t ∈ N, we write (σt)∗
n to denote

the N -prefix σtRn if char(σt) �= n, and σt, otherwise.

If a wff is labeled by a N -prefix σ with char(σ) = n, then it signifies that the
wff needs to hold at the object represented by σ at the time point n. Moreover,
the N -prefixes σ and σRl will be used to refer to the same object. Thus, the
N -prefixed wffs σX and σRlX will indicate that the wff X needs to hold at the
object represented by σ (or, σRl), but at the time points char(σ) and char(σRl)
respectively. In other words, σ and σRl represent the same object of the domain,
but in the context of different approximation spaces/time points (which are
determined by the characteristics of the N -prefixes). Thus σt, (σt)∗

k represent the
same object, possibly at different time points: (σt)∗

k indicates the time point k.
Consider the strings R145R2R3 and R145R3. Using the interpretation of N -

prefixes given above, we note that both R145R2R3 and R145R3 refer to the same
object, and also in the context of same time point 3. Thus both R145R2R3 and
R145R3 carry the same information, and therefore, we don’t need to include
R145R2R3 as a N -prefix. This is why we have imposed the restriction (ii) on
N -prefixes. One can similarly see the justification for the Condition (iii) in the
definition of N -prefixes.

Let X be a wff. Given an integer N , an (I,N)-tableau for X, I ∈ {K, K4,
T , B, S4, KTB, KB4, S5}, is the tree each of whose nodes is marked with a
N -prefixed signed wff (that is, wff of the form σTX or σFX, where σ ∈ P (N)),
obtained by enlarging the one node tree R11FX using certain (I,N)-tableau
extension rules, which will be provided later. An (I,N)-branch (that is, a branch
of a (I,N)-tableau) is called closed if it contains either of the following:

1. σTX and σFX,
2. σT ⊥,
3. σF�,
4. σT ⊕X, where char(σ) = N ,
5. σT !X, where char(σ) = 1.

Clearly, an (I,N)-tableau is going to be interpreted in the dynamic spaces
of cardinality N . Now, condition 4 corresponds to the situation where we need a
wff of the form ⊕X to be satisfied at the time point N of a dynamic space with
cardinality N , which is obviously not possible. Similarly, condition 5 points to
an absurdity.

An (I,N)-branch that is not closed is called open. An (I,N)-tableau is said
to be closed if each branch of it is closed.

Definition 50.

(i) A wff X is said to be (I,N)-tableau provable if we obtain a closed (I,N)-
tableau for X.
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(ii) If X is (I,N)-tableau provable for all N , then we say that X is I-tableau
provable.

In order to give the full set of tableau extension rules, we need a few more
definitions.

Definition 51.

(i) σ ∈ P (N) is said to be used on an (I,N)-tableau branch if σZ occurs on
the branch for some signed wff Z.

(ii) σ ∈ P (N) is said to be unrestricted on an (I,N)-tableau branch if σ is not
an initial segment (proper or otherwise) of any N -prefix used on the branch.

(iii) σ′ ∈ P (N) is said to be a simple extension of σ ∈ P (N) if σ′ = σn for
some n ∈ N.

Let us pause for a moment here and again recall the tableau-based proof
procedures of modal logics given in [28]. The accessibility relation, say RK , on
the set of prefixes for the modal system K is defined such that (σ, σ′) ∈ RK if
and only if σ′ = σt, t ∈ N. If we want the relation to be reflexive, then we also
include the relation Rr, where (σ, σ′) ∈ Rr if and only if σ = σ′. Similarly, if we
want the symmetry, then we consider the relation Rs, where (σ, σ′) ∈ Rs if and
only if (σ′, σ) ∈ RK , that is, if and only if σ = σ′t. Therefore, the accessibility
relation for the modal system T , B can be given as RK ∪ Rr and RK ∪ Rs

respectively.
Let us return to the situation here. A natural question arises: could the rela-

tion RK also be taken as the accessibility relation for the class of dynamic K
spaces? Moreover, would the relation Rr be enough to impose reflexivity? The
answer to both the questions is negative. In fact, we shall require the follow-
ing relations to define the accessibility relations for different classes of dynamic
spaces.

Definition 52. Let n ≤ N . We define the relations R1, R2, R3, R4
n, Rs4

n , R5
n,

Rs5
n , R6

n, Rs6
n , R7

n, Rs7
n on the set P (N) \ {ε} of N -prefixes as follows.

– (σ, σ′) ∈ R1 if and only if σ = σ′;
– (σ, σ′) ∈ R2 if and only if σ = σ′Rl for some l ∈ {1, 2, . . . , N};
– (σ, σ′) ∈ R3 if and only if σ′ = σRl for some l ∈ {1, 2, . . . , N};
– (σ, σ′) ∈ R4

n if and only if σ′ = σt for some t ∈ N, where char(σ) = char(σ′) =
n;

– (σ, σ′) ∈ Rs4
n if and only if σ = σ′t for some t ∈ N, where char(σ) =

char(σ′) = n;
– (σ, σ′) ∈ R5

n if and only if σ = τRl and σ′ = τRnt for some l ∈ {1, 2, . . . , N}
and t ∈ N;

– (σ, σ′) ∈ Rs5
n if and only if σ′ = τRl and σ = τRnt for some l ∈ {1, 2, . . . , N}

and t ∈ N;
– (σ, σ′) ∈ R6

n if and only if σ = τRl and σ′ = τt for some l ∈ {1, 2, . . . , N} and
t ∈ N, where char(σ′) = char(τ) = n;
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– (σ, σ′) ∈ Rs6
n if and only if σ′ = τRl and σ = τt for some l ∈ {1, 2, . . . , N}

and t ∈ N, where char(σ) = char(τ) = n;
– (σ, σ′) ∈ R7

n if and only if σ′ = σRnt for some t ∈ N;
– (σ, σ′) ∈ Rs7

n if and only if σ = σ′Rnt for some t ∈ N.

Since the N -prefixes σ and σRl will be interpreted to represent the same
object, if we want the accessibility relation to be reflexive, then R1 will not be
sufficient for the purpose and we shall require R2 and R3 as well. For a similar
reason, we will require R5

n, R6
n, R7

n in addition to R4
n to give the accessibility

relation for the class of dynamic K spaces. Rs4
n , Rs5

n , Rs6
n , Rs7

n will be used to
give symmetry.

The following definition gives the accessibility relations for different classes
of dynamic spaces using the relations defined above.

Definition 53. Let I ∈ {K,K4, T,B, S4,KTB,KB4, S5} and n ≤ N . We
define the I-accessibility relation for characteristic n, RI

n, on the set P (N) \ {ε}
of N -prefixes as follows. Let us write R∗ to denote the transitive closure of the
relation R.

– RK
n := R4

n ∪R5
n ∪R6

n ∪R7
n.

– RT
n := R1 ∪R2 ∪R3 ∪RK

n .
– RK4

n := (RK
n )∗.

– RB
n := R4

n ∪R5
n ∪R6

n ∪R7
n ∪Rs4

n ∪Rs5
n ∪Rs6

n ∪Rs7
n .

– RKB4
n := (RB

n )∗.
– RS4

n := (RT
n )∗.

– RKTB
n := R1 ∪R2 ∪R3 ∪RB

n .
– RS5

n := (RKTB
n )∗.

Now, we are in a position to give the tableau extension rules for each of the
classes of dynamic I spaces, I ∈ {K,K4, T,B, S4,KTB,KB4, S5}. Figures 3–4
give the rules for these classes corresponding to the N -prefixed wffs. We call
these (I,N)-tableau extension rules. Except one, the rules for the Since operator
are not listed, as these can be given in the lines of those for the Until operator.

The rules involving temporal operators, that is,⊕,!,U ,S-rules, will be called
the temporal rules.

In order to understand the tableau extension rules, let us consider a wff ⊕α.
To evaluate ⊕α at the time point t at the object w, we need to evaluate the
wff α at the same object w, but at the time point t + 1. To capture this fact,
the ⊕ rule is designed such that if the branch contains σm ⊕ α, m ∈ N, then
using the ⊕(b)-rule, we introduce the wff σmRl+1α (assuming char(σm) = l).
The N -prefix in the latter is used to indicate the same object referred to by σm
(recall the comments following Definition 49), along with the fact that we have
shifted focus to the time point l + 1. Similarly, one may explain the rule U(d).
Note that in a model M with number of time points N , for any w ∈ U and
n < N , we have M, n, w |= ¬(XUY ), if and only if either M, k, w |= ¬Y for all
k with n ≤ k ≤ N , or there exists s with n ≤ s < N such that M, s, w |= ¬X
and for all k such that n ≤ k ≤ s, M, k, w |= ¬Y . Observe that the wff XUY
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σα 1st σβ 2nd σRn⊕, n < N
σα1 σ∗

n+1⊕0

σα2 σβ1 σβ2

α-rule β-rule ⊕(a)-rule

σRnt1t2 · · · tr⊕, n < N σRn�, n > 1 σRnt1t2 · · · tr�, n > 1
σ∗
n+1⊕0 σ∗

n−1�0 σ∗
n−1�0

⊕(b)-rule �(a)-rule �(b)-rule

σν σπ σRnTp σRnFp
σ′ν0 σ′π0 σTp σFp

where (σ, σ′) ∈ RI
n, σ′ is σ′ is an unrestricted simple p is propositional variable.

used on the branch and extension of σ.
char(σ) = char(σ′) = n.

ν-rule π-rule Propositional-rule

σF (XUY ), char(σ) = N σF (XSY ), char(σ) = 1

σFY σFY

U end point-rule S first point-rule

Fig. 3. (I, N)-tableau extension rules.

can be made false at (n,w) in N − n + 1 possible ways. Accordingly, the rule
U(d) for τF (XUY ), n < N , where τ = σRnt1t2 · · · tr, asks for the introduction
of N − n + 1 branches. We again note that all N -prefixes of the kind τ∗

m in the
rule indicate the same object referred to by τ , along with the fact that we have
shifted focus to the time point m. The tableau extension rules for the other wffs
may be understood in a similar manner.

Given a N -prefix σ, we would like to investigate next what would be the form
of any N -prefix μ related to σ by the relation RI

n. We would then be able to see
the possible forms of an accessible N -prefix – this is crucial for the application of
the ν rule. Moreover, the information about the form of such N -prefixes will also
be used for obtaining important results related with the soundness, completeness
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Fig. 4. (I, N)-tableau extension rules, continued.
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and termination of the proof procedures. The form of μ depends on I as well
as on the form of σ itself. Here we will only give the propositions determining
the form for I = S5, but one can obtain similar results for other Is. In fact, the
argument will be simpler for all the other choices of Is.

Let us first consider the N -prefix of the form τ := τ ′Rnt1t2 · · · ts, s ≥ 1 and
the relation RS5

n . We investigate the form of μ for which we have (τ, μ) ∈ RS5
n .

Since RS5
n is reflexive, we should have (τ, τ) ∈ RS5

n . Moreover, due to symmetry
and transitivity of RS5

n , we also expect to have (τ, τ ′Rnd1d2 · · · dk) ∈ RS5
n . Fur-

thermore, as mentioned above, σ and σRl will be interpreted to represent the
same object, and thus we should also have (τ, τRl) and (τ, τ ′Rnd1d2 · · · dkRl) ∈
RS5

n . In fact, the following proposition shows that these are the only possibilities
for μ.

Proposition 67. Let τ = τ ′Rnt1t2 · · · ts, s ≥ 1 and (τ, μ) ∈ RS5
n . Then μ must

be in either of the following forms.

(a) μ is τ ′.
(b) μ is τ ′Rl, where Rl ∈ {R1, R2, . . . , RN}.
(c) μ is τ ′Rnd1d2 · · · dk, where di ∈ N.
(d) μ is τ ′Rnd1d2 · · · dkRl, where Rl ∈ {R1, R2, . . . , RN} and di ∈ N.

Proof. The proposition is proved by showing that if

τRKTB
n σ1R

KTB
n σ2 · · ·RKTB

n σj ,

then σj = τ ′ or σj is in either of the above-mentioned forms. We use induction
on j. Note that since τ ′Rnt1t2 · · · ts ∈ P (N), we have char(τ ′) �= n.
Basis case: Let j = 1.
Since (τ, σ1) ∈ RKTB

n and RKTB
n = R1 ∪R2 ∪R3 ∪R4

n∪ R5
n ∪ R6

n ∪ R7
n ∪ Rs4

n

∪Rs5
n ∪Rs6

n ∪Rs7
n , we must have (τ, σ1) ∈ R for some R ∈ {R1, R2, R3, R4

n, R5
n,

R6
n, R7

n, Rs4
n , Rs5

n , Rs6
n , Rs7

n }. But note that (τ, σ1) �∈ R for R ∈ {R2, R5
n, R6

n, R7
n}.

Therefore, σ1 = τ ′ (in the case when (τ, σ1) ∈ R1), or σ1 must be in one of the
following forms:

– τRl (when (τ, σ1) ∈ R3), or
– τ ′Rnt1t2 · · · tsts+1 (when (τ, σ1) ∈ R4

n), or
– τ ′Rn, where s = 1 (when (τ, σ1) ∈ Rs4

n ), or
– τ ′Rnt1t2 · · · ts−1, where s ≥ 2 (when (τ, σ1) ∈ Rs4

n ), or
– τ ′Rl, where s = 1 (when (τ, σ1) ∈ Rs5

n ), or
– τ ′Rnt1t2 · · · ts−1Rl, where s ≥ 2 (when (τ, σ1) ∈ Rs6

n ), or
– τ ′, where s = 1 (when (τ, σ1) ∈ Rs7

n ).

Thus in each case, we obtain σj in the desired form.
Induction case: Suppose (a) σj = τ ′, or σj is in one of the following forms:

(b) τ ′Rl, or
(c) τ ′Rnd1d2 · · · dk, or
(d) τ ′Rnd1d2 · · · dkRl
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Case (a): σj = τ ′

Since char(τ ′) �= n and (σj , σj+1) ∈ RKTB
n , σj+1 = τ ′ (when (σj , σj+1) ∈ R1)

or σj+1 must be in either of the following forms:

– τ ′Rl (when (σj , σj+1) ∈ R3), or
– τ ′Rnd1 (when (σj , σj+1) ∈ R7

n).

Case (b): σj is of the form τ ′Rl.
In this case, σj+1 = τ ′ (when (σj , σj+1) ∈ R2), or σj+1 must be in either of the
following forms:

– τ ′Rl (when (σj , σj+1) ∈ R1), or
– τ ′Rld1, l = n (when (σj , σj+1) ∈ R4

n), or
– τ ′Rnd1, (when (σj , σj+1) ∈ R5

n).

Case (c): σj is of the form τ ′Rnd1d2 · · · dk.
Then, σj+1 = τ ′ and k = 1 (when (σj , σj+1) ∈ Rs7

n ), or σj+1 must be in one of
the following forms:

– τ ′Rnd1d2 · · · dk (when (σj , σj+1) ∈ R1), or
– τ ′Rnd1d2 · · · dkRl (when (σj , σj+1) ∈ R3), or
– τ ′Rnd1d2 · · · dkdk+1 (when (σj , σj+1) ∈ R4

n), or
– τ ′Rnd1d2 · · · dk−1 and k ≥ 2 (when (σj , σj+1) ∈ Rs4

n ), or
– τ ′Rn and k = 1 (when (σj , σj+1) ∈ Rs4

n ), or
– τ ′Rl and k = 1 (when (σj , σj+1) ∈ Rs5

n ), or
– τ ′Rnd1d2 · · · dk−1Rl and k ≥ 2 (when (σj , σj+1) ∈ Rs6

n ).

Case (d): σj is of the form τ ′Rnd1d2 · · · dkRl.
Then, σj+1 must be in either of the following forms:

– τ ′Rnd1d2 · · · dkRl (when (σj , σj+1) ∈ R1), or
– τ ′Rnd1d2 · · · dk (when (σj , σj+1) ∈ R2), or
– τ ′Rnd1d2 · · · dkdk+1 (when (σj , σj+1) ∈ R6

n).

Thus, in each case, we obtain σj+1 in the desired form. This completes the
proof. ��

As a direct consequence of Proposition 67, we obtain the following corollary.

Corollary 15. Let μ, τ ∈ P (N) be such that (i) τ = τ ′Rnt1t2 · · · ts, s ≥ 1, (ii)
(τ, μ) ∈ RS5

n and (iii) char(μ) = n. Then μ must be either τ ′Rn, or of the form
τ ′Rnd1d2 · · · dk, di ∈ N.

We end this section with the two following propositions, similar to
Proposition 67.

Proposition 68. Let τ = τ ′Rht1t2 · · · tsRn ∈ P (N), (so, s ≥ 1, h �= n) and
(τ, μ) ∈ RS5

n . Then μ = τ ′Rht1t2 · · · ts or μ must be in either of the form (a)
τ ′Rht1t2 · · · tsRl, or (b) τd1d2 · · · dr, or (c) τd1d2 · · · drRl.

Proposition 69. Let τ = τ ′Rht1t2 · · · ts, s ≥ 1, h �= n and (τ, μ) ∈ RS5
n . Then

μ = τ or μ must be in either of the form (a) τRl, or (b) τRnd1d2 · · · dr, or (c)
τRnd1d2 · · · drRl.
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10.1 Soundness

In this section, we shall prove the soundness of the tableau-based proof proce-
dures proposed in Sect. 10. We begin with the following definitions. Recall the
relations RI

n given by Definition 53.

Definition 54.

(i) Let S be a set of N -prefixed wffs and F := F1,F2, . . .FN be a dynamic I
space, where Fi = (W,Pi). By an I-interpretation of S in F, we mean a
mapping Int from the set of N -prefixes that occur in S to W such that the
following conditions are satisfied:
(a) If (σ, σ′) ∈ RI

n then (Int(σ), Int(σ′)) ∈ Pn, n = 1, 2, . . . , N .
(b) Int(σ) = Int(σRl), for all l ∈ N.

(ii) A set S of N -prefixed wffs is said to be (I,N)-satisfiable if there exists some
dynamic I space F := F1,F2, . . . ,FN of cardinality N , an I-interpretation
Int of S in F, and a valuation function V : P → 2W such that for each
σZ ∈ S,

M, n, Int(σ) |= Z

where char(σ) = n and M = (F, V ).
(iii) A branch of an (I,N)-tableau is said to be (I,N)-satisfiable if the set of

N -prefixed wffs on it is (I,N)-satisfiable.
(iv) An (I,N)-tableau is said to be (I,N)-satisfiable if some branch of it is

(I,N)-satisfiable.

Observe that the condition (b) in the definition of interpretation signifies that
the N -prefixes σ and σRl represent the same object.

Example 16. Let us consider a (S5, 2)-tableau for the wff F�r → ♦p ∨ �q,
p, q, r ∈ PV , given in Fig. 5.

Let S be the set of all 2-prefixed wffs occurring on the right branch of the
tableau of Fig. 5. Note that {R11, R111, R11R2} is set of all 2-prefixes that occur
in S. Let us consider the dynamic S5 space F := F1,F2, where Fi := (W,Pi),
W := {x, y}, W/P1 := W ×W and W/P2 := {{x}, {y}}. Let Int be the function
from the set of 2-prefixes occurring in S to W defined as

Int(R11) = Int(R11R2) = x;
Int(R111) = y.

Note that Int is an interpretation of S in F as it satisfies both the defining
conditions (a), and (b) of an I-interpretation (cf. Definition 54). In fact, condition
(a) is a direct consequence of the fact that (R11, R111), (R11R2, R111) /∈ RS5

2 ,
which, in turn, follows from Proposition 67. Further, using Int and the valuation
V which maps p to ∅, q and r to {x}, one can show that the right branch of
the above tableau is (S5, 2)-satisfiable. For instance, for the wff R11F (F�r →
♦p∨�q) lying on the right branch, we have M, 1, Int(R11) |= F (F�r → ♦p∨�q)
as M, 2, x |= �r, but M, 1, x �|= ♦p and M, 1, x �|= �q, M := (F, V ).
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Fig. 5. A (S5, 2)-tableau for F�r → ♦p ∨ �q.

Using the definition of a closed branch, it is not difficult to obtain

Proposition 70. A closed branch of an (I,N)-tableau cannot be (I,N) satisfi-
able and hence a closed (I,N)-tableau cannot be (I,N)-satisfiable.

The following proposition will lead us to the desired theorem.

Proposition 71. Let T be an (I,N)-tableau that is (I,N)-satisfiable. Let T ′ be
the (I,N)-tableau that results from a single (I,N)-tableau rule being applied to
T . Then T ′ is also (I,N)-satisfiable.

Proof. Let T be (I,N)-satisfiable under Int. By the given condition, some branch
of T , say θ is (I,N)-satisfiable. The result follows easily in the case when the
(I,N)-rule is applied to a branch other than θ, as in this case, θ is unaltered
in T ′. So, consider the case when the (I,N)-rule in question is applied to the
branch θ. Let

M, n, Int(σ) |= Z, where char(σ) = n, M := (F, V ), (14)

for all σZ occurring on θ. Let F := F1,F2, . . . ,FN , where Fi := (W,Pi). The
proof argument for the cases when the rule α, β, v,⊕,!,U or S is applied on θ,
is same for all I ∈ {K,K4, T,B, S4,KTB, KB4, S5}. The argument when the
π−rule is applied, depends on I. Here we give proof for S5. The other cases can
be proved similarly.

Let us first consider the case when the α-rule is applied on θ. Let σα occur
on θ and σα1 and σα2 be added to the end of θ by the α-rule. Then, since
M, n, Int(σ) |= α, where char(σ) = n, we obtain M, n, Int(σ) |= α1 and
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M, n, Int(σ) |= α2, and hence the enlarged branch is also (I,N)-satisfiable under
the same Int.

The result can be proved in an identical way when the β-rule is applied on θ.
So, let us move to the case when the ν-rule is applied.

Let σν occur on θ and σ′ν0 be added to the end of θ according to the ν-
rule. Then char(σ′) = char(σ) = n, (say), (σ, σ′) ∈ RI

n and σ′ is used on the
branch. In this case Int is already defined for σ′ and (Int(σ), Int(σ′)) ∈ Pn.
Thus, M, n, Int(σ) |= ν gives M, n, Int(σ′) |= ν0 Therefore the enlarged branch
is still (I,N)-satisfiable under Int.

Now, let us consider the case when the π-rule is applied on θ and σ′π0 is
added to the end of θ. Let char(σ) = n. Since M, n, Int(σ) |= π, there exists Γ
such that (Int(σ), Γ ) ∈ Pn, and

M, n, Γ |= π0 (15)

Now we define mapping a Int∗ with domain dom(Int) ∪ {σ′} as follows.

Int∗(τ) :=
{

Int(τ) if τ is used on θ
Γ for τ = σ′.

Our claim is that Int∗ is an interpretation for the set of N -prefixed wffs occurring
on the branch obtained by extending θ by the application of the above π rule.

Let τ be any N -prefix used on the branch θ and (σ′, τ) ∈ RTS5
l for some

l ≤ N . Then by Proposition 69, it follows that l = n (otherwise σ′ becomes an
initial segment of τ). Thus, using the transitivity of RS5

n , we obtain (σ, τ) ∈ RTS5
n

and hence (Int(σ), Int(τ)) ∈ Pl, that is, (Int∗(σ), Int∗(τ)) ∈ Pl. Using this
fact, and transitivity of Pl, we obtain (Int∗(σ′), Int∗(τ)) ∈ Pl. Clearly Int∗

also satisfies the other condition for interpretation. Thus we have proved our
claim. Therefore from (15), we obtain M, n, Int∗(σ′) |= π0. This shows that the
enlarged branch is (I,N)-satisfiable under Int∗.

Now let us work on the case when the ⊕(a)-rule is applied on θ. Let σRn⊕
occur on θ, n < N, and suppose σ∗

n+1⊕0 is added to the end of θ. There
are two possibilities: σ∗

n+1 may or may not be used on θ. Let us first con-
sider the case when σ∗

n+1 is used on θ. In this case Int is defined for σ∗
n+1.

Moreover, Int(σ) = Int(σ∗
n+1). Therefore, from M, n, Int(σRn) |= ⊕, we obtain

M, n + 1, Int(σ∗
n+1) |= ⊕0.

Now, let us suppose σ∗
n+1 is not used on θ. Then, we must have σ∗

n+1 =
σRn+1. We define Int∗ with domain dom(Int) ∪ {σRn+1} as follows.

Int∗(τ) :=
{

Int(τ) if τ is used on θ
Int(σ) for τ = σRn+1.

We claim that Int∗ is an interpretation for the set of N -prefixed wffs occur-
ring on the extended branch. Let τ be any N -prefix used on the branch θ
and (τ, σRn+1) ∈ RTS5

l for some l ≤ N . This implies (Int(τ), Int(σ)) ∈ Pl

and hence (Int∗(τ), Int∗(σRn+1)) ∈ Pl. The other property of interpreta-
tion is trivially satisfied by Int∗. Moreover, it is not difficult to see that
M, n + 1, Int∗(σRn+1) |= ⊕0.

All the remaining cases can be proved in the same fashion. ��
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Using Proposition 71, we obtain, for any I ∈ {K, K4, T,B, S4,KTB,KB4, S5},
Theorem 16 (Soundness). If X is I-tableau provable then X is valid in the
class of all dynamic I spaces.

Proof. Suppose X is I-tableau provable, but not valid in the class of all dynamic
I spaces. Then there exists some dynamic I space F := F1,F2, . . . ,FN , for some
N where Fi := (W,Pi), a valuation function V : PV → 2W and Γ ∈ W such
that

M, 1, Γ |= FX (16)

for some i, 1 ≤ i ≤ N , where M := (F, V ).
Consider the singleton set S := {R11FX} of N -prefixed wff and interpreta-

tion Int of S defined as Int(R11) := Γ . From (16), it follows that the one node
(I,N)-tableau

R11FX

is (I,N)-satisfiable under Int. Then by Proposition 71, so is every subsequent
(I,N)-tableau. But, by Proposition 70, an (I,N)-satisfiable (I,N)-tableau can-
not be closed, contradicting the assumption that X is I-tableau provable. This
completes the proof. ��

10.2 Completeness

We now address the completeness of the tableau-based proof procedures pro-
posed in Sect. 10. In order to do that, we first give a systematic procedure to
construct an (I,N)-tableau for a given wff X such that if the (I,N)-tableau for
X obtained following this procedure is not closed, then X cannot have a closed
(I,N)-tableau. Moreover, in that case, the resultant tableau will give enough
information to construct a counter model for X.

Let us call a N -prefixed wff atomic if it is of the form σTA or σFA where
σ is of the form τ l, l ∈ N, and A is an atomic wff, that is, A is a propositional
variable or � or ⊥. Note that in [28], a prefixed wff of the form σTA and σFA,
A being atomic, is taken to be atomic, but in our case, the N -prefixed wff, say
R112R2Tp, p ∈ PV , is not atomic. This deviation is due to the fact that in [28],
no tableau extension rule can be applied on the wff σTA or σFA, but it is not
the case with R112R2Tp. In fact, the propositional rule is applicable on it.

We now describe the systematic procedure to construct an (I,N)-tableau for
a given wff X, step by step as follows.

Step-1: We begin by placing R11FX at the origin.

Suppose the nth stage of the construction is completed. The tableau constructed
so far could be either closed or open. If it is closed then stop the construction.
Otherwise, we move to step n + 1.
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Step-n + 1: Choose an occurrence of a N -prefixed wff σZ as high up in the tree
as possible, satisfying the following.

(i) σZ is not chosen in any of the previous steps;
(ii) σZ is not atomic;
(iii) σZ is not of the form σF ⊕X, where char(σ) = N ;
(iv) σZ is not of the form σF !X, where char(σ) = 1;

If there is no such σZ, then stop the construction. If there is more than one
such wff at the same level, then choose the one on the left-most branch. Once
the selection is done, extend each open branch θ through the occurrence of σZ
using the tableau extension rules as follows.

(a) If σZ is of a form other than σν and σπ, extend the branch using the
suitable tableau extension rule. For instance, if σZ is of the form σα, add
σα1 and σα2 to the end of θ following the α-rule. Similarly, if σZ is of the
form σ′RnF (XUY ), where n < N , then following the U(c)-rule, split the
end of θ into N −n + 1 forks and add σ′∗

nFX, σ′∗
nFY to the end of the first

fork, σ′∗
nFY, σ′∗

n+1FY, . . . , σ′∗
NFY to the end of the (N − n + 1)th fork and

σ′∗
n+(i−1)FX, σ′∗

nFY, σ′∗
n+1FY, . . ., σ′∗

n+(i−2)FY, σ′∗
n+(i−1)FY to the end of

the ith fork, 2 ≤ i ≤ N − n.
(b) If σZ is of the form σν and char(σ) = n, then for each N -prefix σ′ satisfying

(i) char(σ′) = n (ii) (σ, σ′) ∈ RI
n (iii) σ′ is used on θ, add σ′ν0 to the end of

θ, after which add a fresh occurrence of σν to the end of θ.
(c) If σZ is of the form σπ, then add σkπ0 to the end of θ, where k is the

smallest integer such that σk is unrestricted on θ.

The step n+1 is completed once each open branch through the σZ is extended.
This ends the description of our systematic procedure. Let us name this

procedure P1. We note that in following P1, it is possible to fall into an endless
sequence of steps. For example, procedure P1 to construct a (B, 3)-tableau for
⊕¬♦�♦X (X ∈ PV ) will never terminate as shown by the following example.

Example 17. The (B, 3)-tableau for ⊕¬♦�♦X (X ∈ PV ), obtained by following
P1 is given in Fig. 6.

To handle this situation in the proof of the completeness theorem, we use König’s
lemma which states that an infinite, finitely generated tree must have an infinite
branch. A finitely generated tree is one where each node has only a finite number
of immediate successors, and an infinite tree has infinitely many nodes. We
note that (I,N)-tableaux are finitely generated as each node has at most N
successors.

The open branches of a tableau obtained by following the procedure P1 have
certain properties which lead us to the desired counter model. These properties
are assembled to give the following definition.
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Fig. 6. (B, 3)-tableau for ⊕¬♦�♦X obtained by following P1.

Definition 55. Let S be a set of N -prefixed wffs. S is called (I,N)-downward
saturated provided the following conditions are satisfied:

1. (a) For any X, it cannot be the case that both σTX and σFX belong to S
for some N -prefix σ.

(b) σT⊥, σF� /∈ S.
(c) σT ⊕X /∈ S, where char(σ) = N .
(d) σT !X /∈ S, where char(σ) = 1.

2. If σρ ∈ S, σ �= Rl and ρ ∈ N ∪ {R1, R2, . . . , RN}, then σ ∈ S. (Here σ ∈ S
means σψ ∈ S for some ψ).

3. Let σX ∈ S and suppose σX is such that some (I,N)-tableau extension rule,
other than the ν and π rules, is applicable on it (note that at most one rule
can be applicable on σX). Suppose application of that rule on σX results in
splitting of the branch in, say, k forks. Then there is a fork such that every
N -prefixed wff occurring on it belongs to S. Thus if σα ∈ S, then σα1 and
σα2 both belong to S. Similarly, if σRnT (XUY ) ∈ S then σ∗

nTY ∈ S, or,
there exists some i, 2 ≤ i ≤ N − n + 1 such that σ∗

n+(i−1)TY ∈ S and for all
k, 0 ≤ k ≤ i− 2, σ∗

n+kTX ∈ S.
4. If σν ∈ S, where char(σ) = n, then σ′ν0 ∈ S for all σ′ occurring in S such

that (i) (σ, σ′) ∈ RI
n (ii) char(σ′) = char(σ) = n.

5. If σπ ∈ S, then σ′π0 ∈ S for some σ′ which is a simple extension of σ.

Observe that the above definition is a natural extension of the one given
in [28] keeping in view the presence of tableau extension rules which were not
there in [28]. The conditions (1a)–(1d) correspond to the openness of the branch.
Conditions (3)–(5) are based on the tableau extension rules. A condition like (2)
is not required in [28], but we need it here to handle the ν-rule (as we shall see
in Proposition 73 below).

It is not difficult to see the following.
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Proposition 72. The set of all N -prefixed wffs occurring on an open branch θ
of an (I,N)-tableau, obtained by following procedure P1, is an (I,N)-downward
saturated set.

Now, we are in a position to give the desired counter model.

Definition 56. Let S be an (I,N)-downward saturated set. Consider the
dynamic I space FS := F1

S ,F2
S , . . . ,FN

S where

FS
i = (WS , PS

i ),
WS = {σ : σ is not of the form σ′Rl and σZ ∈ S for some signed wff Z},
(σ, σ′) ∈ PS

n if and only if (σ, σ′) ∈ RI
n, n = 1, 2, . . . , N . So, PS

n is the restriction
of RI

n on WS.

FS will be called the dynamic I space generated by S.

Given an (I,N)-downward saturated set S, let V S : PV → 2W S
be the valuation

defined as,
V S(p) := {σ ∈WS : σTp ∈ S}.

Let IntS be the interpretation defined by

IntS(σ) :=
{

σ if σ is not of the form τRl

IntS(τ) if σ = τRl.

The main result of the section is as follows – it leads us to the completeness
theorem.

Proposition 73. Let S be an (I,N)-downward saturated set. Then for any N -
prefixed signed wff σZ,

σZ ∈ Simplies MS , n, IntS(σ) |= Z,

where char(σ) = n and MS := (FS , V S).

Proof. The proof is by induction on the complexity of Z. Let char(σ) = n.

Basis case: Note that σT⊥ and σF� cannot belong to S. Moreover, we always
have MS , n, IntS(σ) |= T� and MS , n, IntS(σ) |= F⊥. Thus it remains only
to consider the case when Z = Tp or Fp, where p is a propositional variable.
Now, σ is either of the form σ′t, or σ′tRn, t ∈ N. First suppose σ is of the form
σ′t. Then σ′tTp ∈ S implies σ′t ∈ V S(p) and hence MS , n, σ′t |= Tp. Thus, we
obtain MS , n, IntS(σ′t) |= Tp as IntS(σ′t) = σ′. Similarly, one can show that if
σ′tFp ∈ S, then MS , n, σ′t |= Fp.

Next, suppose σ′tRnTp ∈ S. Then using the definition of a downward
saturated set, we obtain σ′tTp ∈ S. Thus, MS , n, IntS(σ′t) |= Tp, following
the above argument. This gives MS , n, IntS(σ′tRn) |= Tp as IntS(σ′tRn) =
IntS(σ′t). Similarly, we obtain the desired result when σ′tRnFp ∈ S.
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Induction case: The argument for the cases when Z is a wff other than a ν-wff,
is the same for all I. The argument when Z is a ν-wff depends on I. Here we
give the proof for S5.

Let Z be a α-wff. Then σZ ∈ S implies σα1, σα2 ∈ S. Therefore, by induction
hypothesis, we obtain MS , n, IntS(σ) |= αi, i = 1, 2. Thus MS , n, IntS(σ) |= Z.

Now suppose Z is a ν-wff. Let σ′ ∈ W be such that (IntS(σ), σ′) ∈ PS
n . We

need to show that MS , n, σ′ |= ν0. Let char(σ′) = k. Since σ′ ∈ W , σ′ must
be of the form σ′ = σ′′Rki1i2 · · · il, l ≥ 1 and ij ∈ N, i ≤ j ≤ l. Therefore,
IntS(σ′) = σ′.

First suppose σ is of the form τ ′
1Rnt1t2 · · · ts, tj ∈ N. So, IntS(σ) = σ. Since

(IntS(σ), σ′) ∈ PS
n , that is (σ, σ′) ∈ PS

n , we obtain (σ, σ′) ∈ RS5
n . Therefore, by

Proposition 67, either (a) σ′ = τ ′
1 or (b) σ′ is of the form τ ′

1Rnd1d2 · · · dr. Let τ
be the following N -prefix.

τ :=
{

σ′Rn if σ′ = τ ′
1

σ′ if σ′ is of the form τ ′
1Rnd1d2 · · · dr.

Observe the following facts:

– (σ, τ) ∈ RS5
n ;

– char(τ) = n;
– IntS(σ′) = IntS(τ) = σ′;
– τ is an initial segment of σ′ or σ.

Therefore, using the fact that σν ∈ S and the definition of a downward saturated
set, we obtain τν0 ∈ S. By the induction hypothesis, MS , n, IntS(τ) |= ν0, that
is, MS , n, σ′ |= ν0. In the other case when σ is of the form τ ′

1Rn, we still obtain
a τ satisfying the above-mentioned properties, and hence the desired result.

Now, we move to the case when σZ is of the form σ′RnT (XUY ), where
n < N . Then either σ′RnTY ∈ S, or there exists i, 2 ≤ i ≤ N − n + 1 such
that σ′∗

n+i−1TY ∈ S and for all k, 0 ≤ k ≤ i − 2, σ′∗
n+kTX ∈ S. This implies

that either MS , n, IntS(σ′Rn) |= TY , or there exists i, 2 ≤ i ≤ N − n + 1
such that MS , n + i− 1, IntS(σ′∗

n+i−1) |= TY and for all k, 0 ≤ k ≤ i − 2,
MS , n + k, IntS(σ′∗

n+k) |= TX. Therefore, MS , n, IntS(σ′Rn) |= TY , or there
exists j > n such that MS , j, IntS(σ′Rn) |= TY and for all s, n ≤ s <
j, MS , s, IntS(σ′Rn) |= TX (∵ IntS(σ′Rn) = IntS(σ′∗

d) = IntS(σ′)). Thus we
have MS , n, IntS(σ′Rn) |= T (XUY ).
All the remaining cases can be proved in the same way. ��

Now, we have the following completeness theorem. Let I ∈ {K, K4, T , B,
S4, KTB, KB4, S5}.
Theorem 17 (Completeness). If X is valid in the class of all dynamic I
spaces, then X is I-tableau provable.

Proof. Suppose X is not I-tableau provable. Then there exists some N such that
X is not (I,N)-tableau provable. Let us apply the procedure P1 to construct an
(I,N)-tableau for X. There are two possibilities: the procedure will terminate
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Fig. 7. (B, 3)-tableau for ⊕¬♦�♦X, obtained by following P2.

and leave us with an open branch, say θ, or the procedure will not terminate.
If the procedure does not terminate, then by König’s lemma there still must
be an open branch, say θ again. In either case, it is easy to check that the
set S of N -prefixed wffs on branch θ will be an (I,N)-downward saturated
set. Since R11FX is an element of this set, it follows by Proposition 73 that
M, 1, IntS(Ri1) |= FX. This shows that X is not valid in the class of all dynamic
I spaces, a contradiction. Therefore X is I-tableau provable. ��
Remark 7. From Theorems 16 and 17, it follows that the logic L(T, I) is the set
of all I-tableau provable wffs, I ∈ {K,K4, T,B, S4,KTB,KB,S5}.

10.3 Termination

The systematic procedure P1 to construct the (I,N)-tableaux given in Sect. 10.2,
as observed there, may not terminate (cf. Example 17). In this section, we will
modify it to obtain terminating procedures such that if X is (I,N)-tableau prov-
able, then the tableau for X obtained by following the modified procedures will
be closed. In Sect. 11, we shall see how these terminating procedures lead us to
obtain a decidable fragment of L(T, I), I ∈ {K,K4, T,B, S4,KTB,KB4, S5}.
We treat logics with and without transitivity separately. Our first modification
of P1, presented below, will work for logics corresponding to the classes of those
dynamic I spaces that do not ask for transitivity of the relations.

Terminating Procedure P2 for I ∈ {K,T,B,KTB}. P1 is modified in the
following way: if a N -prefixed wff say, σψ, is supposed to be added to the end of
a branch, but we find that it already occurs on the same branch, then we do not
add it. This means that the systematic ν-rule should be modified so that instead
of continuously adding occurrences of σν to branch ends we do the following. We
remember that whenever a new N -prefix σ′ is introduced on a branch containing
σν, where (σ, σ′) ∈ RI

n, char(σ) = char(σ′) = n and there is no occurrence of
σ′ν0 on the branch, then we also add σ′ν0 to the branch end, but we do not add
a fresh occurrence of σν itself. Let us call this modified procedure P2. Observe
that this modification does not cause the loss of any information that may have
been used to construct the counter model to prove the completeness theorem in
Sect. 10.2.

Example 18. The (B, 3)-tableau for ⊕¬♦�♦X, X ∈ PV , obtained by following
P2 is given in Fig. 7.
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Fig. 8. (KB4, 3)-tableau for ⊕¬♦�♦X, obtained by following P2.

In Example 17, we have seen that the procedure P1 of (B, 3)-tableau construc-
tion for the wff ⊕¬♦�♦X does not terminate. But Example 18 shows that the
procedure P2 terminates in this case. In fact, we will prove the following main
result of the section.

Theorem 18. For I ∈ {K,T,KTB,B}, the procedure P2 terminates.

We note, at this point, that P2 may not terminate for I ∈ {K4, S4,KB4, S5}.
The example below establishes this for I = KB4.

Example 19. The (KB4, 3)-tableau for ⊕¬♦�♦X, X ∈ PV , obtained by fol-
lowing P2 is given in Fig. 8.

Observe that, unlike the (KB4, 3)-tableau for ⊕¬♦�♦X in Fig. 8, in the (B, 3)-
tableau for the same wff (cf. Fig. 7), we cannot apply the ν-rule on 4 using prefix
R11R22 as (R11R21, R11R22) /∈ RB

2 .
In order to prove Theorem 18, we shall require the following definitions.

Definition 57.

(i) The w-length of a N -prefix σ, denoted as Lw(σ), is defined as:
(a) Lw(τRn) = 0
(b) Lw(τRnl1l2 · · · lr) = r, li ∈ N, r ≥ 1.

(ii) The t-length of a N -prefix σ, denoted as Lt(σ), is the number of elements
from the set {R1, R2, . . . , RN} in σ.

Let us consider an (I,N)-tableau for some wff X constructed following the
procedure P2, and let θ be a branch of it.

Notation 19. For a wff τZ ∈ θ, let us write Hθ(τZ) to denote the depth of the
occurrence of τZ on θ measured from the root.
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The two following lemmas will be used to prove Theorem 18. The proofs are
given in Appendices A and B.

Lemma 1. There exists an integer d such that θ will not have any N -prefixed
wff with t-length greater than d.

Lemma 2. Let I ∈ {K,T,KTB,B} and m be an integer. Then there is only a
finite number of N -prefixes σ on θ with Lt(σ) ≤ m.

Note that although Lemma 1 holds for all I, Lemma 2 holds only for I ∈
{K,T,KTB,B}. The (KB4, 3)-tableau for ⊕¬♦�♦X given in Fig. 8, shows that
Lemma 2 does not hold for I = KB4. In fact, we only have one branch there and
it contains all the 3-prefixes from the set {R11R221, R11R2211, R11R221111,
. . .}. The same wff can also be used to show that Lemma 2 does not hold for
K4, S4, S5.

Let us now see how the two lemmas can be used to obtain the termination
of P2 for I ∈ {K,T,KTB,B}.
Proof of Theorem 18. If possible, let there exist a wff X, an integer N and
i ∈ {1, 2, . . . , N} such that the procedure P2 to produce an (I,N)-tableau for X
does not terminate. Then by König’s lemma, we must be constructing an infinite
branch, say θ. But, using Lemmas 1 and 2, we will show that θ cannot be infinite
and this will prove the result.

Lemma 1 guarantees the existence of an integer d such that Lt(σ) ≤ d for
all σ occurring on θ. Then, from Lemma 2, it follows that there are only finitely
many N -prefixes on θ. Note that for any given N -prefix σ, if σZ occurs on θ,
then Z must be a signed sub-wff of X, and there are only finitely many signed
sub-wffs of X. Using these facts, it follows that only finitely many N -prefixed
wffs can occur on θ. Since θ contains no repetitions, it follows that θ is a finite
branch. ��

So, our next task is to prove the Lemmas 1 and 2. We shall use the following
Proposition to prove Lemma 1.

Definition 58.

(i) The M -degree of a signed wff X, denoted as DM (X), is the number of
occurrences of �,♦ in X.

(ii) The t-degree of a signed wff X, denoted as Dt(X), is the number of occur-
rences of ⊕, !, U , S in X.

Proposition 74. Let Gk+1 consist of the N -prefixed wffs of the form τRnZ
occurring on θ such that Lt(τRn) = k + 1 and τRnZ is added on θ applying a
single temporal rule on a N -prefixed wff of the form τZ ′ for some Z ′. (Note that
in this case, we will have Dt(Z ′) > Dt(Z)). Then

{Z : σZ ∈ θ and Lt(σ) ≥ k + 1} ⊆
⋃

σZ∈Gk+1

S(Z) (17)

where S(Z) is the set of all signed sub-wffs of Z.
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Proof. Let {σZ ∈ θ : Lt(σ) ≥ k + 1} = {δ1, δ2, . . .}, where Hθ(δi+1) >
Hθ(δi), i = 1, 2, . . .. It is enough to show for all n that if δn is σZ, then
Z ∈ ⋃

σY ∈Gk+1
S(Y ). We prove it by showing that

(i) δ1 has this property and
(ii) if δ1, δ2, . . . , δm have this property, then δm+1 also has this property.

Let A :=
⋃

σY ∈Gk+1
S(Y ), and δ1 be σZ. We need to show Z ∈ A. Since σZ

is the first wff on θ with a N -prefix of t-length greater than k, we must have
σZ ∈ Gk+1. This implies Z ∈ A.

Next suppose the result holds for δ1, δ2, . . . , δm. We prove for it for δm+1.
Let δm+1 be σZ and suppose it is obtained by a single rule application on a
N -prefixed wff, say σ′Z ′. Here, we only consider the cases when δm is obtained
by the application of the ν-rule or ⊕(a)-rule or ⊕(b)-rule on σ′Z ′. The other
cases can be done in a similar fashion.

ν-rule: In this case Z ′ is ν and Z is ν0. Let char(σ) = char(σ′) = n. Since
(σ, σ′) ∈ RI

n, we have Lt(σ) = Lt(σ′) (for I = S5, this follows from Propositions
67 and 68 and for other I’s, this follows from similar kinds of results). This
implies σ′Z ′ ∈ {δ1, δ2, . . . , δm} and hence, by induction hypothesis, Z ′ ∈ A.
Therefore, ν0, that is, Z belongs to A.

⊕(a)-rule: In this case σ′Z ′ must be of the form τRn⊕ and so σZ is τ∗
n+1⊕0.

Therefore, Lt(σ′) ≥ Lt(σ) and hence τRn⊕ ∈ {δ1, δ2, . . . , δm}. This implies
⊕ ∈ A and hence Z ∈ A.

⊕(b)-rule: In this case σ′Z ′ must be of the form τd⊕, d ∈ N and so σZ is
τdRn+1⊕0, where char(τ) = n. Therefore, Lt(σ′) ≥ k. If Lt(σ′) ≥ k + 1, then
we will have Z ∈ A by an argument similar to the one above. So, let Lt(σ′) = k.
In this case, we will have σZ ∈ Gk+1 and so Z ∈ A. ��
Corollary 20.

(i) max{Dt(Z) : σZ ∈ θ for some σ with Lt(σ) = k + 1} =
max{Dt(Z) : σZ ∈ Gk+1}.

(ii) max{Dt(Z) : σZ ∈ θ for some σ with Lt(σ) = k} >
max{Dt(Z) : σZ ∈ Gk+1}.

Proof. Note that we are calculating maximum over finite sets of natural numbers.
Let
L1 := max{Dt(Z) : σZ ∈ θ for some σ with Lt(σ) = k + 1},
L2 := max{Dt(Z) : σZ ∈ Gk+1} and
L3 := max{Dt(Z) : σZ ∈ θ for some σ with Lt(σ) = k}.
Let Li = Dt(Zi), where σiZi ∈ θ and Lt(σ1) = k + 1, Lt(σ3) = k, σ2Z2 ∈ Gk+1.

(i). From Proposition 74, we obtain Z1 ∈ S(Y ) for some σY ∈ Gk+1. This gives

L1 = Dt(Z1) ≤ Dt(Y ) ≤ L2. (18)

Moreover, since σ2Z2 ∈ Gk+1, we have Lt(σ2) = k+1 and hence L2 = Dt(Z2) ≤
L1. Combining this with (18), we obtain L1 = L2.
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(ii). Since σ2Z2 ∈ Gk+1, using the definition of Gk+1, it follows that σ2 must be
of the form τRn, Lt(τ) = k, and there exists some Z ′ such that τZ ′ ∈ θ and
Dt(Z ′) > Dt(Z). Therefore, we obtain L3 ≥ Dt(Z ′) > Dt(Z) = L2. ��

Now, we are in a position to prove Lemma 1.

Proof of Lemma 1. From Corollary 20, we obtain,

max{Dt(Z) : σZ ∈ θ for some σ with Lt(σ) = k + 1} <

max{Dt(Z) : σZ ∈ θ for some σ with Lt(σ) = k}.

Thus it follows that as t-length becomes larger, t-degree becomes smaller. Hence,
for some d, any N -prefixed wff on θ whose N -prefix is of t-length d must be of
t-degree 0. Therefore no N -prefix of t-length greater than d could have been
introduced on θ. Thus we have the result. ��

Now we proceed to prove Lemma 2, giving a number of intermediate results.
We begin with the following.

Proposition 75.

(1) If τRnZ ∈ θ is obtained from σZ ′ by the application of a single rule, where
σ �= τ , then DM (Z ′) ≥ DM (Z) and σ is of the form τRl, or τRnd1d2 · · · dr,
di ∈ N.

(2) If τRnd1d2 · · · drZ ∈ θ is obtained from σZ ′ by the application of a single
rule, where σ �= τ , then DM (Z ′) ≥ DM (Z) and σ is of the form τRl, or
τRlt1t2 · · · ts, or τRlt1t2 · · · tsRm, ti ∈ N.

(3) If σ1Z1, σ2Z2, . . . , σnZn is a finite sequence of N -prefixed wffs on θ such that
(a) σ1Z1 = τRlZ, (b) σiZi is obtained from σi+1Zi+1, i = 1, 2, . . . , n − 1,
by the application of a single rule and (c) σi �= τ, i = 1, 2, . . . , n, then
τ is a proper initial segment of each σi, and DM (Zi+1) ≥ DM (Zi), i =
1, 2, . . . , n− 1.

Proof. We only prove (1). (2) can be shown in a similar way and (3) obtains
from (1) and (2). The argument of the proof remains the same for all I when
τRnZ ∈ θ is obtained from σZ ′ by the application of a rule other than the ν-rule.
Here, we only give the proof for the case when τRnZ ∈ θ is obtained from σZ ′ by
the application of the ν-rule. Note that in this case, we have DM (Z ′) ≥ DM (Z).
Moreover, we also have (σ, τRn) ∈ RI

n and char(σ) = n. Let us first consider
I = S5. Then, we have (τRn, σ) ∈ RS5

n , and hence from Proposition 68, we
obtain σ of the form τRn or τRnd1d2 · · · dr. If I = S4, then (σ, τRn) ∈ RK4

n

implies there exists σ1, σ2, . . . σr such that σ1 = σ, σi �= σj for i �= j, σi �= τRn,
for all i and σ1 RK4

n σ2 RK4
n · · ·σr RK4

n τRn. It is not difficult to see that each σi

is either τ or of the form τRm, m �= n. Thus, it follows that τ is a proper initial
segment of σ as σ is different from τ (∵ char(σ) = n = char(τRn) �= char(τ)).
One can similarly prove the result for other I’s. ��

Using this proposition, we obtain
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Proposition 76. Let τRlZ ∈ θ. Then we must have τZ ′ ∈ θ for some Z ′ with
DM (Z ′) ≥ DM (Z) and Hθ(τZ ′) < Hθ(τRlZ).

Proof. By the given condition, we must have a finite sequence σ1Z1, σ2Z2, . . . ,
σnZn of N -prefixed wffs on θ such that,

(a) σ1Z1 is τRlZ and σn is Ri1;
(b) σkZk is obtained from σk+1Zk+1, k = 1, 2, . . . , n− 1 by the application of a

single rule and hence Hθ(σk+1) < Hθ(σk).

Therefore, we obtain σk = τ for some k, 2 ≤ k ≤ n. Otherwise, by
Proposition 75, we would have τ a proper initial segment of each σm, a con-
tradiction as σn is Ri1. Let σk = τ and σj �= τ for all j, 1 ≤ j < k. We will show
that σkZk, that is τZk is the desired wff. Obviously, Hθ(τZk) < Hθ(τRlZ). More-
over, by Proposition 75, we obtain DM (Zm+1) ≥ DM (Zm), m = 1, 2, . . . , k − 2,
and hence DM (Zk−1) ≥ DM (Zk−2) ≥ · · · ≥ DM (Z1). Since σkZk is obtained
from σk−1Zk−1 using only one rule, we have DM (Zk) ≥ DM (Zk−1). Therefore,
DM (Zk) ≥ DM (Z1) = DM (Z) (∵ Z1 = Z). �

Notation 21. Let τRn ∈ P (N). By AτRn
, we will denote the set of all N -

prefixes of the form τRnd1d2 · · · dr, r ≥ 1, di ∈ N.

Proposition 77. Let I ∈ {K,T,KTB,B}. Let σZ ∈ θ be such that (a) σ ∈
AτRl

, (b) Lw(σ) ≥ 2 , (c) DM (Z) > 0. Then there exists some σ′Z ′ ∈ θ such
that (i) σ′ ∈ AτRl

, (ii) σ′ is a proper initial segment of σ, (iii) Lw(σ′) + 1 =
Lw(σ), (iv) DM (Z ′) > DM (Z), and (v) Hθ(σ′Z ′) < Hθ(σZ).

Proof. We prove the result for I = B. The other cases can be proved similarly.
Let A = {σ1Z1 ∈ θ : σ1 ∈ AτRl

, Lw(σ1) ≥ 2,DM (Z1) > 0} = {δ1, δ2, . . .}, where
Hθ(δi+1) > Hθ(δi), i = 1, 2, . . .. Note that σZ ∈ A. So, it is enough to show
for each δj that if δj is σjZj , then there exists some σ′

jZ
′
j ∈ θ such that (i)

σ′
j ∈ AτRl

(ii) σ′
j is proper initial segment of σj (iii) Lw(σ′

j) + 1 = Lw(σj) (iv)
DM (Z ′

j) > DM (Zj) and (v) Hθ(σ′
jZ

′
j) < Hθ(δj). We will prove it by showing

that,

1. δ1 has the required property and
2. if δ1, δ2, . . . , δn have the required property, then δn+1 also has the required

property.

Note that δ1 must be of the form τRlt1t2 · · · trZ1, r ≥ 2. Suppose δ1 is obtained
from μY by the application of a single rule. μY /∈ A as Hθ(μY ) < Hθ(δ1).
Moreover, this single rule must be either the ν-rule or π-rule. For instance, it
cannot be the ⊕(a)-rule, because otherwise we will obtain μ = τRlt1t2 · · · trRl−1

and DM (Y ) = DM (Z1) > 0. But due to Proposition 76, this will give us
τRlt1t2 · · · trZ ′ ∈ θ for some Z ′ with DM (Z ′) ≥ DM (Y ) and Hθ(τRlt1t2 · · · trZ ′)
< Hθ(μY ). Therefore we obtain τRlt1t2 · · · trZ ′ ∈ A with Hθ(τRlt1t2 · · · trZ ′) <
Hθ(δ1), a contradiction. Similarly, one can show that it cannot be any other rule.

In the case when δ1 is obtained from μY by the application of the ν-rule, μ
must be either τRlt1t2 · · · tr−1, or τRlt1t2 · · · trtr+1. But, as μY /∈ A, we must
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have r = 2 and μ = τR1. Similarly, when δ1 is obtained by the application of
the π-rule, we obtain r = 2 and μ = τR1. Thus in both cases, μY has all the
desired properties.

Now suppose we have the required property for δ1, δ2, . . . , δn. We prove it for
δn+1. Let δn+1 be σ1Z1 and suppose δn+1 is obtained by the application of a
single rule on σ2Z2. We will consider the cases when the applied rule is α or ν
or ⊕(a). The other cases can be proved similarly.

α-rule: In this case σ1 = σ2 and σ2Z2 ∈ {δ1, δ2, . . . , δn}. Therefore, we have the
required result.

ν-rule: Let σ1 be τRlt1t2 · · · tmtm+1, m ≥ 1. Then σ2 is either τRlt1t2 · · · tm, or
τRlt1t2 · · · tm+1tm+2. If the former, we are done. So let σ2 be
τRlt1t2 · · · tm+1tm+2. Since Hθ(σ2Z2) < Hθ(σ1Z1) and DM (Z2) > DM (Z1),
σ2Z2 must be one of δ1, δ2, . . . , δn. Therefore, τRlt1t2 · · · tm+1Z3 ∈ θ for some
Z3, such that

(i) Hθ(τRlt1t2 · · · tm+1Z3) < Hθ(σ2Z2) and
(ii) DM (Z3) > DM (Z2).

Therefore τRlt1t2 · · · tm+1Z3 must be one of δ1, δ2, . . . , δn and hence we have
τRlt1t2 · · · tmZ4 ∈ θ for some Z4 satisfying all the required conditions.

⊕(a)-rule: Let σ1 be τRlt1t2 · · · tmtm+1. Then σ2 must be τRlt1t2 · · · tmtm+1Rl−1

and DM (Z1) = DM (Z2). By Proposition 76, we must have

τRlt1t2 · · · tmtm+1Z3 ∈ θ

for some Z3, where (i) DM (Z3) ≥ DM (Z2) and (ii) Hθ(τRlt1t2 · · · tm+1Z3) <
Hθ(σ2Z2). Therefore τRlt1t2 · · · tm+1Z3 must be one of δ1, δ2, · · · , δn and hence
we have the result. ��
Proposition 78. Let I ∈ {K,T,KTB,B}. Then for a given τRn ∈ P (N),
there exists an integer d such that θ will not have any N -prefixed wff with a
N -prefix σ ∈ AτRn

and w-length greater than d.

Proof. If θ is finite then there is nothing to prove. Let θ be an infinite branch.
Let τRnl1l2 · · · lr+1Z occur on θ, where DM (Z) > 0 and r ≥ 1. Then by
Proposition 77, we must have

τRnl1l2 · · · lrZ ′ ∈ θ

for some Z ′ such that DM (Z ′) > DM (Z). Thus it follows that the maximum
M -degree of all wffs on θ with τRnl1l2 · · · lr+1 as N -prefix is lower than the
maximum M -degree of all wffs on θ with τRnl1l2 · · · lr as N -prefix. So, for the
wffs with N -prefixes from the set AτRn

, as the w-length becomes larger, the
M -degree becomes smaller. This means that there exists an integer d such that
if σZ occurs in θ, σ ∈ AτRn

and Lw(σ) = d, then DM (Z) = 0. Hence we have
the proposition. ��
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Note that Propositions 77 and 78 do not hold for I ∈ {K4, S4,KB4, S5}. The
(KB4, 3)-tableau for ⊕¬♦�♦X (cf. Fig. 8) shows this fact for I = KB4.

Proposition 78 along with the following proposition gives us Lemma 2.

Proposition 79. θ can have only a finite number of N -prefixes of any given
length.

Proof. If θ is finite then there is nothing to prove. So, let θ be an infinite branch.
If possible, suppose there is an integer k such that there exist infinitely many
N -prefixes of length k. Let m be the smallest such integer. Note that there is no
N -prefix of length one and it is easy to see that the only N -prefix of length two
is the N -prefix Ri1 and it occurs finitely often. Hence m > 2. Now, since there
is only a finite number of N -prefixes of length m− 1, we can have only a finite
number of N -prefixes of length m of the form τRl, l ∈ {1, 2, . . . , N}. Thus we
must have an infinite number of N -prefixes of length m of the form τt, t ∈ N.

Now, the only way a N -prefix of the form τt, t ∈ N of length m > 2 can
be introduced on θ is by the application of the π− rule to a N -prefixed wff of
the form τπ, where τ is of length m − 1. Moreover, the π−rule can be applied
to such a N -prefixed wff only once. So if there are infinitely many N -prefixes
of length m on θ of the form τt, there must be infinitely many wffs on θ of the
form σπ, where σ is of length m− 1. This contradicts the choice of m. Thus we
have the result. ��

Proof of Lemma 2. If θ is finite then there is nothing to prove. So, let θ be
an infinite branch. By Propositions 78 and 79, it follows that there is only a
finite number of N -prefixes on θ of t-length 1. Next we assume that there are
only finitely many N -prefixes of t-length n, 1 ≤ n ≤ m − 1 and we prove the
result for n+1. From our assumption it follows that there are only finitely many
N -prefixes of t-length n + 1 of the form τRl on θ. Let τ1Rl1 , τ2Rl2 , . . . , τrRlr

be the complete list of such N -prefixes. By Proposition 78, there exist integers
Dj , 1 ≤ j ≤ r such that Lw(σ) ≤ Dj for all σ ∈ AτjRlj

occurring on θ. Let
D := max{Dj : 1 ≤ j ≤ r}. Then Lw(σ) ≤ D for all σ occurring on θ of t-length
n + 1.

Recall our assumption that there are only finitely many N -prefixes of t-length
n occurring in θ. Let L := max{L(σ) : σ occurs in θ and Lt(σ) = n}, where L(σ)
denoted the length of σ. Observe that L(σ) ≤ L+D + 1 for all σ occurring on θ
of t-length n + 1. Now from Proposition 79 it follows that there is only a finite
number of N -prefixes on θ of t-length n + 1. This completes the proof. ��
Terminating Procedure P3 for I ∈ {K4,KB4,S4,S5}. We have seen
through Example 19 that Lemma 2 does not hold for I ∈ {K4, KB4, S4,
S5}, and this cost us the termination of P2 (cf. Theorem 18) for these Is. So we
modify P2 for these Is as follows.

Recall that S(X) is the set of all signed sub-wffs of X and it is finite, say of
size D. We put the constraint on the procedure P2 such that we do not apply
any rule on the N -prefixed wffs σZ with Lw(σ) = 2D + 3. The reason why we
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consider the bound to be 2D + 3 will be clear in the sequel. Let us call this
modified procedure P3.

Note that we will not have any N -prefixed wff σZ with Lw(σ) > 2D+3 on the
(I,N)-tableau for X obtained by following procedure P3. This fact is enough
to get Lemma 2 for a branch θ of an (I,N)-tableau, I ∈ {K4,KB4, S4, S5},
obtained by following P3. This together with Lemma 1 (again for P3) guarantees
the termination of P3.

Observe that if there are 2D + 1 N -prefixes, say σ1, σ2, . . . , σ2D+1, occurring
in a branch θ, then we must have k, l, 1 ≤ k < l ≤ 2D + 1 such that {Z : σkZ ∈
θ} = {Z : σlZ ∈ θ}. We will see how this fact is used to show that if there exists
some closed (I,N)-tableau for X, then the procedure P3 will generate one such
tableau. For this, we prove the following.

Proposition 80. Let I ∈ {K4,KB4, S4, S5} and B and A be the (I,N)-
tableaux for a wff X obtained by following the procedures P2 and P3 respectively.
Let B be closed. Then A is also closed.

Notation 22. The set {σ : σZ ∈ θ for some Z with Hθ(σZ) ≤ n} will be
denoted by Pn(θ).

We will use the following result to prove Proposition 80.

Proposition 81 (Branch mapping theorem). Let I ∈ {K4,KB4, S4, S5}
and consider an (I,N)-tableau A for a wff X and a branch θ of it, obtained by
following the procedure P3. Consider the complete list of N -prefixes on θ with
w − length 2D + 3 given by

ζj := σjRnj
tj1t

j
2 · · · tjrj

tjrj+1 · · · tjsj
tjsj+1 · · · tj2D+3

, j ∈ {1, 2, . . . m}.

Suppose for each j ∈ {1, 2, . . . m}, there exist integers rj , sj, 2D + 3 > sj >

rj > 1 such that the N -prefixes τj := σjRnj
tj1t

j
2 · · · tjrj

tjrj+1 · · · tjsj
and τ ′

j :=
σjRnj

tj1t
j
2 · · · tjrj

satisfy

{Z : τ ′
jZ ∈ θ} = {Z : τjZ ∈ θ}. (19)

Let B be the (I,N)-tableau for X obtained by following the procedure P2. Then
for each n ∈ N, there exists some branch θn in B and a mapping Ωn from
Pn(θn) ∪ {ε}, ε being the empty string, to the set of N -prefixes occurring on θ,
satisfying the following.

(i) Ωn(ε) = ε,
(ii) Ωn(Ri1) = Ri1,
(iii) Ωn(μRk) = Ωn(μ)Rk,
(iv) Ωn(μRkd1d2 · · · da) = Ωn(μ)Rkd′

1d
′
2 · · · d′

a′ , for some d′
j ∈ N, j = 1, . . . a′,

a, a′ ≥ 1,
(v) For μZ ∈ θn with Hθn

(μZ) ≤ n, Ωn(μ)Z ∈ θ,
(vi) Ωn(μ) /∈ {σ : τj is a proper initial segment of σ for some j}.
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Moreover, if the tableau B is closed, then the branch θ of tableau A will also be
closed.

Proof. We only prove the result for I = S5. It can be proved for other I in the
same way. The first part of the proposition is proved by induction on n.

Basis case: n = 1
Note that τj cannot be an initial segment of Ri1 for any j ∈ {1, 2, . . . m}. We
take θ1 to be any branch and Ω(ε) = ε, Ω1(Ri1) = Ri1.

Induction case: Suppose the result holds for n. We prove it for n + 1. If the
set {σZ : σZ ∈ θn and Hθn

(σZ) = n + 1} is empty, then we just need to take
θn+1 := θn and Ωn+1 := Ωn. So, let us consider the case when the above set is
non-empty. We will define θn+1 in such a way that it is the same as the branch
θn up to depth n. Moreover, Ωn+1(σ) = Ωn(σ) for all σ such that σY ∈ θn for
some Y with Hθn

(μY ) ≤ n and Ωn+1(ε) = ε. Let μ′Z ′ ∈ θn with Hθn
(μ′Z ′) ≤ n

be such that by the application of a rule on this wff, we obtain the wff μZ on
θn with Hθn

(μZ) = n + 1. Depending on the rule applied, we will determine
θn+1 as follows. We only consider the cases when the π, ν, ⊕(a) or U(a) rule is
applied. The other cases can be handled similarly.

π-rule: In this case we take θn+1 to be θn. So, we need to define Ωn+1 on μ. It
is done as follows.

We have Z ′ = π, Z = π0 and Ωn(μ′) is defined. Moreover, Ωn(μ′)π ∈ θ.
Note that μ must be of the form μ′d for some d ∈ N. Further, Ωn(μ′) will be
of the form Ωn(μ1)Rkd′

1d
′
2 · · · d′

a′ or Ωn(μ1)Rk, according as μ′ is of the form
μ1Rkd1d2 · · · da, or μ1Rk. Since Ωn(μ′) �= ζl, l ∈ {1, 2, . . . ,m}, the π-rule was
applied on Ωn(μ′)π in θ to obtain, say, Ωn(μ′)jπ0 in θ for some j ∈ N.

If Ωn(μ′)j ∈ {σ : τq is a proper initial segment of σ for some q, 1 ≤ q ≤
m}, then we must have Ωn(μ′) = τq = σqRnq

tq1t
q
2 · · · tqrq

tqrq+1 · · · tqsq
for some

q ∈ {1, 2 · · · ,m} (∵ τq cannot be a proper initial segment of Ωn(μ′)). Then μ′

and μ must be of the form μ1Rnq
d′
1d

′
2 · · · d′

a′ and μ1Rnq
d′
1d

′
2 · · · d′

a′d respectively
and Ωn(μ1) = σq. Moreover, Ωn(μ′)π ∈ θ and (19) give τ ′

qπ ∈ θ and hence we
must also have τ ′

qmπ0 ∈ θ for some m ∈ N. So, we define Ωn+1(μ) = τ ′
qm =

Ωn(μ1)Rnq
tq1t

q
2 · · · tqrq

m = Ωn+1(μ1)Rnq
tq1t

q
2 · · · tqrq

m.
On the other hand, if Ωn(μ′)j /∈ {σ : τq is a proper initial segment of

σ for some q}, then we define Ωn+1(μ) = Ωn(μ′)j = Ωn+1(μ′)j.

ν-rule: Take θn+1 to be θn. Note that char(μ) = char(μ′) = k, (say) and
(μ′, μ) ∈ RS5

k . Moreover, we must also have a N -prefixed wff μY ∈ θn with
Hθn

(μY ) ≤ n. Since Hθn
(μ′Z ′) ≤ n, both Ωn(μ) and Ωn(μ′) are defined

and Ωn(μ)Y,Ωn(μ′)Z ′ ∈ θ. We take Ωn+1(μ) := Ωn(μ). So, we only need
to show Ωn+1(μ)Z, that is, Ωn(μ)Z ∈ θ. Note that when μ = μ′, then
Ωn(μ) = Ωn(μ′) and as Ωn(μ′)Z ′ ∈ θ, we also have Ωn(μ)Z ∈ θ (due to
application of ν-rule). So let μ �= μ′. Let us consider the case when μ′ is of
the form μ1Rkd1d2 · · · da. The case when μ′ is of the form μ1Rk can be han-
dled similarly. Since (μ′, μ) ∈ RS5

k , μ �= μ′ and char(μ) = char(μ′) = k, by
Proposition 67, μ must be in the form μ1Rkl1l2 · · · lb, or μ1Rk. Accordingly,
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Ωn(μ) is either Ωn(μ1)Rkl′1l
′
2 · · · l′b′ , or, Ωn(μ1)Rk. Moreover, Ωn(μ′) is of the

form Ωn(μ1)Rkd′
1d

′
2 · · · d′

a′ . Thus, we obtain (Ωn(μ′), Ωn(μ)) ∈ RS5
k and this

gives Ωn(μ)Z ∈ θ (due to the application of the ν-rule on Ωn(μ′)Z ′ ∈ θ).

⊕(a)-rule: Take θn+1 := θn. μ′ is of the form μ1Rk, and μ is (μ1)∗
k+1. Note that,

we must have a N -prefixed wff μ1Y ∈ θn for some Y such that Hθn
(μ1Y ) ≤ n.

Thus, Ωn(μ1) and Ωn(μ′) are defined and Ωn(μ′) = Ωn(μ1)Rk, Ωn(μ′)Z ′ ∈ θ,
(Ωn(μ1))∗

k+1Z ∈ θ. Moreover, char(μ1) = char(Ωn(μ1)). Note that if Ωn(μ) is
defined (which is the case when μY ′ ∈ θn for some Y ′ with Hθn

(μY ′) ≤ n),
then we must have Ωn(μ) = (Ωn(μ1))∗

k+1 and hence Ωn+1(μ) = (Ωn(μ1))∗
k+1.

Otherwise, we take Ωn+1(μ) = (Ωn(μ1))∗
k+1.

β-rule: So μ = μ′. Since Hθn
(μβ) ≤ n, Ωn(μ) is defined and Ωn(μ)β ∈ θ. So,

we take Ωn+1(μ) = Ωn(μ). Let jth branch, j ∈ {1, 2}, be selected to obtain θ
when the β-rule is applied on Ωn(μ′)Z ′. Then, we also take θn+1 to be a branch
obtained by choosing the jth-branch when the β-rule is applied on μ′Z ′.

U(a)-rule: Let μ′Z ′ be σRkT (Z1UZ2). Then we also have Ωn(σ)RkT (Z1UZ2) ∈
θ. Suppose θ is obtained by selecting the jth branch, 1 ≤ j ≤ N − (k + 1), when
the U(a)-rule is applied on Ωn(σ)RkT (Z1UZ2). Then, we also take θn+1 to be
a branch obtained by selecting the jth-branch when the U(a)-rule is applied on
σRkT (Z1UZ2). Let μ2Y ∈ θn+1 be such that Hθn+1(μ2Y ) = n+1. Note that μ2

will be of the form σ∗
l , k ≤ l ≤ N . Moreover, if Ωn(μ2) is defined, then we must

have Ωn(μ2) = (Ωn(σ))∗
l and hence Ωn+1(μ2) = (Ωn(σ))∗

l . Otherwise, we take
Ωn+1(μ2) = (Ωn(σ))∗

l , where Ωn+1(σ) = Ωn(σ). One can now easily verify the
desired conditions.

Now, we prove the second part of the proposition. Suppose the tableau B
is closed. Then B must be a finite tableau and hence each branch of B must
be finite. Let n be the smallest integer such that Pn+1(θ′) is empty set for each
branch θ′ of B.

By the first part of the proposition, we must have a branch θn of B and
mapping Ωn satisfying the conditions (1)–(6) listed above. But using these con-
ditions and the fact that the branch θn is closed, one can easily check that the
branch θ is also closed. ��

We can thus see that Proposition 81 actually gives rise to a mapping from
the branches of tableau A to the branches of tableau B, preserving openness.
This fact leads us to the proof of Proposition 80. In fact, we shall again use
this technique of branch mapping in Sect. 11.3, to prove the decidability of a
fragment of the logic L(T, I).

Proof of Proposition 80. We show that every branch of A is closed. Let us consider
a branch θ of A, and let ζj := σjRnj

tj1t
j
2 · · · tj2D+3

, j ∈ {1, 2, . . . ,m}, be the
complete list of N -prefixes on θ with w− length 2D + 3. Since the cardinality of
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the set of all subsets of S(X) is 2D, for each j ∈ {1, 2, . . . ,m}, we obtain rj , sj

with 1 < rj < sj < 2D + 3 such that

{Z : σjRnj
tj1t

j
2 · · · tjrj

Z ∈ θ} = {Z : σjRnj
tj1t

j
2 · · · tjrj

· · · tjsj
Z ∈ θ}.

Thus from Proposition 81 and the fact that the tableau B is closed, we obtain
θ as a closed branch. ��

11 Decidability Results Relative to Different Classes of
Dynamic Spaces

A logic L is decidable, if given a L−wff X, we can decide whether X ∈ L or not.
The general decidability result of the logics L(T, I) is still open, but Sects. 11.1
and 11.2 present decidability results with respect to certain classes of dynamic
I spaces. Further, two decidable fragments of L(T, I) are provided in Sect. 11.3.

The content of this section is based on the article [55].

11.1 Decidability for the Class of Dynamic I Spaces with Fixed
Cardinality

Throughout this section, we assume that I ∈ {K, K4, T , BA, S4, KTB, KB4,
S5}. We begin with the decidability of the logic LN (T, I), consisting of all L-wffs
which are valid in the class of all dynamic I spaces F with |F| = N , where N is
a given positive integer. Recall that |F|, termed the cardinality of the dynamic
I space F, denotes the number of constituent Kripke frames in F. We note that
although the semantics of the language L is given with respect to a finite time
line, it can be extended in a natural way, to the models with N as the underlying
time frame. Therefore, we may extend the definition of the dynamic I spaces
so that |F| is not necessarily a finite positive integer, but possibly |N| as well.
Thus we also bring into our consideration the logic LN(T, I), which consists of
all L-wffs which are valid in the class of all dynamic I spaces F with |F| = |N|.
Remark 8. The above-mentioned extension of dynamic I spaces will only be
considered in this section (i.e. Sect. 11.1), and in the discussion on the first
decidable fragment in Sect. 11.3. In the rest of the article, by a dynamic I space,
we shall mean a dynamic I space of finite cardinality only.

Theorem 23. The logics LN (T, I) and LN(T, I) are decidable.

Proof. In Sect. 10.3, we have given terminating procedures to construct an
(I,N)-tableau for a given wff X such that if X has a closed (I,N)-tableau,
then the procedures generate such a tableau. Using this fact along with sound-
ness and completeness theorems of the tableau based proof procedures (cf.
Theorems 16 and 17), we obtain the decidability of LN (T, I). However, the decid-
ability of LN (T, I) is also a direct consequence of the connections of LN (T, I),
and LN(T, I) with multi-modal logic and first order temporal logic, detailed
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in Sects. 9.2 and 9.3. It is seen that LN (T, I) is identifiable with the multi-modal
logic IN (cf. Theorem 10) which is decidable, thus also giving the same com-
plexity to the decidability problems of the two logics. It is also observed that
LN (T, I), and LN(T, I) are embeddable into the monodic packed fragment of a
set F of wffs in a first order temporal language with equality (cf. Theorems 11
and 12). Since the monodic packed fragment of the first order temporal logic
with equality is decidable [37], we obtain the decidability of LN(T, I) (in fact
decidability of LN (T, I) as well). ��
Remark 9. We recall that the monodic packed fragment of first order temporal
logic with equality is known to be decidable in the class of interpretations with
underlying time frame N, and for any given N ∈ N, this result can easily be
proved for the class of interpretations with underlying time frame having N
number of time points. But the decidability of this fragment is not known to
the authors for the class of interpretations with finite but varying number of
time points. Therefore, we cannot see that the decidability of the logic L(T, I)
of dynamic I spaces can be proved using its connection with first order temporal
logic.

Decidability of the logics LN (T, I), N ∈ N, also gives the semi-decidability of
the logics L(T, I).

Theorem 24. L(T, I) is semi-decidable.

The decidability of LN(T, I) will help us to determine a decidable fragment of
L(T, I), as we shall see in Sect. 11.3.

11.2 Decidability for the Class of Dynamic I Spaces with Domain
of Fixed Cardinality

We now prove the following result.

Theorem 25. Given a L-wff X and an integer n, we can decide the validity of
X in the class of all dynamic I spaces with domain of cardinality n.

The decidability of linear temporal logic (LTL) with finite time line can be
proved using a result which roughly says that, given any model M of an LTL wff
α, if two time points satisfy exactly the same sub-wffs of α, then all intermediate
time points can be removed to get a smaller model M′ for α. A natural question
then is, whether this result also holds true for L(T, I). In fact, it is not the
case, as in the case of L(T, I), apart from time points, we also need to take into
account the objects of the models. But we shall consider a generalization of the
above approach here.

Let sub(X) denote the set of all sub-wffs of the wff X. Further, we will use
[t, w]M,X to denote the set {Y ∈ sub(X) : M, t, w |= Y }.

Let F := F1,F2, . . . ,FN be a dynamic space and i, j ∈ {1, 2, . . . , N} be
such that i < j. Let D := N − (j − i) ≥ 1. Consider the monotonic increasing



Multiple-Source Approximation Systems, Evolving Information Systems 257

and bijective function f : {1, 2, . . . ,D} → {1, 2, . . . , i − 1} ∪ {j, j + 1, . . . , N}
defined by,

f(k) :=
{

k if k < i
k + j − i if k ≥ i.

Note that (i) f(k) < i, if and only if k < i, k ∈ N, (ii) i ∈ {1, 2, . . . ,D}, and (iii)
f(i) = j.

Let Fi,j be the dynamic space given by F ′
1,F ′

2, . . . ,F ′
D, where F ′

k := Ff(k).
Note that |Fi,j | < |F|. Consider a valuation V and models M := (F, V ) and
Mi,j := (Fi,j , V ). Then, we have the following result – the proof is given in
Appendix D.

Proposition 82. Let [i, w]M,X = [j, w]M,X , for all w ∈ U . Then, for all w and
for all k ∈ {1, 2, . . . ,D}, we have

[k,w]Mi,j ,X = [f(k), w]M,X .

Proof. The proof is by induction on the complexity of the wff Y ∈ sub(X). We
only consider the case when Y is of the form Z1UZ2. Let us assume M, f(k), w |=
Z1UZ2 and prove Mi,j , k, w |= Z1UZ2. The other direction can be proved giving
a similar argument.

So, in this case, we have r, f(k) ≤ r ≤ N such that

M, r, w |= Z2, and (20)
M, t, w |= Z1 for all t with f(k) ≤ t < r. (21)

Case 1: f(k) < i
Then, k = f(k) < i.
Subcase 1.1: r = i
From (20), and the given condition, we obtain M, j, w |= Z2 and hence

M, f(i), w |= Z2 (∵ f(i) = j).

Therefore, using induction hypothesis, we obtain Mi,j , i, w |= Z2.
Now, consider t, f(k) = k ≤ t < i = r. By (21), M, f(t), w |= Z1. Since

f(t) = t, by induction hypothesis, we obtain Mi,j , t, w |= Z1.

Subcase 1.2: r > i
In this case, from (20), (21) and the fact that f(k) < i < r, we obtain

M, i, w |= Z1UZ2. Therefore, by the given condition, we obtain M, j, w |=
Z1UZ2. This means, there exists l, j ≤ l ≤ N such that

M, l, w |= Z2, and (22)
M,m,w |= Z1 for all m with j ≤ m < l. (23)

Now, using the property of f , we obtain l′ with l′ ≥ i > k and f(l′) = l.
Therefore, from (22) and induction hypothesis, we obtain Mi,j , l′, w |= Z2.
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Let us consider t, k ≤ t < l′. We need to show Mi,j , t, w |= Z1. Note that
f(k) ≤ f(t) < f(l′) = l. Moreover, either f(t) ≥ j, or f(t) < i. In either case, we
obtain M, f(t), w |= Z1, using (23), or (21). Thus, we obtain the desired result
by the induction hypothesis.

Subcase 1.3: r < i
In this case, f(r) = r. Therefore, (20) and the induction hypothesis give

Mi,j , r, w |= Z2.

Moreover, for any t, k ≤ t < r, we obtain f(k) = k ≤ f(t) = t < r and hence
using (21) and the induction hypothesis, we get Mi,j , t, w |= Z1.

Case 2: f(k) ≥ j
In this case, r ≥ j and hence there exists r′ ≥ i such that f(r′) = r. There-
fore, using (20) and the induction hypothesis, we obtain Mi,j , r′, w |= Z2. Since
f(r′) = r ≥ f(k), r′ ≥ k.

Now, consider any t with k ≤ t < r′. Then, f(k) ≤ f(t) < f(r′) = r. Using
(21) and the induction hypothesis, we get Mi,j , t, w |= Z1.

As a consequence of this proposition, we obtain

Proposition 83. Let X be a L-wff that is satisfiable in a dynamic I space
F := F1,F2, . . . ,Fl, where Fi := (U,Pi), i = 1, 2, . . . , l. Let |U | = n. Then
there exists some dynamic I space F∗ with |F∗| ≤ 1 + 2|sub(X)|n such that X is
satisfiable in F∗.

Proof. By the given condition, there exists some valuation function V on F and
a w ∈ U such that M, 1, w |= X, where M := (F, V ).

Let U := {w1, w2, . . . , wn} and Bkr := [k,wr]M,X , k ∈ {1, 2, . . . , n}.
With each k ∈ {1, 2, . . . , n}, we associate an element

(Bk1, Bk2, . . . , Bkn)

of the set Bn := B ×B × · · · ×B︸ ︷︷ ︸
n−times

, where B = 2sub(X). Then we observe that

[k, s]M,X = [t, s]M,X for all s ∈ U , if and only if k and t associate to the same
element of Bn.
Note that |Bn| ≤ 2|sub(X)|n.
If |F| ≤ 1 + 2|sub(X)|n, then we have nothing to prove. So let |F| > 1 + 2|sub(X)|n.
Then we must have a, b ∈ {2, 3, . . . , l} such that

[a, s]M,X = [b, s]M,X for all s ∈ U.

Therefore, using Proposition 82 we obtain a F1 such that |F1| < |F| and

M, 1, w |= X.

If |F1| ≤ 1 + 2|sub(X)|n, we are done; otherwise we again apply the above argu-
ments on F1.
Proceeding in this way, we get the desired result. ��

As a direct consequence of Proposition 83, we obtain Theorem 25.
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11.3 Decidable Fragments of L(T, I)

Now, we present two decidable fragments of L(T, I), I ∈ { K, K4, T , B, S4,
KTB, KB4, S5}.

First Decidable Fragment. As in Theorem 23, let us again consider the
extension of the definition of the dynamic I spaces so that for a dynamic I space
F, the cardinality of F, |F|, is not necessarily a finite integer, but possibly |N|.
Following the standard convention, we write |F| <∞ to mean that |F| is finite.

We consider the following fragments of the set of all L−wffs.

Definition 59.

(i) L0 is the set of all wffs γ such that if ¬γ1 is a sub-wff of γ, then γ1 does not
have any sub-wff of the form ⊕δ, or δ1Uδ2.

(ii) ¬L0 := {¬X : X ∈ L0}.
Note that L0 and ¬L0 are not closed under negation. We prove that the satis-
fiability problem for the fragment L0 with respect to the class of all dynamic I
spaces F with |F| < ∞, is decidable. This is done by showing that a wff X of L0

is satisfiable in this class of dynamic I spaces, if and only if it is satisfiable in
the class of dynamic I spaces with cardinality |N|.

As a consequence, we obtain ¬L0 as a decidable fragment of L(T, I).

Definition 60. Given a model M := (F, V ), F := F1,F2, . . . ,FN , by an exten-
sion of M, we mean a model M∗ := (F∗, V ), F∗ := F∗

1 ,F∗
2 , . . ., where |F∗| > N ,

and F∗
i = Fi for 1 ≤ i ≤ N .

Observe that cardinality of F∗ in Definition 60 could be finite or infinite.

Proposition 84. Let X ∈ L0. Let M be a model and M∗ be an extension of
M. Then

M, t, w |= X implies M∗, t, w |= X.

Proof. The proof is by induction on the complexity of X. We only consider the
case when X is of the form ¬Y . Note that Y cannot be of the form ⊕Y1 or
Y1UY2, as X ∈ L0. Suppose Y is of the form �Y1, and the constituent frames of
M are (U,Pi). Then

M, t, w |= ¬�Y1

⇒M, t, w′ |= ¬Y1 for some w′ with (w,w′) ∈ Pt

⇒M∗, t, w′ |= ¬Y1 (by induction hypothesis)
⇒M∗, t, w |= ¬�Y1.

The other cases, when Y is of the form Y1 ∧ Y2, !Y1, Y1SY2 can be done in a
similar way. ��
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From Proposition 84, it follows that if a wff X ∈ ¬L0 is not satisfiable
in a model M, then we cannot make it satisfiable in any model obtained by
extending M. This result is obtained due to the constraint put on the wffs
of the form XUY and ⊕X by the defining conditions of L0; it is not true in
general. For instance, consider the model M := (F, V ), F := F1,F2, and its
extension M∗ := (F∗, V ), F∗ := F1,F2,F3, where Ft := ({w,w′}, Pt), t = 1, 2, 3,
[w]Pi

:= {w}, [w′]Pi
:= {w′}, i = 1, 2, [w]P3 := {w,w′}, and V (p) := {w′},

V (q) := {w}. Then M, t, u |= ¬(� U (♦p ∧ ♦q)) as M, t, u |= ¬(♦p ∧ ♦q), for
t = 1, 2 and u ∈ {w,w′}. On the other hand, M∗, 1, w |= � U (♦p ∧ ♦q) as
M∗, 3, w |= ♦p ∧ ♦q.

Proposition 85. Let X ∈ L0, and M∗ := (F∗, V ) be a model with |F∗| = |N|.
If M∗, t, w |= X, then there exists some model M := (F, V ) of which M∗ is an
extension such that t ≤ |F| <∞ and M, t, w |= X.

Proof. The proof is again by induction on the complexity of X. Let us just
consider the cases when X is of the form (i) ¬Y , and (ii) Y1UY2.

(i) Since X ∈ L0, Y cannot be of the form ⊕Y1, or Y1UY2. Suppose Y is of the
form �Y1, and the constituent frames of M∗ are (U,Pi). Then

M∗, t, w |= ¬�Y1

⇒M∗, t, w′ |= ¬Y1 for some w′ with (w,w′) ∈ Pt

⇒M, t, w′ |= ¬Y1

(by induction hypothesis, where M is as described in proposition)
⇒M, t, w |= ¬�Y1.

(ii) M∗, t, w |= Y1UY2 implies that there exists r with t ≤ r such that M∗, r, w |=
Y2, and for all k with t ≤ k < r, M∗, k, w |= Y1. Therefore, by induction
hypothesis, there exist models Mr,Mk, t ≤ k < r, such that

Mr, r, w |= Y2, (24)
Mk, k, w |= Y1, t ≤ k < r. (25)

Let Fr, Fk be the constituent dynamic I spaces of the models Mr and Mk,
t ≤ k < r, respectively, and let us consider the model M := (Fl, V ), where
|Fl| := max{|Fr|, |Fk|, t ≤ k < r}. Then from (24), (25) and Proposition 84, we
obtain M, r, w |= Y2, and for all k with t ≤ k < r, M, k, w |= Y1. This gives
M, t, w |= Y1UY2.
All the other cases can be proved in a similar way. ��
Proposition 86.

1. A wff X ∈ L0 is satisfiable in the class of dynamic I spaces with finite car-
dinality, if and only if X is satisfiable in the class of dynamic I spaces with
cardinality |N|.

2. A wff X ∈ ¬L0 is valid in the class of dynamic I spaces with finite cardinality,
if and only if X is valid in the class of dynamic I spaces with cardinality |N|.
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Proof. Item 1 is a direct consequence of Propositions 84 and 85. Item 2 obtains
from Item 1. ��
Now using the decidability of the logic LN(T, I) (cf. Theorem 23) and
Proposition 86, we obtain the following decidability result.

Theorem 26.

1. Given a wff X ∈ L0, we can decide the satisfiability of X in the class of all
dynamic I spaces F with |F| <∞.

2. Given a wff X ∈ ¬L0, we can decide the validity of X in the class of all
dynamic I spaces F with |F| <∞.

Second Decidable Fragment. Given a wff X, we would like to know which
are the signed wffs that can occur in an (I,N)-tableau for X. If Z is a signed wff
occurring in some (I,N)-tableau for X, then obviously Z ∈ S(X). The notion
of ingredients of a signed wff given below determines such a set more precisely.

Let C ∈ {T , F}. We shall use Ĉ to denote T or F according as C is F or T .

Definition 61. The ingredients of a signed wff CX, denoted as Ing(CX), is a
set of signed wffs defined inductively as follows.

Ing(CX) := {CX}, for X ∈ PV ,
Ing(C¬X) := {C¬X} ∪ Ing(ĈX),
Ing(C(X�Y )) := {C(X�Y )} ∪ Ing(CX) ∪ Ing(CY ), � ∈ {∨,∧,U ,S},
Ing(C(X → Y )) := {C(X → Y )} ∪ Ing(ĈX) ∪ Ing(CY ),
Ing(C�X) := {C�X} ∪ Ing(CX), � ∈ {�,♦,⊕,!}.

We ask readers to compare the above definition of ingredients with different
types of signed wffs, and their components given in Fig. 2.

Example 20. Let us determine the ingredients of a signed wff F (�p → ⊕q),
where p, q ∈ PV .

Ing(F (�p→ ⊕q))

= {F (�p → ⊕q)} ∪ Ing(T�p)
︸ ︷︷ ︸

={T�p} ∪ Ing(Tp)
︸ ︷︷ ︸

=T p

∪ Ing(F ⊕ q)
︸ ︷︷ ︸

={F⊕q}∪Ing(Fq)
︸ ︷︷ ︸

{F q}

= {F (�p → ⊕q), T�p, Tp, Fq}.
Obviously Ing(CX) ⊆ S(CX). Moreover, only the signed wffs from the set

Ing(FX) will occur in an (I,N)-tableau for X. Note that Ing(FX) also gives
us some clue about the rules which can be applied on a wff in the construction of
an (I,N)-tableau for X. For instance, if T�Y /∈ Ing(FX), then T�Y will not
occur in any (I,N)-tableau for X, and hence we cannot have any application of
ν-rule on T�Y in any (I,N)-tableau for X.

Let us consider the two following fragments of the set of all L-wffs.
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Definition 62.

(i) L1 is the set of all wffs γ such that if γ1Uγ2 is a sub-wff of γ, then γ1 and
γ2 do not involve any temporal operator.

(ii) L2 is the set consisting of all those γ ∈ L1 such that Ing(Fγ) does not
contain any wff of the form
– T�δ, or F♦δ, where δ involves the operator U ,
– T (δ1Sδ2), or F (δ1Sδ2), where δ1 or δ2 involves the operator U .

Let γ ∈ L1 be such that in any of its sub-wffs of the form �δ, ♦δ, δ does
not involve the operator U , and in any of its sub-wffs of the form δ1Sδ2, neither
of δ1, δ2 involves U . Then obviously γ,¬γ ∈ L2. Note that L2 can have wffs
where U occurs in the scope of � and ♦. For instance, �(γ1Uγ2) ∈ L2, but
♦(γ1Uγ2) /∈ L2, where γ1, γ2 are any wffs formed using Boolean connectives and
�, ♦. Moreover, L2 is not closed under negation: �(pUq) ∈ L2, but ¬�(pUq) /∈
L2, where p, q ∈ PV .

Remark 10. If X ∈ L2, then there is no question of the ν-rule, S-rule or U-rule
application in an (I,N)-tableau for X, on any wff of the form σCY , where Y
has an until sub-wff, that is, a sub-wff with operator U . This also means that
if n is the total number of Us occurring in X and σ1Z1, σ2Z2, . . . σmZm is the
complete list of until wffs on any branch θ, then we must have m ≤ n.

We prove the decidability of the fragment L2, using the tableau-based proof
procedures. We shall write PI to mean procedure P2 or P3 according as I ∈
{K,T,KTB,B} or I ∈ {K4,KB4, S4, S5}.

Let us consider a branch θ of an (I,N)-tableau and suppose σRnTXUY ∈ θ,
n < N . From the tableau extension rule U(a), it is clear that when this rule is
applied on σRnTXUY , it results in splitting of the original branch into N−n+1
branches and θ is obtained by selecting one of these. Suppose θ is obtained by
selecting the jth branch, 1 ≤ j ≤ N − n + 1. Then, we obtain the integer
m = n + (j − 1), n ≤ m ≤ N such that (σ)∗

mTY ∈ θ and (σ)∗
l TX ∈ θ for all l,

n ≤ l < m. Informally, this m signifies that Y holds at the object represented
by σ at the time point m in the future of current time point n. Furthermore, X
holds at the object represented by σ at all the time points between m and n,
including n. Thus, we have the following notion of fulfillment of an until wff in
a branch.

Definition 63. An occurrence of the N -prefixed wff σRnTXUY (or, σRnl1 l2
· · · lr TXUY , σRnFXUY , σRnl1l2 · · · lrFXUY ) in a branch θ of an (I,N)-
tableau is said to be fulfilled at the mth point in θ, n ≤ m ≤ N , if θ
is the result of the selection of the (m − n + 1)th branch when the U(a)-
rule (respectively U(b),U(c),U(d) rule) is applied on σRnTXUY (respectively
σRnl1l2 · · · lrTXUY , σRnFXUY , σRnl1l2 · · · lrFXUY ).

We need one more definition before moving to the main result of the section.
Given a branch θ of an (I,N)-tableau for a wff X, we would like to determine a
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suitable upper bound of the characteristics of N -prefixes which can occur with
a given wff on θ. Moreover, we want this bound to be independent of N . The
following will help us to achieve the goal.

Definition 64. The ⊕-degree of a wff Z ∈ L1, denoted as D⊕(X), is defined
inductively as follows:

(i) D⊕(p) = D⊕(XUY ) = 1, where p is propositional variable,
(ii) D⊕(�X) = D⊕(♦X) = D⊕(!X) = D⊕(X),
(iii) D⊕(⊕X) = 1 + D⊕(X),
(iv) D⊕(X ∨ Y ) = D⊕(X ∧ Y ) = D⊕(XSY ) = max{D⊕(X),D⊕(Y )}.

The following proposition gives the desired upper bound for particular types
of wffs. The proof is provided in Appendix E.

Proposition 87. Let X ∈ L1 be a wff with D⊕(X) = t. Consider a branch
θ of an (I,N)-tableau for X. Let σCZ ∈ θ, C ∈ {T , F}, be such that Z is
not a proper sub-wff of any wff of the form γ1Uγ2 belonging to Ing(FX). Then
char(σ) ≤ t. Moreover, if Z is of the form ⊕Z ′, then char(σ) ≤ t− 1.

Proof. There exist N -prefixed wffs σ1C1Z1, σ2C2Z2, . . . , σnCnZn, Ci ∈ {T , F},
occurring on the branch θ such that the following hold.

1. σ1C1Z1 = R11FX and σnCnZn = σCZ.
2. σi+1Ci+1Zi+1 is obtained from σiCiZi by the application of a single rule,

say ri-rule, i ∈ {1, 2, . . . , n− 1}.
3. If Zi is not a propositional variable, then Zi+1 is a proper sub-wff of Zi.

Moreover, if Zi is a propositional variable, then Zi+1 is also the same propo-
sitional variable.

Since Zn is not a proper sub-wff of any wff of the form γ1Uγ2 belonging to
Ing(FX), from 3, it follows that Zi, i ∈ {1, 2, . . . , n} is also of the same
kind. Hence none of the ri can be a U-rule. From this fact it follows that
if char(σi+1) > char(σi), then ri must be a ⊕-rule. Moreover, in this case
D⊕(Zi) > D⊕(Zi+1). Moreover, note that if D⊕(Zj) = 1, then we will have
D⊕(Zk) = 1 for all n ≤ k ≤ j. In that case none of rk, n − 1 ≤ k ≤ j can
be a ⊕-rule. From these facts it follows that at most t − 1 of these ri can be a
⊕-rule and hence char(σ) ≤ t. Moreover, if Z is of the form ⊕Z ′, then at most
t − 2 of these ri can be a ⊕-rule as D⊕(Zn) ≥ 2 and so in that case we obtain
char(σ) ≤ t− 1. ��
Proposition 88 (Branch mapping theorem). Let us consider an (I,N+1)-
tableau A for a wff X ∈ L1 obtained by following the procedure PI and a branch
θ of it. Let D⊕(X) = t and N > t + 1. Suppose there exists an integer m,
t < m < N such that no until wff in θ is fulfilled at the mth point. Choose and
fix such a m.

Let B be an (I,N)-tableau for X obtained by following PI . Then, for each
n ∈ N, there exists some branch θn of B and a mapping gn from Pn(θn) (cf.
Notation 22) to the set of all N+1-prefixes occurring on θ such that the following
holds:
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– gn(τRl) =
{

gn(τ)Rl+1 if l ∈ {m, . . . , N}
gn(τ)Rl if l ∈ {1, 2, . . . ,m− 1}

– gn(τ l) = gn(τ)l′, where l, l′ ∈ N;
– For τZ ∈ θn with Hθn

(τZ) ≤ n, gn(τ)Z ∈ θ.

Moreover, if the tableau B is closed, then the branch θ of tableau A is also closed.

Proof. Let us prove the first part of the proposition by induction on n. Note
that m ≥ 2.

Basis case: n = 1
In this case any branch will work as θ1. Moreover, we take g1(R11) = R11.

Induction case: Suppose the result holds for n and we prove for n + 1. If the
set {σZ : σZ ∈ θn and Hθn

(σZ) = n + 1} is empty, then we take θn+1 := θn

and gn+1 := gn to get the desired result. So, let us consider the case when the
above set is non-empty. We will define θn+1 in such a way that it is the same
as the branch θn up to depth n. Moreover, gn+1(σ) = gn(σ) for all σ such that
σY ∈ θn for some Y with Hθn

(μY ) ≤ n. Let μ′Z ′ ∈ θn with Hθn
(μ′Z ′) ≤ n

be such that by the application of a rule on this wff, we obtain wff μZ on θn

with Hθn
(μZ) = n + 1. Depending on the rule applied, we will determine θn+1

as follows. We will only consider the cases when the U(a), or ⊕(a), or π, or ν,
rule is applied. The other cases can be handled similarly.

U(a)-rule: So, μ′Z ′ must be of the form σRuTδ1Uδ2. Since X ∈ L1, δ1Uδ2 cannot
be a proper sub-wff of any wff of the form δ3Uδ4 belonging to Ing(FX), and
thus by Proposition 87, we obtain

char(σRu) = u ≤ t < m. (26)

Moreover, by the given condition, gn(σRu) is defined and is equal to gn(σ)Ru

as u < m. We also have gn(σ)RuTδ1Uδ2 ∈ θ.
Suppose, when the U(a)-rule is applied on gn(σ)RuTδ1Uδ2 ∈ θ, the branch

θ is obtained by taking the jth-branch, 1 ≤ j ≤ (N + 1) − u + 1, that is,
gn(σ)RuTδ1Uδ2 ∈ θ is fulfilled in θ at ζ = (u + j − 1)th point. Note that by the
given condition,

ζ �= m. (27)

Moreover, we also have

(gn(σ))∗
bTδ1 ∈ θ, for all b, u ≤ b ≤ u + (j − 2) = ζ − 1, and

(gn(σ))∗
u+(j−1)Tδ2 = (gn(σ))∗

ζTδ2 ∈ θ

}

(28)

We have two possibilities for ζ: ζ > m, or, ζ < m (by (27) ζ �= m).
First consider ζ > m.
So, we obtain,

ζ > m > t ≥ u. (29)

In this case, we choose θn+1 to be a branch obtained by selecting the
(ζ − u)th = (j − 1)th branch when the U(a)-rule is applied on σRuTδ1Uδ2 ∈ θn.
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Let μ1Z1 ∈ θn+1 with Hθn+1(μ1Z1) = n + 1. So, we need to define gn+1 on
μ1 if gn(μ1) is not defined.

Let char(μ1) = k. Note that μ1Z1 is either of the following.

– (σ)∗
kTδ1, u ≤ k ≤ u + (ζ − u− 2) = ζ − 2, or

– (σ)∗
kTδ2, k = ζ − 1.

Writing explicitly, μ1Z1 is obtained as either of the following.

(i) σTδ1, where char(σ) = k and u < k ≤ ζ − 2, or,
(ii) σRkTδ1, where char(σ) �= k and u ≤ k ≤ ζ − 2, or,
(iii) σTδ2, where char(σ) = ζ − 1 = k, or,
(iv) σRζ−1Tδ2, where char(σ) �= ζ − 1 = k.

In case (i), gn+1(μ1) is already defined as μ1 = σ. So, we only need to show
gn+1(σ)Tδ1 ∈ θ, that is gn(σ)Tδ1 ∈ θ (∵ gn+1(σ) = gn(σ)).

If char(σ) = k < m, then char(gn(σ)) = k. Therefore, using (28) for b = k,
we obtain gn(σ)Tδ1 = (gn(σ))∗

kTδ1 ∈ θ. Similarly, If char(σ) = k ≥ m, then
char(gn(σ)) = k +1. Then again using (28) for b = k +1, we obtain gn(σ)Tδ1 =
(gn(σ))∗

k+1Tδ1 ∈ θ.
In case (ii), if gn(σRk) is not defined, then we take gn+1(μ1), that is,

gn+1(σRk) to be gn+1(σ)Rk or gn+1(σ)Rk+1 according as k < m, or k ≥ m.
Now, using (28), one can easily verify that gn+1(μ1)Tδ1 ∈ θ. One can similarly
get the results for the cases (iii) and (iv).

Now, let us consider the case when ζ < m. In this case, we choose θn+1 to be
a branch obtained by selecting the (ζ−u+1)th = jth branch when the U(a)-rule
is applied on σRuTδ1Uδ2 ∈ θn, and hence σRuTδ1Uδ2 is fulfilled at the ζth point
in θn+1. Let μ1Z1 ∈ θn+1 with Hθn+1(μ1Z1) = n + 1. Therefore, μ1Z1 must be
either

(i′) σTδ1, where char(σ) = k and u < k ≤ ζ − 1, or,
(ii′) σRkTδ1, where char(σ) �= k and u ≤ k ≤ ζ − 1, or,
(iii′) σTδ2, where char(σ) = ζ, or,
(iv′) σRζTδ2, where char(σ) �= ζ.

If μ1 = σ, then gn+1(μ1) is already defined. Moreover, if μ1 is σRl, a ≤ l ≤ ζ <
m, and gn(μ1) is not defined, then we take gn+1(μ1) := gn+1(σ)Rl. Now in each
of the above cases, one can show that gn+1(μ1)Z1 ∈ θ. As above, we need to use
(28) and also the fact that char(σ) = char(gn+1(σ)).

⊕(a)-rule: Take θn+1 := θn. Then μ′Z ′ must be of the form σRl ⊕ δ, where
l + 1 ≤ t < m (by Proposition 87). Moreover, gn(σRl) is defined and is given
as gn(σ)Rl. Further, μ will be σ or σRl+1 according as char(σ) = l + 1 or
char(σ) �= l + 1. Therefore, if μ is σ, then gn+1(μ) is already defined. If μ is
σRl+1, and gn(σRl+1) is not defined, then we take gn+1(μ) to be gn+1(σ)Rl+1.
Now, it remains to show that gn+1(μ)δ ∈ θ. But it follows from the facts that
gn+1(σ)Rl ⊕ δ ∈ θ and char(σ) = char(gn(σ)).
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π-rule: Take θn+1 := θn. μ′Z ′ and μZ must be of the form σπ and σlπ0 respec-
tively. Moreover, gn(σ) is defined and gn(σ)π ∈ θ. Suppose, by the application
of the π-rule on gn(σ)π, gn(σ)l′π0 is introduced on θ. We define gn+1(σl) to be
gn(σ)l′.

ν-rule: Take θn+1 := θn and gn+1 := gn. char(μ) = char(μ′) = a (say) and
(μ′, μ) ∈ RI

a. We must have μZ0 ∈ θ′ with Hθ′(μZ ′) ≤ n for some Z0. Moreover,
gn(μ′) and gn(μ) are both defined and gn(μ′)Z ′, gn(μ)Z0 ∈ θ. We need to show
gn(μ)Z ∈ θ. Obviously, char(gn(μ)) = char(gn(μ′)). It is not difficult to see that
(gn(μ′), gn(μ)) ∈ RI

char(gn(μ)). Thus, we obtain gn(μ)Z ∈ θ.
Let us now prove the second part of the proposition. As the tableau B is

closed, each branch of B must be finite. Let n be the smallest integer such
that Pn+1(θ′) is empty for each branch θ′ of B. Now, by the first part of the
proposition, we obtain a branch θn of B and a mapping gn. Now using gn and
the fact that θn is closed, we get the closure for θ. For instance, if θn is closed
as σZ ∈ θn, where char(σ) = N , then gn(σ)Z ∈ θ and this will give the closure
of θ as char(gn(σ)) = N + 1. ��

Let X ∈ L2 be such that D⊕(X) = t and n be the number of until operators
occurring in X. Let N > t + n + 1. Then we have the following.

Proposition 89. If the (I,N)-tableau B for X obtained by following PI is
closed, then so is the (I,N + 1)-tableau A for X obtained by following PI .

Proof. Consider an arbitrary branch θ of A, we prove it is closed. Note that, as
mentioned in Remark 10, if θ has k N -prefixed until wffs, then we must have
k ≤ n. Thus, due to the choice of N , we must have an integer m, t < m < N ,
such that no until wff in θ is fulfilled at the mth point. Then using Proposition 88,
we obtain the closure of θ. ��
Remark 11. For N > t + n + 1, where D⊕(X) = t and n is the number of until
operators occurring in X ∈ L2, the above proof shows that the requirement of the
existence of m as stated in Proposition 88 is met for each branch of the tableau
A. Thus, Proposition 88, just as Proposition 81, determines a mapping from the
branches of tableau A to the branches of tableau B, preserving openness.

Now using Proposition 89 and the fact that the tableau construction proce-
dure PI terminates, we have the following decidability result.

Theorem 27. Given a wff X ∈ L2, we can decide whether X is I-tableau prov-
able or not, and hence we can decide the validity of X in the class of all dynamic
I spaces.

Proof. Let X in L2 be such that D⊕(X) = t and n be the number of until
operators occurring in X. Let N = t + n + 2. Then from Proposition 89, it
follows that in order to check whether X is I-tableau provable or not, we only
need to check whether X is (I,K)-tableau provable or not for each K ≤ N .
Thus, we obtain the desired decidability. ��
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So, we obtain L2 as a decidable fragment of the logics L(T, I). It should be
remarked that, as L2 is not closed under negation, Theorem 27 does not give
the decidability of the satisfiability problem for the elements of L2 in general,
but obviously we get this decidability for the set {X : ¬X ∈ L2}.

12 Information and Information Update

The language L is proposed in Sect. 8 to study the temporal dimension of rough
set theory where the knowledge base changes with time. L can study the effects
of an inflow of information on the partitions, but the flow of information itself
does not appear in the picture. In this section, we are interested in a dynamic
logic for information systems, where we can express the flow of information as
well as its effect on the approximation of sets. In order to achieve our aim, we
need to concentrate on the following points:

(a) search for a suitable logic for information systems;
(b) formally define the notion of information and information update for infor-

mation systems;
(c) look for a suitable dynamic extension of the language of the logic for infor-

mation systems, wherein the flow of information may be expressed; and
finally

(d) find a set of reduction axioms which would give us a complete axiomatization
of the dynamic logics. The reduction axioms would also help to see the effect
of the gain in information.

Let us first consider (a) and recall Or�lowska’s definition of an information
structure (cf. Definition 13). We find that this structure is good enough to talk
about the indiscernibility relations with respect to different sets of attributes,
but an information system is more than that. It actually provides information
about what value an object takes for an attribute, and this is used to generate
the indiscernibility relations. This is not the case in an information structure.
Thus it seems that, in order to define a suitable logic for information systems, one
needs to bring the attribute, attribute value pairs explicitly into the syntax. So,
we stipulate the following desirable properties for a suitable logic of information
systems.

(I) The language should have attribute and attribute value constants.
(II) The semantics should be based on a structure having relative accessibility

relations with the power set of the set A of attributes as the parameter set.
These relations in the structure would be present syntactically as modalities.

(III) The relationship between the induced relations (indiscernibility, similarity
etc.) with the attributes and attribute values should be reflected syntacti-
cally in the relationship between the modalities and the pairs of attribute,
attribute value constants.

(IV) The logic should have a sound and complete deductive system.
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The necessity of having attribute, attribute value pairs in the language of
a logic for information systems has been felt by researchers and this is why in
literature one can find many proposals for logics with this feature. But a logic
for information systems with all of the above features was not obtained till the
proposal of such a logic in [49]. Section 12.2 presents the logics LIS and LDIS
based on the proposal of [49]. Fragments LISf and LDISf turn out to be logics for
information systems (which could be deterministic or incomplete) and determin-
istic information systems respectively. These logics have all the four properties
stipulated above. Moreover, in addition to expressing the properties of indis-
cernibility and similarity relations corresponding to any finite set of attributes,
these can also express notions related to dependencies in data and data reduction
(cf. Definitions 5 and 6). The presence of modal operators for both indiscerni-
bility and similarity relations, enables us to compare rough set ‘approximations’
of sets with respect to these relations, as will be clear in the sequel. Sound and
complete deductive systems for the logics LIS, LDIS,LISf and LDISf are given
in Sect. 12.3. Decidability of LISf and LDISf are presented in Sect. 12.4.

In Sect. 12.1, we will come to the issue (b) of formal notions of information
and information update for the information systems. In Sect. 12.5, we will see
that the presence of attribute and attribute value constants in the language of
LIS, LDIS, LISf and LDISf makes it possible to extend these logics to define
dynamic logics DLIS, DLDIS, DLISf and DLDISf , where one can express the
notion of information given in Sect. 12.1. As LISf and LDISf are logics for infor-
mation systems and deterministic information systems respectively, we obtain
DLISf and DLDISf as the dynamic logics for information systems and determin-
istic information systems. A set of reduction axioms is provided in Sect. 12.6,
giving us sound and complete deductive systems for these dynamic logics. These
dynamic logics are related with LIS, LDIS, LISf and LDISf in the same way as
dynamic epistemic logic (DEL) is related with epistemic logic [22,104]. These
dynamic logics are contrasted with DEL in Sect. 12.7.

The content of this section is based on the articles [49,53].

12.1 Information and Information Update of Information Systems

Recall the definitions and results involving information systems in Sect. 2.1.
Let us consider the incomplete information system (IIS) K1 of Table 6 below,
which provides information about six patients P1−P6 regarding the attributes
‘Temperature(T )’, ‘Headache(H)’ and ‘Nausea(N)’. This table is a modified form
of the one given in [33].
We note that one may have a situation where some of the current informa-
tion turns out to be incorrect and may get corrected later. Moreover, with new
information, information gaps may also be filled. For example, suppose we are
provided with the following.

I1: The information regarding the temperature and nausea of the patient P4 is
not correct. In fact, P4 has nausea and temperature, very high or high.
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Table 6. IIS K1

T H N

P1 High ∗ No

P2 Very high ∗ Yes

P3 ∗ No No

P4 No No No

P5 No Yes No

P6 High No Yes

I2: According to new information, if a patient has nausea and high or very high
temperature, then she must have headache.

The information may appear in some order. For instance, it may happen that
I2 arrives after I1. Let us denote it by writing I1; I2. Depending on the order of
the information, we obtain different updated ISs. For instance, when we update
K1 with the information I1, we obtain two ISs K2 and K3 (cf. Table 7), one by
taking the temperature of P4 to be high and the other by taking it to be very
high. By updating K2 and K3 with I2, we obtain ISs K4 and K5 respectively.
Thus, the update of K1 with I1; I2, i.e. first with I1 and then with I2, gives the
ISs K4 and K5.

Let X := {P2, P4, P6} be the set of patients infected with flu and let Q be
the attribute set {T,H,N}. One may ask questions of the following kind.

Table 7. ISs obtained from K1 by updates
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Q1 Which are the patients who were initially considered to be positive elements
of X with respect to Ind(Q), but after the arrival of information I1, are not
considered so anymore?

Q2 Is P5 a positive element of X with respect to Ind(Q), in all completions (cf.
Definition 10) of the ISs obtained by updating with I1; I2?

Q3 Does the set X become definable with respect to Ind(Q), after getting the
information I1; I2?

Q4 Do we have a patient who does not have headache and nausea, but is infected
with the flu? Does the situation remain so even after getting the information
I1; I2?

Q5 Is it the case that some patient was thought not to have nausea, but later
with the information I1; I2, it is found that she does have nausea?

We now formally present the notions of information and information update.
Let us fix the set A of attributes and V al :=

⋃
a∈A V ala of attribute values.

In any IS K := (W,A, V al ∪ {∗}, f), the lower (and upper) approximations with
respect to the indiscernibility and similarity relations may be regarded as unary
operations on 2W . Let us denote these operators by IndK(B) and SimK(B),
for B ⊆ A, that is IndK(B)(X) := XIndK(B) and SimK(B)(X) := XSimK(B).
Moreover, for a ∈ A, v ∈ V ala ∪ {∗}, the descriptor (a, v) may be regarded as
a nullary operation (constant), standing for the element {x ∈ W : f(x, a) = v}
of 2W . Consider the operations of intersection (∩) and complementation (c)
on 2W also. Then it is clear that the structure AK := (2W ,∩,c , {IndK(B) :
B ⊆ A}, {SimK(B) : B ⊆ A}, {(a, v) : a ∈ A, v ∈ V ala ∪ {∗}}) is an algebra of
similarity type H(A,V al) := (H, ρ), where H:= {�,∼} ∪{IB : B ⊆ A}∪{SB : B ⊆
A} ∪ {(a, v) : a ∈ A, v ∈ V ala ∪ {∗}}, and ρ(�) = 2, ρ(∼) = ρ(IB) = ρ(SB) = 1,
ρ((a, v)) = 0, for each a ∈ A, v ∈ V ala ∪ {∗}.
Definition 65. Let V ar be a countable set of variables and let us denote the
set of H(A,V al)-terms over V ar by TH(A,V al) , i.e. TH(A,V al) is the smallest set
containing {(a, v) : a ∈ A, v ∈ V ala ∪ {∗}} ∪ V ar such that for t, s ∈ TH(A,V al) ,
t � s,∼ t, IB(t), SB(t) ∈ TH(A,V al) .

Next consider an assignment θ : V ar → 2W on the algebra AK. θ is extended
to the meaning function θK : TH(A,V al) → 2W inductively, in the routine way:

θK(x) := θ(x)forx ∈ V ar,

θK(∼ t) := W \ θK(t),
θK(t � s) := θK(t) ∩ θK(s),
θK(IBt) := θK(t)

IndK(B)
,

θK(SBt) := θK(t)
SimK(B)

,

θK((a, v)) := {x ∈W : f(x, a) = v}.
One may refer to any standard text on Universal Algebra for the above.

We are now ready to present the set Inf(A,V al) of information.
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Definition 66.

1. An atomic information with respect to A and V al is a tuple I := (t, a, v),
where t ∈ TH(A,V al) , a ∈ A and v ∈ V ala;

2. The set Inf(A,V al) of information consists of the finite strings formed using
the atomic information with respect to A and V al and the symbols ‘;’ and ‘∨’
following the rules:
– if I is an atomic information then I ∈ Inf (A,V al),
– if I,J ∈ Inf (A,V al), then I;J , I ∨ J ∈ Inf (A,V al),
– nothing else is in Inf (A,V al).

Note that v is not ∗ in the atomic information. So information is strictly gained,
not lost.

Let us now define information update.

Definition 67. Let K := (W,A,
⋃

a∈A V ala ∪ {∗}, f) be an IS, θ : V ar → 2W

and I ∈ Inf (A,V al). The update of K with respect to information I under the
assignment θ, denoted by U(K, I, θ), is defined inductively as follows.

– If I := (t, a, v) is atomic, then U(K, I, θ) := {(W,A,
⋃

a∈A V ala ∪ {∗}, fU )},
where

fU (x, b) :=
{

v if x ∈ θK(t) and a = b
f(x, b) otherwise.

– If I is I1; I2, then U(K, I, θ) :=
⋃{U(J , I2, θ) : J ∈ U(K, I1, θ)}.

– If I is I1 ∨ I2, then U(K, I, θ) := U(K, I1, θ) ∪ U(K, I2, θ).
Observation 5.

(i) U(K, I, θ) �= ∅. Moreover, in the case when I is atomic, U(K, I, θ) is a
singleton.

(ii) K′ ∈ U(K, I, θ) is also an IS.
(iii) If I := (t, a, v), then the value of x ∈ θK(t) under a in K is replaced by the

new value v.

From the definition of update it follows that the interpretation of the infor-
mation I;J is that the IS is first updated with I and then the resultant ISs are
updated with J . In other words, I;J interprets the situation where we have
first got the information I and then J . On the other hand, I ∨ J represents
uncertainty in information, i.e. it is known that either I or J , but it is not
known which one.

Let Ii := (ti, ai, vi) be atomic information for i = 1, 2, . . . , n. Note that
I1; I2; . . . ; In means that Ii+1 is obtained after Ii, i = 1, 2, . . . , n−1. How would
one update an IS, say K under an assignment θ, when all the Ii’s are obtained at
the same time? Information could then be inconsistent in the sense that

(*) there exist i, j ∈ {1, 2, . . . , n}, i �= j, such that θK(ti)∩θK(tj) �= ∅, ai = aj

and vi �= vj .
In other words, we may have information which requires the assignment of

different values for an attribute to the same object. One may opt not to update
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the IS at all in such a case, or wish to update information for only those objects
which do not belong to θK(ti)∩θK(tj), where i, j satisfy (*). In the current work,
we are not interested in inconsistent information of this kind.

If the simultaneous information Ii, i = 1, 2, . . . , n, are not inconsistent as
above, then the update of the IS with these will be given by I1; I2; · · · ; In. In
fact, the ordering of the information will not matter in this case.

Let us recall the information I1 of example given in the beginning of the
section. Note that it consists of two simultaneous information, (i) P4 has nau-
sea and (2) P2 has high or very high temperature. Thus, since these are not
inconsistent, we can express this information as,

I1: (x,N, yes); ((x, T, high) ∨ (x, T, very high)), x is a variable.

Similarly, I2 can be expressed as

I2: (((T, high) � (T, very high)) � (N, yes),H, yes).

With the above formalism, we can express the observations made earlier about
the changes that the IIS K1 under goes after incorporating the information I1
and I2. Let θ be the assignment such that θ(x) := P4. Then one can easily verify
that

U(K1, I1, θ) = {K2,K3},
U(K2, I2, θ) = {K4},
U(K3, I2, θ) = {K5} and so,
U(K1, I1; I2, θ) = {K4,K5}.

In Sect. 12.5, we shall see how the language of a dynamic logic can express all of
the above.

12.2 The Logics for IS and DIS

In this section, we shall present the logics for information systems and determin-
istic information systems. The language L of the logics contains (i) a non-empty
countable set AC of attribute constants, (ii) for each a ∈ AC, a non-empty finite
set VCa of attribute value constants (iii) a non-empty countable set PV of propo-
sitional variables (iv) the propositional constants�,⊥ and (iv) a special symbol ∗.
Atomic wffs are the propositional variables, p from PV , and descriptors [84], i.e.
(a, v), for each a ∈ AC, v ∈ VCa ∪ {∗}. The set of all descriptors is denoted as D.

Using the Boolean logical connectives ¬ (negation) and ∧ (conjunction) and
unary modal connectives [I(B)] and [S(B)] for each B ⊆ AC, wffs of L are then
defined recursively as:

� | ⊥ | (a, v) | p | ¬α | α ∧ β | [I(B)]α | [S(B)]α.

Let F denote the set of all wffs of L, and Ff , the set of all wffs which do not
involve any modal operator [L(B)], L ∈ {I, S}, where B is an infinite subset
of AC.

Let B ⊆f A and C ⊆i A denote that B is a finite and C an infinite subset
of A respectively.
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Semantics. L-semantics is based on a structure of the form (W , {RI(B)}B⊆AC ,
{RS(B)}B⊆AC) equipped with meaning functions for the descriptors and the
propositional variables. Formally,

Definition 68. A model is a tuple M := (W , {RI(B)}B⊆AC, {RS(B)}B⊆AC, m,
V ), where

– W is a non-empty set;
– RL(B) ⊆W ×W, L ∈ {I, S};
– m : D → 2W ;
– V : PV → 2W .

We now proceed to define satisfiability of a wff α in a model M at an object
w of the domain W . In brief, this is denoted as M, w |= α.

Definition 69.

M, w |= � and M, w �|= ⊥.
M, w |= (a, v) if and only if w ∈ m(a, v), for (a, v) ∈ D.
M, w |= p, if and only if w ∈ V (p), for p ∈ PV .
M, w |= ¬α, if and only if M, w �|= α.
M, w |= α ∧ β, if and only if M, w |= α and M, w |= β.
M, w |= [L(B)]α, L ∈ {I, S}, if and only if for all w′ in W with (w,w′) ∈
RL(B), M, w′ |= α.

For any wff α in F and model M, let [[α]]M := {w ∈ W : M, w |= α}.
α is valid in M, denoted M |= α, if and only if [[α]]M = W .
α is valid, if M |= α for every model M. It will be denoted by |= α.

Notation 28. For b ∈ AC, we will simply write RL(b) and [L(b)] instead of
writing RL({b}) and [L({b})] respectively, L ∈ {I, S}.

For obtaining a logic for information systems, we require to impose some
properties on the structure defined above.

Definition 70. An IS-structure is defined as a tuple F:= (W , {RI(B)}B⊆AC,
{RS(B)}B⊆AC, m), where W, RB and m are as in Definition 68, and the follow-
ing are satisfied.

(IS1) For each a ∈ AC, ⋃{m(a, v) : v ∈ VCa ∪ {∗}} = W .
(IS2) For each a ∈ AC, m(a, v) ∩m(a, v′) = ∅, for v �= v′.
(IS3) For each B ⊆i AC, RI(B) is an equivalence relation.
(IS4) For each B ⊆i AC, RS(B) is a symmetric and reflexive relation.
(IS5) For each B ⊆i AC, RI(B) ⊆ RS(B).
(IS6) RI(∅) = RS(∅) = W ×W .
(IS7) RL(B) ⊆ RL(C) for C ⊆ B ⊆ AC and L ∈ {I, S}.
(IS8) For B ⊆ AC and b ∈ AC, RL(B) ∩RL(b) ⊆ RL(B∪{b}), L ∈ {I, S}.
(IS9) For b ∈ AC, (w,w′) ∈ RI(b) if and only if there exists v ∈ VCb∪{∗} such

that w,w′ ∈ m(b, v).
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(IS10) For b ∈ AC, (w,w′) ∈ RS(b) if and only if any of the following holds.
(a) w,w′ ∈ m(b, v) for some v ∈ VCb.
(b) w ∈ m(b, ∗).
(c) w′ ∈ m(b, ∗).

In the special case of deterministic information systems, we have

Definition 71. An IS-structure F := (W, {RI(B)}B⊆AC , {RS(B)}B⊆AC ,m) will
be called a DIS-structure if it satisfies:

(DIS1) For all a ∈ AC, m(a, ∗) = ∅.
(DIS2) RI(B) = RS(B), B ⊆i AC.

Models based on IS and DIS structures will be called IS and DIS models respec-
tively.

Observation 6.

(a) In case of IS-models, the modal operators [L(∅)], L ∈ {I, S} are interpreted
as the global modal operator [9].

(b) M, w |= [I(B)]α and M, w |= [S(B)]α, if and only if w is in the lower
approximation of the set [[α]]M with respect to the relations RI(B) and RS(B)

respectively.

By (IS7) and (IS8), we obtain RL(B) ∩RL(b) = RL(B∪{b}), and so we have

RL(B) =
⋂

b∈B

RL(b) (30)

for finite B,L ∈ {I, S}. Note that the conditions (IS3)–(IS5) are for infinite
subsets. But one can obtain these for finite B from the remaining conditions.
Moreover, in the definition of IS-structure, one can replace the condition (IS8)
by the conditions (IS8(a)) and (IS8(b)), where

(IS8(a)) for B ⊆ AC and b ∈ AC, if (w,w′) ∈ RI(B) and there exists v ∈
VCb ∪ {∗} such that w,w′ ∈ m(b, v), then (w,w′) ∈ RI(B∪{b}),

(IS8(b)) for B ⊆ AC and b ∈ AC, if (w,w′) ∈ RS(B) and either
(a) w,w′ ∈ m(b, v) for some v ∈ VCb, or
(b) w ∈ m(b, ∗), or
(c) w′ ∈ m(b, ∗),
then (w,w′) ∈ RS(B∪{b}).

(IS8(a)),(IS8(b)) are useful for getting the axiomatization of the logics for IS-
structures, as we shall see in Sect. 12.3.

For DIS-structures, from (DIS1), (IS9), (IS10) and (30), we obtain RI(B) =
RS(B) for finite B, but the equality may not hold for infinite B. Thus we need
(DIS2), and obtain RI(B) = RS(B) for all B ⊆ AC.

A DIS-structure is thus effectively of the form (W, {RI(B)}B⊆AC ,m).
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Given an IS S := (W,AC,⋃a∈AC VCa ∪ {∗}, f), the structure

FS := (W, {IndS(B)}B⊆AC , {SimS(B)}B⊆AC ,mS),

where mS(a, v) := {w ∈ W : f(w, a) = v}, is an IS-structure. We shall call it
the standard IS-structure generated by S, following Vakarelov [100].
Note that we can have an IS-structure F := (W, {RI(B)}B⊆AC , {RS(B)}B⊆AC ,m)
which does not satisfy the equality

RL(B) =
⋂

b∈B RL(b), L ∈ {I, S}. (31)

Such an IS-structure cannot be standard and hence all IS-structures are not
standard. But for an IS-structure (W, {RI(B)}B⊆AC , {RS(B)}B⊆AC ,m), the IS
S := (W,AC, ⋃

a∈AC VCa ∪ {∗}, f), where f(x, a) = v if and only if x ∈ m(a, v),
is such that (i) mS = m, (ii) IndS(B) = RI(B), provided RI(B) =

⋂
b∈B RI(b)

and (iii) SimS(B) = RS(B), provided RS(B) =
⋂

b∈B RS(b) for each B ⊆ AC.
Thus it follows that an IS-structure (W, {RI(B)}B⊆AC , {RS(B)}B⊆AC ,m) satis-
fying RL(B) =

⋂
b∈B RL(b), L ∈ {I, S} for all B ⊆ AC is a standard IS-structure.

In a manner identical to the case of IS-structures, we define the standard
DIS-structure generated by a DIS, and the arguments given above also hold for
these structures. Let standard IS-models (SIS-models) and standard DIS-models
(SDIS-models) be the models based on standard IS-structures and standard
DIS-structures respectively. For k ∈ {IS, SIS,DIS, SDIS}, we shall write |=k α,
if α is valid in all k-models.
Let α ∈ Ff . As in any IS-structure, any finite set B of attributes satisfies (31),
we have

Proposition 90.

(i) |=IS α if and only if |=SIS α for all α ∈ Ff .
(ii) |=DIS α if and only if |=SDIS α for all α ∈ Ff .

Proof. We only prove (i). Same arguments will also hold for (ii). One direction
is obvious. To prove the other direction, it is enough to show that if a wff α
is satisfiable in an IS-models, then it is also satisfiable in some SIS-model. Let
M := (F, V ) be an IS-model such that

M, w |= α, (32)

for some w. Let F := (W, {RI(B)}B⊆AC , {RS(B)}B⊆AC ,m). Consider the SIS-
structure F′ := (W, {R′

I(B)}B⊆AC , {R′
S(B)}B⊆AC ,m), where

R′
L(B) =

⋂

b∈B

RL({b}).

Obviously, R′
L(B) = RL(B) for finite B. Then one can easily show, using (32),

that M′, w |= α, where M′ := (F′, V ). ��
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Let ∅ �= B := {b1, b2, . . . , bn} ⊆f AC. Let DB be the set of all B-basic wffs
[84], i.e. wffs of the form (b1, v1) ∧ (b2, v2) ∧ . . . ∧ (bn, vn), vi ∈ VCbi

∪ {∗}, i =
1, 2, . . . n. In the case when B = ∅, we take DB := {�}. Let us consider an IS-
model M := (W, {RI(B)}B⊆AC , {RS(B)}B⊆AC ,m, V ). Then each element of the
set DB , B �= ∅ represents the empty set or an equivalence class with respect to
the equivalence relation RI(B). In the latter case, in fact,

∧n
i=1(bi, vi) represents

the equivalence class of objects which take the value vi for the attribute bi, i =
1, 2, . . . , n. More formally, we have the following proposition.

Proposition 91. Let M := (W, {RI(B)}B⊆AC , {RS(B)}B⊆AC ,m, V ) be an IS-
model. Then

{[[α]]M : α ∈ DB} \ {∅} = {[w]RI(B) : w ∈ W}.
Proof. Let us take [[α]]M �= ∅ for a α ∈ DB . Let α be the B-basic wff (b1, v1) ∧
· · · ∧ (bn, vn). We need to show [[α]]M = [w]RI(B) for some w ∈W . Let us take a
w ∈ [[α]]M. Our claim is that [[α]]M = [w]RI(B) . In fact,

w′ ∈ [[α]]M ⇔ w,w′ ∈ m(bi, vi) for all i ∈ {1, 2, . . . , n}
⇔ (w,w′) ∈ RI(bi) for all i ∈ {1, 2, . . . , n}
⇔ (w,w′) ∈ RI(B)

⇔ w′ ∈ [w]RI(B) .

Next, we prove the other inclusion. So let w ∈ W . We need to find α ∈ DB such
that [[α]]M = [w]RI(B) . We note that there exists a unique vi ∈ VCbi

∪ {∗}, such
that w ∈ m(bi, vi), i = 1, 2, . . . , n. Take α to be (b1, v1)∧· · ·∧ (bn, vn). As above,
one can show that [[α]]M = [w]RI(B) . ��

Here we note that if models M and M′ differ only on the valuation V , then
[[α]]M = [[α]]M′ for all α ∈ DB .

The next propositions show how the wffs of F and Ff may be used to express
the concepts presented in Sect. 2.1 related to dependencies in data and data
reduction.

Let S := (W,AC,⋃a∈AC VCa, f) be a DIS and consider the corresponding
standard DIS-structure FS .

Proposition 92. Let P,Q, S ⊆ AC, and p, q be distinct propositional variables.
Then the following hold.

1. P ⇒ Q if and only if [I(Q)]p → [I(P )]p is valid in FS , i.e. M |= [I(Q)]p →
[I(P )]p, for all models M based on FS .

2. P �≡ Q if and only if ¬[I(∅)]([I(Q)]p → [I(P )]p)∧¬[I(∅)]([I(P )]q → [I(Q)]q)
is satisfiable in FS , i.e. there is M based on FS , and w ∈W where the wff is
satisfied.

3. b ∈ P is dispensable in P if and only if [I(P )]p ↔ [I(P \{b})]p is valid in FS .
4. P ⊆f AC is dependent if and only if

∨
b∈P [I(∅)]([I(P )]pb ↔ [I(P \ {b})]pb)

is valid in FS , where {pb : b ∈ P} is a set of distinct propositional variables.
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5. Q ⊆f P is a reduct of P if and only if
∧

b∈Q〈I(∅)〉¬([I(Q)]qb ↔ [I(Q \ {b})]qb)
is satisfiable in FS and [I(Q)]p ↔ [I(P )]p is valid in FS .

Proof. We provide the proofs of 2 and 4.
2. Let P �≡ Q. Then Ind(P ) �⊆ Ind(Q) and Ind(Q) �⊆ Ind(P ). Suppose (x1, y1) ∈
Ind(P ), but (x1, y1) �∈ Ind(Q) and (x2, y2) ∈ Ind(Q), but (x2, y2) �∈ Ind(P ).
Consider a V such that V (p) := [x1]Ind(Q) and V (q) := [x2]Ind(P ). Then, we
obtain M, x1 �|= [I(Q)]p → [I(P )]p and M, x2 �|= [I(P )]q → [I(Q)]q, where M :=
(FS , V ). Thus we obtain M, w |= ¬[I(∅)]([I(Q)]p → [I(P )]p)∧¬[I(∅)]([I(P )]q →
[I(Q)]q) for all w.

Conversely, suppose M, w |= ¬[I(∅)]([I(Q)]p → [I(P )]p) ∧ ¬[I(∅)]([I(P )]q →
[I(Q)]q) for some M := (FS , V ) and w. Then there exist x1 and x2 such that
M, x1 �|= [I(Q)]p → [I(P )]p and M, x2 �|= [I(P )]q → [I(Q)]q. Thus, we must
have y1, y2 such that (x1, y1) ∈ Ind(P ), (x1, y1) �∈ Ind(Q), (x2, y2) ∈ Ind(Q)
and (x2, y2) �∈ Ind(P ). Thus P �≡ Q.

4. First suppose P is dependent and consider a model M := (FS , V ) and an
object w. We need to show M, w |= ∨

b∈P [I(∅)]([I(P )]pb ↔ [I(P \ {b})]pb).
Since P is dependent, there exists b ∈ P such that Ind(P ) = Ind(P \ {b}).
Therefore, we have M, w′ |= [I(P )]pb ↔ [I(P \ {b})]pb) for all w′ and hence
M, w |= ∨

b∈P [I(∅)]([I(P )]pb ↔ [I(P \ {b})]pb).
Conversely, let

∨
b∈P [I(∅)]([I(P )]pb ↔ [I(P \ {b})]pb) be valid in FS . If pos-

sible, let P not be dependent. Then Ind(P ) � Ind(P \ {b}), for all b ∈ P .
Therefore, for all b ∈ P , there exist xb, yb such that (xb, yb) ∈ Ind((P \ {b}) but
(xb, yb) �∈ Ind(P ). Consider a valuation V such that V (pb) = [xb]Ind(P ) and let
M := (FS ,m, V ) for some m. Then we obtain M, xb �|= [I(P )]pb ↔ [I(P \{b})]pb

and hence for all w, M, w �|= [I(∅)][I(P )]pb ↔ [I(P \ {b})]pb for all b ∈ P . This
contradicts that

∨
b∈P [I(∅)]([I(P )]pb ↔ [I(P \ {b})]pb) is valid in FS . ��

Proposition 93. Let M := (FS , V ) be the standard DIS-model on FS , for some
valuation function V . Let P,Q, S ⊆f AC. Then the following hold.

1. [[
∨

α∈DQ
[I(P )]α]]M = POSP (Q).

2. b ∈ P is Q−dispensable in P if and only if
∨

α∈DQ
[I(P )]α ↔∨

α∈DQ
[I(P \ {b})]α is valid in M.

3. b ∈ P is Q−indispensable in P if and only if 〈I(∅)〉¬(
∨

α∈DQ

[I(P )]α ↔ ∨
α∈DQ

[I(P \ {b})]α) is valid in M.

4. P is Q−independent in P if and only if
∧

b∈P 〈I(∅)〉¬(
∨

α∈DQ
[I(P )]α ↔∨

α∈DQ
[I(P \ {b})]α) is valid in M.

5. S ⊆ P is Q−reduct of P if and only if [I(∅)](∧b∈S〈I(∅)〉¬(∨
α∈DQ

[S]α ↔
∨

α∈DQ
[S \ {b}]α) ∧ (

∨
α∈DQ

[I(P )]α ↔ ∨
α∈DQ

[S]α)) is valid in M.
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Proof. We provide the proofs of 1, 2 and 4.

1. x ∈ [[
∨

α∈DQ
[I(P )]α]]M

x ∈ [[[I(P )]α]]M for some α ∈ DQ

⇔ x ∈ ([[α]]M)
Ind(P )

for some α ∈ DQ (by Observation 6)

⇔ x ∈ XInd(P ) for some X ∈ U/Ind(Q) (by Proposition 91)
⇔ x ∈ POSP (Q).

2. POSP (Q) = POSP\{b}(Q)
⇔ [[

∨
α∈DQ

[I(P )]α]]M = [[
∨

α∈DQ
[I(P \ {b})]α]]M (using (1))

⇔M |= ∨
α∈DQ

[I(P )]α ↔ ∨
α∈DQ

[I(P \ {b})]α.

4. b ∈ P is Q− independent in P
⇔ POSP (Q) �= POSP\{b}(Q)
⇔ [[

∨
α∈DQ

[I(P )]α]]M �= [[
∨

α∈DQ
[I(P \ {b})]α]]M

⇔M, x |= ¬(
∨

α∈DQ
[I(P )]α ↔ ∨

α∈DQ
[I(P \ {b})]α) for some x ∈W

⇔M |= 〈I(∅)〉¬(
∨

α∈DQ
[I(P )]α ↔ ∨

α∈DQ
[I(P \ {b})]α). ��

We shall show in Proposition 95 that the expressive power of F will not be
affected even if we take [L(B)], L ∈ {I, S}, where B = ∅ or an infinite subset
of AC, as the only modal operators in the language. But before that, let us give
the following simple fact about IS-structures and similarity relations.

Proposition 94. Let F := (W, {RI(B)}B⊆AC , {RS(B)}B⊆AC ,m) be an IS struc-
ture. Then (x, y) ∈ RS(B) if and only if there exist C ⊆ B,F ⊆ B \ C and
β ∈ DC such that x, y ∈ [[β]]M, x ∈ m(a, ∗), y ∈ m(b, ∗) for all a ∈ F and
b ∈ (B \ C) \ F .

Proof. Let (x, y) ∈ RS(B), and consider the following sets.
C := {a ∈ B : x, y ∈ m(a, v) for some v ∈ VCa ∪ {∗}};
F := {a ∈ B \ C : x ∈ m(a, ∗)}.
Suppose that β ∈ DC is such that β :=

∧
x∈m(b,v)(b, v).

We shall prove that for all b ∈ (B\C)\F , we have y ∈ m(b, ∗). First note that
since (x, y) ∈ RS(B) ⊆ RS({b}) and b �∈ C, so we must have either x ∈ m(b, ∗)
or y ∈ m(b, ∗). But as b �∈ F , y ∈ m(b, ∗). Conversely, suppose the right hand
side holds. We need to prove (x, y) ∈ RS(B). Let us take an arbitrary b ∈ B.
It is enough to show that (x, y) ∈ RS({b}). But this can easily be verified by
considering the three cases when b belongs to F , or C, or (B \ C) \ F . ��

For B ⊆f AC, let us denote by (B, ∗), the wff
∧

b∈B(b, ∗) or � according as
B is non-empty or empty respectively.

Proposition 95. Let B ⊆f AC. The following wffs are valid in all IS-models.

(a) [I(B)]α ↔ ∧
β∈DB

(β → [I(∅)](β → α)).

(b) [S(B)]α ↔ ∧
C⊆B

∧
F⊆B\C

∧
β∈DC

(
β ∧ (F, ∗) →

[I(∅)]((((B \ C) \ F, ∗) ∧ β) → α)
)
.
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Proof. (a). One can prove the validity in all IS-models using Proposition 91.
(b). When B = ∅, the wff [S(B)]α ↔ ∧

C⊆B

∧
F⊆B\C

∧
β∈DC

(β ∧ (F, ∗) →
[I(∅)]((((B \ C) \ F, ∗) ∧ β) → α)) reduces to [S(∅)]α ↔ (� → [I(∅)](� → α)),
which is obviously valid in all IS-models. So, let us prove the validity of the wff
[S(B)]α ↔ ∧

C⊆B

∧
F⊆B\C

∧
β∈DC

(β∧(F, ∗) → [I(∅)]((((B\C)\F, ∗)∧β) → α))
in all IS-models for B �= ∅.

First suppose M, w |= [S(B)]α. Let C ⊆ B, F ⊆ B \C, β ∈ DC and w′ ∈ W
such that the following holds.
(i) M, w |= β; (ii) M, w |= (F, ∗); (iii) M, w′ |= ((B \ C) \ F, ∗); (iv) M, w′ |= β.

We need to show M, w′ |= α. But using Proposition 94 and the above condi-
tions (i)–(iv), we obtain (w,w′) ∈ RS(B), and hence the desired result.

The other direction can similarly be proved, again using Proposition 94. ��
Proposition 95 shows that for every wff α, there exists a wff α′ such that

α ↔ α′ is valid in all IS-models, and α′ does not involve any modal operator
[L(B)], L ∈ {I, S}, where B(�= ∅) ⊆f AC. Here, we note that the complexity
of α′, denoted as |α′|, could be very large compared to α. For instance, if α is
of the form [I(B)][I(B)] . . . [I(B)]

︸ ︷︷ ︸
n−times

β, where |DB | = m, then |α′| > mn|β|. The

situation becomes worse when α is of the form [S(B)][S(B)] . . . [S(B)]
︸ ︷︷ ︸

n−times

β.

One can think of strengthening this result by requiring α′ to be such that it
does not even involve the modal operator [L(∅)], L ∈ {I, S}. This is not possible
as shown by the following example.

Example 21. Let b ∈ AC and v1
b , v2

b ∈ VCb. For each a (�= b) ∈ AC, let v1
a, v2

a, v3
a ∈

VCa. Now consider the standard IS-structures FS and FS′ generated respectively
from the ISs S and S ′ given below (Table 8).

Let us consider the models M := (FS , V ) and M′ := (FS′ , V ), for any V . For
c �= b, we see that M, x |= [I(b)](c, v1c ), while M′, x �|= [I(b)](c, v1

c ).
But one can show that for any α which does not involve any modal operator

[L(F )], F ⊆f AC, L ∈ {I, S},
M, x |= α if and only if M′, x |= α.

So the wff [I(b)](c, v1c ) cannot be logically equivalent to a wff that does not con-
tain any modal operator [L(F )] with F ⊆f AC. Similarly, [S(b)]((c, v1c )∨ (c, v3c )),

Table 8. ISs S and S ′

S S ′

a (�= b) b a (�= b) b

x v1
a v1

b v1
a v1

b

y v2
a v2

b v3
a ∗

z v3
a ∗ v2

a v1
b
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c �= b, cannot be logically equivalent to such a wff as M, x |= [S(b)]((c, v1c ) ∨
(c, v3c )) and M′, x �|= [S(b)]((c, v1c ) ∨ (c, v3c )).

One can also use a deterministic information system to prove the above fact.

We end this section by illustrating the satisfiability/validity of some wffs,
the latter referring to any of the classes of IS, DIS, standard IS and standard
DIS-structures.

Proposition 96.

1. [S(B)]p ↔ ((a1, v1) ∧ (a2, v2) ∧ · · · (an, vn)) is satisfiable.
2. ¬[I(B)]p ↔ (

∧
α∈DB

(α → 〈I(∅)〉(α ∧ ¬p))) is valid, B ⊆f AC.
3.

∧
i∈{1,2,...,n}(bi, vi) ↔ [I(B)](

∧
i∈{1,2,...,n}(bi, vi)), B := {b1, b2, . . . , bn}, is

valid.
4.

∧
i∈{1,2,...,n+1}〈I(∅)〉(pi ∧ (b, v)) → ∨

i�=j〈I(∅)〉(pi ∧ pj) is satisfiable.
5. [I(∅)][I(B)](a, v) ↔ [I(∅)](a, v) is valid.
6. 〈I(B)〉δ → [I(B)]δ is valid, where δ is a wff obtained by applying only Boolean

connectives on descriptors (b, v), b ∈ B.
7. [I(∅)]¬(a, ∗) → ([I(a)]α ↔ [S(a)]α) is valid.

If the wff in 1 is valid in an SIS-model M := (FS , V ), then an object x ∈
V (p)

IndS′ (B)
in all the completions S ′ of S if and only if it takes the value vi

for the attribute ai, 1 ≤ i ≤ n (cf. Proposition 2). Validity of the wff in 2
means that an object x is not a positive element of a set X with respect to an
attribute set, say B, if and only if there exists an object y which takes the same
attribute value as x for each attribute of B but y �∈ X. The wff in 3 represents
the fact that an object x takes the value vi for the attributes bi, 1 ≤ i ≤ n,
if and only if every object R{b1,b2,...,bn}-related to x also takes the value vi for
the attributes bi, 1 ≤ i ≤ n. The wff in 4 is valid only in an IS-structure where
|m(b, v)| ≤ n. The wff in 6 represents the fact that any property defined using
only Boolean connectives and attributes from the set B is definable with respect
to Ind(B). The wff in 7 says that if we have complete information about each
object regarding an attribute a, then Ind({a}) = Sim({a}).

12.3 Axiomatization for the Logics of Information Systems

In this section we present axiomatic systems and prove the soundness and
completeness theorems with respect to different classes of models. Let B,C ⊆
AC, F ∈ {P : P ⊆i AC} ∪ {∅}, v, v′ ∈ VCa ∪ {∗}, u ∈ VCa and L ∈ {I, S}.
Axiom schema:

Ax1. All axioms of classical propositional logic.
Ax2 [L(B)](α → β) → ([L(B)]α → [L(B)]β).
Ax3 [L(F )]α → α.
Ax4 〈L(F )〉[L(F )]α → α.
Ax5 [I(F )][I(F )]α → [I(F )]α.
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Ax6 [L(C)]α → [L(B)]α for C ⊆ B ⊆ AC.
Ax7 (a, v) → ¬(a, v′), for v �= v′.
Ax8

∨
v∈VCa∪{∗}(a, v).

Ax9 (a, v) → [I(a)](a, v).
Ax10 ((a, v) ∧ [I(B ∪ {a})]α) → [I(B)]((a, v) → α).
Ax11 (a, u) → [S(a)]((a, u) ∨ (a, ∗)).
Ax12 ((a, u) ∧ [S(B ∪ {a})]α) → [S(B)](((a, u) ∨ (a, ∗)) → α).
Ax13 ((a, ∗) ∧ [S(B ∪ {a})]α) → [S(B)]α.
Ax14 [S(F )]α → [I(F )]α.
Ax15 [I(∅)]α → [S(∅)]α.
AxC1 ¬(a, ∗).
AxC2 [S(F )]α ↔ [I(F )]α.

Rules of inference:
N. α MP. α

[L(B)]α α → β
β

Ax2-Ax5 are the usual (S5-)modal axioms. So, for F ∈ {P : P ⊆i AC} ∪ {∅},
[I(F )] satisfies all the S5-axioms and [S(F )] satisfies axioms T and B of modal
logic. The notion of theoremhood is defined in the usual way. Let LIS and LDIS
be the deductive systems consisting of the inference rules N , MP and the axioms
Ax1-Ax15 and Ax1-Ax15,AxC1,AxC2 respectively. Similarly, let LISf and LDISf

be the deductive systems in the language Ff consisting of the inference rules N ,
MP and the axioms Ax1-Ax15 and Ax1-Ax15,AxC1,AxC2 respectively. Note
that for F ⊆i AC, α → 〈I(F )〉α is not an axiom of the systems ISf and DISf

as 〈I(F )〉α /∈ Ff . For Λ ∈ {LIS,LISf ,LDIS,LDISf}, we write �Λ to denote
that α is a theorem of the deductive system Λ. Let us denote the set of all
wffs of the language of the system Λ ∈ {LIS,LISf ,LDIS,LDISf} by FΛ. So,
FLIS = FLDIS = F and FLISf = FLDISf = Ff . We would also like to mention that
for B ⊆f AC, it is not necessary to write the S5-axioms for the operators [I(B)]
and the axioms T and B for [S(B)], as these are theorems of each of the above
defined systems.

Ax6-Ax8 correspond to (IS7), (IS2) and (IS1) respectively of Definition 70.
Ax9, Ax10 and Ax6 for I establish the relationship between the indiscernibility
relation and attribute, attribute-value pairs. Ax10 is the syntactic counterpart
for the condition (IS8a). Note that [I(B∪b)]α → [I(B)]α∧ [I(b)]α would appear
to be the counterpart of the condition RI(B) ∩ RI(b) ⊆ RI(B∪{b}), but in fact,
there are IS-models in which it is not valid. Similarly, Ax11-Ax13 and Ax6
for S establish the relationship between the similarity relation and attribute,
attribute-value pairs. In fact, Ax12 is the syntactic counterpart for the condition
(IS8b). Ax14 and Ax15 relates the indiscernibility and similarity relation. AxC1
and AxC2 corresponds to the property (DIS1) and (DIS2) of DIS-structures
respectively.
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We observe that the n-agent epistemic logic S5D
n [22] with knowledge oper-

ators Ki (i = 1, . . . , n) and distributed knowledge operators DG for groups G
of agents, is embeddable in LIS, LDIS, LISf and LDISf with |AC| ≥ n. Suppose
AC := {a1, a2, . . . , am}, m ≥ n. Then the embedding Ψ fixes propositional vari-
ables, and takes Kiα to [I(ai)] Ψ(α) and D{i1,i2,...,is}α to [I({ai1 , ai2 , . . . , ais

})]
Ψ(α). On the other hand, LIS, LDIS, LISf and LDISf are more expressive
than S5D

n , having the extra feature of the descriptors. Any study of indis-
cernibility/similarity relations induced by information systems naturally involves
descriptors, as these determine both what value an object will take for an
attribute, and also the indiscernibility/similarity relation itself (shown by Ax6,
Ax9-Ax13).

To illustrate the proof system, let us give a Hilbert-style proof of a LIS-wff.

Proposition 97. For a, b ∈ AC, ∅ �= B ⊆f AC v ∈ VCa and u ∈ VCb, we have
the following.

Th1 �LIS [I(∅)]¬(a, ∗) → ([I(a)]α ↔ [S(a)]α).
Th2 �LIS [I(B)]α → α.
Th3 �LIS (a, v) ∧ (b, u) ↔ [I({a, b})]((a, v) ∧ (b, u)).

Proof. Th1: Let v ∈ VCa.

1. �LIS (a, v) ∧ [I(a)]α → [I(∅)]((a, v) → α) (Ax10).
2. �LIS (a, v) ∧ [I(a)]α → [S(∅)]((a, v) → α) (Ax15 and PL).
3. �LIS (a, v) ∧ [I(a)]α → [S(a)]((a, v) → α) (Ax6 and PL).
4. �LIS (a, v) ∧ [I(a)]α → ([S(a)](a, v) → [S(a)]α) (Ax2 and PL).
5. �LIS (a, v) ∧ [S(a)](a, v) ∧ [I(a)]α → [S(a)]α) (PL).
6. �LIS (a, v) → [S(a)]((a, v) ∨ (a, ∗)) (Ax11).
7. �LIS ((a, v) ∧ [S(a)]¬(a, ∗)) → [S(a)](a, v)((6) and PL).
8. �LIS [I(∅)]¬(a, ∗) → [S(a)]¬(a, ∗)(Ax15, Ax6 and PL).
9. �LIS (a, v) ∧ [I(∅)]¬(a, ∗) → [S(a)](a, v) ((7), (8) and PL).

10. �LIS (a, v) ∧ [I(a)]α ∧ [I(∅)]¬(a, ∗) → [S(a)]α ((5), (9) and PL)

Moreover, since �LIS (a, ∗) ∧ [I(∅)]¬(a, ∗) → ⊥, we obtain �LIS (a, ∗) ∧ [I(a)]α ∧
[I(∅)]¬(a, ∗) → [S(a)]α. Thus, we obtain �LIS (a, v) ∧ [I(a)]α ∧ [I(∅)]¬(a, ∗) →
[S(a)]α for all v ∈ VCa ∪ {∗} and hence, using PL, we obtain

11. �LIS (
∨

v∈VCa∪{∗}(a, v)) ∧ [I(a)]α ∧ [I(∅)]¬(a, ∗) → [S(a)]α. (Ax3)
12. �LIS [I(∅)]¬(a, ∗) → ¬(a, ∗) (Ax3).
13. �LIS ¬(a, ∗) → ∨

v∈VCa∪{∗}(a, v) (Ax8 and PL).
14. �LIS [I(∅)]¬(a, ∗) → ∨

v∈VCa∪{∗}(a, v) ((12), (13) and PL).
15. �LIS [I(a)]α ∧ [I(∅)]¬(a, ∗) → [S(a)]α. ((11), (14) and PL).
16. �LIS [I(∅)]¬(a, ∗) → ([I(a)]α → [S(a)]α) (PL).
17. �LIS [S(a)]α → [I(a)]α (Ax14).
18. �LIS [I(∅)]¬(a, ∗) → ([I(a)]α ↔ [S(a)]α) ((16), (17) and PL).
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Th2: First, we prove the result for singleton B. Let B = {a}.
Let v ∈ VCa ∪ {∗}.
1. �LIS (a, v) ∧ [I(a)]α → ((a, v) → α) (Ax10, Ax3, PL).
2. �LIS (a, v) ∧ [I(a)]α → α (1, PL).

Since (2) holds for all v ∈ VCa ∪ {∗}, by PL, we obtain,
3. �LIS

∨
v∈VCa∪{∗}(a, v) ∧ [I(a)]α → α.

4. �LIS [I(a)]α → α (Ax8 and PL).

Now, assuming s�LIS [I(B)]α → α and following exactly the above steps, one
can prove �LIS [I(B ∪ {a})]α → α.
Th3: Let B = {a, b}.
1. �LIS (a, v) ∧ (b, u) → [I(a)](a, v) ∧ [I(b)](b, u) (Ax9 and PL).
2. �LIS [I(a)](a, v) ∧ [I(b)](b, u) → [I(B)](a, v) ∧ [I(B)](b, u) (Ax6 and PL).

3. �LIS [I(B)](a, v)∧ [I(B)](b, u) → [I(B)]((a, v)∧ (b, u)) (Modal (K-)theorem).
4. �LIS (a, v) ∧ (b, u) → [I(B)]((a, v) ∧ (b, u)) ((1), (2), (3) and PL).
5. �LIS [I(B)]((a, v) ∧ (b, u)) → (a, v) ∧ (b, u) (Th2).
6. �LIS (a, v) ∧ (b, u) ↔ [I(B)]((a, v) ∧ (b, u)) ((4), (5) and PL). ��
It is not difficult to obtain

Theorem 29 (Soundness).

(i) For Λ ∈ {LIS,LISf} and α ∈ FΛ, if �Λ α, then |=IS α and hence |=SIS α.
(ii) For Λ ∈ {LDIS,LDISf} and α ∈ FΛ, if �Λ α, then |=DIS α and hence

|=SDIS α.

Completeness. The modal operator [I(B)] is very similar to the distributed
knowledge operator of epistemic logic: the relation corresponding to [I(B)] is
given by

⋂
b∈B RI(b). However, as clear from the previous section, the deductive

systems considered here are different, because the logics have an extra feature of
descriptors. As we shall see in this section, this feature, in fact, makes the proof
of completeness much simpler than the completeness proofs for epistemic logic
with distributed knowledge operators presented in, for instance, [1,23,102].

As in normal modal logic, we have the following result.
Let Λ ∈ {LIS,LDIS,LISf ,LDISf}.
Proposition 98 (Lindenbaum’s Lemma). If Σ is a Λ−consistent set of wffs
of FΛ, then there is a Λ−maximal consistent set Σ+ ⊆ FΛ such that Σ ⊆ Σ+.

We now describe the canonical model.

Definition 72 (Canonical model). By the canonical model for Λ, we mean
the model MΛ := (WΛ, {RΛ

I(B)}B⊆AC , {RΛ
S(B)}B⊆AC ,mΛ, V Λ) where

– WΛ := {w ⊆ FΛ : wisΛ− maximally consistent set },
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– for each B ⊆ AC and L ∈ {I, S}, (w,w′) ∈ RΛ
L(B) if and only if for all wff α,

[L(B)]α ∈ w implies α ∈ w′,
– mΛ(a, v) := {w ∈ WΛ : (a, v) ∈ w},
– V Λ(p) := {w ∈WΛ : p ∈ w}.

By giving the same argument as in the standard normal modal logic case, we
obtain

Proposition 99 (Truth Lemma). For any wff β ∈ FΛ and w ∈ WΛ (the
domain of MΛ), β ∈ w if and only if MΛ, w |= β.

Using the Truth Lemma and Proposition 98 we have

Proposition 100. If α ∈ FΛ is Λ−consistent then there exists a Λ−maximal
consistent set Σ ⊆ FΛ such that MΛ, Σ |= α.

The next proposition gives some properties of the canonical models.

Proposition 101. The canonical model MΛ, Λ ∈ {LIS,LISf} satisfies (IS1)–
(IS5), (IS7), (IS8a), (IS8b), and

(IS6a) RI(∅) = RS(∅),
(IS9a) for b ∈ AC, if (w,w′) ∈ RI(b), then there exists v ∈ VCb ∪{∗} such that

w,w′ ∈ m(b, v).
(IS10a) For b ∈ AC, if (w,w′) ∈ RS(b), then either of the following holds.

(a) w,w′ ∈ m(b, v) for some v ∈ VCb.
(b) w ∈ m(b, ∗).
(c) w′ ∈ m(b, ∗).

Moreover, MLDIS and MLDISf also satisfy (DIS1) and (DIS2) in addition to the
above conditions.

Proof. We only prove that MLIS satisfies (IS8a), (IS8b) and (IS9a). The rest can
be done similarly.

(IS8a) Let (w,w′) ∈ RΛ
I(B) and let there exist a v ∈ VCb ∪ {∗} such that

w,w′ ∈ mΛ(b, v). Further, suppose [I(B ∪ {b})]α ∈ w. We need to prove α ∈ w′.
Using Ax10 and the fact that (b, v)∧[I(B∪{b})]α ∈ w, we obtain [I(B)]((b, v) →
α) ∈ w. This gives (b, v) → α ∈ w′ and hence α ∈ w′ as (b, v) ∈ w′.

(IS8b) Let (w,w′) ∈ RΛ
S(B) and [S(B ∪ {b})]α ∈ w. We need to show α ∈ w′.

Case (a): (w,w′) ∈ m(b, v) for some v ∈ VCb. Using Ax12 and the fact that
(b, v)∧ [S(B∪{b})]α ∈ w, we obtain [S(B)](((b, v)∨ (b, ∗)) → α) ∈ w. This gives
((b, v) ∨ (b, ∗)) → α ∈ w′ and hence α ∈ w′ as (b, v) ∨ (b, ∗) ∈ w′.

Case (b): w ∈ m(b, ∗). This follows from Ax13.

Case (c): w′ ∈ m(b, ∗). From Ax8, it follows that either (b, ∗) ∈ w or, (b, v) ∈ w
for some v ∈ VCb. In the case when (b, v) ∈ w for some v ∈ VCb, we obtain
[S(B)](((b, v) ∨ (b, ∗)) → α) ∈ w using Ax12. Thus we have ((b, v) ∨ (b, ∗)) →
α ∈ w′ and hence α ∈ w′ as (b, ∗) ∈ w′.
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Similarly, if (b, ∗) ∈ w, then we obtain α ∈ w′ using Ax13.

(IS9a) Let (w,w′) ∈ RΛ
I(b). Then Ax8 guarantees the existence of a v ∈ VCb∪{∗}

such that w ∈ mΛ(b, v), i.e. (b, v) ∈ w. Then by Ax9, we obtain [I(b)](b, v) ∈ w.
So (b, v) ∈ w′, i.e. w′ ∈ mΛ(b, v).

(IS10a) Let (w,w′) ∈ RΛg
S(b). From Ax8, it follows that either (b, ∗) ∈ w or (b, v) ∈

w for some v ∈ VCb. When (b, ∗) ∈ w, then we obtain the desired result. So let
us consider the second case. Here, by Ax11, we obtain [S(b)]((b, v) ∨ (b, ∗)) ∈ w
and hence either w′ ∈ mΛg(b, v) or w′ ∈ mΛg(b, ∗). ��
Note that we still have not proved RI(∅) = W ×W and the other directions of
(IS9) and (IS10). In order to incorporate these properties, we construct a new
model from MΛ.
Let MΛg := (WΛg, {RΛg

I(B)}B⊆AC , {RΛg
S(B)}B⊆AC ,mΛg, V Λg) be the sub-model

of MΛ generated by Σ using the equivalence relation RΛ
I(∅), i.e.

– WΛg is the equivalence class of Σ with respect to the equivalence relation
RΛ

I(∅).

– RΛg
L(B),m

Λg, V Λg, L ∈ {I, S}, are respectively the restrictions of RΛ
L(B), mΛ,

V Λ to WΛg (that is: RΛg
L(B) := RΛ

L(B)∩ (WΛg×WΛg), mΛg(a, v) := mΛ(a, v)∩
WΛg, and V Λg(p) := V Λ(p) ∩WΛg, for p ∈ PV ).

We then have

Proposition 102.

(i) For Λ ∈ {LIS,LISf}, MΛg := (WΛg, {RΛg
I(B)}B⊆AC, {RΛg

S(B)}B⊆AC, mΛg,
V Λg) is an IS-model.

(ii) For Λ ∈ {LDIS,LDISf}, MΛg := (WΛg, {RΛg
I(B)}B⊆AC, {RΛg

S(B)}B⊆AC, mΛg,
V Λg) is a DIS-model.

Proof. We only prove (i) for Λ = LIS. The other cases can be proved in the same
fashion. Clearly (IS1)–(IS8) and (IS9a), (IS10a) are satisfied. We only prove the
other directions of (IS9) and (IS10). First we prove the other direction of (IS9).
Let there exist v ∈ VCb ∪ {∗} such that w,w′ ∈ mΛg(b, v). Let [I(b)]α ∈ w.
We want to show α ∈ w′. Here we have (b, v) ∧ [I(b)]α ∈ w and hence from
Ax10 with B = ∅, we obtain [I(∅)]((b, v) → α) ∈ w. Since wRΛg

I(∅)w
′, we obtain

(b, v) → α ∈ w′. This together with (b, v) ∈ w′ gives α ∈ w′.
Now, we prove the other direction of (IS10). Suppose either of (a)–(c) holds.

We have to show (w,w′) ∈ RΛg
S(b). Let [S(b)]α ∈ w. We have to show α ∈ w′.

Let us first consider the case when w,w′ ∈ mΛg(b, v) for some v ∈ VCb. Then
we have (b, v) ∧ [S(b)]α ∈ w and hence from Ax12 with B = ∅, we obtain
[S(∅)](((b, v) ∨ (b, ∗)) → α) ∈ w. Since wRΛg

S(∅)w
′, we obtain ((b, v) ∨ (b, ∗)) →

α ∈ w′. This together with (b, v) ∈ w′ gives α ∈ w′. The other cases can be done
in the same way. ��



286 Md.A. Khan

Since RΛ
L(B) ⊆ RΛ

I(∅) for all B ⊆ AC and L ∈ {I, S}, MΛg is also a generated
sub-model of MΛ with respect to RΛ

L(B), L ∈ {I, S}. An easy induction on the
complexity of the wff α gives us

Proposition 103. For each wff α and w ∈ WΛg, we have

MΛ, w |= α if and only if MΛg, w |= α.

Thus we obtain the following completeness theorem.

Theorem 30 (Completeness).

(i) For Λ ∈ {LIS,LISf} and α ∈ FΛ, if |=IS α, then �Λ α.
(ii) For Λ ∈ {LDIS,LDISf} and α ∈ FΛ, if |=DIS α, then �Λ α.

Observe that the above theorem does not give completeness with respect to the
class of standard (C)IS-models. But due to Proposition 90, we have the following.

Theorem 31. Let α ∈ FLISf = FLDISf = Ff . Then,

(i) |=SIS α implies �LISf α,
(ii) |=SDIS α implies �LDISf α.

From this theorem it follows that LISf and LDISf are the logics for ISs and
DISs respectively which can express properties of indiscernibility and similarity
relations corresponding to any finite set of attributes.

12.4 Decidability

The decidability problem of LIS and LDIS is open. However, one obtains the
answer for LISf and LDISf . Let k ∈ {IS,DIS, SIS, SDIS}.
Theorem 32. We can decide for a given α ∈ Ff , whether |=k α.

Let A∗ ⊆f AC. Consider the language L(A∗) which is the same as L except
that the attribute and attribute-value constants are taken from the set A∗

and
⋃

a∈A∗ VCa respectively. The set FA∗ of wffs of L(A∗) are defined in
the standard way. Let DA∗ be the set of descriptors (a, v) from L(A∗). The
semantics of the logic L(A∗) will be based on the structure of the form
F := (W, {RI(B)}B⊆A∗ , {RS(B)}B⊆A∗ ,m), where m : DA∗ → 2W . The notions
of IS/DIS/SIS/SDIS-models and structures are defined for L(A∗) in the same
way as we have done earlier.

Let M := (W, {RI(B)}B⊆AC , {RS(B)}B⊆AC ,m, V ) be a model of L. Let
M(A∗) be the model (W, {R′

I(B)}B⊆A∗ , {R′
S(B)}B⊆A∗ ,m′, V ) of L(A∗), where

– m′ := m|DA∗ ,
– R′

L(B) := RL(B) for B ⊆ A∗ and L ∈ {I, S}.
By an easy induction on α, we obtain
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Proposition 104. For all α ∈ FA∗ and for all w ∈ W ,

M, w |= α if and only if M(A∗), w |=A∗
α.

Proposition 105. Let k ∈ {IS, SIS,DIS, SDIS}.
(i) If M is a k-model, then M(A∗) is also a k-model.
(ii) Given a k-model M′ of L(A∗), there exists a k-model M such that M′ =

M(A∗).

Proof. We only prove (ii). (i) is obvious.
Let M′ := (W, {R′

I(B)}B⊆AC , {R′
S(B)}B⊆AC ,m′, V ). For each b ∈ AC \ A∗, take

a vb ∈ VCb. Now consider the k-model M := (W , {RI(B)}B⊆AC , {RS(B)}B⊆AC ,
m, V ), where, for L ∈ {I, S},

RL(b) := R′
L(b) for b ∈ A∗,

RL(b) := W ×W for b �∈ A∗,
RL(B) :=

⋂
b∈B RL(b),

m(b, v) := m′(b, v) for b ∈ A∗, and
for b /∈ A∗, m(b, v) is ∅ or W ×W according as v �= vb or v = vb.

One can easily verify that M is a k-model. Moreover, M′ = M(A∗). ��
From Propositions 104 and 105, we obtain

Proposition 106. Let k ∈ {IS,DIS, SIS, SDIS}. Then for all α ∈ FA∗ ,

|=k α if and only if |=A∗
k α.

Let us consider an α ∈ Ff which involves only primitive symbols, and let
sub(α) denote the set of all sub-wffs of α. Consider the set A∗

α ⊆f AC defined
as follows:
A∗

α := {a ∈ AC : (a, v) ∈ sub(α) for some v ∈ VCa ∪ {∗}} ∪
⋃{B ⊆f AC :

[L(B)]β ∈ sub(α) for some β and L ∈ {I, S}}.
Note that A∗

α ⊆f AC and α ∈ FA∗
α
. Therefore, from Proposition 106, it

follows that checking the validity of the wff α in all (S)IS/(S)DIS-models of
L reduces to checking its validity in all (S)IS/(S)DIS-models of L(A∗

α). Thus
in order to prove Theorem 32, we shall prove the following result. Let k ∈
{IS,DIS, SIS, SDIS}.
Theorem 33. We can decide for a given α ∈ Ff , whether |=A∗

α

k α.

To prove this we shall use the standard filtration technique [9], with natural
modifications to the definitions. In the following, we assume that Σ is a finite
sub-wff closed set of FA∗

α
-wffs.

Let M := (W, {RI(B)}B⊆A∗
α
, {RS(B)}B⊆A∗

α
,m, V ) be a model. We define a

binary relation ≡Σ on W as follows:

w ≡Σ w′, if and only if for all β ∈ Σ ∪ DA∗
α
, M, w |=A∗

α β if and only if

M, w′ |=A∗
α β.
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Definition 73 (Filtration model).

– W f := {[w] : w ∈ W}, [w] is the equivalence class of w with respect to the
equivalence relation ≡Σ;

– Rf
L(B) ⊆W f ×W f , L ∈ {I, S} is defined as:

([w], [u]) ∈ Rf
L(B) if and only if there exist w′ ∈ [w] and u′ ∈ [u] such that

(w′, u′) ∈ RL(B);
– V f : PV → 2W f

is defined as: V f (p) := {[w] ∈ W f : w ∈ V (p)} ;
– mf (a, v) := {[w] : w ∈ m(a, v)}, v ∈ VCa ∪ {∗}.
Let Mf denote the model (W f , {Rf

I(B)}B⊆A∗
α
, {Rf

S(B)}B⊆A∗
α
,mf , V f ).

Proposition 107. The domain of Mf contains at most 2|Σ∪DA∗
α

| elements.

Proof. Consider the map g : W f → 2Σ∪DA∗
α defined as,

g([w]) = {β ∈ Σ ∪ DA∗
α

: M, w |=A∗
α β}.

Since this map is injective, the domain of Mf contains at most 2|Σ∪DA∗
α

|

elements. ��
Proposition 108.

(i) If the model M is an (S)IS model then Mf is also an (S)IS model.
(ii) If the model M is a (S)DIS model then Mf is also a (S)DIS model.

Proof. We give the proof of (i).
(IS1) and (IS2) are easy to check.
(IS6): Let L ∈ {I, S}. Let us consider [w], [u] ∈ W f . Since RL(∅) = W × W ,
(w, u) ∈ RL(∅) and hence ([w], [u]) ∈ Rf

L(∅).

(IS7): ([w], [u]) ∈ Rf
L(B)

⇒ (w′, u′) ∈ RL(B) for some w′ ∈ [w] and u′ ∈ [u]
⇒ (w′, u′) ∈ RL(C)

⇒ ([w], [u]) ∈ Rf
L(C).

(IS8a): ([w], [u]) ∈ Rf
I(B) and [w], [u] ∈ mf (b, v) for some v ∈ VCb ∪ {∗}

⇒ (w′, u′) ∈ RI(B) and w′, u′ ∈ m(b, v) for some w′ ∈ [w] and u′ ∈ [u]
⇒ (w′, u′) ∈ RI(B∪{b})
⇒ ([w], [u]) ∈ Rf

I(B∪{b}).
(IS8b) can be proved in similar way.

(IS9): ([w], [u]) ∈ Rf
I(b)

⇔ (w′, u′) ∈ RI(b) for some w′ ∈ [w] and u′ ∈ [u]
⇔ w′, u′ ∈ m(b, v) for some v ∈ VCb ∪ {∗}, for some w′ ∈ [w] and u′ ∈ [u]
⇔ [w], [u] ∈ mf (b, v) for some v ∈ VCb ∪ {∗}.
(IS10) can be proved similarly.
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From (IS7) and (IS8), it follows that for L ∈ {I, S}, Rf
L(B) =

⋂
b∈B Rf

L(b)

for all B ⊆ A∗
α. Note that A∗

α is a finite set. Using these and the fact that for
b ∈ A∗

α, Rf
I(b) and Rf

S(b) are respectively equivalence and tolerance relations, we

obtain (IS3) and (IS4). (IS5) follows from the fact that Rf
I(b) ⊆ Rf

S(b).
In order to complete the proof, we need to show that if M := (W ,

{RI(B)}B⊆A∗
α
, {RS(B)}B⊆A∗

α
, m, V ) is a standard IS-model, then Mf:= (W f ,

{Rf
I(B)}B⊆A∗

α
, {Rf

S(B)}B⊆A∗
α
, mf , V f ) is also so.

Suppose the IS-structure FS := (W, {RI(B)}B⊆A∗
α
, {RS(B)}B⊆A∗

α
,m) is gen-

erated by the IS S := (W,A∗
α,

⋃
a∈A∗

α
VCa∪{∗}, g). Then we have w ∈ m(a, v) if

and only if g(w, a) = v, v ∈ VCa∪{∗}, IndS(B) = RI(B) and SimS(B) = RS(B)

for all B ⊆ A∗
α.

Note that if [w] = [w′], then g(w, a) = g(w′, a) for all a ∈ A∗
α. From this it

follows that the mapping gf : W f ×A∗
α →

⋃
a∈A∗

α
VCa ∪ {∗} defined by

gf ([w], a) = v if and only if g(w, a) = v, v ∈ VCa ∪ {∗}

is well defined.
Consider the IS Sf := (W f ,A∗

α,
⋃

a∈A∗
α
VCa ∪ {∗}, gf ).

We shall show that (W f , {Rf
I(B)}B⊆A∗

α
, {Rf

S(B)}B⊆A∗
α
,mf ) is generated by Sf .

Here, [w] ∈ mf (a, v)
⇔ w ∈ m(a, v)
⇔ g(w, a) = v
⇔ gf ([w], a) = v.

Moreover, for a ∈ A∗
α, ([w], [u]) ∈ Rf

I(a)

⇔ (w′, u′) ∈ RI(a) for some w′ ∈ [w] and u′ ∈ [u]
⇔ (w′, u′) ∈ IndS({a}) for some w′ ∈ [w] and u′ ∈ [u]
⇔ g(w′, a) = g(u′, a) for some w′ ∈ [w] and u′ ∈ [u]
⇔ gf ([w], a) = gf ([u], a)
⇔ ([w], [u]) ∈ IndSf ({a}).
and hence IndSf (B) =

⋂
a∈B IndSf (a) =

⋂
a∈B Rf

I(a) = Rf
I(B), (∵ B is finite).

Similarly, one can prove SimSf (B) = Rf
S(B). ��

Thus we have

Proposition 109 (Filtration Theorem). For all wffs β ∈ Σ ∪ DA∗
α
, all

models M, and all objects w ∈W , M, w |=A∗
α β if and only if Mf , [w] |=A∗

α β.

Proposition 110 (Finite model property). Let k ∈ {IS, SIS,DIS,
SDIS}. Let α ∈ FA∗

α and Σ be the set of all sub-wffs of α. If α is satisfi-
able in a k-model of L(A∗

α) then it is satisfiable in a finite k-model of L(A∗
α)

with at most 2|Σ∪DA∗
α

| elements.

From this proposition, we obtain Theorem 33.
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12.5 Dynamic Logics for Information Systems

In Sect. 12.1 we defined the notions of information and update of information
systems. In this section, we shall propose dynamic logics for information systems,
where we can express these notions. This is done by enriching the language of
the logics defined in Sect. 12.2 with modal operators which carry information. In
order to give the satisfiability relation for these modal operators, we introduce
the concept of update of models.

Syntax. Let us consider the language L
D the alphabet of which is that of the

language L with the added symbols ‘∨’ and ‘ ;’. In order to define the wffs of
L

D, we need to define what we mean by an information here.

Definition 74. The set Inf of information is the smallest set such that

– (φ, a, v) ∈ Inf , where φ ∈ F, a ∈ AC and v ∈ VCa,
– if σ, σ′ ∈ Inf , then σ;σ′, σ ∨ σ′ ∈ Inf .

Information of the form (φ, a, v) will be called an atomic information. It signifies
that the objects represented by φ take the value v for the attribute a. Information
of the form σ ∨ σ′ says that either σ is the case or σ′. σ;σ′ signifies that first we
get the information σ and then σ′.
The set F

D of wffs of L
D is obtained by adding the following clause to the

wff-formation rules of L:

if α ∈ F
D and σ ∈ Inf then [σ]α ∈ F

D.

F
D
f will denote the set of all wffs of L

D which do not involve any modal operator
[L(B)], L ∈ {I, S}, where B is infinite.

Semantics. Let us first define the notion of update of a model.

Definition 75. Let M := (W, {RI(B)}B⊆AC , {RS(B)}B⊆AC ,m, V ) be a model.
Then the model obtained by updating M with the atomic information σ0 =
(φ, a, v), denoted by Mσ0 , is the model (W , {Rσ0

I(B)}B⊆AC, {Rσ0
S(B)}B⊆AC, mσ0 ,

V σ0) where

– V σ0 := V ,
– mσ0 is given as follows:

• mσ0(a′, v′) := m(a′, v′) for a′ ∈ AC \ {a} and v′ ∈ VCa ∪ {∗},
• mσ0(a, v′) := m(a, v′) \ [[φ]]M for v′ ∈ (VCa ∪ {∗}) \ {v},
• mσ0(a, v) := m(a, v) ∪ [[φ]]M,

– Rσ0
L(B), L ∈ {I, S}, B ⊆ AC are defined as follows:

• For a /∈ B, Rσ0
L(B) := RL(B),

• If a ∈ B, then (x, y) ∈ Rσ0
I(B) if and only if either of the following holds.

∗ x, y /∈ [[φ]]M and (x, y) ∈ RI(B),
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∗ x ∈ [[φ]]M, y /∈ [[φ]]M, y ∈ m(a, v) and (x, y) ∈ RI(B\{a}),
∗ x /∈ [[φ]]M, y ∈ [[φ]]M, x ∈ m(a, v) and (x, y) ∈ RI(B\{a}),
∗ x, y ∈ [[φ]]M and (x, y) ∈ RI(B\{a}).

• If a ∈ B, then (x, y) ∈ Rσ0
S(B) if and only if either of the following holds.

∗ x, y /∈ [[φ]]M and (x, y) ∈ RS(B),
∗ x ∈ [[φ]]M, y /∈ [[φ]]M, y ∈ m(a, v) ∪m(a, ∗) and (x, y) ∈ RS(B\{a}),
∗ x /∈ [[φ]]M, y ∈ [[φ]]M, x ∈ m(a, v) ∪m(a, ∗) and (x, y) ∈ RS(B\{a}),
∗ x, y ∈ [[φ]]M and (x, y) ∈ RS(B\{a}).

Note that Rσ0
L(∅) = RL(∅), L ∈ {I, S}.

Observation 7. It is possible that x ∈ mσ0(a, v) with x ∈ [[φ]]M∩m(a, v′), v �= v′.
But x �∈ mσ0(a, v′), by definition. So the old value v′ of x under a is replaced by
the new value v. This was noted earlier also in Sect. 12.1.

Thus each information σ induces a relation Rσ on the set of all models as
follows. Let R1;R2 denote the composition of the two relations R1 and R2.

– For atomic information σ0, (M,M′) ∈ Rσ0 if and only if M′ = Mσ0 .
– Rσ;σ′ := Rσ;Rσ′ .
– Rσ∨σ′ := Rσ ∪Rσ′ .

So Rσ0 , where σ0 is an atomic information, behaves like a function, i.e. for
each M, there exists a unique M′ such that (M,M′) ∈ Rσ0 . Further, we could
have information σ which is non-deterministic, i.e. update of a model with this
information could result in more than one model.

Satisfiability of the wff α ∈ F
D in a model M at the world w is defined by

extending Definition 69:

M, w |= [σ]α if and only if M′, w |= α, for all M′ such that (M,M′) ∈ Rσ.

At this point we need to address some natural questions. One could ask
whether the update of a (standard) IS-model is also an (standard) IS-model.
Moreover, how are these notions of information and information update related
with the ones defined for ISs in Sect. 12.1? We will answer these questions and
finally, we would like to show how the language of the dynamic extension defined
above can be used to express the properties related to information and its effect
on the approximation of sets. The rest of this section will deal with these issues.
Recall the notations used in Definition 65. Let p1, p2, . . . and x1, x2, . . . respec-
tively be an enumeration of the set PV of propositional variables and the set
V ar of variables. Let us consider the map Ψ : F → TH(AC,VC) defined inductively,
where VC :=

⋃
a∈AC VCa.

Ψ(pi) := xi.

Ψ((a, v)) := (a, v).
Ψ(¬α) :=∼ Ψ(α).
Ψ(α ∧ β) := Ψ(α) � Ψ(β).
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Ψ([I(B)]α) := IBΨ(α).
Ψ([S(B)]α) := SBΨ(α).

Note that Ψ is a bijection. Moreover, for a standard (C)IS-model M := (FS , V )
with domain W and an assignment θ : V ar → 2W such that θ(xi) := V (pi), we
obtain

[[φ]]M = θS(Ψ(φ)) for all φ ∈ F,

where θS is the extension of θ to TH(AC,VC) .
Consider now the set Inf (cf. Definition 74) and Inf(AC,VC) (cf. Definition 66).

Using Ψ , we get the bijection C : Inf → Inf(AC,VC) defined inductively as:

C((φ, a, v)) := (Ψ(φ), a, v), for atomic (φ, a, v),
C(σ1 ∨ σ2) := C(σ1) ∨ C(σ2),
C(σ1;σ2) := C(σ1);C(σ2).

The next proposition answers the first question raised above. Let k ∈ {IS,
DIS, SIS, SDISs}.
Proposition 111. Let σ ∈ Inf and M,M′ be two models such that (M,M′) ∈
Rσ. If M is a k-model, then M′ is also a k-model.

Proof. The proof is by induction on the complexity of σ. ��
Proposition 112 below relates the update of ISs (DISs) (cf. Definition 67) and

update of IS-models (DIS-models) (cf. Definition 75).

Proposition 112. Let FS and FS′ be two standard IS-structures (standard DIS-
structures) with the same domain W . Let V : PV → 2W and θ : V ar → 2W be
such that θ(xi) := V (pi), for all i. Then for all σ ∈ Inf , we have

(M,M′) ∈ Rσ, if and only ifS ′ ∈ U(S,C(σ), θ),

where M := (FS , V ) and M′ := (FS′ , V ).

Proof. The proof is by induction on the complexity of σ. We only provide the
proof of the basis case. The induction case can be proved using Proposition 111.
Let σ be of the form (φ, a, v).
We first note the following two trivial facts.

(i) For different K1, K2, we obtain different FK1 ,FK2 ;
(ii) For atomic σ, (M1,M2), (M1,M3) ∈ Rσ implies M2 = M3.

Let FS := (W, {RI(B)}B⊆AC , {RS(B)}B⊆AC ,m) and S := (W,AC,⋃a∈AC VCa ∪
{∗}, f). Let K = (W,AC,⋃a∈AC VCa ∪ {∗}, fk) ∈ U(S,C(σ), θ). Then due to the
above-mentioned facts, it is enough to show that

Fσ
S = FK, (33)
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where Fσ
S = (W, {Rσ

I(B)}B⊆AC , {Rσ
S(B)}B⊆AC ,mσ) (cf. Definition 75). In order

to prove (33), we need to show the following.

mσ(b, u) = {w ∈ W : fk(w, b) = u} (34)
Rσ

I(B) = IndK(B) and Rσ
S(B) = SimK(B) (35)

Let us prove (34).
First suppose b �= a. Then,

w ∈ mσ(b, u) = m(b, u)
⇔ f(w, b) = u
⇔ fK(w, b) = u.

Now, consider the case when b = a. Then, we have,

w ∈ mσ(a, v) = m(a, v) ∪ [[φ]]M
⇔ f(w, a) = v or w ∈ [[φ]]M = θS(Ψ(φ))
⇔ fK(w, a) = v.

Moreover, for u �= v, we have,

w ∈ mσ(a, u) = m(a, u) \ [[φ]]M
⇔ f(w, a) = u and w /∈ [[φ]]M = θS(Ψ(φ))
⇔ fK(w, a) = u.

One can prove (35) similarly. ��
The questions of the kind posed in Sect. 12.1 can now be looked upon as

questions of satisfiability of some wffs in particular models. For instance, let us
consider the standard IS-model M := (FK1 , V ), for the IIS K1 of the example
given there. Suppose V is the assignment such that V (p) := X and V (q) := {P4}.
The information I1 and I2 obtained at the end of Sect. 12.1 now take the form

σ1 := (q,N, yes); ((q, T, high) ∨ (q, T, very high)),
σ2 := (((T, high) ∨ (T, very high)) ∧ (N, yes),H, yes),

Let D be the attribute set {T,H,N}. Then the questions (Q1)–(Q5) can be
identified with the following.

(Q1) At which objects is the wff [I(D)]p ∧ [σ1]¬[I(D)]p satisfiable?
(Q2) Do we have M, P5 |= [σ1;σ2][S(D)]p?
(Q3) Is [σ1;σ2](〈I(D)〉p → [I(D)]p) valid in M?
(Q4) Are the wffs (H,no) ∧ (N,no) ∧ p and [σ1;σ2]((H,no) ∧ (N,no) ∧ p)

satisfiable?
(Q5) Is (N,no) ∧ [σ1;σ2](N, yes) satisfiable?

Observe that for giving the wff for Q2, we have used Proposition 2.
The following proposition gives some wffs involving information operators.

Here satisfiability and validity referred to the class of all IS-models.
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Proposition 113.

1. Let σ := σ1;σ2; . . . ;σn, where σi := (φi, a, vi). Then [S(a)]p → [σ][I(a)]p is
valid in all models M, where [[φi]]M ⊆ [[(a, ∗)]]M.

2. ¬〈I(B)〉p ∧ [σ][I(B)]p is a contradiction.
3. 〈I(B)〉p ∧ [σ][I(B)]p is satisfiable.
4. [I(∅)]p → [(p, a, v)][I(∅)](a, v) is valid.
5. [I(∅)]¬(p ∧ q) → [I(∅)]

(
[(p, a, v)][q, b, u]α ↔ [q, b, u][p, a, v]α

)
is valid.

6. [I(∅)]
(
([I(B)]p ↔ [I(B)]q) ∧ (〈I(B)〉p ↔ 〈I(B)〉q)

)
∧ [σ]〈I(∅)〉¬

(
([I(B)]p ↔

[I(B)]q)∧(〈I(B)〉p ↔ 〈I(B)〉q)
)

is satisfiable, where σ is atomic information.

Let us elucidate some of the above. The validity of the wff in 1 guarantees that if
an object x ∈ XIndS′ ({a}) for each completion S ′ of an IS S, then x ∈ XIndK({a}),
where K is obtained from S by updating the missing information about a. The
wff in 2 represents the fact that if an object is a negative element of a set, then
no information can convert it into a positive element of the set. On the other
hand, the satisfiability of the wff in 3 signifies that a possible element of a set
may become a positive element of the set due to a gain in information. Validity
of the wff in 5 guarantees that if we get information regarding two disjoint sets
then the order in which the information is obtained will not affect the update.
Satisfiability of the wff in 6 indicates that two sets that are roughly equal (i.e.
having identical lower and upper approximations) may not remain so after gain
in information.

In Sect. 8, different patterns of changes of partitions due to an inflow of
information were considered. For instance, with the flow of information partitions
may become finer; moreover, in an ideal situation, a stage may be reached where
all objects become distinguishable. In the next proposition, we give wffs which
characterize such patterns.

Let F := (W, {RI(B)}B⊆AC , {RS(B)}B⊆AC ,m) be an IS-structure.

Proposition 114.

1. Let α := [I(B)]q → [(p, a, v)][I(B)]q and σ0 = (p, a, v) be an atomic infor-
mation. Then α is valid in F if and only if for every model M := (F, V ) and
corresponding updated model Mσ0 , we have Rσ0

I(B) ⊆ RI(B).
2. Let p �= q, α := [(p, a, v)](〈I(B)〉q → [I(B)]q) and σ0 := (p, a, v) be an atomic

information. Then α is valid in F if and only if for every model M := (F, V )
and corresponding updated model Mσ0 , we have xRσ0

I(B)y ⇔ x = y.
3. Let B �= ∅, σ0 := (p, a, v) an atomic information and

α :=
(
(p ∧ ¬(a, v)) → [I(B \ {a})](¬p → ¬(a, v))

)

∧
(
(¬p ∧ (a, v)) → [I(B \ {a})](p → (a, v))

)

∧
(
p→

∧

(a,v1),v1∈VCa∪{∗}

(
(a, v1) → [I(B \ {a})](p → (a, v1))

))
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Then for every IS-model M := (F, V ),

M |= α if and only if Rσ0
I(B) ⊆ RI(B).

Proof. We give only one direction for items (2) and (3).

2. If possible, let M := (W, {RI(B)}B⊆AC , {RS(B)}B⊆AC ,m, V )) be an IS-model
and Mσ0 := (W, {Rσ0

I(B)}B⊆AC , {Rσ0
S(B)}B⊆AC ,mσ0 , V )) be the corresponding

updated IS-model with the information σ0 = (p, a, v) such that there exist x, y ∈
W, x �= y and (x, y) ∈ Rσ0

I(B). Consider the IS-model M∗ := (W , {RI(B)}B⊆AC ,
{RS(B)}B⊆AC , m, V ∗)), where V ∗(r) = V (r), r �= q and V ∗(q) = {x} and
corresponding updated IS-model (M∗)σ0 := (W , {R∗σ0

I(B)}B⊆AC , {R∗σ0
S(B)}B⊆AC ,

m∗σ0 , V σ0) with respect to the information σ0. Since V ∗(p) = V (p), we have
R∗σ0

I(C) = Rσ0
I(C), for all C ⊆ AC. Therefore, we have (x, y) ∈ R∗σ0

I(B) and
hence, M∗σ0 , x �|= 〈I(B)〉q → [I(B)]q. This gives M∗, x �|= [(p, a, v)](〈I(B)〉q
→ [I(B)]q), a contradiction.

3. Let M |= α. We shall prove that Rσ0
I(B) ⊆ RI(B). If a �∈ B, then one gets

Rσ0
I(B) = RI(B). So let us assume that a ∈ B and (x, y) ∈ Rσ0

I(B). We need
to prove that (x, y) ∈ RI(B). We only consider the case when x ∈ V (p) and
y �∈ V (p). The other cases can be done in the same way. Using the definition
of Rσ0

I(B), one obtains y ∈ m(a, v), (x, y) ∈ RI(B\{a}). Thus we only need to
prove (x, y) ∈ RI(a) as RI(B\{a}) ∩ RI(a) = RI(B). If possible, let x /∈ m(a, v).
Since M, x |= ((p ∧ ¬(a, v)) → [I(B \ {a})](¬p → ¬(a, v))), we get y /∈ m(a, v),
a contradiction. ��

12.6 Axiomatization for the Dynamic Logics of Information
Systems

Let DLIS and DLDIS be the deductive systems obtained by extending LIS and
LDIS respectively by adding the Axioms Ax16-Ax22 and the rule N(Inf) given
below.

Axiom schema:

Ax16 [(φ, a, v)]p ↔ p.
Ax17 [(φ, a, v)]¬α ↔ ¬[(φ, a, v)]α.
Ax18 [(φ, a, v)](α → β) ↔ ([(φ, a, v)]α → [(φ, a, v)]β).
Ax19(a) [(φ, a, v)](a′, v′) ↔ (a′, v′), a′ ∈ AC \ {a} and v′ ∈ VC ∪ {∗}.
Ax19(b) [(φ, a, v)](a, v′) ↔ (¬φ ∧ (a, v′)), v′ ∈ (VC ∪ {∗}) \ {v}.
Ax19(c) [(φ, a, v)](a, v) ↔ (¬φ → (a, v)).
Ax20(a) [(φ, a, v)][L(B)]α ↔ [L(B)]α, a /∈ B, L ∈ {I, S}.
Ax20(b) For a ∈ B,

[(φ, a, v)][I(B)]α ↔
( (

φ → [I(B \ {a})](φ → [(φ, a, v)]α
))

∧
(
φ → [I(B \ {a})](¬φ ∧ (a, v) → [(φ, a, v)]α

))

∧
((¬φ ∧ (a, v)

) → [I(B \ {a})](φ → [(φ, a, v)]α
))

∧
(
¬φ → [I(B)]

(¬φ → [(φ, a, v)]α
)) )

.
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Ax20(c) For a ∈ B,

[(φ, a, v)][S(B)]α ↔
( (

φ → [S(B \ {a})](φ → [(φ, a, v)]α
))

∧
(
φ → [S(B \ {a})](¬φ ∧ ((a, v) ∨ (a, ∗)) → [(φ, a, v)]α

))

∧
((¬φ ∧ ((a, v) ∨ (a, ∗))) → [S(B \ {a})](φ → [(φ, a, v)]α

))

∧
(
¬φ → [S(B)]

(¬φ → [(φ, a, v)]α
)) )

.

Ax21 [σ;σ′]α ↔ [σ][σ′]α.
Ax22 [σ ∨ σ′]α ↔ [σ]α ∧ [σ′]α.

Rules of inference:

N(Inf). α
[(φ, a, v)]α

for every atomic information (φ, a, v).

The axioms listed above may be further simplified, but we have given them
in this form just to connect with Definition 75. Once again we note that F ⊆ F

D.
Let DLISf and DLDISf be the deductive systems in the language F

D
f obtained

from LISf and LDISf respectively by adding the Axioms Ax16-Ax22 and the
rule N(Inf). We shall write �D

LIS α, �D
LDIS α, �D

LISf
α and �D

LDISf
α according

as α is a theorem of the system DLIS, DLDIS, DLISf and DLDISf respectively.
Let us denote the set of all wffs of the language of the systems DLIS, DLDIS,
DLISf and DLDISf respectively by F

D
LIS, F

D
LDIS, F

D
LISf

and F
D
LDISf

. Note that
F

D
LIS = F

D
LDIS = F

D and F
D
LISf

= F
D
LDISf

= F
D
f . Next we prove the soundness

theorem.

Theorem 34 (Soundness).

(i) For Λ ∈ {LIS,LISf} and α ∈ F
D
Λ , if �D

Λ α, then |=IS α and hence |=SIS α.
(ii) For Λ ∈ {LDIS,LDISf} and α ∈ F

D
Λ , if �D

Λ α, then |=DIS α and hence
|=SDIS α.

Proof. We only prove the validity of Ax20(b) in all IS-models.
Let M, w |= [(φ, a, v)][I(B)]α. Then

Mσ0 , w |= [I(B)]α, σ0 = (φ, a, v). (36)

We need to prove

(i) M, w |= φ → [I(B \ {a})](φ → [(φ, a, v)]α),
(ii) M, w |= φ → [I(B \ {a})](¬φ ∧ (a, v) → [(φ, a, v)]α),
(iii) M, w |= (¬φ ∧ (a, v)) → [I(B \ {a})](φ → [(φ, a, v)]α),
(iv) M, w |= ¬φ → [I(B)](¬φ → [(φ, a, v)]α).
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(i) Let M, w |= φ, (w,w′) ∈ RI(B\{a}) and M, w′ |= φ. This gives (w,w′) ∈ Rσ0
I(B).

Therefore, by (36), we obtain Mσ0 , w′ |= α, i.e. M, w′ |= [(φ, a, v)]α.
The other cases can similarly be proved.

Now suppose (i)–(iv) hold. We will show M, w |= [(φ, a, v)][I(B)]α. Let (w,w′) ∈
Rσ0

I(B). We need to prove Mσ0 , w′ |= α.
Here we have only four possibilities as given in Definition 75. First let w ∈

[[φ]]M, w′ /∈ [[φ]]M, w′ ∈ m(a, v) and (w,w′) ∈ RI(B\{a}). So using (ii), we obtain
the desired result. All the other cases can be proved in the same manner.

Using Proposition 111, it is shown that the rules of inference preserve
validity. ��

Completeness. We follow the standard technique of dynamic epistemic logic
to prove the completeness theorem. Let Λ ∈ {LIS,LDIS,LISf ,LDISf}. We first
show that for every α ∈ F

D
Λ , there exists α∗ ∈ FΛ such that �D

Λ α ↔ α∗. So in
that case the completeness of the system Λ will give us the desired completeness
result. Let us proceed step by step with the following lemmas.

Lemma 1. If �D
Λ α ↔ α′ and �D

Λ β ↔ β′, then ¬α, α ∧ β, [I(B)]α, [S(B)]α,
[(φ, a, v)]α are respectively logically equivalent to ¬α′, α′ ∧ β′, [I(B)]α′, [S(B)]α′

and [(φ, a, v)]α′.

Proof. We only consider the case [(φ, a, v)]α. In fact, this follows from Ax18 and
inference rule N(Inf). ��
By this lemma and by using the axioms, we obtain

Lemma 2. If �D
Λ β ↔ β′ and β is a sub-wff of α, then �D

Λ α ↔ α′ where α′

is obtained from α by substituting some occurrences of β by β′.

An easy induction on the complexity of the wff α gives us

Lemma 3. For all α ∈ F
D
Λ and information (φ, a, v), there exists α∗ ∈ FΛ such

that �D
Λ [(φ, a, v)]α ↔ α∗.

Lemma 4. For all α ∈ F
D
Λ and information σ, there exists α∗ ∈ FΛ such that

�D
Λ [σ]α ↔ α∗.

Finally, we get

Proposition 115. For all α ∈ LD
Λ , there exists α∗ ∈ FΛ such that �D

Λ α ↔ α∗.

Theorem 35 (Completeness).

(i) For Λ ∈ {LIS,LISf} and α ∈ F
D
Λ , if |=IS α, then �D

Λ α.
(ii) For Λ ∈ {LDIS,LDISf} and α ∈ F

D
Λ , if |=DIS α, then �D

Λ α.
(iii) For α ∈ F

D
LISf

= F
D
f , if |=SIS α, then �D

LISf
α.

(iv) For α ∈ F
D
LDISf

= F
D
f , if |=SDIS α, then �D

LDISf
α.
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Proof. We only prove (i). The rest can be done in the same way. Given |=IS α.
Proposition 115 guarantees the existence of a α∗ ∈ FΛ such that �D

Λ α ↔ α∗.
Using soundness we obtain |=IS α∗ and completeness (Theorem 30) gives �Λ α∗.
Hence we have �D

Λ α. ��
From Proposition 35 (items (iii) and (iv)), it follows that the fragments F

D
ISf

and F
D
DISf

are the dynamic logics for ISs and DISs respectively.
We end this section by noting the relation between the dynamic logic DLDISf

and dynamic information systems (DIS) (cf. Definition 7). DLDISf can study a
scenario where the attribute values of the objects are changing with time. This
is also the situation in the case of the DIS. As mentioned in Sect. 8.1, in the
case of DISs, we have a number of DISs Kt corresponding to each time point t
with the same set of objects, attributes, attribute values. The link with updates
may be presented as follows. Suppose t < t′ and the DISs Kt and Kt′ differ for
only objects belonging to the sets Wi, i = 1, 2, . . . , n and the difference is for
the attributes ai, i = 1, 2, . . . , n. Further, suppose that in Kt, objects belonging
to the set Wi take the value ui for the attribute ai. Then one can say that the
SDIS-model M := (FKt

, V ) based on the SDIS-structure generated from Kt, is
obtained from the SDIS-model M′ := (FKt′ , V ) due to an update with respect
to the information

∧n
i=1(pi, ai, ui), where V (pi) = Wi.

12.7 A Comparison with Dynamic Epistemic Logics

In this section, we compare the features of the dynamic logics defined in Sect. 12.5
with dynamic epistemic logics.

In public announcement logic PAL [104], the updated model is obtained
by restricting the original model to some subset of the domain. More complex
epistemic actions like the ones discussed in [4,31], may result in the refinement
of accessibility relations while the domain of the model remains unchanged, and
they may even result in the enlargement of the domain of the model. Contrary to
these, in the case of dynamic logics for information systems defined in Sect. 12.5,
the domain of the model remains unchanged whatever information is provided.
Relations can change in any manner. Two objects not related earlier may become
related after the update. However, we may have some situation where change in
the relation follows some special pattern such as refinement.

We do not have the equivalence of [φ]Kaψ and Kaψ in PAL, which makes
it clear that the public announcement has an effect on the knowledge of the
agents. Similarly, in the dynamic epistemic logic considered in [4], where more
complicated actions were considered, we do not have the validity of the wff
[α]�Aφ ↔ �Aφ. In the dynamic epistemic logic considered in [31], we have the
validity of the wff [UBπ]�aφ ↔ �aφ, provided a �∈ B. This is due to the fact
that the information is provided to the agents belonging to the group B and as
the agent a �∈ B, its information state remains unchanged.

Similar is the situation in dynamic logics for information systems. We have
the validity of the wff [σ][I(B)]φ ↔ [I(B)]α and [σ]〈I(B)〉φ ↔ 〈I(B)〉φ, provided
σ does not carry information regarding any attributes present in B. Thus it
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follows that the lower and upper approximations of the sets with respect to only
those attributes will be affected about which information is provided.

In dynamic epistemic logics, usually an action or flow of information does not
change the value of the atomic propositions. For instance, in PAL, the validity of
the wff [φ]p ↔ (φ → p) represents this fact. Similarly, the wffs [α]p ↔ pre(α) → p
and [UBπ]p ↔ p are valid in the dynamic epistemic logic considered in [4] and [31]
respectively. In [103], an action called ‘public assignment’ expressed as [p := φ],
is considered which only affects the atomic information p. The update of the
epistemic model M := (U, {Rn}n∈Ag, V ) with respect to the public assignment
[p := φ] gives the model (U, {Rn}n∈Ag, V

′), where V ′(q) = V (q) for q �= p and
V ′(p) = [[φ]]M. Note that relations remain unchanged in this case.

In dynamic logics for information systems, we have two kinds of atomic wffs:
the propositional variables and descriptors. Although we have the validity of
[σ]p ↔ p, we may have information σ and descriptor (a, v) such that the wff
[σ](a, v) ↔ (a, v) is not valid. This shows that atomic facts may change due to
flow of information. We also note that the update due to public assignment is
different from one due to the actions like (φ, a, v). Actually, in this case, not only
is the assignment to the atomic wff (a, v) affected, but unlike public assignment,
the assignments to other atomic wffs as well as the relations may get affected.
This is because relations are connected with the attribute, attribute value pairs.
Note that [[φ]]M ⊆ m′(a, v), but unlike public assignment, we do not necessarily
have [[φ]]M = m′(a, v).

The information or action may be a total or partial function in dynamic
epistemic logics. For example, the public announcement action [φ] in PAL is a
partial function as we have the validity of 〈φ〉ψ → [φ]ψ, but 〈φ〉� is not valid.
On the other hand, in the dynamic epistemic logic considered in [4], the action
[UBπ] is a total function which follows from the validity of the wff ¬[UBπ]ψ →
[UBπ]¬ψ. There are some actions which are non-deterministic. In fact, the only
source of non-determinism is the non-deterministic action operator ∪.

Similar is the situation in dynamic logics for information systems. The infor-
mation (φ, a, v) is a total function, as the wff ¬[(φ, a, v)]α ↔ [(φ, a, v)]¬α is valid.
The information operator ∨ is the only source of non-determinism.

13 Multi-agent Scenario: Revisited

In this section, we shall extend our study to the multi-agent scenario. For the
purpose, let us first extend the notion of (deterministic/incomplete) information
systems. Consider a set Ag := {1, 2, . . . , n} of agents.

Definition 76. A tuple S := (U,A, {V ala}a∈A∪{∗}, {fi}i∈Ag) is called a multi-
agent information system (MIS), where U,A, V ala, ∗ are as in Definition 9, and
for each i ∈ Ag, fi : U × A → ⋃{V ala : a ∈ A} ∪ {∗} is such that fi(x, a) ∈
V ala ∪ {∗}.

An information system which satisfies fi(x, a) = ∗ for some x ∈ U , a ∈ A
and i ∈ Ag, will be called a multi-agent incomplete information system (MIIS).
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On the other hand, if fi(x, a) �= ∗ for all x ∈ U , a ∈ A and all i ∈ Ag, then it
will be called a multi-agent deterministic information system (MDIS).

For each B ⊆ A and agent i, one then obtains IndS(i, B) and SimS(i, B).

Definition 77.

– (x, y) ∈ IndS(i, B) if and only if fi(x, a) = fi(y, a) for all a ∈ B.
– (x, y) ∈ SimS(i, B) if and only if fi(x, a) = fi(y, a), or fi(x, a) = ∗, or

fi(y, a) = ∗, for all a ∈ B.

In Sect. 13.1, we shall present logics for MISs and MDISs and as before, we
extend them to define corresponding dynamic logics in Sect. 13.2. Just as in the
single agent case, information could be provided to an individual agent or a
group of agents from outside. Moreover, in this multi-agent situation, an agent
may update her information with help from agents inside the system as well:
she may borrow information of another agent. So, the dynamic logics proposed
in Sect. 13.2 can express flow of information from outside the system as well
as transfer of information between the agents. All the results that hold for the
single agent case can be carried over to the multi-agent case and so we omit the
detail.

The content of this section is based on the article [48].

13.1 The Logics for MIS and MDIS

Let us consider the language LM to be the same as the language of the logics for
IS and DIS except that it also has a set Ag := {1, 2, . . . , n} of agents. In order
to incorporate agents, the descriptors and modalities are modified to be of the
form (i, a, v) and [L(i, B)] respectively, where i ∈ Ag, a ∈ AC, v ∈ VCa ∪ {∗},
B ⊆ AC and L ∈ {I, S}. So the wffs of LM are defined recursively as:

� | ⊥ | (i, a, v) | p | ¬α | α ∧ β | [L(i, B)]α.

Let DM be the set of descriptors. We use the earlier notation F and Ff respec-
tively for the set of wffs of LM and the set of wffs which do not involve any
modal operator [L(i, B)], where B is an infinite subset of AC.

Semantics. The semantics of LM is based on the notions of MIS and MDIS
structures, defined as follows.

Definition 78. By a MIS-structure (MDIS-structure), we mean a tuple F :=
(W, {RI(i,B)}i∈Ag,B⊆AC, {RS(i,B)}i∈Ag, B⊆AC ,m), where m : DM → 2W is such
that for each i ∈ Ag, (W, {RI(i,B)}B⊆AC , {RS(i,B)}B⊆AC ,mi) is an IS-structure
(DIS-structure), mi being defined as mi(a, v) := m(i, a, v).

Let us call a model M := (F, V ), V : PV → 2W , a MIS-model or a MDIS-
model according as F is a MIS or a MDIS structure.
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The satisfiability of a wff α ∈ F in a model M := (F, V ) at an object w ∈ W
is defined in the standard way. For instance,

M, w |= (i, a, v) if and only if w ∈ m(i, a, v), for (i, a, v) ∈ DM .
M, w |= [L(i, B)]α, L ∈ {I, S}, if and only if for all w′ in W with (w,w′) ∈

RL(i,B), M, w′ |= α.

We define the notions of standard MIS-models (SMIS-models) and stan-
dard MDIS-models (SMDIS-models) in the line of standard IS and DIS mod-
els. Let us write |=k α if α is valid in the class of all k-models, k ∈ {MIS, SMIS,
MDIS, SMDIS}.

Connection with Strong/Weak Approximations. In the case of MISs, the
notions of strong/weak lower and upper approximations (cf. Definition 19) can be
defined for the indiscernibility and similarity relations corresponding to a set of
agents and a set of attributes. For instance, for the set P ⊆ Ag and B ⊆ AC, we
obtain strong lower approximation for indiscernibility as the set

⋂
i∈P XInd(i,B).

Since, here we are dealing with a fixed and finite set of agents, the language
given above can express these notions of strong/weak approximations using the
disjuncts and conjuncts. For instance, the wff

∧
i∈Ag[I(i, B)]p gives the strong

lower approximation of the set represented by p for the indiscernibility relation.

Axiomatization and Decidability. Let LMIS be the logic consisting of the
axioms AxM1-AxM15 along with the inference rules MP and N given below.
Further, suppose LMDIS is the extension of LMIS with the axioms AXCM1 and
AxCM2.

Let B,C ⊆ AC, F ∈ {P : P ⊆i AC} ∪ {∅}, v, v′ ∈ VCa ∪ {∗}, u ∈ VCa and
L ∈ {I, S}.
Axiom schema:

AxM1. All axioms of classical propositional logic.
AxM2 [L(i, B)](α → β) → ([L(i, B)]α → [L(i, B)]β).
AxM3 [L(i, F )]α → α.
AxM4 〈L(i, F )〉[L(i, F )]α → α.
AxM5 [I(i, F )][I(i, F )]α → [I(i, F )]α.
AxM6 [L(i, C)]α → [L(i, B)]α for C ⊆ B ⊆ AC.
AxM7 (i, a, v) → ¬(i, a, v′), for v �= v′.
AxM8

∨
v∈VCa∪{∗}(i, a, v).

AxM9 (i, a, v) → [I(i, a)](i, a, v).
AxM10 ((i, a, v) ∧ [I(i, B ∪ {a})]α) → [I(i, B)]((i, a, v) → α).
AxM11 (i, a, u) → [S(i, a)]((i, a, u) ∨ (i, a, ∗)).
AxM12 ((i, a, u) ∧ [S(i, B ∪ {a})]α) → [S(i, B)](((i, a, u) ∨ (i, a, ∗)) → α).
AxM13 ((i, a, ∗) ∧ [S(i, B ∪ {a})]α) → [S(i, B)]α.
AxM14 [S(i, F )]α → [I(i, F )]α.
AxM15 [I(i, ∅)]α → [S(i, ∅)]α.
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AxM16 [I(i, ∅)]α → [L(j, B]α.
AxCM1 ¬(i, a, ∗).
AxCM2 [S(i, F )]α ↔ [I(i, F )]α.

Rules of inference:
N. α MP. α

[L(i, B)]α α → β
β

One can easily identify the axioms AxM1-AxM15, AxCM1,AxCM2 with the
Ax1-Ax15, AxC1,AxC2 respectively given in Sect. 12.3. Axiom AxM16 states
that all the relations in the system are contained in the relations RI(i,∅) for each
i ∈ Ag. In order to obtain the completeness theorem, we use the generated sub-
model as in the case of logics for information systems (cf. Sect. 12.3), and there
we will require this fact.

Let LMISf and LMDISf be the deductive systems LMIS and LMDIS respec-
tively restricted to the language Ff . Moreover, let us denote the set of all wffs
of the language of the system Λ, Λ ∈ {LMIS, LMDIS, LMISf ,LMDISf}, by FΛ.
Note that FLMIS = FLMDIS = F and FLMISf = FLMDISf = Ff .

Following exactly the same technique as in Sect. 12.3, one can obtain the
following soundness and completeness theorems.

Theorem 36 (Soundness).

(i) For Λ ∈ {LMIS,LMISf} and α ∈ FΛ, if �Λ α, then |=MIS α and hence
|=SMIS α.

(ii) For Λ ∈ {LMDIS,LMDISf} and α ∈ FΛ, if �Λ α, then |=MDIS α and hence
|=SMDIS α.

Theorem 37 (Completeness).

(i) For Λ ∈ {LMIS,LMISf} and α ∈ FΛ, if |=MIS α, then �Λ α.
(ii) For α ∈ FLMISf , if |=SMIS α, then �LMISf α.
(iii) For Λ ∈ {LMDIS,LMDISf} and α ∈ FΛ, if |=MDIS α, then �Λ α.
(iv) For α ∈ FLMDISf , if |=SMDIS α, then �LMDISf α.

Note that the above theorem does not give the completeness of LMIS with
respect to the class of standard MIS-structures. However, we obtain the com-
pleteness of LMISf with respect to the class of standard MIS-structures (item
(ii)) and hence LMISf is a logic for multi-agent information systems. Similarly,
LMDISf is a logic for multi-agent deterministic information systems. These log-
ics can express the properties of indiscernibility and similarity relations (cf.
Definition 77), corresponding to any finite set of attributes.

We also have the following decidability result. The proof is similar to
Theorem 32. Let k ∈ {MIS,MDIS, SMIS, SMDIS}.
Theorem 38. We can decide for a given α ∈ Ff , whether |=k α.



Multiple-Source Approximation Systems, Evolving Information Systems 303

13.2 Dynamic Logics for MIS and MDIS

In this section, we shall define dynamic logics for MIS and MDIS by extending
the logics of Sect. 13.1. As mentioned earlier, here information may not neces-
sarily be for individual agents but may be for a group of agents. We would also
like to capture the flow of information between the agents. Thus we modify the
set Inf of information (cf. Definition 74) as follows.

Definition 79. The set Inf of information is the smallest set such that

– (φ, P, a, v), (φ, P, j, a) ∈ Inf , where φ ∈ F, a ∈ AC, v ∈ VCa, P ⊆ Ag and
j ∈ Ag,

– if σ, σ′ ∈ Inf , then σ;σ′, σ ∨ σ′ ∈ Inf .

An information of the form (φ, {i}, a, v) and (φ, {i}, j, a), simply written as
(φ, i, a, v) and (φ, i, j, a), will be called an atomic information. (φ, P, a, v) sig-
nifies that information is obtained by the agents i ∈ P according to which the
objects represented by φ take the value v for the attribute a. On the other hand,
(φ, P, j, a) signifies that the agents belonging to the set P replace the information
about the objects represented by φ regarding the attribute a with the informa-
tion the agent j has about these objects regarding the same attribute a. Thus
((i, a, ∗), i, j, a) says that the agent i adopts the information regarding attribute
a that agent j has about any object lying in the interpretation of (i, a, ∗) (i.e.
an object for which i has no information for attribute a).

The set F
D of wffs is then obtained by extending the wff-formation rules of

LM with the clause:

if σ ∈ Inf, α ∈ F
D then [σ]α ∈ F

D.

Semantics. Our next task is to define the notion of update of the models.
Note that we need to define updates with respect to both the types of atomic
information, viz. (φ, i, a, v) and (φ, i, j, a).

Let M := (W, {RI(i,B)}i∈Ag,B⊆AC, {RS(i,B)}i∈Ag, B⊆AC ,m) be a model and
consider an atomic information σ0. The model obtained by updating M with
σ0, denoted as Mσ0 , is given by Definitions 80 and 81, depending on the type of
atomic information σ0.

Definition 80. Let σ0 := (φ, i, a, v).

Then Mσ0 := (W, {Rσ0
I(i,B)}i∈Ag,B⊆AC, {Rσ0

S(i,B)}i∈Ag, B⊆AC ,mσ0 , V ), where

– mσ0 is given as follows:
• mσ0(j, b, u) := m(j, b, u) for j �= i or b �= a,
• mσ0(i, a, v′) := m(i, a, v′) \ [[φ]]M for v �= v′,
• mσ0(i, a, v) := m(i, a, v) ∪ [[φ]]M.

– Rσ0
L(j,B), L ∈ {I, S} are defined as follows:
• For a /∈ B or j �= i, Rσ0

L(j,B) := RL(j,B), L ∈ {I, S}.
• If a ∈ B, then (x, y) ∈ Rσ0

I(i,B) if and only if either of the following holds.
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∗ x, y /∈ [[φ]]M and (x, y) ∈ RI(i,B),
∗ x ∈ [[φ]]M, y /∈ [[φ]]M, y ∈ m(i, a, v) and (x, y) ∈ RI(i,B\{a}),
∗ x /∈ [[φ]]M, y ∈ [[φ]]M, x ∈ m(i, a, v) and (x, y) ∈ RI(i,B\{a}),
∗ x, y ∈ [[φ]]M and (x, y) ∈ RI(i,B\{a}).

• If a ∈ B, then (x, y) ∈ Rσ0
S(i,B) if and only if either of the following holds.

∗ x, y /∈ [[φ]]M and (x, y) ∈ RS(i,B),
∗ x ∈ [[φ]]M, y /∈ [[φ]]M, y ∈ m(i, a, v) ∪ m(i, a, ∗) and (x, y) ∈

RS(i,B\{a}),
∗ x /∈ [[φ]]M, y ∈ [[φ]]M, x ∈ m(i, a, v) ∪ m(i, a, ∗) and (x, y) ∈

RS(i,B\{a}),
∗ x, y ∈ [[φ]]M and (x, y) ∈ RS(i,B\{a}).

Definition 81. Let σ0 := (φ, i, j, a).

Then Mσ0 := (W, {Rσ0
I(i,B)}i∈Ag,B⊆AC , {Rσ0

S(i,B)}i∈Ag, B⊆AC ,mσ0 , V ), where

– mσ0 is given as follows:
• mσ0(k, b, u) := m(k, b, u) for k �= i or b �= a,
• mσ0(i, a, v) := (m(j, a, v) ∩ [[φ]]M) ∪ (m(i, a, v) ∩ [[¬φ]]M).

– Rσ0
L(j,B), L ∈ {I, S} are defined as follows:
• For a /∈ B or j �= i, Rσ0

L(j,B) := RL(j,B), L ∈ {I, S}.
• If a ∈ B, then (x, y) ∈ Rσ0

I(i,B) if and only if either of the following holds.
∗ x, y /∈ [[φ]]M and (x, y) ∈ RI(i,B),
∗ x ∈ [[φ]]M, y /∈ [[φ]]M, (x, y) ∈ RI(i,B\{a}) and x ∈ m(j, a, v), y ∈

m(i, a, v) for some v,
∗ x /∈ [[φ]]M, y ∈ [[φ]]M, (x, y) ∈ RI(i,B\{a}) and x ∈ m(i, a, v), y ∈

m(j, a, v) for some v,
∗ x, y ∈ [[φ]]M and (x, y) ∈ RI(j,{a}) ∩RI(i,B\{a}).

• If a ∈ B, then (x, y) ∈ Rσ0
S(i,B) if and only if either of the following holds.

∗ x, y /∈ [[φ]]M and (x, y) ∈ RS(i,B),
∗ x ∈ [[φ]]M, y /∈ [[φ]]M, (x, y) ∈ RS(i,B\{a}) and (i) y ∈ m(i, a, ∗), or

(ii) x ∈ m(j, a, ∗), or(iii) y ∈ m(i, a, v) and x ∈ m(j, a, v) for some
v ∈ VCa,

∗ x /∈ [[φ]]M, y ∈ [[φ]]M, (x, y) ∈ RS(i,B\{a}) and (i) x ∈ m(i, a, ∗), or
(ii) y ∈ m(j, a, ∗), or(iii) x ∈ m(i, a, v) and y ∈ m(j, a, v) for some
v ∈ VCa,

∗ x, y ∈ [[φ]]M and (x, y) ∈ RS(j,{a}) ∩RS(i,B\{a}).

Each information σ ∈ Inf induces a relation Rσ on the set of all models. As
before, R1;R2 denotes the composition of the two relations R1 and R2.

– for atomic information σ0 := (φ, i, a, v) or σ0 := (φ, i, j, a), (M,M′) ∈ Rσ0 if
and only if M′ = Mσ0 ,

– for σ := (φ, P, a, v), Rσ := Rσ1 ;Rσ2 ; · · · ;Rσm
, where P := {i1, i2, . . . , im}

and σk := (φ, ik, a, v),
– for σ := (φ, P, j, a), Rσ := Rσ1 ;Rσ2 ; · · · ;Rσm

, where P := {i1, i2, . . . , im}
and σk := (φ, ik, j, a),
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– Rσ;σ′ := Rσ;R′
σ,

– Rσ∨σ′ := Rσ ∪R′
σ.

For Rσi
and Rσj

, observe that Rσi
;Rσj

= Rσj
;Rσi

.
Let k ∈ {MIS,MDIS, SMIS, SMDIS}. We obtain the following similar to

Proposition 111.

Proposition 116. Let σ ∈ Inf and M,M′ be two models such that (M,M′) ∈
Rσ. If M is a k-model, then M′ is also a k-model.

Finally, we define the satisfiability of the wff α ∈ F
D in a model M at the

world w by extending the definition of satisfiability relation for the wffs of F

with the clause:
M, w |= [σ]α if and only if M′, w |= α, for all M′ such that (M,M′) ∈ Rσ.

The following example shows how the language defined above can be used to
express the information flow between the agents.

Example 22. We modify the IIS K1 of Sect. 12.1 (cf. Table 6) and turn it into
a MIIS S1 given in Table 9 below. We now have three agents 1, 2, 3 in the
picture. Information I1 and I2 given in the context of K1 could now be meant
for particular agents of the system. These could be modified as:

Table 9. MIS S1

1 2 3

T H N T H N T H N

P1 High ∗ No High ∗ No High No No

P2 Very high ∗ Yes No ∗ No Very high Yes Yes

P3 ∗ No No ∗ No No No ∗ No

P4 No No No ∗ Yes Yes Very high ∗ Yes

P5 No Yes No ∗ Yes No No Yes ∗
P6 High No Yes ∗ No Yes High No ∗

I3: Agent 1 has got the information that her prior report regarding the temper-
ature and nausea of the patient P4 is not correct. In fact, P4 has nausea and
temperature (very high or high).

I4: All agents have got the information that if a patient has high or very high
temperature and nausea, then she must have headache.

So, information I3 is for the agent 1 and information I4 is for all the agents of
the system.

In addition to getting information from outside, agents may also update their
information by using the information of other agents. For instance, the following
action can take place.
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I5: Agent 2 fills her information gap by borrowing from agent 1 and then to fill
the remaining gap she borrows from agent 3.

I6: Agents 1 and 2 replace their information about the temperature of the
patients with the information of the agent 3.

Let FS1 be the standard MIS-structure generated by S1. Consider a standard
MIS-model M := (FS1 , V ), where V is a valuation function such that V (p) :=
{P4}. Then the information I3 − I6 can be expressed by σ3 − σ6 respectively in
the language defined above as follows.

σ3 := (p, 1, N, yes) ; ((p, 1, T, high) ∪ (p, 1, T, very high)),
σ4 := σ1

4 ;σ
2
4 ;σ

3
4 , where

σi
4 := (φi, i,H, yes), φi is ((i, T, high) ∨ (i, T, very high)) ∧ (i,N, yes), i ∈
{1, 2, 3}.

σ5 := σ1
5 ;σ

3
5 , where

σi
5 := ((2, T, ∗), 2, i, T ) ; ((2,H, ∗), 2, i,H) ; ((2, N, ∗), 2, i, N) , i ∈ {1, 3}.

σ6 := (�, {1, 2}, 3, T ), where � is the logical constant for true.

Note that in σ4, the ordering of occurrences of σ1
4 , σ

2
4 and σ3

4 will not matter.
So, for example, one can take σ4 as σ2

4 ;σ
1
4 ;σ

3
4 . On the other hand, in σ5, the

ordering matters – information σ1
5 ;σ

3
5 and σ3

5 ;σ
1
5 have different effects.

In the above example, one may be interested to see if agent 2 has complete
information about the attributes after updating with I5. This enquiry corre-
sponds to checking the satisfiability of the wff [σ5]((2, T, ∗)∨ (2,H, ∗)∨ (2, N, ∗))
in the model M.

Finally, we give the following reduction axioms, which lead us to the axiomati-
zation of the dynamic logics corresponding to the above semantics. Let σ0 be an
atomic information, L ∈ {I, S} and p denote a propositional variable.

Reduction axioms

AxM17. [σ0]p ↔ p.
AxM18. [σ0]¬α ↔ ¬[σ0]α.
AxM19. [σ0](α → β) ↔ ([σ0]α → [σ0]β).
AxM20(a). [(φ, i, a, v)](k, b, v′) ↔ (k, b, v′), for k �= i, or b �= a.
AxM20(b). [(φ, i, a, v)](i, a, v′) ↔ (¬φ ∧ (i, a, v′)), v′ ∈ (VC ∪ {∗}) \ {v}.
AxM20(c). [(φ, i, a, v)](i, a, v) ↔ (¬φ → (i, a, v)).
AxM21(a). [(φ, i, a, v)][L(k,B)]α ↔ [L(k,B)]α, where a /∈ B or i �= k.
AxM21(b). For a ∈ B,

[(φ, i, a, v)][I(i, B)]α ↔
( (

φ → [I(i, B \ {a})](φ → [(φ, i, a, v)]α
))

∧
(
φ → [I(i, B \ {a})](¬φ ∧ (i, a, v) → [(φ, i, a, v)]α

))

∧
((¬φ ∧ (i, a, v)

) → [I(i, B \ {a})](φ → [(φ, i, a, v)]α
))

∧
(
¬φ → [I(i, B)]

(¬φ → [(φ, i, a, v)]α
)) )

.
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AxM21(c). For a ∈ B,

[(φ, i, a, v)][S(i, B)]α ↔
( (

φ → [S(i, B \ {a})](φ → [(φ, i, a, v)]α
))

∧
(
φ → [S(i, B \ {a})](¬φ ∧ ((i, a, v) ∧ (i, a, ∗)) → [(φ, i, a, v)]α

))

∧
((¬φ ∧ ((i, a, v) ∨ (i, a, ∗))) → [S(i, B \ {a})](φ → [(φ, i, a, v)]α

))

∧
(
¬φ → [S(i, B)]

(¬φ → [(φ, i, a, v)]α
)) )

.

AxM22(a). [(φ, i, j, a)](k, b, v) ↔ (k, b, v), for k �= i, or b �= a.
AxM22(b). [(φ, i, j, a)](i, a, v) ↔

((
(j, a, v) ∧ φ

) ∨ (
(i, a, v) ∧ ¬φ

))
.

AxM23(a). [(φ, i, j, a)][L(k,B)]α ↔ [L(k,B)]α, where a /∈ B or i �= k.
AxM23(b). For a ∈ B,

[(φ, i, j, a)][I(i, B)]α ↔
(
(¬φ → [I(i, B)](¬φ → [(φ, i, j, a)]α))

∧(φ →
∧

v∈VCa∪{∗}
((j, a, v) → [I(i, B \ {a})](((i, a, v) ∧ ¬φ)→ [(φ, i, j, a)]α)))

∧(¬φ →
∧

v∈VCa∪{∗}
((i, a, v) → [I(i, B \ {a})](((j, a, v) ∧ φ)→ [(φ, i, j, a)]α)))

∧(φ →
∧

v∈VCa∪{∗}
((j, a, v) → [I(i, B \ {a})]((j, a, v) ∧ φ) → [(φ, i, j, a)]α))

)
.

AxM23(c). For a ∈ B,

[(φ, i, j, a)][S(i, B)]α ↔
(
(¬φ → [S(i, B)](¬φ → [(φ, i, j, a)]α))

∧(φ →
∧

v∈VCa∪{∗}
((j, a, v) → [S(i, B \ {a})]((((i, a, v) ∨ (i, a, ∗)) ∧ ¬φ)→

[(φ, i, j, a)]α)))
∧(¬φ ∧ (i, a, ∗) → [S(i, B \ {a})](φ, i, j, a)α)

∧(¬φ ∧ ¬(i, a, ∗) →
∧

v∈VCa∪{∗}
((i, a, v) → [S(i, B \ {a})]((j, a, v) ∧ φ →

[(φ, i, j, a)]α)))
∧(φ ∧ (j, a, ∗) → [S(i, B \ {a})][(φ, i, j, a)]α)
∧[S(i, B \ {a})](φ ∧ (j, a, ∗) → [(φ, i, j, a)]α)

∧(φ →
∧

v∈VCa

((j, a, v) → [S(i, B \ {a})]((j, a, v) ∧ φ → [(φ, i, j, a)]α)))
)
.

AxM24(a). For P := {i1, i2, . . . , im},
[(φ, P, a, v)]α ↔ [σ1][σ2] · · · [σm]α, where σk := (φ, ik, a, v).

AxM24(b). For P := {i1, i2, . . . , im},
[(φ, P, j, a)]α ↔ [σ1][σ2] · · · [σm]α, where σk := (φ, ik, j, a).
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AxM25. [σ;σ′]α ↔ [σ][σ′]α.
AxM26. [σ ∨ σ′]α ↔ [σ]α ∧ [σ′]α.

The soundness of the above axioms can be proved in the usual way. Axioms
AxM17-AxM21, AxM25,AxM26 can be identified with the reduction axioms
Ax16-Ax22 for the single agent case. In the multi-agent case, we also have oper-
ators for capturing the flow of information to a group of agents instead of just
one. Moreover, we also have operators for interaction between the agents, that
is, operators which correspond to a situation where an agent updates her knowl-
edge base by borrowing information from another agent of the system. Axioms
AxM22-AxM24 gives the reduction axioms for these operators.

14 Summary and Future Directions

In this final section, we sum up the main work that has been attempted with
varying degrees of success. We also mention some issues coming out from the arti-
cle which need further work. We reiterate that the terms “agent” and “source”
are used synonymously

Rough set theory is studied in the following three situations.

1. Information arrives from different agents.
2. Information evolves with time.
3. A combination of (1) and (2).

1. Multi-agent situation (cf. Sects. 3–7).
– The notion of multiple-source approximation system with distributed

knowledge base (MSASD) is used to represent the multi-agent situation,
where we have equivalence relations representing the knowledge base of
individual agents as well as groups of agents. (cf. Sect. 3).

– Notions of strong/weak lower and upper approximations are proposed for
MSASD, which are obtained as a generalization of Pawlak’s lower and
upper approximations. Properties of these notions are studied. In particu-
lar, it is determined how strong/weak lower and upper approximations are
related with the (i) lower, upper approximations with respect to distrib-
uted knowledge base of groups of agents and (ii) approximations in toler-
ance approximation spaces. (cf. Sect. 3.1).

– Notions of strong, weak, lower and upper definable set based on strong/
weak lower and upper approximations are defined and their properties are
investigated. (cf. Sect. 3.2).

– In order to express how much the information provided by the MSASD

depends on that of an agent or a group of agents, the notion of dependency
is introduced and properties are investigated. (cf. Sect. 3.3).

– Logic LMSASD for MSASD is proposed. (cf. Sects. 4.1–4.3 for syntax and
semantics).
• It is shown how the language of LMSASD can be used to reason about

the properties of rough sets in multiple-source situation. (cf. Sect. 4.4).
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• Relationship with some known logics are given. In particular, it
is shown that S5D

n and KTB are embeddable in LMSASD. (cf.
Sect. 4.5).

• A sound and complete deductive system for LMSASD is given. (cf.
Sect. 5).

• Decidability with respect to different classes of interpretations is
proved. Moreover, decidability of a fragment is also proved with
respect to the class of interpretations based on MSASD. (cf. Sect. 6).

• An algebraic semantics of LMSASD is given and the corresponding
soundness and completeness theorems are proved. (cf. Sect. 7).

2. Information varying with time (cf. Sects. 8–12).
– The notion of dynamic I space, I ∈ {K,K4, T,B, S4,KTB,KB4, S5}, is

considered which represents the knowledge base, or the information that
we have about the domain at different time points. (cf. Sect. 8).

– The dynamic S5 spaces, also called dynamic approximation spaces
(DASs), are focused upon, where the knowledge base is represented by
an equivalence relation. Different types of DASs are defined depending on
different patterns of flow of information. (cf. Sect. 8.1).

– Logics for dynamic I spaces are obtained which can express the approxi-
mations of sets relative to time. (cf. Sect. 8.2).
• Characterizing wffs for dynamic I spaces and different types of DASs

are given.(cf. Sect. 8.2).
• Comparisons are made between the semantics of these logics and that

of related modal systems. (cf. Sect. 9).
• Tableau-based proof procedures for the logics are proposed and the

corresponding soundness and completeness theorems are proved. (cf.
Sect. 10).

• Some decidability results are discussed. (cf. Sect. 11).
– It is observed that the logics proposed in Sect. 8 can study the effect of flow

of information on the approximations of sets, but the flow of information
itself does not appear in the picture. So, we move towards a dynamic logic
which can also talk about information and information updates.
• Logics LISf and LDISf respectively for the information systems and

deterministic information systems are proposed. These logics have
some desirable properties crucial for our purpose. (cf. Sect. 12.2).

• It is shown that LDISf can express notions related to dependencies
in data and data reduction. (cf. Sect. 12.2).

• Deductive systems are proposed and corresponding soundness and
completeness theorems are proved. (cf. Sect. 12.3).

• Decidability of LISf and LDISf is proved. (cf. Sect. 12.4)).
• A formalization of the notion of information and information update

for information systems is presented. (cf. Sect. 12.1).
• LISf and LDISf are extended to define dynamic logics where this

update of information can be captured. (cf. Sect. 12.5).
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• Reduction axioms are provided which lead us to decidability and
sound and complete deductive systems for these dynamic extensions.
(cf. Sect. 12.6).

• These dynamic logics are contrasted with different dynamic epistemic
logics. (cf. Sect. 12.7).

3. Combination of situations (1) and (2) (cf. Sect. 13).
– Information now could be meant for a group of agents instead of just

one agent. Moreover, the flow of information between agents, that is, the
situation when an agent borrows information from another agent of the
system is also captured. (cf. Sect. 13.2).

– In the line of the single agent case, dynamic logics are defined. Axioma-
tization, decidability can be proved following the technique of the single
agent case. (cf. Sects. 13.1–13.2).

14.1 Directions for Further Work

There are some issues, both from the rough set and logic perspectives, that need
investigation. We briefly sketch these issues.

Since the proposal of strong/weak approximations in [45], a lot of work has
been done on the multi-granulation rough set model (MGRS) consisting of a
number of (equivalence) relations on the same domain (cf. e.g. [57,64,66,67,
86–88,94,107–109]). These have contributed both on the theoretical framework
as well as to the applicability of MGRS. We would like to mention here that
the notions of the optimistic and pessimistic approximations proposed by Qian
et al. [86,87] on MGRS are actually the same as the notions of strong and
weak approximations respectively, introduced by us in [45]. The article [57] also
proposed approximation operators for a multiple source situation, although it
considers the knowledge base of an individual source to be given by a tolerance
relation instead of equivalence. These approximation operators are defined taking
into account only the information that sources have about the objects, but it does
not consider the view of the sources regarding membership of the objects. That is,
only the knowledge base R of the sources are used. On the contrary, the notions
of strong/weak approximations are based on a totally different principle: one
takes into account whether the source considers an object as a positive, negative
or boundary element of the set. So, in that case, one uses the approximations XR

and XR corresponding to the knowledge base R of each source of the system.
Apart from approximations of sets, the notions of definability of sets and

dependency of information on a group of agents are investigated here in the
multi-agent case. There are some other important rough set notions such as
membership function, reduction in knowledge base, dependency in knowledge
etc. which need to be studied in a multi-agent setting. In this direction, one
can find some initial work on membership functions in [51]. Another direction
of research would be the lattice structure arising from the concepts defined on
MSASD. The article [51] presents an investigation on this which needs to be
pursued further.
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Our study of the multi-agent situation is based on Pawlak’s rough set model
which considers equivalence relations. As in the case of DASs, one may generalize
the MSASDs by considering relations other than equivalence. It is not difficult to
extend the scheme of the current work to some such generalizations of MSASDs.
However, there are some other cases which need a fresh study in the multi-agent
setting, as these may give rise to a situation which does not occur in our current
set up. For instance, covering and neighbourhood based approximation spaces
admit a situation where one agent considers an object to be a positive element of
a set, but another considers that object to be a negative element of the same set.
It seems worth investigating, how the basic ideas of this work may be extended
to these formalisms.

The current work on the multi-agent scenario is based on the assumption that
each agent is equally preferred while deciding the membership of an object. But
one may incorporate the notion of preference order on the set of agents. Notions
such as approximations of sets or membership functions would then depend
on the knowledge base of the agents of the system as well as on the position
of the agents in the hierarchy giving the preference of agents. A first step in
this direction may be found in [50], where different notions of approximations
based on the preference order of the agents are proposed. The strong/weak lower
and upper approximations are obtained as a special case of these notions. The
logic for this multi-agent rough set model based on preference order is not yet
investigated, but it appears that LMSASD can be suitably extended to serve
the purpose. Similarly, the notions of multi-agent information system (MIS) and
multi-agent deterministic information system (MDIS) (cf. Definition 76) can be
generalized by incorporating the notion of preference order on the set of agents.
Moreover, in the line of [50], these generalized MIS and MDIS would generate
different generalized notions of approximations of sets. Thus, a natural question
would be about a dynamic logic for these generalizations of MIS and MDIS
which can study the effect of flow of information on the generalized notions of
approximations of sets.

One may compare, in the context of the logic Fw for weak lower and strong
upper approximations (cf. Sect. 4.5), the work of Murakami in [74]. A sound
and complete deductive system for a propositional modal logic that has a global
modal operator and a modal operator ∇ is presented in [74]. A model M is based
on a structure of the form (U,Π), where Π is a set of partitions on U . The truth
condition for ∇ is given as:

M, w |= ∇α if and only if there is a P ∈ Π such that [w]P = [[α]]M. (∇)

No restriction is imposed on the cardinality of Π, and the main results do not
appear to be affected even if we restrict the cardinality of Π to be at most |N|.
Observe that if we replace equality by inclusion ‘⊆’ in (∇), we get:

M, w |= ∇α if and only if there is a P ∈ Π such that w ∈ [[α]]MRP
,

where RP is the equivalence relation corresponding to the partition P . The
system with this modified truth condition on ∇ may thus be identified with
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the extension of Fw with the global modal operator. It may be of interest to
check if some variant of the technique used in [74], helps to obtain a complete
axiomatization of this extension.

There are some issues with LMSASD and the logics for dynamic I spaces
which are still not answered. For instance, decidability is still open in both cases.
In case of LMSASD and the logics L(T, I), we have found decidable fragments.
However, a satisfactory decidable fragment for the logics L(T, I) is yet to be
obtained. It appears that the deductive system of the logics for dynamic I spaces
will consist of the axioms of the modal system I for � and the usual axioms of
linear temporal logic [71] with modifications to account for finiteness both in
the past and future. However, the corresponding completeness theorem is yet to
be proved. Moreover, one can investigate some interesting variant/extensions of
these logics. For instance, instead of linear finite time line, one may consider a
branching time structure. Similarly, one may add descriptors to the language to
see the changes in attribute values of the objects with time.

Another pending issue is the complexity analysis of the decidability results
presented in this article.

A nice property of Hilbert-style axiomatization of modal systems is that, one
can switch from one system to another by just adding or removing axioms. This
property is missing in the proposed tableau procedures for the logics of dynamic
I spaces. In fact, the ν-rule depends on the accessibility relation on the set of N -
prefixes which varies with the system. Moreover, due to the ν-rule, one needs to
keep track of all N -prefixes occurring in the branch. In [73], single step tableaux
(SST) for modal logics are presented which have the property of Hilbert-style
axiomatization as mentioned above. Moreover, SST modifies Fitting’s modal
tableau [28] by replacing the ν rule such that one is not required to keep track
of previously occurring prefixes. In the line of [73], one can propose SST for L
(the language of logics for dynamic I spaces) as well. We also need to modify
the ν-rule. For instance, for the dynamic K4 spaces, one can replace the ν-rule
with the following rules.

It is not difficult to see the soundness theorem. Independent proofs of com-
pleteness and decidability are not yet investigated. However, using Theorem 17,
one can prove the completeness theorem by showing that the ν-rule is deducible
here. Suppose (σ, σ′) ∈ RK4

n , char(σ) = char(σ′) = n and σv occurs on a branch
θ. We need to show that σ′ν0 can be introduced in θ using the rules mentioned
above. In fact, by giving arguments similar to Proposition 67 which was done for
S5, we obtain σ′ to be of the form σl1l2 · · · lr. Now, using the second rule above
r − 1 times successively starting from σν, we obtain σl1l2 · · · lr−1ν ∈ θ. Then
applying the first rule on σl1l2 · · · lr−1ν, we obtain σl1l2 · · · lr−lrν0 ∈ θ, that is
σ′ν0 ∈ θ.
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Following Or�lowska’s proposal of information structures, we can generalize
the notion of MSASD to define structures of the form (U, {R(P,B)}P⊆f N,B⊆A),
where we now require R(P,B) =

⋂
i∈P

⋂
a∈B R({i},{a}). The relation R(P,B) rep-

resents the distributed knowledge base of the group P of agents with respect to
the attribute set B. An obvious modification of LMSASD will give us a logic for
such a structure. Moreover, it does not appear to be a difficult exercise to get
a deductive system for such a logic. One may use the technique of copying to
obtain the completeness theorem. The situation is not so simple when we also
want to bring the descriptors into the picture. In fact, in such a case, our interest
would be on a logic for structures of the form

F := (W, {RI(P,B)}P⊆Ag,B⊆AC , {RS(P,B)}P⊆Ag, B⊆AC ,m),

where F := (W, {RI(i,B)}i∈Ag,B⊆AC, {RS(i,B)}i∈Ag, B⊆AC ,m) is a MIS-
structure (MDIS-structure) and RL(P,B) =

⋂
i∈P

⋂
a∈B RL(i,{a}), L ∈ {I, S}.

A logic for such a structure can be given by enriching the language of the logic
LMISf (LMDISf) with the modal operators [L(P,B)], which will play the role
of the syntactic counterpart of the relations RL(P,B). It is also not difficult to
extend the axiom schema given in Sect. 13.1 to this case. But the proof of the
completeness theorem does not seem to be an easy task. Copying will not work
here due to the presence of descriptors in the language.

In Sect. 12, logics are proposed for information systems with a finite set of
attribute values V ala for each attribute a, as is the case in usual practical prob-
lems. One may think of removing this restriction on the cardinality of V ala.
Observe that without this restriction axiom Ax8 would become an infinitary
wff. It is not difficult to see that each attribute a can be viewed as a predicate
Pa over the set of attributes. So, Pa(v) would indicate that the object takes the
value v for the attribute a. Thus, instead of working with the descriptors, one
may use these predicates. This formalism would also work in the case when V ala
is infinite for some (or, all) a. We refer to [56] for details on this line of research.

Another important direction is to carry out our study for non-deterministic
information systems (NIS). The uncertainty in NIS about attribute values of the
objects may be removed or reduced with time due to flow of information. One
may look for a dynamic logic capturing this aspect of NIS following the line of
investigation of dynamic logics for information systems presented here. In this
direction, a first step would be to obtain a logic for NIS with the features similar
to the logic of DIS proposed in Sect. 12.2. The logics proposed in [43] seems to
serve this purpose.

In literature one can find several works on the study of rough sets under a sit-
uation where knowledge base evolves with time (cf. e.g. [16,17,19,69,70,105]). In
this article, our proposal of dynamic logics is motivated from the formalism of the
notion of information and information update presented in Sect. 12.1. Depending
on the applications and type of information systems, one may need other notions
of information and corresponding update. It would be worth investigating if the
scheme of the current work in obtaining a dynamic logic would then be applica-
ble. At this point, we would like to add here that the dynamic logics of Sect. 12
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cannot capture information asking for the introduction or deletion of objects to
or from the domain. With time, we may get information about new objects, and
introduction of these objects might affect the concept approximations. Moreover,
sometimes, we may wish to view only a part of the domain instead of the whole,
while taking decisions. For instance, at some point, there may be insufficient
information about certain objects with respect to some attributes, and we may
wish, at that point, to ignore those objects while making decisions. As evident
from the work in [41,70,93,99], any study of rough set theory in the perspective
of update cannot be complete without touching these aspects of updates. The
update logic proposed in [56] overcomes these limitations.

In order to capture the situation where information regarding the attribute-
values of the objects are not precise but given in terms of probability, [44] pro-
posed the notion of probabilistic information system (PIS). Notions of distin-
guishability relations and corresponding approximation operators for PISs are
proposed and studied there. It is shown that the DISs, IISs and NISs are all spe-
cial instances of PISs. Moreover, the approximation operators defined on DIS
(relative to indiscernibility), IISs and NISs (relative to similarity relations) all
originate from a single approximation operator defined on PISs. It appears to us
that the multi-agent situation can be captured through PISs as well. Formulating
a logic for PIS is yet another pending work.
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