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## Preface

In this book, regular structures are defined as periodic structures consisting of repeated elements (translational symmetry) as well as structures with a geometric symmetry. Regular structures have for a long time been attracting the attention of scientists by the extraordinary beauty of their forms. They have been studied in many areas of science: chemistry, physics, biology, etc. Systems with geometric symmetry are used widely in many areas of engineering. The various kinds of bases under machines, cyclically repeated forms of stators, reduction gears, rotors with blades mounted on them, etc. represent regular structures.

The study of real-life engineering structures faces considerable difficulties because they comprise a great number of working mechanisms that, in turn, consist of many different elastic subsystems and elements. The computational models of such systems represent a hierarchical structure and contain hundreds and thousands of parameters. The main problems in the analysis of such systems are the dimension reduction of model and revealing the dominant parameters that determine its dynamics and form its energy nucleus.

The two most widely used approaches to the simulation of such systems are as follows:

1. Methods using lumped parameters models, i.e., a discretization of the original system and its representation as a system with lumped parameters [including finite-element method (FEM)].
2. The use of idealized elements with distributed parameters and known analytical solutions for both the local elements and the subsystems.

Each of these approaches has its own specific characteristics and methods of study, which are described in Chap. 2. On this basis, the book contains two parts.

The first part is devoted to the study of vibrations in linear systems with lumped (concentrated) parameters. In this part, dispersion equations (for systems with a periodic structure) as well as the theory of groups representation (for systems with geometric symmetry) are used. However, the specifics of the mechanical systems required a certain generalization of these approaches: Generalized projective operators of symmetry were introduced. This made it possible to take into account the
symmetry hierarchy in system, the small asymmetry arising as a result of the technological errors. The interactions of natural modes at vibroisolation of a body mounted on a symmetric frame and also the dynamic properties of a planetary reduction gear were investigated. The aforementioned approaches permit one to carry out the significant numerical simplification, using the characteristics of only one cell, and by this way to obtain analytical results.

The second part is devoted to systems with distributed parameters. In this part, the methods of dynamic compliances (stiffness) proposed by Professor M. L. Kempner are developed. In these approaches as form-building cells the idealized elements with distributed parameters are used. Methods for calculating such systems have been worked out. The basic matrices describing these systems, such as the transition matrix and the mixed matrix, as well as equations in finite differences, have been determined. With the help of these approaches, it is possible to obtain results in analytical form even for such complex elements of mechanical engineering structures as turbine disks with a blades package, multimass rotors, and cylindrical shells with circular and longitudinal ribbing. Both symmetric elements and reflection symmetry elements were treated.

Self-similar structures (fractals), in which every consecutive element is formed from the preceding one by a rotation and/or similarity transformation (scaling), can also be added to the regular structures. Examples of such systems in mechanical engineering are crankshafts, rods and beams whose parameters change in the same ratio from section to section, and the rotors of compressors where the disks are connected by means of conic shells.

The dynamic properties of such mechanical structures have not been studied thoroughly enough until now. A number of their dynamic properties are provided in this book. In particular, it is shown that some classes of self-similar structures represent a mechanical band filter. The natural frequencies of such systems as elements of flying machines e.g. rotors with self-similar disks and rotors of the drum type have been determined.

The book contains many numerical examples for real-life engineering structures, in particular aviation engines.

Part I was written by L.Y. Banakh, Part II by M.L. Kempner, and Sect. 3.4 by P.S. Akhmetkhanov.

This book is based on the original research the authors. The authors would like to thank Prof. V. Babitsky for his attention to this work.

Moscow, Russia
Rehovot, Israel
Liudmila Ya. Banakh
Mark L. Kempner
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## Chapter 1 Introduction

A broad class of systems in nature and engineering is represented by regular structures consisting of repeated elements or having a geometrical symmetry. A significant amount of research in various fields of science is devoted to the study of such systems.

The ideal nature of the buildup of regular structures predetermines their specific dynamic properties. So, for example, systems with repeated elements (with a periodic structure) possess filtering properties and have frequency condensation points.

The particular attractiveness of such structures consists in the possibility of using only a single form-generating cell in their study. Therefore, in many cases, it is possible to obtain an analytical solution even for rather complex systems with a hierarchical structure. A particular prominence is given in this book to obtaining analytical results.

However, mechanical regular structures represent a special class and have a number of specific features that differentiate them from structures created by nature.

Above all, as a rule, mechanical regular structures are subsystems of large structures and in turn consist of rather complex subsystems. As a result, their computational models have a large number of degrees of freedom and parameters. The choice a computational model of a system is ambiguous and does not represent a formalized procedure. The most important objective consists in revealing in this model the basic dominant elements that determine the main dynamic properties of the system. The choice of a model determines the methods of its study.

In the first part of the book, the vibrations of regular systems with lumped parameters and finite-element models are discussed. We represent also algorithm for derivation of FE-model for beam system in analytical form. The second part is devoted to the vibrations in systems with distributed parameters.

Various methods for studying symmetrical systems have been known for a long time in the theory of oscillations. The ideas for resolving the forces and displacements for elementary types of symmetry are developed in the theory of engineering structures [44, 100, 102], etc. In [29], a method based on the spectral features of cyclical matrices is used. In [37] the problem of the vibrations of a bar system is treated with the methods of structural mechanics and group representation theory. Here to every kind of displacements in a system corresponds its own subsystem
with special boundary conditions. In [115], the method of G-invariant subspaces is used in relation to the static of structures. Group representation theory received further development in [26], where the elementary cell is used. In [33], the concept of "equivalent points" for solids included in a mathematical model was introduced. This permits one to increase considerably the symmetry level of a system. It has also been shown in a number of studies that the presence of nonconservative forces narrows the symmetry level.

The models with distributed parameters for the systems with cyclic symmetry are discussed in [29, 45, 46, 102]. Some general approaches to the study of regular systems can be found in [80]. An interesting aspect appeared to be the transition from equations in finite differences to a continuous medium, i.e., the continualization problem [69, 70].

The most universal and elegant method in the study of systems with geometric symmetry is the theory of groups representation. The methods of this theory make it possible to obtain information about the behavior of a physical system without solving its equations, analyzing only its symmetry type. This is of particular importance when these equations are completely unknown. G. Weil wrote the following: "Each time when it is necessary to deal with some object, try to determine its automorphic group. This approach makes it possible to penetrate deeply into its internal properties." And in fact, each type of symmetry is related to a certain conservation law and, consequently, to a corresponding invariant of systems.

In the first part, we use theory of representation of discrete groups [61, 71]. This theory differs from the theory of continuous group Lee [84, 113], which uses the symmetry of partial differential equations. The mathematical apparatus of theory of groups representation was first proposed by Evariste Galois (1831). This theory is used successfully in physics and chemistry for studying the properties of crystals and multinuclear molecules. Its mathematical apparatus can be applied in the study of systems with any type of symmetry. It is difficult to overestimate the advantages of this approach. It makes it possible to determine easily and exhaustively the peculiarities of a system, including its dynamic features.

However, the specifics of mechanical systems required a certain generalization of these approaches. That is why we introduced generalized projective operators of symmetry and generalized modes. These concepts make it possible to take into account the hierarchy of subsystems and their multidimensionality. They also allow one to compress information in a large system with a hierarchical structure. This approach is very promising due to its algorithmic nature and the possibility of obtaining analytical results with the help of sufficiently simple matrix transformations.

The problems related to violations of the regularity as well as the stability are also closely related to the problems of regular structures. These problems can be caused by a small asymmetry of the structure, which usually emerges in mechanical structures. Then the systems become quasi-symmetrical. The applying generalized projective operators and decomposition approaches, taking into account weak dynamic interactions, also make it possible to solve this problem. The generalized modes which are invariants for given symmetry type are found for frame systems,
for vibroisolation of a body on a symmetric frame, and for the system of a planetary reduction gear. It enable the vibrations interactions between elements and subsystems to analyze.

The next class of the discussed systems is represented by systems with repeated elements (systems with translational symmetry). A large contribution to the development of systems with such a structure in mechanical engineering was made by works on the statics and dynamics of structures [6, 22, 23, 35, 36, 55, 80, 89, 110]. Thereby, the method of forces (displacements), which is traditional for the theory of structures, as well as a mixed method is used.

The wave approach [25] is traditionally used in studying the oscillations of periodic systems. This approach consists in obtaining a dispersion equation that links the wavelength and frequencies of the free vibration. The use of dispersion equations provides a lot of information about a complex system and - which is very important - in a condensed form. These equations reflect the general feature of the oscillating structure under any boundary conditions. This makes it possible to obtain a solution for free and for forced oscillations of an assembled system (or its separate parts) by using equations for only one cell. Therefore, we solve equations whose order is equal to the number of the degrees of freedom for one form-shaping element.

This approach is widely used in quantum mechanics for studying the properties of molecules [89, 91, 97]. In acoustics, it is used for studying extended structures in the high-frequency range when the wavelength is considerably less than the dimensions of the structure under investigation [78]. In these cases, it is possible to treat the system as endless.

It was used $[6,78]$ for studying structures in the mechanical engineering in the high-frequency range, in particular for systems with angular junctures, discrete inclusions, and ribbings. The dispersion equations were obtained with the help of the dynamic compliance for the construction elements. The reception of dispersion equations was used in [48] for solving problems in aerodynamics.

We use the dispersion equations for finite-element models. It has enabled to obtain the analytical results for wide class of mechanical systems such as beams systems, frames, laminar systems with sparsely positioned laminar ribbing and also for FE-models of symmetrical systems.

Regular structures with translational symmetry represent nonetheless a relatively limited class of structures and do not describe many natural and technical systems. However, this can be expanded considerably by complementing them with a class of self-similar structures (fractals). The fractal is a structure consisting of parts that are similar to the structure as a whole [32, 75, 76]. This is one of the most important principles of form building in nature. In the field of mechanical engineering, they include, for example, a beam with a stepwise change in its cross section, crankshafts (screw symmetry), a drum-type rotor with a conic shell, etc.

The specific characteristics of such systems in the process of their vibrations have not been studied sufficiently. We analyze some dynamical peculiarities in this book. In particular, it has been shown that a self-similar beam is a mechanical banded filter.

Its pass band is inversely related to the scale coefficient. When the scale coefficient is large, the system can be considered a one-frequency filter.

As it was above mentioned the dynamic analysis of mechanical structures including many subsystems is effective only when the system is treated as an assembled. When studying large systems of any nature, the most powerful and natural approaches are decomposition ones. These approaches allow one to analyze the subsystems separately and then to take into account the effect of the interaction between these subsystems. This is very efficient both for the theoretical and numerical analysis. The methods of decomposition of dynamic systems are developing at present in the following directions:
a) Variants of the component synthesis of normal modes;
b) Topological methods using graph theory based on the works of G. Kron "Diakoptics" [67];

The topological approaches use graph theory, the tensor calculus, and also electromechanical analogies. These methods have received a widespread prevalence and are used in various fields of science: informatics, mechanical engineering, and economics. Initially they were used in electric circuit theory; however, afterwards they became widely used in automatic control theory, computerization, etc. G. Kron [67] uses two information sources about a system: its equations and its graphs. For the assembling subsystems he uses the subgraphs, introduction of additional nodes, elimination of existing ones, etc. In the afterword to Russian translation of the book, A. V. Baranov proved that these procedures are equivalent to simple matrix transformations: elimination of coordinates, introduction of additional nodes, permutation of rows and columns, etc.

In [92], topological methods are used for mechanical systems. The use of these methods here requires further generalizations due to the multidimensionality of the graph branches, the presence of reciprocal elastic connections between elements. The subsystems assembling were performed with help of compliance matrices.

The methods of network theory are also widely used in the analysis of large mechanical systems, including rotor systems [34, 101]. In [108], graphs and oriented graphs are used in the equivalent transformation of vibration models.

But it must be pointed out that in these methods the process of decomposition into subsystems is arbitrary and does not take into account certain specific features of the system. However, the arbitrary decomposition of the mathematical model is not that efficient. Actually, the solution for an assembled system differs considerably from that for individual systems. That is why we use an approach that takes into consideration the level of dynamic interactions between subsystems. For these purpose the coefficients determining the value of dynamic interactions in multibody mechanical systems are given [11].

It was found that weak interactions emerge, in particular, at wide diapason of elastic-inertial parameters, at a small asymmetry in system, with strong frequency disparity between the subsystems [9, 10]. And these factors practically always
are available in the big systems. Therefore it is the main property of hierarchical mechanical systems.

The vibrations in weakly interacted subsystems take place practically independently of each other. In this case the decomposition of the physical system and its mathematical model coincide. The use of various decomposition ways permits to reveal the dominant coordinates in given frequency range.

The systems with distributed parameters we consider in the second part of the book.

The methods of dynamic compliances (stiffness) proposed by Kempner [53] are very efficient in the study of rather complex real-life structures. Here these methods are essentially generalized. In this case, the dynamic model is presented in the form of a set of elements with distributed parameters. For each element of this kind, the dynamic compliances (stiffness) are determined as a harmonic function of the excitation frequency. Since these quantities depend on the excitation frequency, they are called dynamic compliances (stiffness) by analogy with static compliances (stiffness). When analyzing the vibrations of two linked subsystems, the compatibility condition at the point of linking must be fulfilled. This condition means that sum of dynamic compliances for subsystems is equal to zero. The frequency that makes the sum equal to zero will be the natural frequency of the assembled system.

This approach can be easily generalized for systems with damping by introducing a complex frequency describing the damping [30].

However, the possibilities of the proposed methods are considerably wider than the merely static analogy. The fact that the dynamic stiffness (compliance) of an element can be expressed through its static stiffness and the spectrum of its natural frequencies is very important for practical use. This opens up a wide possibility for its experimental determination and for the subsequent incorporation of the given element into the main system [53,54]. The preliminary linearization of the element is also possible. This is particularly important for real-life engineering structures when the analytic studies are extremely complicated.

The proposed methods solve the problem of determining the dependence between the dynamic characteristics of an assembled system and its formative elements. In this sense, it can be considered that this position is a variant of the above-mentioned Diakoptics [67] - the analysis of complex systems in parts.

These methods turned out to be efficient enough in the study of the vibrations of systems with a regular structure. It makes effective use of equations in finite differences [64, 82], transition and mixed matrices.

There is also the investigation of regular systems with reflection-symmetric and antisymmetric elements as well as those with self-similar elements. The proposed approaches allow one to find a solution in analytical form. In addition, the vibrations of cylindrical shells with round stiffness ribbings at arbitrary boundary conditions, as well as vibrations of cylindrical shells with longitudinal stiffness ribbings, including the asymmetric profile, are studied.

In book we use mainly the matrix methods. The matrix methods become particularly valuable in the study of linear oscillations in large systems. They are
convenient not only because of the easy numerical calculations. The structure of the matrix reflects the physical structure of system and clearly describes the interactions between the subsystems and the elements. The studies [5, 27, 31, 34, 86] have made a large contribution to the problem of applying the matrix methods in the theory of oscillations.

From a mathematical point of view, the methods that have been discussed can be treated as a transformation of coordinates or as a space transformation. Such a transformation is possible not only for regular systems but also in the case of self-similar structures.

On the basis of the proposed approaches, studies of the vibrations in real-life structures have been performed, such as: rotors with a regular and self-similar structure; vibroisolation systems on symmetrical frames; elements of flying machines, such as shrouded blades; reduction gear systems.

# Chapter 2 <br> Mechanical Vibratory Systems with Hierarchical Structure. Simulation and Calculation Methods 

### 2.1 Introduction

Real-life machines, such as gas-turbine and liquid propellant rocket engines, machine tools, etc., comprise a large number of working mechanisms. In turn, these mechanisms consist of various elastic subsystems and components. The study of the dynamic processes in such systems can lead to exhaustive results only when the system is treated as a whole entity and the interactions between the all substructures and elements are taken into consideration. The computational models of such systems with a hierarchical structure contain hundreds and thousands of parameters. The cardinal problem in this respect is above all the simulation of a large system and then the revealing of a relatively small number of variables that determine its dynamics and constitute its energy "nucleus."

The methods of vibration analysis of mechanical systems with a hierarchical structure have been in active development since the 1940s and 1950s. The dynamic behavior of large systems is very versatile. The possibility for describing these or other properties depends essentially on the accepted computational model and the calculation methods. At present, there are many different approaches to the simulation of a real structure and its vibrational analysis. They can be consolidated into several large groups:

1. Methods using the models with lumped parameters. This is a discretization of the original system and its representation as a system with lumped parameters (including the finite-element method (FEM)).
2. Using as a model idealized elements with distributed parameters and a known analytical solution.
3. Continualization, i.e., creating a computational model in the form of a continuous medium. This means a certain smoothing of the sufficiently densely positioned discrete inclusions and elements [49, 70]. In this way, a continuous model of a system with distributed parameters is created; it is described by partial differential equations. This method is particularly effective for the high-frequency range. In this case, a model with distributed parameters, equivalent to the initial system at the energy level, can be deriving [85]. There are asymptotic estimates for the
vibrational spectrum [109, v. 1]. At present, the so-called methods of statistical energy analysis have also received wide prevalence.

The methods of idealization of the first two groups, which permit one to study vibrations of the mechanical systems in a sufficiently wide frequency range, are used in this book. The vibrations of linear systems are also discussed.

### 2.2 Models of Mechanical Systems with Lumped Parameters

In a real-life structure, there are usually at the same time elements that can be treated as concentrated masses or solids and also as elements with distributed parameters. The sufficiently rigid massive inclusions could be assigned to the first group, while the beams, plates, shells, etc. to the second one.

There are different ways of discretization. The representation of systems in the form of concentrated masses or solids connected by massless elastic elements is one of the earliest methods. The examples in Fig. 2.1 show simplified models as systems with lumped parameters for a number of structures.

The computational model describing the plane bending vibrations of the rotor of a turbo-driven pump aggregate can be simulated in the form shown in Fig. 2.1a. This is a system with several concentrated masses positioned in the inertia centers of the disks and connected to each other by massless connections. The long rocket structure can be simulated as a free system with dot masses connected by elastic beams (Fig. 2.1b). A gas turbine engine with the casing taken into consideration is presented in Fig. 2.1c. The casing here is simulated in the form of rigid masses connected by elastic rods. The elastic elements comprise the connections between the rotor and the casing and between the casing and the engine support points. They all

Fig. 2.1a-c Discrete models of various mechanical systems: (a) rotor of a turbo-driven pump aggregate, (b) components of a rocket, (c) gas turbine engine with casing

(a)


(c)
are simulated as weightless elastic elements whose stiffness is equal to the stiffness of the corresponding elements in the basic system.

Such a method of simulating the structure describes sufficiently well the lowfrequency vibrations. However, the problem of the accuracy of the model depending on the number of selected masses remains open. It is necessary to keep in mind that refinement of the model performed with help of very small elements can lead to an incorrect result if the wavelength of the element is commensurate with the cross-section size [20].

Discrete models are described by ordinary differential equations. In this case, the elements of the structure, such as massive disks or heavy sections of shafts or beams, are treated as rigid bodies with the same masses and inertia moments. Very often they are replaced by dot masses concentrated in the inertia center of the corresponding rigid body. But in this case the angular displacements of the concentrated masses cannot be taken into account.

Discrete models are described by ordinary differential equations in two ways: by equations of the following kind:

$$
\begin{equation*}
m_{s} \ddot{x}_{s}+\sum_{j=1}^{n} k_{s j} x_{j}=Q_{s}(t) \tag{2.1}
\end{equation*}
$$

or by the following equations:

$$
\begin{equation*}
x_{s}+\sum_{j=1}^{n} m_{j} \delta_{s j} \ddot{x}_{j}=\sum_{j=1}^{n} \delta_{s j} Q_{j}(t) \quad(s, j=1 \ldots n) . \tag{2.2}
\end{equation*}
$$

In Eq. (2.1), $k_{s j}$ are the static stiffness coefficients, $m_{s}$ is the mass concentrated in node $s$, and $Q_{s}(t)$ is the external force applied to node $s$. In Eq. (2.2), $\delta_{s j}$ are the static compliance coefficients.

### 2.2.1 Coefficients of Static Stiffness and Compliance

Static stiffness coefficients. Let us now determine the physical meaning of the static stiffness coefficients. In order to do that, let us first consider the following problem of statics. Let us set in (2.1) the inertia terms $m_{i}=0(i=1 \ldots n)$ and the force $Q=$ const.

$$
\begin{equation*}
\sum_{j=1}^{n} k_{s j} x_{j}=Q_{s} \tag{2.3}
\end{equation*}
$$

Now it is clear from (2.3) that the static stiffness coefficients in any node, for example in $s$ are defined as

$$
\begin{equation*}
k_{j s}=\frac{Q_{j}}{x_{s}} \text { at } x_{j} \equiv 0(j=1 \ldots n, j \neq s) \tag{2.4}
\end{equation*}
$$

In such a way, this coefficient is numerically equal to the force emerging in the node $j$ at a unit displacement of node $s$. At the same time, all other $n-1$ nodes $(s \neq j)$ are rigidly fixed.

At $s=j$, the coefficient of stiffness $k_{s s}$ is named as principal (or main), at $s \neq j$ it is named as collateral (mixed).

According to Betty's reciprocity theorem: $k_{s j}=k_{j s}$.
For the free vibrations we have in matrix form

$$
\begin{aligned}
(-\mathbf{M} \Lambda & +\mathbf{K}) \mathbf{X}_{0}=0 \\
\mathbf{K}_{(n \times n)} & =\left[\begin{array}{llll}
k_{11} & k_{21} & \ldots & k_{n 1} \\
k_{21} & k_{22} & \ldots & k_{2 n} \\
\ldots & \ldots & \ldots & \ldots \\
k_{n 1} & k_{n 2} & \ldots & k_{n n}
\end{array}\right] \quad \text { is a stiffness matrix. }
\end{aligned}
$$

The inertia matrix $\mathbf{M}$ is often set as a diagonal matrix, i.e.,

$$
\begin{aligned}
& \mathbf{M}=\operatorname{diag}\left[m_{i}\right]=\left[\begin{array}{llll}
m_{1} & & \\
& \ddots & \\
& & & \\
& & m_{n}
\end{array}\right] \\
& \Lambda=\operatorname{diag}\left[\omega_{s}^{2}\right], \omega_{s} \text { are natural frequencies }
\end{aligned}
$$

The spectrum of natural frequencies $\omega_{s}$ as solution of eigenvalue problem is defined

$$
\operatorname{det}(-\mathbf{M} \Lambda+\mathbf{K})=0
$$

For harmonic excitation with frequency $\omega$ we have

$$
Q_{s}=Q_{s 0} \sin \omega t, x_{s}=x_{s 0} \sin \omega t(s=1 \ldots n)
$$

Then Eq. (2.1) in matrix form has the view

$$
\begin{equation*}
\left(-\mathbf{M} \omega^{2}+\mathbf{K}\right) \mathbf{X}_{0}=\mathbf{Q}_{0}(t) \tag{2.5}
\end{equation*}
$$

$\mathbf{X}_{0}$ denotes a column vector of the vibrations amplitudes for coordinates $x_{s}, \mathbf{Q}_{0}$ is a column vector of amplitudes for the external forces. Equation (2.5) has the meaning of a compatibility condition for the forces in the nodes.

After taking into account the viscous linear damping, new terms $b_{i} \dot{x}_{i}$, depending on the velocity, will appear in Eq. (2.5). In this case, by setting $x_{r}=A_{r} e^{i \omega t}$, we find that the matrix

$$
\mathbf{D}(\omega)=\left(-\mathbf{M} \omega^{2}+i \mathbf{B} \omega+\mathbf{K}\right)
$$

becomes a complex one.

Static compliance coefficients. These are defined as a ratio of the coordinate displacement $x_{j}$ in node $j$ caused by force $Q_{s}$ applied to node s:

$$
\delta_{j s}=\frac{x_{j}}{Q_{s}} \quad \text { at } Q_{j} \equiv 0(j \neq s) .
$$

At the same time in all other nodes the forces are equal to zero.
The matrix of static compliance $\delta=\left[\delta_{s j}\right]$. Motion equation (2.2) in matrix form:

$$
\mathbf{X}+\delta \mathbf{M} \ddot{\mathbf{X}}=\delta \mathbf{Q}(t)
$$

This equation has the meaning of a compatibility condition for displacements in the nodes. It is obvious that

$$
\mathbf{K}=\delta^{-1}
$$

But it is necessary to point out that the elements of matrices $\mathbf{K}$ and $\delta$ are not inverse to each other, i.e.,

$$
k_{s j} \neq \frac{1}{\delta_{s j}}
$$

as they are calculated under different conditions of fixation of the nodes. Their convertibility is possible only in the case of a one-dimensional chain system.

The electrical impedance $z_{s j}$ (conductivity $y_{s j}$ ) is determined analogically; in this case, the velocity $\dot{x}_{s}$ is used instead of the displacement $x_{i}$. In the term "admittance," which is usually used in experimental studies, the acceleration $\ddot{x}_{s}$ is used. These coefficients are convenient for an electromechanical system of analogies.

### 2.2.2 Static Stiffness Coefficients for a Beam

Many books on the theory of vibrations [20, 106] contain various examples for determining the coefficients of static stiffness and compliance. Nevertheless, we will provide a simple method for determining the static stiffness coefficients for a beam. We will need these relationships later on in determining the stiffness matrix for beam finite element in analytical form.

These coefficients for a beam element can be derived easily from the known equations of theoretical mechanics. Figure 2.2a, b shows a plane beam element [21].

The generalized coordinates are the displacement $y$ and the angle of rotation $\theta$, i.e., the tangent to the bending deflection curve. The bending moment is $M_{\text {bend }}$.

The static equation for a beam is

$$
\begin{equation*}
E I y^{\prime \prime}=M_{\text {bend }}(y) . \tag{2.6}
\end{equation*}
$$

Then we determine all coefficients of stiffness in accordance with Eq. (2.4). For this we set sequentially the unitary displacement on each of the generalized

Fig. 2.2a,b Determining the static stiffness coefficients for a plane beam element in the case of transversal (a) and angular (b) displacements

(b)
coordinates and determining the respective reactions in the node. And in addition to that we will set the following boundary conditions:

$$
\text { At } x=l: y=1 ; \theta_{y}=0 ; \text { at } x=0: y=0, \theta_{y}=0
$$

Then the stiffness coefficients $k_{11}, k_{21}$ are equal, respectively, to the force and the moment that have to be applied in order to maintain the beam in the position shown in Fig. 2.2a. Thus it is obvious that

$$
M_{\text {bend }}(y)=k_{11}(l-y)+k_{21} .
$$

By integrating the beam Eq. (2.6) at the set boundary conditions, we obtain

$$
\begin{equation*}
k_{11}=\frac{12 E I}{l^{3}}, \quad k_{21}=-\frac{6 E I}{l^{2}} . \tag{2.6a}
\end{equation*}
$$

Analogically, we determine $k_{12}, k_{22}$. From Fig. 2.2b

$$
\begin{equation*}
k_{22}=\frac{4 E I}{l}, k_{21}=k_{12} \tag{2.6b}
\end{equation*}
$$

After the coefficients of stiffness have been determined, the static stiffness matrix for the right-hand end of the beam can be formed:

$$
\mathbf{K}=\left[\begin{array}{ll}
k_{11} & k_{12} \\
k_{21} & k_{22}
\end{array}\right]
$$

### 2.3 Reduction of Models with Lumped Parameters

As has already been pointed out, when discretization methods (or FEM) are used, computational models with a great number of degrees of freedom are obtained. That is why the various methods for dimension reduction as well as methods for decomposition of the dynamic model, acquire great importance.

The limiting of the number of generalized coordinates is possible, for example, in the following cases:

- If there are additional connections between the elements;
- If the system contains elements with small inertia terms.

On this basis, the following approaches exist.
Condensation of the stiffness matrix in the case of additional connections. In this case, the condensation of the stiffness matrix can be achieved by eliminating the coordinates with a rigid fixation because there are no displacements along these coordinates [15]. However, the fixable coordinate may not coincide with the selected coordinate axes and can represent a linear combination of the generalized coordinates $x^{*}=\sum_{i} \alpha_{i} x_{i}$. Then, at the beginning it is necessary to perform a preliminary coordinates transformation in order to delimit coordinate $x^{*}$ in the initial matrix

$$
x^{*}=\left[\begin{array}{cccccc}
1 & & & & \\
& 1 & & & \\
\alpha_{1} & \alpha_{2} & \alpha_{3} & \cdots & \alpha_{n} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
& & & & 1
\end{array}\right] x=\mathbf{N} x
$$

After this transformation, the matrix of the system will appear as follows:

$$
\mathbf{D}^{*}=\mathbf{N}^{-1} \mathbf{D N}
$$

Now one can eliminate the corresponding row and column from the transformed matrix $\mathbf{D}^{*}$ and obtain in this way a system of the order $n-1$.

As is known from the Rayleigh theorem [105] for a system with additional connections, its $n-1$ eigenfrequencies $\omega_{i}^{\prime}$ are located between the $n$ eigenfrequencies of the initial system, i.e., $\omega_{1}<\omega_{1}^{\prime}<\omega_{2}<\omega_{2}^{\prime}<\cdots<\omega_{n}$. This fact can be used to evaluate the eigenfrequencies through analysis of simpler subsystems formed from the initial system by fixing of some nodes.

As regards the compliance matrix for systems with additional connections, their condensation can be achieved by eliminating the rows and columns that correspond to the free nodes because the generalized forces along these coordinates are equal to zero.

Condensation of the stiffness matrix at the existence of the inertia-free elements. In this case, the condensation of the stiffness matrix can be performed by known elimination of the inertia-free elements (Gaussian elimination) [39]. Let us
consider Eq. (2.5) at $\mathbf{Q}=0$. Let us assume that the inertia elements corresponding to coordinates $\mathbf{X}_{2}$ are equal to zero. After regrouping the rows and the columns, we write down the matrix in the form

$$
\left[\begin{array}{ll}
\mathbf{M}_{\mathbf{1}} &  \tag{2.7}\\
& \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\ddot{\mathbf{X}}_{1} \\
\ddot{\mathbf{X}}_{2}
\end{array}\right]+\left[\begin{array}{ll}
\mathbf{K}_{11} & \mathbf{K}_{12} \\
\mathbf{K}_{21} & \mathbf{K}_{22}
\end{array}\right]\left[\begin{array}{l}
\mathbf{X}_{\mathbf{1}} \\
\mathbf{X}_{2}
\end{array}\right]=0 .
$$

From Eq. (2.7)

$$
\begin{equation*}
\mathbf{X}_{2}=\mathbf{K}_{21} \mathbf{K}_{22}^{-1} \mathbf{X}_{1} \tag{2.8}
\end{equation*}
$$

the equation for the inertia-free coordinates $\mathbf{X}_{2}$ is converted into an equation of statics, and they are determined from algebraic equation (2.8). From Eqs. (2.7) and (2.8) we obtain a matrix equation for a reduced system with $n-l$ generalized coordinates ( $l$ is the dimension of vector $\mathbf{X}_{2}$ ):

$$
\mathbf{M}_{\mathbf{1}} \ddot{\mathbf{X}}_{\mathbf{1}}+\left(\mathbf{K}_{\mathbf{1}}-\mathbf{K}_{3} \mathbf{K}_{4}^{-1} \mathbf{K}_{2}\right) \mathbf{X}_{1}=\mathbf{0}
$$

Dynamic condensation. If the inertia matrix (2.7) contains nonzero off-diagonal terms, i.e., $\mathbf{M}_{12}, \mathbf{M}_{21}, \mathbf{M}_{22} \neq 0$,

$$
\mathbf{M}=\left[\begin{array}{ll}
\mathbf{M}_{11} & \mathbf{M}_{12} \\
\mathbf{M}_{2} & \mathbf{M}_{22}
\end{array}\right]
$$

then after elimination of the coordinates, the inertia matrix is transformed in the following way:

$$
\begin{equation*}
\mathbf{M}^{*}=\mathbf{M}_{1}-\mathbf{K}_{12} \mathbf{K}_{22}^{-1} \mathbf{M}_{22} \mathbf{K}_{22}^{-1} \mathbf{K}_{21}-\mathbf{K}_{21} \mathbf{K}_{22}^{-1} \mathbf{M}_{1}-\mathbf{K}_{12} \mathbf{K}_{22}^{-1} \mathbf{M}_{21} \tag{2.9}
\end{equation*}
$$

Rayleigh-Ritz method [17]. In this method, the eigenvector $\mathbf{X}_{i}$ is searched for in the view of a linear combination of several basic vectors $\boldsymbol{\Phi}_{j}$ that satisfy the boundary conditions:

$$
\begin{equation*}
\mathbf{X}_{i}^{*}=\Sigma_{\alpha_{j}} \boldsymbol{\Phi}_{j} \quad(j=1 \ldots n, i=1 \ldots q), q<n \tag{2.10}
\end{equation*}
$$

In this way, $\mathbf{X}^{*}{ }_{j}$ depends now on $q<n$ parameters $\alpha_{\mathrm{j}}$. The success of this method depends primarily on the adequate selection of the basic vectors. Some bending deflections caused by certain loads, e.g., from the action of the gravity force, are usually selected as basic vectors. Then the function $\boldsymbol{\Phi}_{j}$ can be found from the equations of statics:

$$
\mathbf{K} \boldsymbol{\Phi}=\mathbf{P}
$$

$\Phi=\left[\Phi_{1 \ldots . .} \Phi_{\mathrm{n}}\right]$ is an orthogonal matrix of the order of $n \times q$, which is formed by $q$ basic functions.

Further on, by treating (2.10) as a transformation of coordinates and setting $\mathbf{K}^{*}=$ $\boldsymbol{\Phi}^{\mathbf{T}} \mathbf{K} \boldsymbol{\Phi}=\boldsymbol{\Phi}^{\mathbf{T}} \mathbf{P}, \mathbf{M}^{*}=\boldsymbol{\Phi}^{\mathbf{T}} \mathbf{M} \boldsymbol{\Phi}$, we solve the eigenvalue problem for a matrix of the order of $\mathrm{q}:\left(\mathbf{K}^{*}-\mathbf{\Lambda}^{*} \mathbf{M}^{*}\right)=\mathbf{0}$. As a result, $q$ approximate eigenvalues of $\boldsymbol{\Lambda}^{*}$ and the eigenvectors $\mathbf{X}^{*}=\boldsymbol{\Phi} \mathbf{X}$ are determined. It follows from the Rayleigh theorem that the approximated eigenvalues are greater than the real ones, i.e., $\Lambda<\Lambda^{*}$.

The method of static condensation can be considered as a variant of the Ritz method with basic vectors $\boldsymbol{\Phi}_{j}$.

In [7], an approach using the normal modes of Bulgakov in a complex form is elaborated, which does not require any constraints on the type of the damping characteristics and also allows one to take into account the gyroscopic terms.

The method of synthesis of the vibration modes consists in the following. First, the vibration modes are determined individually for every subsystem. Then they are synthesized in order to obtain the vibration modes for the assembled system whole. Different types of fixations for the subsystems are used in the process: with free boundaries, with fixed ones, with mixed boundary conditions $[19,62,66$, $72,96,99]$. In this way, several types of displacement that are compatible with the connections can be taken into account. The different modifications of these approaches use an iteration procedure, approximated or imprecise vibration modes. For example, in [28], the internal and external coordinates for the subsystems are differentiated. Low-level vibration modes are calculated for the internal coordinates with the external ones fixed:

$$
\left(\mathbf{K}_{s s}-\Lambda \mathbf{M}_{s s}\right) \tilde{\Phi}=0
$$

The obtained solution is superimposed on the external coordinates:

$$
\mathbf{x}_{s}=-\mathbf{K}_{s s}^{-1} \mathbf{K}_{s m} \mathbf{x}_{m}+\tilde{\boldsymbol{\Phi}} \mathbf{y}
$$

These methods of reduction are efficient for systems with a not very large dimension (up to 100 degrees of freedom). In the case of systems with larger dimension, other approaches are used, such as, for example, elimination of the modal coordinates [103], decomposition methods (see 2.7, 2.8).

### 2.4 Coefficients of Dynamic Stiffness and Compliance

The further generalization of the presented approaches for simulating and calculating mechanical oscillating systems consists in the introduction of coefficients of dynamic stiffness and compliance. These coefficients are convenient for the analysis of harmonic vibrations. To this end, the system is divided into elementary subsystems (cells). The coefficients of dynamic stiffness and compliance are determined for these cells. As we will see below, they can be easily determined if the resonance and antiresonance frequencies of the selected cells are known [53]. That is why
elements with known analytical solutions (for example, such as the beams, plates, shells, etc.) are selected as cells.

### 2.4.1 Coefficients of Dynamic Stiffness

Let us go back to Eq. (2.2). In the case of harmonic vibrations, when $x_{s}=x_{s 0} \sin \omega t$, these equations have the form

$$
\begin{equation*}
\sum_{j=1}^{n}\left(-\omega^{2} m_{s}+k_{s j}\right) x_{s 0}=Q_{s 0} \quad(s=1 \ldots n) \tag{2.11}
\end{equation*}
$$

where $x_{s 0}$ is the vibration amplitude and $Q_{s 0}$ is the amplitude of the exciting force.
The coefficients at coordinates

$$
\begin{equation*}
-\omega^{2} m_{s}+k_{s j}=r_{s j}(\omega) \tag{2.12}
\end{equation*}
$$

$r_{s j}(\omega)$ are called coefficients of dynamic stiffness (rigidity). With the help of these coefficients, Eq. (2.11) can be written in a view that is analogous to (2.3)

$$
\sum_{j=1}^{n} r_{s j}(\omega) x_{j 0}=Q_{s 0}(t)
$$

or in a matrix form

$$
\mathbf{R}(\omega) \mathbf{X}_{0}=\mathbf{Q}_{0}
$$

In this way, the coefficients of dynamic stiffness are different from the static ones in the fact that they are determined when the system is excitated by harmonic external forces. The coefficients of dynamic stiffness (compliance) are defined as the ratio between the corresponding amplitudes of the harmonic vibrations and the external forces. These coefficients are already dependent upon the frequency of the vibrations $\omega$. The physical meaning of these coefficients is defined analogously to Eq. (2.4).

$$
r_{s j}=\frac{Q_{j 0}}{x_{s 0}} \quad \text { at } x_{j} \equiv 0(j \neq s) \quad(s, j=1 \ldots n)
$$

Therefore, the coefficients of dynamic stiffness are equal to the ratio between the amplitude of the harmonic exciting force $Q_{j 0}$ in node $j$ and the amplitude of the vibrations of coordinates $x_{s}$ under the condition that all other coordinates $s \neq j$ are rigidly fixed.

As has already been pointed out above, the inertia matrix $\mathbf{M}$ in mechanical systems is assumed to be a diagonal one. Then the following relations are obtained for the principal and collateral coefficients of static and dynamic stiffness:

$$
r_{s s}=k_{s s}-\omega^{2} m_{s}, \quad r_{s j}=k_{s j}=r_{j s} . r_{s j}=r_{j s}
$$

### 2.4.2 Coefficients of Dynamic Compliance

Let us now write the motion equation using the coefficients of compliance

$$
\begin{equation*}
x_{s 0}=\sum_{j=1}^{n} e_{s j} Q_{j 0} \quad(s=1 \ldots n) \tag{2.13}
\end{equation*}
$$

In matrix form

$$
\mathbf{X}_{0}=\mathbf{e} \mathbf{Q}_{0}, \quad \mathbf{e}=\left[e_{r j}\right], \mathbf{e}=\left[\begin{array}{cccc}
e_{11} & e_{12} & \cdots & e_{1 n}  \tag{2.14}\\
e_{21} & e_{22} & \cdots & e_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
e_{n 1} & e_{n 2} & \cdots & e_{n n}
\end{array}\right]
$$

Obviously $\mathbf{e}=\mathbf{R}^{-1}$.
These equations have a form that is analogous to the method of forces in civil engineering. In analogy to the static problem, the coefficients $e_{r j}$ are called as coefficients of dynamic compliance.

Let us now determine the coefficients of dynamic compliance. To this end, let us set in Eq. (2.13) all forces equal to zero, except for $Q_{s}$. Then

$$
\begin{equation*}
e_{j s}=\frac{x_{j 0}}{Q_{s 0}} \quad \text { пр н } Q_{j}=0(j \neq s)(s, j=1 \ldots n) \tag{2.15}
\end{equation*}
$$

Therefore, the coefficient of dynamic compliance is equal to the amplitude of the harmonic vibration of the coordinates $x_{j}$, which arise at the action of the exciting force with unitary amplitude applied to node $s$. At the same time in all other nodes the forces are equal to zero.

The coefficient of dynamic compliance can be obtained also as a solution of the algebraic equations (2.11). Let us assume that an exciting harmonic force with amplitude $Q_{s}$ has been applied to node $s$. Then Eq. (2.11) will take the following form:

$$
\left[\begin{array}{cccc}
\delta_{11} m_{1} \omega^{2}-1 & \delta_{12} m_{2} \omega^{2} & \ldots & \delta_{1 n} m_{n} \omega^{2} \\
\delta_{21} m_{1} \omega^{2} & \delta_{22} m_{2} \omega^{2}-1 \ldots & \delta_{1 n} m_{n} \omega^{2} \\
\ldots & \ldots & \ldots & \ldots \\
\delta_{n 1} m_{1} \omega^{2} & \delta_{n 2} m_{2} \omega^{2} & \ldots & \delta_{n n} m_{n} \omega^{2}-1
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\ldots \\
x_{n}
\end{array}\right]=\left[\begin{array}{c}
\delta_{1 s} Q_{s} \\
\delta_{2 s} Q_{s} \\
\ldots \\
\delta_{n s} Q_{s}
\end{array}\right]
$$

Now we define from this equation the dynamic compliances coefficients. According to (2.15) let us suppose that to the some node $s$ the external force with unit amplitude $Q=1$ is applied. Then we receive from this equation the following solution

$$
x_{j}=e_{s j}=\operatorname{det}\left|\begin{array}{ccc}
\delta_{11} m_{1} \omega^{2}-1 & \cdots & \delta_{1 j} \cdots \\
\delta_{21} m_{1} \omega^{2} & \cdots & \delta_{2 j} \cdots \\
\cdots & \cdots & \delta_{1 n} m_{n} \omega^{2} \\
\cdots & \delta_{1 n} m_{n} \omega^{2} \\
\delta_{n 1} m_{1} \omega^{2} & \cdots & \delta_{n j} \cdots \\
\cdots & \delta_{n n} m_{n} \omega^{2}-1
\end{array}\right|
$$

Let's carry out some elementary transformations in this determinant at which in row $j$ only one nonzero term $\delta_{s j}$ remains only. After that we obtain the following relations for principal and collateral compliances

$$
\begin{align*}
& \boldsymbol{e}_{s s}=\delta_{s s} \frac{\boldsymbol{\Delta}_{s s}^{(n-i)}}{\operatorname{det} \mathbf{e}} \\
& \boldsymbol{e}_{s j}=\delta_{s j} \frac{\boldsymbol{\Delta}_{s j}^{(n-2)}}{\operatorname{det} \mathbf{e}} \tag{2.15a}
\end{align*}
$$

Here $\boldsymbol{\Delta}_{s s}^{(n-1)}$ is a main minor $(n-1) \mathbf{x}(n-1)$ corresponding to element $e_{s s}$ in matrix $\mathbf{e}, \boldsymbol{\Delta}_{s j}^{(n-2)}$ is minor $(n-2) \mathbf{x}(n-2)$ obtained after deletion of $s$ and $j$ rows and columns. This relation has a sufficiently clear physical meaning that permits one to easily obtain these coefficients. Indeed, the denominator det $\mathbf{e}$ in (2.15a) is the frequency determinant of the system. Therefore, it is determined by the multiplication of its roots, i.e., it depends on the multiplication of the squares of its natural frequencies

$$
\begin{equation*}
\operatorname{det} \mathbf{e}=\prod_{s=1}^{n-1}\left(1-\frac{\omega^{2}}{\omega_{s}^{2}}\right) \tag{2.15b}
\end{equation*}
$$

$\omega_{s}$ is the natural frequency of the system under consideration.
For the principal dynamic compliance $e_{s s}$ its numerator - the minor $\Delta_{s s}^{(n-i)}$ in (2.15a) - after elimination of the row $s$ and the column $s$ is determined. Physically, it describes a system obtained from the initial one with rigidly fixed coordinates $x_{s}$. The frequencies of such a system are antiresonance with respect to the original one. In this way, these coefficients can be obtained from (2.15a) and (2.15b) by using the coefficient of static compliance and the resonance and antiresonance natural frequencies [52, 53]

$$
\begin{equation*}
e_{s s}=\delta_{s s} \frac{\prod_{s=1}^{n-1}\left(1-\frac{\omega^{2}}{\omega_{s}^{* 2}}\right)}{\prod_{s=1}^{n-1}\left(1-\frac{\omega^{2}}{\omega_{s}^{2}}\right)}, \tag{2.16}
\end{equation*}
$$

where $\delta_{s s}$ are the coefficients of the principal static compliance, $\omega_{s}^{*}$ is the antiresonance frequencies. It follows from (2.16) that the dynamic compliances are meromorphic functions with poles at the points $\omega=\omega_{s}$.

For collateral compliance its numerator $\boldsymbol{\Delta}_{s j}^{(n-2)}$, corresponds to the system, obtained from initial at fixed two nodes: $s$ and $j$.

Coefficients of the principal dynamic compliance for beam with masses. As an example, we will consider a weightless beam with three masses (Fig. 2.3). Let us determine the dynamic compliance $e_{11}$. The exciting force $Q \cos \omega t$ is applied to the left-hand mass. Stiffness of the beam is $E I$. The coefficients of static compliance (influence coefficients) are known [20, 30, 106]:

$$
\delta_{11}=\frac{3 l^{3}}{4 E I}, \quad \delta_{12}=\frac{11 l^{3}}{12 E I}, \quad \delta_{13}=\frac{7 l^{3}}{12 E I}
$$

The resonance frequencies of the beam are

$$
\begin{equation*}
\omega_{1}=0.609 \sqrt{\frac{E I}{m l^{3}}}, \quad \omega_{2}=2.45 \sqrt{\frac{E I}{m l^{3}}}, \quad \omega_{3}=5.2 \sqrt{\frac{E I}{m l^{3}}} . \tag{2.17}
\end{equation*}
$$

The influence coefficients for a beam with a fixation at the point of application of the load (Fig. 2.4) are

$$
\delta_{22}^{(1)}=\frac{23 l^{3}}{108 E I}, \quad \delta_{23}^{(1)}=\frac{11 l^{3}}{54 E I}, \delta_{33}^{(1)}=\frac{8 l^{3}}{27 E I} .
$$

The antiresonance frequencies are

$$
\omega_{1}^{*}=1.47 \sqrt{\frac{E I}{m l^{3}}}, \omega_{2}^{*}=4.65 \sqrt{\frac{E I}{m l^{3}}} .
$$

The dynamic compliance $e_{11}$ for the system in Fig. 2.5 is determined with the help of (2.16) as a function of the exciting frequency $\omega$.

Fig. 2.3 Three-mass system with an exciting force


Fig. 2.4 Beam with a fixation at the point of force application



Fig. 2.5 Principal dynamic compliance $e_{11}$ as a function of the frequency $\omega$ of the exciting force
Coefficients of the collateral dynamic compliance. When the collateral compliance $e_{s j}(2.15$ a) is determined, the denominator remains the same and the numerator will now contain the minor $\Delta_{s j}^{(n-2)}$ obtained after elimination of rows and columns $s, j$. It describes a system with two fixed coordinates. Then only one antiresonance frequency remains for determining $\Delta_{s j}^{(n-2)}$ for the system in Fig. 2.3. Then the expression for the collateral compliance takes the form

$$
\begin{equation*}
e_{s j}=\delta_{s j} \frac{\boldsymbol{\Delta}_{s j}^{(n-2)}}{\prod_{r=1}^{N}\left(1-\frac{\omega^{2}}{\omega_{r}^{2}}\right)} . \tag{2.18}
\end{equation*}
$$

The roots of this equation, which are determined from the equation

$$
\prod^{(\omega)}=0,
$$

can be complex conjugated. The functions determining both the principal and the collateral dynamic compliances have poles at the points corresponding to the eigenfrequencies of the system.

Let us now determine the collateral dynamic compliance for a beam (Fig. 2.3).

$$
\begin{equation*}
e_{31}=\delta_{31} \frac{\boldsymbol{\Delta}_{31}^{(n-2)}}{\prod_{r=1}^{3}\left(1-\frac{\omega^{2}}{\omega_{r}^{2}}\right)} \tag{2.19}
\end{equation*}
$$

where $\delta_{31}=\frac{7 l^{3}}{3 E I}, \omega_{1}, \omega_{2}, \omega_{3}$ are the resonance frequencies just as in (2.17),

$$
\mathbf{e}_{\text {minor }}^{31}(\omega)=1+\frac{\omega^{2}}{\omega_{3}^{2}}, \quad \omega_{3}^{*}=3.05 \sqrt{\frac{E I}{m l^{3}}} \text { is the antiresonance frequencies. }
$$

The dynamic compliance $e_{31}$ obtained from (2.19) are shown in Fig. 2.6.

Fig. 2.6 Collateral dynamic compliance $e_{31}$ as a function of the frequency of the exciting force $\omega$


Therefore, the method of dynamic stiffness can be treated as a dynamic analogy of the displacements method in the statics, and the method of dynamic compliances as a dynamic analogy of the forces method in the static.

### 2.5 Dimension Reduction of Dynamic Compliance Matrix

One of the important advantages of the method of dynamic stiffness (compliances) is the decomposition of the system into component subsystems. When the subsystems are reintegrated, the condition for compatibility of the displacement at the interconnection point must be fulfilled. This condition means that the sum of their compliances at this point must be equal to zero: $\left(e_{11}^{\prime}+e_{11}^{\prime \prime}\right)=0$. The frequencies satisfying this equation will be the eigenfrequencies of the assembled system. The frequency equation is

$$
\operatorname{det}\left(e_{11}^{\prime}+e_{11}^{\prime \prime}\right)=0
$$

For example, it is possible to divide a multisupport beam into two subsystems with a cross section passing through one of the supports. Then $e_{11}^{\prime}, e_{11}^{\prime \prime}$ are the dynamic compliances corresponding to the left-hand and right-hand portion of the beam. Each of these compliance matrices is of a lower order than for assembled system. So the dimension of the characteristic equation has become lower than the initial one.

This approach can also be generalized easily for systems with damping. Such a generalization is achieved by introducing a complex frequency describing the damping.

Another possibility for dimension reduction of the characteristic equation is available if additional connections are imposed on the system. If $p$ fixing connections are imposed on the system, then zero terms emerge in the dynamic compliance matrix $\mathbf{e}$ (2.13). By means of rearrangement of the rows and columns, this matrix can be represented by a zero submatrix of the order of $(p \times p)$ in the following form:

$$
\mathbf{e}=\left[\begin{array}{cc}
\mathbf{e}_{11} & \mathbf{e}_{12} \\
0 & \mathbf{e}_{22}^{(p)}
\end{array}\right]
$$

For this equation it is possible, just as above, to apply the Gaussian elimination. If only one connection has been imposed on the system - in the $x_{k}$ direction - then

$$
\begin{equation*}
e_{r s}^{[k]}=e_{r s}-\frac{e_{k s} e_{r k}}{e_{k k}} \tag{2.20}
\end{equation*}
$$

where the square brackets around $k$ mean that the connection has been applied only to the generalized coordinate $x_{k}$. The dynamic compliance for a system with $p$ additional connections is expressed by the dynamic compliance of a system with $p-1$ additional connections

$$
e_{r s}^{(p)}=e_{r s}^{(p-1)}-\frac{e_{j s}^{(p-1)} e_{r j}^{(p-1)}}{e_{j j}^{(p-1)}}
$$

This equation can be used for determining the dynamic compliance of a system with any number of additional connections. If the connection impedes the relative displacement of two subsystems, then (2.20) takes the form

$$
\begin{equation*}
\tilde{e}_{r s}=e_{r s}-\frac{e_{k s} e_{r k}}{e_{k k}+e_{k k}^{*}} \tag{2.21}
\end{equation*}
$$

Here $\tilde{e}_{r s}$ is the dynamic compliance of the connected system, $e_{k s}, e_{r k}, e_{r s}$ are the dynamic compliance of the first subsystem, and $e_{k k}^{*}$ is the dynamic compliance of the second subsystem.

### 2.6 Determining Dynamic Compliance Using Experimental Methods

When studying a new structure, it is expedient to determine the dynamic compliances of its elements. There are several experimental methods for determining the value of the dynamic compliance. For example, it is possible to measure the dynamic displacement of the elastic system caused by the action of a harmonic force that is applied at a certain point. In this case, the value of the dynamic compliance in the given frequency range of the exciting force is obtained directly. However, this method requires the specific experimental setup. In addition, for practical purposes it cannot be used for details with small sizes. That is why the following method is used for determining the dynamic compliance. The static compliance of the system and two frequency spectra are determined experimentally: a resonance and an antiresonance spectrum. In this case, the principal dynamic compliance is determined from (2.16).

This method cannot be applied directly for determining the collateral dynamic compliance. However, under certain boundary conditions, this compliance can be
expressed with the help of the principal dynamic compliance. Actually, in (2.20), we have the following equation for the principal dynamic compliance at $s=r$ :

$$
\begin{equation*}
e_{r r}^{[k]}=e_{r r}-\frac{e_{r k}^{2}}{e_{k k}} \tag{2.22}
\end{equation*}
$$

From this equation we can find

$$
\begin{equation*}
e_{r k}=\sqrt{\left(e_{r r}-e_{r r}^{[k]}\right) e_{k k}} \tag{2.23}
\end{equation*}
$$

or

$$
\begin{equation*}
e_{r k}=\sqrt{\left(e_{k k}^{[r]}-e_{k k}\right) e_{r r}} \tag{2.23a}
\end{equation*}
$$

It follows from (2.23) and (2.23a) that in order to obtain the collateral dynamic compliance $e_{r k}$, it is necessary to have two values of the principal dynamic compliance $e_{r r}, e_{k k}$ and one value of the principal compliance $e_{r r}^{[k]}$ obtained by imposing on the system an additional connection along the $x_{k}$ coordinate.

In this way, it is necessary to determine three static compliances $\delta_{r r}, \delta_{r k}, \delta_{k k}$ and the spectrum of the following four subsystems: the initial system, the system with an additional connection in the $x_{k}$ direction, the system with an additional connection in the $x_{r}$ direction, and the system with two additional connections $x_{k}, x_{r}$.

We will illustrate the experimental determination of the collateral dynamic compliance with an example of joint vibrations of the gas turbines blades with a pair-wise ring shrouding (Fig. 2.7). Two neighboring blades are connected together with a special bar passing through a hole in the input wedge of one blade and in the output wedge of another blade.

For the system in Fig. 2.7, the collateral dynamic compliance of the blades is $e_{12}$, and $x_{1}, x_{2}$ are the generalized coordinates along the bar axis (Fig. 2.8). The value $e_{12}$ was determined from (2.21). The blade was fixed on the table of an electrodynamic vibrator, which excited the vibrations of the blade. The spectrum of the natural frequencies was determined for the two ways of blade fixation: a regular console blade, a blade with additional support in the direction of the generalized coordinate $x_{1}$, with additional support in the direction of the generalized coordinate $x_{2}$, and two additional supports in the $x_{3}$ and $x_{2}$ directions (Fig. 2.9). The static compliances $\delta_{11}, \delta_{12}, \delta_{22}$ were also determined experimentally.

Fig. 2.7 Pair-wise ring shrouding of blades


Fig. 2.8 Cross section of the blade. $x_{1}, x_{2}$ are generalized coordinates


Fig. 2.9 Unit for experimental determination of dynamic compliance


In order to determine the natural frequencies of the blade in the required frequency range, one can limit the number of terms in the numerator and the denominator of Eq. (2.16) to 3 or 4. This means that it is sufficient to determine 3-4 natural frequencies of the blade under the specified boundary conditions at the locations for mounting the bars.

After determining all frequencies, the values of $e_{11}, e_{22}, e_{11}^{(2)}, e_{22}^{(1)}$ were found. From (2.23) one can find the value of the collateral dynamic compliance $e_{12}$. Equation (2.24) was used for control purposes. The relative value of the collateral compliance $\bar{e}_{12}$ as a function of the relative frequency of the exciting force $\bar{\omega}$ is shown in Fig. 2.10.

Fig. 2.10 Dependence between the relative collateral compliance of the blade $\bar{e}_{12}$ and the relative exciting frequency $\bar{\omega}$


Here $\bar{e}_{12}=\frac{e_{12}}{\delta_{12}}, \bar{\omega}=\frac{\omega}{100}, e_{12}$ is the collateral dynamic compliance of the blade, $\delta_{12}$ is the static blade compliance, and $\omega$ is the frequency of the exciting force.

The curve in Fig. 2.10 is analogous to the collateral compliance $e_{31}$ for a beam with three masses (Fig. 2.6).

The experimental values of the principal and the collateral compliances were used in calculating the vibrations of the blade packet.

### 2.7 Fundamentals of Finite-Element Method. Analytical Approaches

The finite-element method (FEM) can be used also as a method for deriving a computational mathematical model and as a method for its further numerical calculation. Usually FEM is used as a powerful tool for numerical calculations [40, 114]. However, much less attention is paid to its capabilities for obtaining interesting analytical results. Here below we pay special attention to the analytical view of FEM matrices [94, 95] and receiving analytical solutions [15].

When the FEM is used, the original system is decomposed into small finite elements. In order to determine the elastic-inertial characteristics of the finite element, an approximation of the function of the displacement (strains, etc.), expressed through the values of the coordinates on it is set up: $Z(x, y, z)$. This approximation is usually performed as an interpolation polynomial. The coefficients of the stiffness matrix $\mathbf{K}=\left[k_{\mathrm{ij}}\right]$ for the finite element are determined from the equality of the potential energy for the finite element and the original element. In particular, for a continuous beam its potential energy is:

$$
\begin{equation*}
W=\sum \sum k_{i j} x_{i} x_{j}=\int\left(E I Z^{\prime \prime}(x)\right)^{2} \mathrm{~d} x \tag{2.24}
\end{equation*}
$$

The interpolation polynomial for a beam element can be selected in the following form:

$$
Z(x)=a_{1} x^{3}+a_{2} x^{2}+a_{3} x+a_{4}=\tilde{a}_{1} H_{1}+\tilde{a}_{2} H_{2}+\tilde{a}_{3} H_{3}+\tilde{a}_{1} H_{4}
$$

where $H_{i}$ is a Hermitean function which allow to satisfying the necessary boundary conditions of beam:

$$
\begin{aligned}
& H_{1}=1-3 x^{2} / l^{2}+2 x^{3} / l^{3} ; \quad H_{2}=x-2 x^{2} / l+x^{3} / l^{2} \\
& H_{3}=3 x^{2} / l^{2}-2 x^{3} / l^{3} ; \quad H_{4}=-x^{2} / l+x^{3} / l^{2},
\end{aligned}
$$

$l$ is the length of the end element. Then from (2.24) it is easy to determine the respective coefficients. Therefore, FEM can be treated as a variant of the Ritz method where the coordinate functions are piecewise-polynomial.

In the case of more complex types of end elements - plane or three-dimensional ones - the interpolation functions are more complex. So, for an elastic systems
described by a fourth-order differential equation, the interpolation function has the following form: $Z(x, y)=\sum \sum \beta_{i j} x_{i} y_{j}$.

The stiffness and the inertia matrices for the finite elements are available in many books [17, 94]. All necessary matrices are automatically formed in FEM software packages. The finite -element model of the shell of a nuclear reactor is presented in Fig. 2.11 as an example.


Fig. 2.11 Finite-element model of shell for a nuclear reactor
If only numeric results are needed, then the standard FEM programs can be used.

### 2.7.1 Stiffness Matrix for Beam Finite Element

The basic ideas of the finite elements method and its analytical capabilities will be demonstrated on an example of a beam finite element [17]. A plane beam finite element and coordinate axes at its first and the second ends are shown in Fig. 2.12a. By taking into account relations (2.6a) and (2.6b) for the static coefficients of stiffness of a beam and considering the accepted coordinate system, we find that the stiffness matrix will be as follows:

$$
\mathbf{K}=\left[\begin{array}{ll}
\mathbf{K}_{11} & \mathbf{K}_{12}  \tag{2.25}\\
\mathbf{K}_{21} & \mathbf{K}_{22}
\end{array}\right]=\left[\begin{array}{cccc}
\frac{12 E I}{l^{3}} & \frac{6 E I}{l^{2}} & -\frac{12 E I}{l^{3}} & \frac{6 E I}{l^{2}} \\
& \frac{4 E I}{l} & \frac{6 E I}{l^{2}} & \frac{2 E I}{l} \\
\text { symmetric. } & & \frac{12 E I}{l^{3}} & -\frac{6 E I}{l^{2}} \\
& & & \frac{4 E I}{l^{3}}
\end{array}\right] .
$$

Block $\mathbf{K}_{11}(2 \times 2)$ corresponds to the first end of the beam, and $\mathbf{K}_{22}(2 \times 2)$ to the second end. The inertia matrix $\mathbf{M}$ for the finite element is determined analogously. The generalized coordinates for each end of the beam are the transversal displacements and the angular turns.

Fig. 2.12 Finite element of a beam and its local coordinate system; (a) two-dimensional finite element, (b) three-dimensional element

(b)

Let us find now the stiffness and inertia matrices for a three-dimensional finite element. Its coordinate axes at the first and second ends are selected according to Fig. 2.12b [15].

In the case of a three-dimensional beam finite element, the stiffness and inertia matrices are of the 12 th order because at each beam end 1 and 2 there are six coordinate: transversal displacements in the direction of the $x, y, z$ coordinate axes as well as turns around these axes $\phi_{x}, \phi_{y}, \phi_{z}$ (Fig. 2.12). This stiffness matrix is available in Appendix A.

It is possible to improve the precision of the calculations by increasing the number of finite elements. It should be noted that the finite -element model of the beam has a wavelike character unlike the Bernoulli beam (2.6), which was discussed above.

The inertia matrix $\mathbf{M}$ has an analogous structure (Appendix A), but it is very often considered a diagonal one:

$$
\mathbf{M}=\operatorname{diag}\left(m, m, m \cdot I_{x}, I_{y}, I_{z}\right)
$$

The stiffness matrix for the damper-type element in the $(x, y)$ plane is

$$
\mathbf{K}_{s h}=\left[\begin{array}{cc}
\mathbf{k}_{s h} & -\mathbf{k}_{s h}  \tag{2.26}\\
-\mathbf{k}_{s h} & \mathbf{k}_{s h}
\end{array}\right], \mathbf{k}_{s h}=\left[\begin{array}{lll}
k_{x} & & \\
& k_{y} & \\
& & k_{\theta}
\end{array}\right],
$$

where $k_{x}$ and $k_{y}$ are the damper stiffness along the coordinate axes and $k_{\theta}$ is the stiffness around the $z$ axis. And the three-dimensional case is analogous.

For systems composed by several beams, there are analytical ratios for the selection of the necessary number of elements $n$ for each beam depending on the given
precision $\Delta \omega$ of the solution and the maximum frequency $\omega_{\max }$ (or the number of the normal modes) that guarantee the equivalence of the original distribution system and its finite -element modeling. (Chap. 3).

### 2.7.2 Stiffness Matrix for Assembled System

If the stiffness (compliance) matrix for each finite element is known, it is possible to construct a matrix for the assembled system. This can be done from the compatibility conditions at the nodes of the finite elements. Therefore, for a system consisting of several beam finite elements, its stiffness matrix is formed by summing at each node $i$ the stiffness matrices of the elements of the respective node:

$$
\hat{\mathbf{K}}_{i i}=\sum_{\mathbf{s}} \mathbf{N}_{\mathbf{s}}^{T} \mathbf{K}_{\mathbf{s}} \mathbf{N}_{\mathbf{s}}
$$

where $s$ is the number of finite elements in the $i$ node, sub index " T " denote the transpose matrix and $\mathbf{N}_{\mathrm{s}}$ is the transformation matrix for this element which is equal

$$
\mathbf{N}_{s}=\left[\begin{array}{cc}
\boldsymbol{\theta}_{\mathrm{s}} & \boldsymbol{\theta}_{\mathrm{s}} \mathbf{V}_{\mathrm{s}}  \tag{A.2}\\
\mathbf{0} & \boldsymbol{\theta}_{\mathrm{s}}
\end{array}\right]
$$

This matrix is taking into account the shift matrix $\mathbf{V}_{\mathbf{s}}$ and the rotation matrix $\boldsymbol{\theta}_{\mathrm{s}}$ of the local coordinate system of the finite element $s$ with respect to the general coordinates system in the node $i$. Matrices $\mathbf{V}_{\mathbf{s}}$ and $\boldsymbol{\theta}_{\mathrm{S}}$ can be found in Appendix A.

If there is only rotation of the local coordinate's axes $\boldsymbol{\theta}_{\mathrm{s}}$ without any shift, then the Eq. (2.27) have the more simple form:

$$
\mathbf{N}_{\mathrm{s}}=\left[\begin{array}{cc}
\boldsymbol{\theta}_{\mathrm{s}} & 0  \tag{2.27a}\\
\mathbf{0} & \boldsymbol{\theta}_{\mathrm{s}}
\end{array}\right]
$$

This transformation matrix $\mathbf{N}_{\mathbf{s}}$ describes only the rotation of the coordinate axes. Further on, we will use mainly this transformation matrix.

Therefore, the finite-element stiffness matrix for the assembled system can be presented in block form (Appendix A):

$$
\hat{\mathbf{K}}=\left[\begin{array}{cccc}
\hat{\mathbf{K}}_{\mathbf{1 1}} & \hat{\mathbf{K}}_{\mathbf{1 2}} & \cdots & \hat{\mathbf{K}}_{1 \mathbf{n}}  \tag{2.28}\\
\hat{\mathbf{K}}_{\mathbf{2 1}} & \hat{\mathbf{K}}_{\mathbf{2 2}} & \cdots & \hat{\mathbf{K}}_{\mathbf{2 n}} \\
\cdots & \cdots & \cdots & \cdots \\
\hat{\mathbf{K}}_{\mathbf{n} 1} & \hat{\mathbf{K}}_{\mathbf{n} 2} & \cdots & \hat{\mathbf{K}}_{\mathbf{n n}}
\end{array}\right]
$$

where $n$ is the number of nodes. Node $i$ is described by the diagonal block $\mathbf{K}_{\mathrm{ii}}$; the off-diagonal blocks $\hat{\mathbf{K}}_{\mathbf{i} \mathbf{j}}=\mathbf{N}_{\mathbf{i}}^{\operatorname{tr}} \mathbf{K}_{\mathbf{i} \mathbf{j}} \mathbf{N}_{\mathbf{j}}$ describe the elastic interaction between the $i$ and $j$ nodes. One important and convenient feature is the fact that the structure of this matrix reflects the structure of the system.

Fig. 2.13 Two identically positioned finite elements at different boundary conditions


Definition. Let us call partial a subsystem that is obtained from the general system by fixing rigidly all others subsystems (nodes).

Therefore, we can consider node $i$ as a partial subsystem that is described by matrix $\mathbf{K}_{i i}$.

If the system represents a no ramified unidirectional structure, then in this case sufficiently simple rules for deriving the stiffness (and inertial) matrix are obtained. So when two identically positioned beam finite elements are combined in some node, the stiffness matrix is formed by summing in this node the blocks of the appropriate stiffness matrices.

For example, let us consider the simplest system consisting of two identically positioned beam elements A, B (Fig. 2.13a). The transformation matrix $\mathbf{N}=\mathbf{E}$ ( $\mathbf{E}$ is the identity matrix). The stiffness matrix has the following form (at free ends):

$$
\hat{\mathbf{K}}=\left[\begin{array}{ccc}
\mathbf{K}_{11}^{\mathrm{A}} & \mathbf{K}_{12}^{\mathrm{A}} &  \tag{2.29}\\
& \mathbf{K}_{22}^{\mathrm{A}}+\mathbf{K}_{11}^{\mathrm{B}} & \mathbf{K}_{12}^{\mathrm{B}} \\
\text { symmetric. } & & \mathbf{K}_{22}^{\mathrm{B}}
\end{array}\right] .
$$

If the elements are connected at an angle, then it is necessary to take into account the rotation matrix $\boldsymbol{\theta}$ in the process of their summing.

In the case of complex ramified structures, the FEM matrix is more complex and it is necessary to use Eqs. (2.27) and (2.28).

Finally we receive the equation for forced and free (at $\mathbf{Q}=0$ ) vibrations for FEM model

$$
\mathbf{M} \ddot{\mathbf{x}}+\mathbf{K} \mathbf{x}+\mathbf{B} \dot{\mathbf{x}}=\mathbf{Q} e^{i \omega t}
$$

### 2.7.3 Boundary Conditions and Various Ways of Subsystems Connecting

Taking into account the boundary conditions when deriving a stiffness matrix is a very simple operation. To this purpose, it is necessary to eliminate from the matrix
the rows and columns that correspond to the rigidly fixed coordinates. Thus, after elimination of the respective rows and columns, the stiffness matrix for the beam system in Fig. 2.13b with its first end fixed will be [unlike (2.29)]

$$
\hat{\mathbf{K}}=\left[\begin{array}{cc}
\mathbf{K}_{22}^{\mathrm{A}}+\mathbf{K}_{11}^{\mathrm{B}} & \mathbf{K}_{12}^{\mathrm{B}} \\
\left(\mathbf{K}_{12}^{\mathrm{B}}\right)^{T} & \mathbf{K}_{22}^{\mathrm{B}}
\end{array}\right] .
$$

If the first end of beam A is hinge-supported (Fig. 2.13c), then it is necessary to eliminate in block $\mathbf{K}_{11}^{\mathrm{A}}$ the rows and the columns corresponding to the transversal displacements along the respective axes and to leave the angular displacements. The same is true for the inertia matrix.

These rules are applicable also to the combining of subsystems for different ways of their interconnections.

Subsystems connecting with a damper-type elastic element. Let us consider a system consisting of two subsystems connected with a damper with stiffness $\mathbf{k}_{\text {sh }}$. The stiffness matrix $K$ of the connected system is

$$
\mathbf{K}=\left[\begin{array}{cc}
\mathbf{K}^{\mathrm{A}}+\mathbf{k}_{s h} & -\mathbf{k}_{s h} \\
-\mathbf{k}_{s h} & \mathbf{K}^{\mathrm{B}}+\mathbf{k}_{s h}
\end{array}\right] .
$$

The diagonal blocks of the stiffness matrix describe as usually the partial subsystems.

### 2.8 Decomposition Methods Taking into Account Weak Interactions Between Subsystems

The dynamic analysis of the vibration flows in mechanical structures with working mechanisms is effective only when the system is treated as a whole and the interactions between its subsystems and components are taken into account. The computational models of such systems (as a rule, they are finite-element models) have a hierarchical structure and contain hundreds and thousands of degrees of freedom. Therefore, considerable difficulties arise both in their simulation and in their theoretical and numerical analysis. So the following dilemma appears already at the stage of computational model deriving: Should one use a more universal model that is difficult to analyze, or a simpler one but with a shorter confidence interval. Increasing the accuracy of the numerical solution for universal model is not very efficient due both to the approximation of the model itself and the nearness of parameters in the model.

When studying large hierarchical systems of any nature, the most powerful and natural approaches are the decomposition ones. These approaches make it possible to analyze the assembled systems separately and then take into account the interactions between these subsystems. It is most efficient both in the analysis and the calculation of large systems.

It should be pointed out that the arbitrary decomposition of a mathematical model is inefficient. Taking into account the connections between subsystems substantially changes the dynamics of the system. The solution for separate subsystems differs considerably from those for an assembled system. Therefore, such approaches are necessary that take into account the effect of dynamic interactions in the system.

It was found that the principal feature of the dynamic behavior of large systems is the occurrence of weak interactions between the subsystems. The weak interaction between the subsystems is not an special case; on the contrary, it is a general physical essence of such systems. As theoretical analysis and calculation experience have shown, weak interactions, caused by various physical factors, are virtually always present in systems with a hierarchical structure. In particular they arise at large discrepancy of stiffness parameters; small asymmetry, wide range of natural frequencies [9]. Indeed these factors are usual for large systems. So the weak interactions between some subsystems are a common system feature.

The vibrations in the weak-connected subsystems take place practically independently from each other. The behavior of the assembled system is determined by strongly coupled variables and in particular by pass-through parameters: at vibrations, they concentrate the system energy. Decomposing the system in such a way takes into account the principal systemic processes, and therefore it is quite natural for large systems. It permits one to specify a limited number of dominant variables (or subsystems) that determine the dynamics of the system. At the numerical level, this permits one to carry out the significant reduction of the computational model. With this approach, the decomposition as a physical system and its mathematical model coincide; this makes it possible to achieve a deep understanding of the dynamic processes in large systems due to revealing of dominant variables.

### 2.8.1 Coefficients of Dynamic Interactions

Initially it is necessary to introduce strict analytical criteria for dynamic interactions. These criteria have to be dimensionless coefficients that determine the interactions that are typical for mechanical systems [10].

The concept of connection for two-mass system was presented for the first time in [76, 104]. Its equations are:

$$
\begin{aligned}
& m_{1} \ddot{x}_{1}+\left(k_{10}+k_{12}\right) x_{1}-k_{12} x_{2}=0 \\
& m_{2} \ddot{x}_{2}+\left(k_{20}+k_{12}\right) x_{2}-k_{12} x_{1}=0 .
\end{aligned}
$$

The coefficient of the connection between them was determined as follows:

$$
\gamma_{12}=\frac{k_{12}}{\sqrt{\left(k_{10}+k_{12}\right)\left(k_{10}+k_{12}\right)}} .
$$

However, for multidimensional systems, these coefficients require essential generalization. Indeed, for example, the values of $k_{i j}$ for the FE-models are defined only by the FEM mesh and do not determine the intrinsic essence of the system.

Let us now define the interaction coefficients for a multidimensional system. The equations of the vibrations for a system with many subsystems can be written in the form of a composite block matrix

$$
\mathbf{D}=\mathbf{K}-\Lambda \mathbf{M}=\left[\begin{array}{cccc}
{[\mathbf{K}-\Lambda \mathbf{M}]_{11}} & {[\mathbf{K}-\Lambda \mathbf{M}]_{12}} & \cdots & {[\mathbf{K}-\Lambda \mathbf{M}]_{1 N}}  \tag{2.30}\\
\cdots & \cdots & \cdots & \cdots \\
{[\mathbf{K}-\Lambda \mathbf{M}]_{N 1}} & {[\mathbf{K}-\Lambda \mathbf{M}]_{N 2}} & \cdots & {[\mathbf{K}-\Lambda \mathbf{M}]_{N N}}
\end{array}\right],
$$

where $\mathbf{K}_{i i}$ and $\mathbf{M}_{i i}$ are the stiffness and inertia matrices for the $i$-th partial subsystem, $\mathbf{K}_{i j}$ and $\mathbf{M}_{i j}$ are the stiffness and inertia matrices describing the connections between subsystems $i$ and $j, N$ is the total number of subsystems, $n_{i}$ is the dimensionality of subsystem $i, \boldsymbol{\Lambda}_{i}=\operatorname{diag}\left[\left(\omega_{i}^{(p)}\right)^{2}\right]$ is the diagonal matrix of the eigenvalues for subsystem $i$, and $\left(\omega_{i}^{(p)}\right)^{2}$ is the quadrate of the $p$-th natural frequency. The damping factor can be taken into account by setting up $\mathbf{K}$ as a complex matrix. Let us recall that the partial subsystem is the subsystem $i$ that has been obtained in the case when all other subsystems $i \neq j$ are rigidly fixed.

Definition. Subsystems i and j, (for example 1 and 2), are called weakly coupled if their normal modes (in a dimensionless form) can be presented in the following way:

$$
\boldsymbol{h}_{1}=\left[\begin{array}{c}
\boldsymbol{h}_{11} \\
\varepsilon \boldsymbol{h}_{12}
\end{array}\right], \quad \boldsymbol{h}_{2}=\left[\begin{array}{c}
\varepsilon \boldsymbol{h}_{21} \\
\boldsymbol{h}_{22}
\end{array}\right],
$$

where $\mathbf{h}_{\mathrm{i}}$ is the matrix column of the normal modes for the first and second partial subsystems. These expressions mean that the ratio of the components of the natural modes related to another subsystem is very small and is equal to $\varepsilon \ll 1$.

The dimensionless coefficients of dynamic interaction that are typical for mechanical systems are the following [9]:

- Energy coefficients, which determine the ratio between the work performed by the forces of the connections between the subsystems and the energy accumulated in the partial subsystems at the given natural modes

$$
\begin{equation*}
\alpha_{i j}^{p r}=\frac{\left(\mathbf{h}_{i}^{p}\right)^{T} \mathbf{K}_{i j} \mathbf{h}_{j}^{r}}{\left(\omega_{i}^{(p)} \omega_{j}^{(r)}\right)}, p=1 \ldots n_{i}, r=1 \ldots n_{j} \tag{2.31}
\end{equation*}
$$

where $\mathbf{h}_{i}^{p}$ is the $p$-th natural mode for subsystem $i$.

- Spectral coefficients, which depend on the detuning of the frequencies in the subsystems

$$
\begin{equation*}
s_{i j}^{p r}=\frac{\alpha_{i j}^{p r}}{\left(1-\omega_{i}^{(p)} / \omega_{j}^{(r)}\right)} . \tag{2.32}
\end{equation*}
$$

These coefficients are small for weakly coupled subsystems.

$$
\alpha_{i j}^{p r}<\varepsilon, s_{i j}^{p r}<\varepsilon
$$

From a physical point of view, these conditions mean that the energy in the connections between the subsystems is much less than the energy in the subsystems themselves. At vibrations, a weak energy exchange ( $\varepsilon$-order) takes place between them. It follows from Eqs. (2.31) and (2.32) that in order to determine the dynamic interactions coefficients it is enough to know only the solutions for the subsystems but not for the assembled system.

After the interaction coefficients have been determined, the following matrices are formed from them: $\alpha_{i j}=\left[\alpha_{i j}^{p r}\right], \mathbf{s}_{i j}=\left[s_{i j}^{p r}\right]$. These matrices are characterized by the dynamic interaction between subsystems $i$ and $j$ at all modes. Then the criteria for the weak dynamic interactions are:

$$
\begin{equation*}
\left\|\boldsymbol{\alpha}_{i j}\right\| \leq \varepsilon,\left\|\mathbf{s}_{i j}\right\| \leq \varepsilon \tag{2.33}
\end{equation*}
$$

Here $\left\|\alpha_{i j}\right\|,\left\|\mathbf{s}_{i j}\right\|$ are the norms of the given matrices.
Let us now show that matrix $\mathbf{D}$ for weakly coupled subsystems can be presented in a form containing the small parameter $\varepsilon$. To do that, it is necessary first to represent the matrix in a dimensionless form. This can be achieved by means of the matrix transformation

$$
\begin{aligned}
& \mathbf{D}^{*}=\left(\mathbf{\Lambda}^{-1 / 2} \mathbf{H}\right)^{T} \mathbf{D}\left(\mathbf{\Lambda}^{-1 / 2} \mathbf{H}\right)=\left[\alpha_{i j}^{p r}\right]=\alpha_{i j}= \\
& {\left[\begin{array}{cccc}
1-\Lambda / \omega_{1}^{2} & \alpha_{12} & \cdots & \alpha_{1 n} \\
\alpha_{21} & 1-\Lambda / \omega_{2}^{2} & \cdots & \alpha_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
\alpha_{n 1} & \alpha_{n 1} & \cdots 1-\Lambda / \omega_{n}^{2}
\end{array}\right]}
\end{aligned}
$$

where $\mathbf{H}$ is the matrix built from the vector columns of the natural forms for all partial subsystems. It can be seen from this that if the weak interaction conditions (2.33) are fulfilled, $\varepsilon$-blocks appear in matrix $\mathbf{D}^{*}$. The structure of the matrix that describes the weak-connected systems consists of diagonal blocks with an $\epsilon$-envelope around them that is, as a rule, rather rare (Fig. 2.14):

Fig. 2.14 The structure of matrix for weak-coupled system


Table 2.1 Decomposition ways depending on physical nature of weak interactions and their position

| Weak interaction types | $\begin{gathered} {\left[\alpha_{i j}\right]<\varepsilon,} \\ {\left[\mathbf{s}_{i j}\right] \neq \varepsilon} \end{gathered}$ | $\begin{gathered} {\left[\alpha_{i j}\right]<\varepsilon,} \\ {\left[\mathbf{s}_{i j}\right]<\varepsilon} \end{gathered}$ | $\begin{gathered} {\left[\alpha_{i j}\right] \cong 1,} \\ {\left[\mathbf{s}_{i j}\right]<\varepsilon} \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| Dynamic matrix structure | $\left[\begin{array}{ccc}\mathbf{D}_{11} & \varepsilon \mathbf{D}_{12} \\ \varepsilon \mathbf{D}_{21} & \mathbf{D}_{22}\end{array}\right]$ | $\left[\begin{array}{lll}\mathbf{D}_{11} & \varepsilon \mathbf{D}_{12} \\ \varepsilon \mathbf{D}_{21} & \varepsilon^{2} \mathbf{D}_{22}\end{array}\right]$ | $\left[\begin{array}{lc} \mathbf{D}_{11} & \mathbf{D}_{12} \\ \mathbf{D}_{21} & \mathbf{K}_{11}-\Lambda \varepsilon \mathbf{M}_{22} \end{array}\right]$ |
| Decomposition type | Partition on independent substructures $\mathbf{D}_{11}$ and $\mathbf{D}_{22}$ | Elimination of substructure with dynamic matrix $\mathbf{D}_{22}$ | The aggregation of elements |
| Conditions of occurrence | Wide scatter of stiffness parameters; small asymmetry | The large range of natural frequencies in system | Wide scatter between partial frequencies |

The position of the $\varepsilon$-blocks at various physical peculiarities of the system, is shown in Table 2.1. The ways of decomposition, will be different depending on the position of the weak interactions.

### 2.8.2 Decomposition by Partition into Independent Substructures

Let us discuss now decomposition by partition into independent subsystems. This approach will be used frequently later on.

The vibrations in weakly coupled subsystems take place practically in independently; their properties given below are very useful:

- the natural frequencies of a weakly coupled system are very close - to within $\varepsilon$ - to the natural frequencies of the untied partial subsystems;
- the normal modes at assembling weakly coupled subsystems vary a little in the absence of close frequencies in the subsystems. However, the normal modes corresponding to close frequencies vary abruptly, which points to an exchange of energy in resonance modes.

At $\varepsilon=0$, a generating system is obtained. It describes partial subsystems that are not interconnected. It can be considered as a comparison system.

The solution of the assembled system can be looked for in the form of a convergent series in powers of $\varepsilon[9,10]$.

In the nonresonance case, the following conditions are fulfilled:

$$
\omega_{i}^{(p)} \neq \omega_{j}^{(r)}, \quad\left\|\alpha_{i j}\right\|,\left\|\mathbf{s}_{i j}\right\| \leq \varepsilon
$$

The solution has the following view (in matrix form)

$$
\begin{equation*}
\boldsymbol{\Lambda}=\mathbf{\Lambda}_{0}+\varepsilon^{2} \boldsymbol{\Lambda}^{(1)}+\ldots, \quad \mathbf{H}=\mathbf{H}_{0}+\varepsilon \mathbf{H}_{0} \mathbf{S}+\ldots \tag{2.34}
\end{equation*}
$$

$\boldsymbol{\Lambda}_{0}, \mathbf{H}_{0}$ are matrices of the eigenvalues and natural modes of the generating (not interconnected) system at $\varepsilon=0$.

In the resonance case, the following conditions are fulfilled:

$$
\left.\left(1-\omega_{i}^{(p)} / \omega_{j}^{(r)}\right) \varepsilon,\left\|\alpha_{i j}\right\|<\varepsilon,\left\|\mathbf{s}_{i j}\right\|>1 / \varepsilon\right)
$$

The solution, relating close frequencies has the following form:

$$
\begin{equation*}
\omega_{i, j}=\omega_{i 0} \pm \alpha_{i s} \Delta \xi+o\left(\varepsilon^{2}\right), \mathbf{h}_{i}=\mathbf{h}_{i} \pm \mathbf{h}_{j}+\varepsilon s_{i j} \mathbf{h}_{i}+o(\varepsilon) \tag{2.34a}
\end{equation*}
$$

where the index " 0 " refers to generating (not interconnected) partial system. The series (2.34), (2.34a) are geometric progressions and because of that they quickly converge.

It can be seen that the partial subsystems describe most closely the behavior of the assembled system.

As an example, we will analyze the dynamic interactions in the subsystems of a gas-turbine engine (GTE) [2]. This engine has three main subsystems (Fig. 2.15): low-pressure rotor (LPR) (1), high-pressure rotor (HPR) (2), and a casing (C) (3).


Fig. 2.15 Finite-element model of a gas-turbine engine and its principal subsystems

As shown by the theoretical and numerical analysis, there is a weak dynamic interaction in the low-frequency range between the casing of the engine and the rotors. In addition, weak dynamic interactions take place in the low-pressure rotor between the compressor and the turbine in this frequency range. This is confirmed by Table 2.2. The natural frequencies of the not interconnected partial subsystems (LPR, HPR, C) and the natural frequencies of the assembled system of the gasturbine engine are close to each other.

The presence of weak interactions in the engineering structures plays a double role. On the one hand, this is very useful because they increase the vibroisolation of the subsystems and impede the transmission of vibrations in the structure. On the other hand, however, they complicate the monitoring of the defects because of the weak transmission of the signal inside the construction.

Table 2.2 Natural frequencies of the partial subsystems of the GTE and the assembled system

| RLP | 27,8 | 66 | 134,9 | 221,1 | 954 |  |  |
| :--- | :--- | ---: | :--- | :--- | :--- | :--- | :--- |
| RHP | 142 | 241 | 339,5 | 1251 |  |  |  |
| Case | 132 | 217 | 2189 |  |  |  |  |
| Coupled system. | 27 | 53 | 65,13 | 72,45 | 137 | 157 | 238 |

Fig. 2.16 Gradual aggregation of the computational model of a lathe shaft line


### 2.8.3 Other Decomposition Methods

Decomposition by integration of the elements. This decomposition approach can be used, for example, when the system contains high-frequency partial elements or subsystems. The aggregation is performed by an elimination of the high-frequency elements and redistribution their stiffness-inertia characteristic to other elements. In this case, only dominant elements determining its energy remain in the mathematical model. Then the model is considerably reduced. Such approach to non-ramified systems was proposed for the first time in [98]. In [9], it has been generalized for the general case of linear systems. The example in Fig. 2.16 presents an aggregation process for a ramified computational model of a lathe shaft line. Fig. 2.16 shows the gradual elimination of high-frequency elements. This approach allows one to reveal the elements determining the vibration process and at the same time reduce the degrees of freedom from 21 to 6 . The accuracy of the natural frequency calculation when using the minimal model is approximately $4 \%$.

Elimination of substructures. This method solves the problem of obtaining a minimal mathematical model in the given frequency band $\left(0-\omega_{\text {Max }}\right)$. The method is based on eliminating the natural modes with weak influence in this frequency range.

This method was used for dynamic analysis of an antenna structure consisting of three subsystems connected by rolling element bearings [9]. The finite-element model initially had almost 5000 degrees of freedom. In the course of constructing a reduction model, natural modes for each subsystem were found in a frequency range of up to 60 Hz . The minimal model in the $0-30 \mathrm{~Hz}$ frequency range, which was obtained after the assembling of subsystems, has only 24 degrees of freedom with an accuracy of numerical calculation of the frequencies of about $10 \%$.

The mathematical models obtained as a result of above decomposition methods have a general energy level close to that of the initial system with an accuracy of up to $\varepsilon$.

### 2.8.4 Coefficients of Weak Interaction and Criteria for Ill Conditions of Matrices

The coefficients of dynamic interactions (2.31) and (2.32) appear to be sufficiently universal characteristics for large systems. Indeed, we will show that they are in agreement with the following criteria:

1. The criteria of ill- conditions of the matrix at forced vibrations [8]

$$
\rho(\mathrm{D})=\omega_{\min } / \omega_{\max } \ll 1
$$

coincides with condition $\alpha_{i j}^{p r}>\varepsilon$.
2. The criteria of ill-conditions of the natural modes [111]

$$
\left.\rho(\mathrm{h})=\min \left(1-\omega_{i}^{(p)} / \omega_{j}^{(r)}\right) / \max (1-\omega)_{i}^{(p)} / \omega j^{(r)}\right)>1 / \varepsilon
$$

coincides with coefficient $s_{i j}^{p r}>\varepsilon$.
3. The sensitivity criteria for the natural modes of the $i$-th subsystem at varying the parameters of the $j$-th subsystem is characteristic by coefficient $\alpha_{i j}^{p r}$.
4. The criteria for equivalence of various mathematical models between each other can be expressed in the following way:

$$
\left\|\alpha_{\mathrm{ij}}\right\|_{1}-\left\|\alpha_{\mathrm{ij}}\right\|_{2} \leq \varepsilon, \quad\left\|\mathrm{s}_{\mathrm{ij}}\right\|_{1}-\left\|\mathrm{s}_{\mathrm{ij}}\right\|_{2} \leq \varepsilon
$$

These conditions are very important because the choice a computational model of a system is ambiguous and does not represent a formalized procedure. The choice of the computational model often depends on the researcher's intuition and experience. That is why it is very important to have criteria for the equivalence of various computational models between one another.

On the basis of the above-obtained results, it is possible to formulate the following general rule for modeling of systems. The coefficients of dynamic interactions (2.31) and (2.32) depend on the frequency $\omega$. Therefore, different types of weak interactions can arise in a system depending on the frequency range. Consequently, the dynamic properties and, consequently, the position of the $\varepsilon$-blocks in matrix $\mathbf{D}^{*}$ will change. Therefore, it is reasonable to have a frequency hierarchy of the models in the case of a large system. Actually, in this case in each frequency range we will obtain a reduced model containing only the dominant parameters. In addition, we have a well-conditioned dynamic matrix for the numerical procedure.

Therefore, decomposition into weak-coupled subsystems is not only a numerical approach. This process can give answers to a number of problems already at the engineering study: in solving the problems related to subsystem arrangement, the necessary accuracy in manufacturing of the individual elements, and further on in experimental studies - for determining the points for optimal positioning of the sensors.

## Systems with Lumped Parameters

# Chapter 3 <br> Vibrations of Regular Systems with Periodic Structure 

### 3.1 Introduction: Some Specific Features of Mechanical Systems

Systems with periodic structure consisting of repeated elements very much frequently are used in mechanical constructions. They also is designated as systems with translational symmetry. A very effective method in the study of vibrations for such systems is the use of a dispersion equation [25, 69, 89, 97]. This equation determining the dependence of the vibrations frequency on the wavelength: $\omega=F(\kappa)$, where $\kappa$ is wave number (or vector), $\kappa=\frac{2 \pi}{L}, L$ is wavelength, $\omega$ here and further in this section denotes the current vibrations frequency.

As a rule, the low- and medium-frequency ranges are of interest in the mechanical engineering. In this case, it is necessary to take into account the effect of the boundary conditions and the connection points. Since dispersion equation does not depend on the boundary conditions, it makes it possible to analyze the specific characteristics of the structure itself. In order to obtain a complete solution, it is necessary to take into account also the boundary conditions. These conditions are given by the frequency equation. The simultaneous solution of these equations allows one to find a complete solution of the eigenvalue problem for a given system.

Generally speaking, the frequency equation is a complex enough transcendental equation. However, in certain cases its roots are equidistant [24, 109], as we shall see below, so that the simultaneous solution of these equations can be easily obtained graphically.

The possibility for analysis of the dispersion equation and the frequency equation has clear advantages. This permits one to separate the properties depending on the type of structure from the properties that are determined by the fixing conditions. This fact is particularly important for the analysis and further optimization of mechanical systems.

Generally speaking, the wave properties of an arbitrary system with discretedistributed parameters are difficult to describe. However, it appears that the use of discretization with the help of the finite-element method (FEM) permits one to do that because the FEM model - as will be shown below - has a wave nature. The use of the dispersion equation also permits one to determine the limits of
the equivalence area of the continual and discrete models of a system and also to perform an evaluation of the coincidence for these models.

In Sect. 3.3, a method for deriving dispersion equations using the FEM is discussed. Sect. 3.4 contains the results of a study of a two-layer laminas with sparsely positioned laminar ribbings. The corresponding dispersion surfaces and normal modes for different frequency ranges are provided.

Section 3.6 is devoted to the analysis of beam systems. The use of the dispersion equation for finite-elements models of beam systems makes it possible to obtain an exact analytical solution for such models and compare it with the solution for systems with distributed parameters. An error estimation as a function of the finiteelement mesh has also been performed. A table is given that allows one to determine the necessary number of finite elements as a function of the required numerical accuracy and frequency range (or for a given number of oscillation modes).

### 3.2 Wave Approach at Vibrations of Mechanical Systems with Periodic Structure

The main results which may be received from the analysis of dispersion equations will be demonstrated using as an example a simple mechanical system with periodic structure. As a very simple system, we will discuss the torsional vibrations of a weightless shaft with identical disks mounted on it (Fig. 3.1). Suppose at first that this system is endless.

The equation for the $r$ th disk is

$$
\begin{equation*}
J \omega^{2} \varphi_{r}+k\left(\varphi_{r-1}+\varphi_{r+1}-2 \varphi_{r}\right)=0 \tag{3.1}
\end{equation*}
$$

where $k$ is the stiffness of the shaft between the disks and $J$ is the inertia moment of disk.

This equation is a finite-difference equation. It is known [22, 42] that an $n$ - order homogeneous linear finite-difference equation has $n$ linearly independent particular solutions. These solutions form a fundamental system. The general solution of the homogeneous equation is a sum of the linearly independent particular solutions and contains $n$ arbitrary constants. The particular solution (3.1) in the absence of multiple roots has the form

$$
\begin{equation*}
\varphi_{r}=C e^{i(\omega t-\mu r)} \tag{3.2}
\end{equation*}
$$

Fig. 3.1 System with periodic structure


This solution can be treated as a wave. In general it is the traveling wave. and in this case $\omega$ in (3.2) means the current frequency, but at standing wave $\omega$ coincides with the natural frequency.

The solution (3.2) one may represent also in a view

$$
\begin{equation*}
\varphi_{r}=C e^{i\left(\omega t-\kappa x_{r}\right)}=C e^{i(\omega t-\kappa a r)}, \tag{3.2a}
\end{equation*}
$$

where: $a$ is the distance between the neighboring masses in the system. ${ }^{1}$
It is seen that parameter $\mu$ characterizes the phase shift in the transition from element $r$ to element $r+1$ and it is connected with wave number $\kappa$ with help of relation

$$
\mu=\kappa a .
$$

The note. Solution (3.2) can be treated also as a projection operator of a group with translational symmetry (Chap. 4).

From Eqs. (3.1) and (3.2) we find the dispersion equation that relates the oscillation frequency to the wave parameter $\mu$ :

$$
\begin{equation*}
\cos \mu=1-\frac{J \omega^{2}}{2 k} \tag{3.3}
\end{equation*}
$$

As follows from Eq. (3.3), the frequency $\omega$ is a periodic function of the $\mu$. Let us consider the interval $-\pi \leq \mu \leq \pi$ (Fig. 3.2).

It can be seen from Eq. (3.3) that the harmonic solution exists only when $\omega<\omega_{0}$, where $\cos \mu<1$. In this case Eq. (3.3) has two real solutions: $\pm \mu$, and then solution (3.2) takes the form

$$
\begin{equation*}
\varphi_{r}=C_{1} \operatorname{Cos} \mu r+C_{2} \operatorname{Sin} \mu r \tag{3.4}
\end{equation*}
$$

From here it follows that the wavelength is equal to $L_{w}=\frac{2 \pi}{\mu} a=\frac{2 \pi}{\kappa}$.
In order to determine the natural frequencies, it is necessary to solve - along with the dispersion equation - the frequency equation. The frequency equation can be obtained by setting the boundary conditions at $r=0, r=n+1$. In this way,

Fig. 3.2 a, b Dispersion curve (a), partial subsystem corresponding to frequency $\omega_{0}$ (b)

(a)

(b)

[^0]in particular, we obtain from Eq. (3.4) for the system Fig 3.1 with fixed ends the known equation
\[

$$
\begin{equation*}
\mu(n+1)=\pi r . \tag{3.5}
\end{equation*}
$$

\]

The analysis of Eqs. (3.3), (3.4), and (3.5) and Fig. 3.2 permit one to obtain important information about the system properties, namely:
(1) The existence of a pass-band range of the harmonic signal:

$$
0<\omega<\omega_{0}, \omega_{0}^{2}=\frac{2 k}{J}
$$

Therefore the system in Fig. 3.1 can be considered as a high-frequency filter. Really at $\omega>\omega_{0}$, the solution (3.2) will not be harmonic since here $\mu$ is a complex quantity: $\mu=i b$, and one may see from Eq. (3.2) the vibrations amplitudes damped in proportion to $e^{b r}$.
(2) The existence of frequency condensation points at $n \rightarrow \infty$.

The simultaneous graphical solution of (3.5) and (3.3) (Fig. 3.2a) shows the existence of a point of frequency condensation - a limit frequency $\omega_{0}$. This frequency corresponds to a minimal wavelength equal to $\mu_{\mathrm{lim}}=\pi n /(n+1) \rightarrow \pi$, where all neighboring masses vibrate in an anti phase. The limit frequency $\omega_{0}$ is determined from the dispersion equation. Therefore, it does not depend on the boundary conditions. This corresponds to the known fact that the effect of the boundary conditions on shortwave vibrations is weak. In this case, the periodic structure can be considered endless. One may see that the maximal frequency $\omega_{0}$ is defined as frequency for partial one-mass subsystem with fixed ends (Fig. 3.2b) and so may be easy determined.
(3) Comparing the accuracy of the discrete and continuous models with distributed parameters for a system with a periodic structure.
A continuous model can be obtained from the discrete model at $n \rightarrow \infty$ (if such a limit exists). In our case, such a limit is possible, and the equation describing this model is the wave equation:

$$
\frac{\partial^{2} \varphi}{\partial t^{2}}-v^{2} \frac{\partial^{2} \varphi}{\partial x^{2}}=0
$$

where $v= \pm \omega / \kappa$-is phase wave velocity. Its dispersion equation:

$$
\begin{equation*}
\omega= \pm v \kappa= \pm \mu v / a \tag{3.6}
\end{equation*}
$$

This equation shows a linear dependence between $\omega$ and $\mu$. Equation (3.6) coincides with the dispersion equation (3.3) for a discrete system if $\mu \ll 1$. Really (3.3) in the low-frequency range will be $\mu= \pm \omega / \omega_{0}, \omega_{0}$ is partial frequency for elementary subsystem Fig. 3.2b. It illustrates Fig. 3.3.

Fig. 3.3 Comparison of dispersion curves for discrete model (1) and with distributed parameters one (2)


By comparing (3.6) and (3.3) with each other, it is possible to evaluate the differences between the continuous and discrete models and to find the area where their equations differ little from each other (Fig.3.3).
(4) Determining limit wavelength for various normal modes.

Let us complicate the model in Fig. 3.1 by assuming that disks of two kinds alternate in the system: $J_{1}$ and $J_{2}$ (Fig. 3.4a). Then the corresponding dispersion equation takes the form [89]

$$
\begin{equation*}
\omega^{2}=k\left[\frac{1}{J_{1}}+\frac{1}{J_{2}} \pm \sqrt{\left(\frac{1}{J_{1}}+\frac{1}{J_{2}}\right)^{2}-\frac{4 \sin ^{2} \mu}{J_{1} J_{2}}}\right]^{1 / 2} \tag{3.7}
\end{equation*}
$$

The dispersion curve (3.7) is shown in Fig. 3.4b.
The bottom branch is acoustic; it corresponds to low-frequency vibrations.
The top branch is optical; it corresponds to high-frequency vibrations. It can be seen from Fig. 3.4b that the dispersion curve is multivalued along $\mu$ : two frequencies correspond to the same wavelength $-\omega_{\mathrm{b}}$ for the bottom branch and $\omega_{\mathrm{t}}$ for the top branch. Therefore, there are two normal modes (Fig. 3.5). These modes


Fig. 3.4a-e A system with two kinds of alternating disks (a), its dispersion curve (b), partial subsystem corresponding to $\omega_{-}(\mathbf{c})$, partial subsystem corresponding to $\omega_{+}(\mathbf{d})$, partial subsystem corresponding to $\omega_{0}$ (e)

Fig. 3.5 Normal modes

have the same wavelength, but they describe in-phase vibrations ( $\omega_{\mathrm{b}}$ ) and antiphase vibrations $\left(\omega_{t}\right)$ of the neighboring masses. In this way, the dispersion equation permits one to establish the phase relationships between the neighboring elements, i.e., the configuration of the normal modes and the frequency limits for the different normal modes.

The interval $\omega_{-} \div \omega_{+}$(Fig. 3.4b) corresponds to the nonpass band of the vibrations (the filter zone); In this area, the amplitude of the vibrations are damped out exponentially. $\omega_{0}$ is the limit frequency for harmonic vibrations

$$
\omega_{-}=\sqrt{\frac{2 k}{J_{1}}}, \quad \omega_{+}=\sqrt{\frac{2 k}{J_{2}}}, \quad \omega_{0}=\sqrt{2 k\left(\frac{1}{J_{1}}+\frac{1}{J_{2}}\right)}
$$

Figure $3.4 \mathrm{c}-\mathrm{e}$ shows, that these important frequencies correspond to very simple partial subsystems. Therefore one can easily to define them.

The nonpass band occurs at $\mu=\frac{\pi}{2}$. Let us use this fact for determining the boundaries of the low frequencies in a periodic structure of the type shown in Fig. 3.1. If on the system presented in Fig. 3.4 the differences between $J_{1}$ and $J_{2}$ will decrease, then it will describe in the limit the system shown in Fig. 3.1. Combining in pairs the neighboring masses in the system in Fig. 3.1, we can transform the curve in Fig. 3.2 analogously to Fig. 3.4 (Fig. 3.6).

It follows from here that the point $\mu \geq \pi / 2$ in Fig. 3.6a corresponds to the antiphase vibrations of the neighboring masses. Continuing this process further, combining the $q$ neighboring masses (i.e., forming quasiparticles or super elements), we will find that the quasiparticles of $q$ masses are in a phase at $\mu \leq 2 \pi / q$, etc. (Fig. 3.6b).

Fig. 3.6a, b Determining the limit for the lowest frequency

(a)

(b)

The second frequency is obtained at antiphase vibrations of $n / 2$ neighboring masses and arise at $q=n / 2$, i.e., at $\mu_{2} \leq 4 \pi / n$. This is the upper limit $\omega_{1 \text { max }}$ of the first low frequency (at any boundary conditions); and always $\omega_{2} \geq \omega_{1 \text { max }}$. The difference in the wavelengths $\Delta \mu$ for the neighboring oscillation modes is equal to $2 \pi / n$, which explains the equidistant spectrum of the wave numbers.

Let us note that the nonpass bands correspond to the Brilluen zone [25].
Although the provided data have been obtained for rather simple oscillation systems, the basic properties will also be correct for more complex continuous-discrete systems, which are considered below.

### 3.3 Vibrations of Frames with Periodic Structure

As a rule, mechanical systems with a periodic structure are continuous-discrete systems. Usually they are of periodic structures where the inhomogeneities are concentrated in discrete regular points (they are called geometric grating). They can be one-, two-, and three-dimensional periodic systems. The dispersion equation for such systems has certain differences compared to those discussed in Sect. 3.2. First, the dispersion equation can contain at the same time terms with $\cos \mu(\sin \mu)$ and $\operatorname{ch} \mu(\operatorname{sh} \mu)$, and, therefore, its periodicity is not preserved. Second, there will be no limit frequency in systems having the distributed parameters. Actually, in the case of sufficiently high frequencies, the discrete inclusions will remain fixed, performing the role of a rigid support for the elements with distributed parameters. In such a case, there are an unlimited number of natural frequencies.

Various methods for constructing the dispersion equation for continuous-discrete systems can be proposed. In [6], a method for constructing the dispersion equation for grids with beam elements with the help of dynamic rigidities is proposed. Below we will use FEM models that permit one to describe a sufficiently broad class of systems.

### 3.3.1 Combining Finite Elements Method and Dispersion Equation

In this case, if the structure consists of sufficiently complex subsystems or elements for which it is difficult to find analytically a dynamic stiffness matrix, then the apparently universal FEM is used.

With the help of the FEM, it is possible to construct a dispersion equation for a large class of systems, and at that in analytical form. In this case, the order of the equation coincides with the dimensionality of one elementary cell.

The general form of the matrix describing the vibrations of a periodic chain system formed with the help of the FEM has the following form:

$$
\mathbf{D}=\mathbf{K}-\lambda \mathbf{M}=\left[\begin{array}{lllll}
{\left[\mathbf{D}_{11}\right]} & {\left[\mathbf{D}_{12}\right]} & & &  \tag{3.8}\\
& {\left[\mathbf{D}_{11}\right]} & {\left[\mathbf{D}_{12}\right]} & & \\
& & & \ddots & {\left[\mathbf{D}_{11}\right]}
\end{array}\right] .
$$



Fig. 3.7a-d The finite-element model of a beam (a), elementary subsystem (b), dispersion curves (c), elementary subsystem with fixed ends (d)
$\left[\mathbf{D}_{i i}\right]=\left[\mathbf{D}_{11}\right]=\mathbf{K}_{11}-\lambda \mathbf{M}_{11}$ is a matrix describing the vibrations of node $i,\left[\mathbf{D}_{12}\right]$ is a connection matrix between the $i$ th and the $i+1$ nodes.

The general form of the dispersion equation is

$$
\begin{equation*}
\left|\mathbf{D}_{21} e^{-\mu}+\mathbf{D}_{11}+\mathbf{D}_{12} e^{\mu}\right|=0 \tag{3.9}
\end{equation*}
$$

In the case of ramified systems, the equation has a more complex form and is discussed in Sect. 3.4.

As a simple example, let us find the dispersion equation for a beam with identical rigid bodies mounted on it; they have the same mass $M_{c}$, and inertia moment $J_{c}$ (Fig. 3.7a).

Let us consider the bending vibrations in the $(x, y)$ plane. Each node $i$ has two coordinates - the displacement and the rotation angle: $\left(y, \theta_{z}\right)$. Let us partition the section of the beam between the bodies into $r$ finite elements. For the sake of simplicity, we will assume that the mass of the beam is concentrated in the partition nodes and then the inertia matrix of the beam $\left(J_{\bar{\sigma}}, m_{\bar{\sigma}}\right)$ is diagonal. Let us write down a fragment of the stiffness and inertia matrices for some section s with a disk:

$$
\underset{(6 r \times 6 r)}{\mathbf{D}_{11}}=\left[\begin{array}{ccccc}
1 & 2 & 3 & \ldots & r \\
\mathbf{K}_{11} & \mathbf{K}_{12} & & & \\
\mathbf{K}_{21} & \mathbf{K}_{11} & \mathbf{K}_{12} & & \\
& \mathbf{K}_{21} & & \ddots & \mathbf{K}_{11}
\end{array}\right]-\omega^{2}[\mathbf{M}],
$$

$[\mathbf{M}]=\operatorname{diag}\left[M_{c}+m_{b}, J_{c}+J_{b}, m_{b}, J_{b}, \ldots J_{b}\right], \mathbf{K}_{i j}$ are the blocks of the stiffness ( $6 r \times 6 r$ )
matrix for beam with $r$ finite elements.
The dispersion equation according to Eq. (3.9) is

$$
\begin{aligned}
& f(\omega, \mu)=\left[\begin{array}{cccc}
1 & 2 & 3 \ldots & r \\
\mathbf{K}_{11} & \mathbf{K}_{12}+\mathbf{K}_{21} e^{-\mu} & & \\
& \mathbf{K}_{11} & \mathbf{K}_{12} \ldots \\
\hline \mathbf{K}_{21}+\mathbf{K}_{12} e^{\mu} & \ldots & \mathbf{K}_{11}
\end{array}\right]-\omega^{2} \mathbf{M} \\
& \operatorname{det} f(\omega, \mu)=0 .
\end{aligned}
$$

Opening this equation, we shall receive a quadratic equation about $\operatorname{ch} \mu$ and of a degree $2 r$ about $\omega^{2}$. Hence, the equation will have $2 r$ branches of $\omega$ for one value $\mu$. Each optical branch, similarly Fig. 3.5, will correspond to the internal vibrations modes of partial subsystems Fig. 3.2b.

Taking into account the actual expressions for $\mathbf{K}_{11}, K_{12}$ (Chap. 2), we can easily write dispersion equation.

In the low-frequency range, we can set the number of nodes in Fig 3.7a at $r=1$. Then (3.9) can be written in the following form

$$
\left|\begin{array}{cc}
\left(24 \frac{E J}{l^{3}}-\left(M_{c}+m_{b}\right) \omega^{2}\right)-24 \frac{E J}{l^{3}} \cos \mu_{r} & 12 \frac{E J}{l^{2}} \sin \mu_{r}  \tag{3.10}\\
-12 \frac{E J}{l^{2}} \sin \mu_{r} & \left(8 \frac{E J}{l}-\left(J_{c}+J_{b}\right) \omega^{2}\right)-4 \frac{E J}{l} \cos \mu_{r}
\end{array}\right|=0
$$

$l$-length of finite element. This equation is of the fourth order with respect to $e^{\mu}$, even on $\mu$; therefore, it has four solutions for $\mu$ :

$$
\mu^{1,2}= \pm \mu_{1}, \mu^{3,4}= \pm \mu_{2}
$$

To obtain a periodic solution satisfying the boundary conditions, it is necessary that the quantity $\mu_{1}$ be real and $\mu_{2}$ be purely imaginary, i.e., $\mu_{2}=i\left|\mu_{2}\right|$. It has been taken into account that $\operatorname{ch} \mu_{2}=\cos \left|\mu_{2}\right|, \operatorname{sh} \mu_{2}=i \sin \left|\mu_{2}\right|=\sin \mu_{2}$.

Developing (3.10), we obtain a quadratic equation with respect to $\cos \mu(\operatorname{ch} \mu)$ and an equation of the order of 4 with respect to $\omega$. This dispersion equation is of second order; consequently it has two branches (Fig. 3.7c) which is completely similar to Fig. 3.4c. One can receive the nonpass band $\left(\omega_{-}-\omega_{+}\right)$which arise if $\cos \mu \geq 1$. Then at $\mu=\pi / 2$ we have from Eq. (3.10) the following equation for definition of $\omega_{-}, \omega_{+}$

$$
\left|\begin{array}{cc}
\left(-\left(M_{c}+m_{b}\right) \omega^{2}\right) & 12 \frac{E J}{l^{2}}  \tag{3.11}\\
-12 \frac{E J}{l^{2}} & \left(4 \frac{E J}{l}-\left(J_{c}+J_{b}\right) \omega^{2}\right)
\end{array}\right|=0 .
$$

One can see that equation (3.11) describes the subsystem Fig 3.7 b but with rigidly fixed ends (Fig. 3.7d). Therefore the nonpass range corresponds to the frequencies of elementary subsystem with fixed ends.

The limit frequency for system under consideration one can receive at $\mu=0$. From Eq. (3.10) we find that

$$
\omega_{0}=\frac{4 E J / l}{\left(J_{c}+J_{b}\right)},
$$

that is the partial frequency for torsion vibrations of elementary subsystem.
Evidently similar results one may receive and for elementary subsystem with distributed parameters.

### 3.3.2 Vibrations of Grate Frames

The use of dispersion equations which have the low dimensionality becomes particularly efficient in the study of plane and spatial grating frames. Actually, the number of DOF in such systems is rather large - on the order of $n^{2}$ (or $\left.n^{3}\right)(n$ is the number of finite-elements nodes); But the dispersion equation dimensionality is equal to the number of DOF for single elementary section.

Let us study the vertical bending vibrations of a plane frame (Fig. 3.8) consisting of beam elements.

The node now has a double numbering - for the longitudinal row $(t)$ and for the transversal one $(j)$. The following coordinates are included in the stiffness matrices of the beams: for longitudinal beams $\left(z, \theta_{y}\right)$, for transversal beams $\left(z, \theta_{x}\right)$. In this way, each node has three coordinates $\left(z, \theta_{x}, \theta_{y}\right)$. It is supposed that the all masses of

Fig. 3.8a, b A grate frame
(a) and its dispersion curves (b)

(a)


0 $\rightarrow+$
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(b)
finite elements for longitudinal beams and for transversal beams $M_{1}, M_{2}$ are located in intersections nodes, their inertia moments about axis $x, y$ are $J_{i x}, J_{i y}(i=1,2)$; between the nodes there is an one beam finite element. Now let us write the equation for the displacement of node $t j$ :

$$
\begin{equation*}
\mathbf{K}_{11} \mathbf{Z}_{t j}+\mathbf{K}_{21}^{(2)} \mathbf{Z}_{t j+1}+\mathbf{K}_{12}^{(1)} \mathbf{Z}_{t+1, j}+\mathbf{K}_{12}^{(2)} \mathbf{Z}_{t j-1}+\mathbf{K}_{21}^{(1)} \mathbf{Z}_{t-1 j}-\mathbf{M} \mathbf{Z}_{t j} \cdot \omega^{2}=0 \tag{3.12}
\end{equation*}
$$

In this equation, the upper index " 1 " refers to longitudinal beams and index " 2 " to transversal ones.

By treating (3.12) as finite-difference equations, we will search for its solution in the form

$$
\mathbf{Z}_{t+p, j+r}=\mathbf{X}_{t} e^{i(\mu p+\omega t)} \mathbf{Y}_{j} e^{i(\nu r+\omega t)}
$$

where $\mu$ and $\nu$ are the wave parameters in the longitudinal and the transversal directions, respectively. Then from Eq. (3.12) we obtain the dispersion equation

$$
\left|\left(\mathbf{K}_{11}-\mathbf{M} \omega^{2}\right)+\left(\mathbf{K}_{21}^{(2)} e^{\nu}+\mathbf{K}_{12}^{(2)} e^{-\nu}\right)+\left(\mathbf{K}_{12}^{(1)} e^{\mu}+\mathbf{K}_{21}^{(1)} e^{-\mu}\right)\right|=0 .
$$

By taking into account the actual expressions for the stiffness matrix of the beams (Chap. 2, Appendix A), we obtain the following dispersion equation:

$$
\begin{gather*}
\operatorname{det}\left[\begin{array}{ccc}
a_{11} & -6 a_{12} s h v-6 a_{13} s h \mu \\
6 a_{12} s h v & a_{22} & 0 \\
6 a_{13} s h \mu & 0 & a_{33}
\end{array}\right]=0  \tag{3.13}\\
a_{11}=\frac{24 \mathrm{E} J_{1}}{l_{1}^{3}}+\frac{24 \mathrm{E} J_{2}}{l_{2}^{3}}-\left(M_{1}+M_{2}\right) \omega^{2} \\
a_{22}=\frac{8 \mathrm{E}}{l_{2}}-\left(J_{1 x}+J_{2 y}\right) \omega^{2} \\
a_{33}=\frac{8 \mathrm{E} J}{l_{r}}-\left(J_{1 y}+J_{2 x}\right) \omega^{2} .
\end{gather*}
$$

$J_{1}, J_{2}$ are the inertia moments of the beams.
Analyzing Eq. (3.13), we can see that the view of the dispersion curve and the width of the nonpass areas depend on the direction of the wave propagation.

In the case of propagation of the wave in the horizontal direction $(v=0)$, we obtain from Eq. (3.13) that the dispersion equation is decomposed into two independent ones:

$$
a_{22}+2 G_{1}(1-\operatorname{ch} \mu)-\frac{4 E J_{2}}{l_{2}}=0 ; \quad \operatorname{det}\left[\begin{array}{cc}
a_{11} & -\frac{12 E J_{1}}{l_{1}^{2}} \operatorname{sh} \mu  \tag{3.14}\\
\frac{12 E J_{1}}{l_{1}^{2}} \operatorname{sh} \mu & a_{33}-\frac{4 \mathrm{E} J}{l_{1}} \operatorname{ch} \mu
\end{array}\right]=0 .
$$

The first equation corresponds to the rotation vibrations around the $x$ axis. The second equation is analogues to Eq. (3.10): therefore it describes the vibrations of a single beam with a periodically concentrated load ( $M, J^{\prime}$ ), and with an increased inertia moment. Therefore a frame in this case is equivalent to a discrete-loaded beam. The nonpass area is determined from Eq. (3.14). If we consider a large number of finite elements between the frame nodes, then the quantity of nonpass areas and optical branches increases. The dispersion curves are characterized by more and more narrowed nonpass bands (on Fig. 3.8b are shaded).

In the case of wave propagation under an angle of $45^{\circ}(\mu=\nu)$, we obtain from Eq. (3.14) for a frame with identical horizontal and transversal beams

$$
\left(a_{22}+2 G_{1}(1-\operatorname{ch} \mu)-\frac{4 E J_{2}}{l_{2}}\right)\left|\begin{array}{cc}
\frac{48 E J}{\beta^{3}}(1-\operatorname{ch} \mu)-M \omega^{2} & -\sqrt{2} \frac{12 E J_{1}}{l_{1}} \operatorname{sh\mu } \mu \\
-\sqrt{2} \frac{12 E J_{1}}{l_{1}^{2}} \operatorname{sh\mu } & \frac{8 E J_{1}}{l_{1}}-2 G_{2}(1-\operatorname{ch} \mu)-\frac{4 E J_{1}}{l_{1}} \operatorname{ch} \mu-J_{1}^{\prime} \omega^{2}
\end{array}\right|=0 .
$$

The nonpass bands at $M=J=0$ disappear and the dispersion equation coincides with the equations for a non-loaded beam.

### 3.4 Dynamic Properties of Laminar Systems with Sparsely Positioned Laminar Ribbing

In the modern mechanical engineering and in civil building, systems consisting of ribbed laminas and shells are widely used. In particular, they include various kinds of honeycomb structures. The use of these elements makes the structures light, economical, and sufficiently rigid. However, the analysis of the dynamics of such structures becomes extremely difficult and can yield unexpected results. Indeed, the computational models of such systems is rather discrete and contains a large number of degrees of freedom. The continualization and transition to continuous computational models is a rather widely used method. Thus the discrete-periodic system is replaced by a smooth one with some equivalent characteristics [3, 36, 70]. As a rule, such replacements are obtained on the basis of a number of hypotheses, which requires an evaluation of their areas of application. A similar continualization is usually applied to systems with stiffening ribs positioned relatively close to one another. However, in the case of sparsely positioned and rather thick ribbings, continualization is possible only within a very limited range of parameters change, and often it is not possible at all. In addition, the problem of selecting the best structural positioning of just the ribbing elements emerges during the design process. All this requires a dynamic analysis of the discrete model.

In this respect, it is expedient to use a dispersion equation for such systems, which permits one to take into account analytically the discreteness as well as the periodicity of the structure in the space. By comparing the obtained dispersion equation with the known exact equations of a continuous medium for laminas and shells, it is possible to determine areas in which continualization is possible and to find equivalent parameters for systems with distributed parameters. On the other hand, the dispersion equation permits one to analyze such properties as nonpass bands, the
points of frequencies concentration that are available only in the discrete systems. Below it is shown in such a way that two-layer laminas, with sparsely positioned and thick laminar stiffness in practically cannot be replaced by an orthotropic lamina; such a replacement is possible only in a very narrow frequency range.

### 3.4.1 Dispersion Equation for Ribbed Laminar Systems: Conditions for Possibility of Continualization

Let us consider the laminar system presented in Fig. 3.9 consisting of a two-layer lamina with laminar stiffness ribs [1]. In the same way as above, we will use a dispersion equation.

By using the stiffness and inertia FEM matrices for laminar elements [94], we write the equilibrium equation for the $S R$ th node (Fig. 3.10).

$$
\begin{equation*}
\sum_{r=S-1}^{S+1} \sum_{j=R-1}^{R+1}\left(\mathbf{K}_{r j} \mathbf{Z}_{r j}+\mathbf{M}_{r j} \ddot{\mathbf{Z}}_{r j}\right)+\sum_{r=S^{\prime}-1}^{S^{\prime}+1}\left(\mathbf{K}_{r R^{\prime}} \mathbf{Z}_{r R^{\prime}}+\mathbf{M}_{r R^{\prime}} \ddot{\mathbf{Z}}_{r R^{\prime}}\right)=0 \tag{3.15}
\end{equation*}
$$

where $\mathbf{K}_{r j}$ and $\mathbf{M}_{r j}$ are the blocks of the stiffness and inertia matrices of the laminar elements connecting the $S R$ th node with its neighboring nodes. Analogously, for the $S^{\prime} R^{\prime}$ th node

$$
\begin{equation*}
\sum_{r=S^{\prime}-1}^{S^{\prime}+1} \sum_{j=R^{\prime}-1}^{R^{\prime}+1}\left(\mathbf{K}_{r j}^{S^{\prime} R^{\prime}} Z_{r j}+\mathbf{M}_{r j}^{S^{\prime} R^{\prime}} \ddot{\mathbf{Z}}_{r j}\right)+\sum_{r=S-1}^{S+1}\left(\mathbf{K}_{r j}^{S^{\prime} R^{\prime}} Z_{r R}+\mathbf{M}_{r R}^{S^{\prime} R^{\prime}} \ddot{\mathbf{Z}}_{r R}\right)=0 \tag{3.16}
\end{equation*}
$$

For the continuous system with distributed parameters the solution in the form of a travelling wave will be

$$
\begin{equation*}
\overline{\mathbf{z}}=\overline{\mathbf{C}} e^{i\left(\sigma_{1} x+\sigma_{2} y+\omega t\right)} \tag{3.17}
\end{equation*}
$$

where $\sigma$ is the wave vector, $\sigma_{1}$ and $\sigma_{2}$ are the projections of the wave vector on the $x$ and $y$ axes.

Fig. 3.9 A lamina with sparsely positioned laminar stiffening ribbings


Fig.3.10 Numbering of the nodes


In the case of discrete the system, the solution of the Eqs. (3.15) and (3.16) analogues to (3.17) will have the form

$$
\mathbf{z}=\mathbf{C} e^{i(\mu R+\nu S+\omega t)}
$$

where $\mu=\frac{\sigma_{1} x}{R}, \nu=\frac{\sigma_{2} y}{S}, \mathbf{C}=\left\{C_{x}, C_{y}, C_{z}, C_{\varphi}, C_{\psi}, C_{\theta}, \ldots C_{\theta}^{\prime}\right\}$.
In the general case, the projections of the wave vector can be complex

$$
\mu=a_{1}+i b_{1} ; v=a_{2}+i b_{2}
$$

If $b_{1}=0$ and $b_{2}=0$, then the wave is homogeneous; when $a_{1}=0$ and $a_{2}=0$, the wave is no homogeneous (damped). The frequency range in which the wave is homogeneous is a pass band range; otherwise it is a nonpass band range (filter zone).

Substituting solution (3.17) in (3.15) and (3.16) and dividing into $Z_{S R}$ and $Z_{S^{\prime} R^{\prime}}$, we obtain the equilibrium equation in a finite-difference form.

The structure of the studied system is symmetric with respect to the horizontal axis. Taking this property into account, we perform the coordinate transformation $\mathbf{Z}^{*}=\mathbf{P}_{\mathbf{2}} \mathbf{Z}$ for symmetric and skew-symmetric modes, where

$$
\mathbf{P}_{2}=\left[\begin{array}{c:c}
\mathbf{E}_{1} & -\mathbf{E} \\
\hdashline \mathbf{E} & \mathbf{E}
\end{array}\right], \quad\left[\begin{array}{l}
\mathbf{Z}_{1}^{*} \\
\mathbf{Z}_{2}^{*}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{E} & \mathbf{E} \\
\mathbf{E} & -\mathbf{E}
\end{array}\right]\left[\begin{array}{l}
\mathbf{Z}_{1} \\
\mathbf{Z}_{2}
\end{array}\right],
$$

$\mathbf{E}$ is the identity matrix. Coordinates $\mathbf{Z}_{\mathbf{1}}$ and $\mathbf{Z}_{\mathbf{2}}$ correspond to the top and bottom laminas, respectively. Coordinates $\mathbf{Z}^{*} \mathbf{1}$ and $\mathbf{Z}^{*}{ }_{2}$ describe the symmetric and skewsymmetric variables.

As a result, we obtain two systems of equations corresponding to the symmetric and the skew-symmetric modes. Equating to zero the determinant of obtained equations, we receive the dispersion equation. For the analysis of the dispersion equations, it is convenient to use dispersion surfaces. These surfaces describe the bending, longitudinal, transversal-shifting, and torsion modes (waves).

[^1]Fig. 3.11a, b. Dispersion surfaces (a) and symmetric modes (b)


Figures 3.11a, b and 3.12a, b show the dispersion surfaces and the vibration modes for a lamina in the case where a wave propagates under an angle of $\pi / 4$. The system has the following parameters: outside lamina thickness 5 mm , ribbing thickness 1 mm , distance between the ribbings equal to distance between laminas 1000 mm . In this case, the ribbings are indeed sparsely positioned.

Dispersion surfaces have characteristic features. In the case of symmetric vibrations, these surfaces, which describe the translational motions of nodes, begin from the zero point. This point corresponds to the motion of the system as a free body at $\mu=\nu=0$. But the skew-symmetric modes start with a frequency $\omega^{*}$. There are no skew-symmetric vibrations in the range from 0 to $\omega^{*}$. This is easy to understand because they can only arise when there are skew-symmetric vibrations of the ribbings. It is obvious that such vibrations have higher frequencies.

The location of the surfaces permits one to determine which modes correspond to the low-frequency portion of the spectrum. The dispersion surface describing the

Fig. 3.12 a, b. Dispersion surfaces (a) and skew-symmetric modes (b)

(a)

(b)
bending modes is located below the other surfaces. This is why the bending mode has the lowest vibration frequency.

Figure 3.13 shows surfaces at imaginary values of $\mu$ and $\nu$. The absence of bending vibrations with an imaginary value of $\mu$ in the range 0 to $\mu^{*}$ is their characteristic feature. The width of this area depends on the ratio between the bending stiffness of the outside laminas and the ribbings. The condition $\partial Z / \partial x=0$ for the nodes at these modes is satisfied in this range because the stiffness of the ribbings is greater than the stiffness of the outside laminas. At point $\mu^{*}$ these stiffness are equal to each other.

It can be seen from the presented Figures that laminar ribbings have bending and shear deflections and their contribution to the stiffness of the system is different. This can be seen very clearly from the dispersion surface of the symmetric vibrations for the bending modes. This influence increases sharply with an increase in $v$, i.e., the stiffness of the system along the ribbings is considerably higher compared to

Fig. 3.13 Dispersion surfaces for imaginary values of $\mu$ and $\nu$

the other directions. The stiffness of the system increases less along the $x$ axis. This increase is determined by the bending stiffness of the ribbings and depends on the number of ribbings $n$ comprised in a wavelength $L$. This influence is reduced with a decrease in $n$; at $n \rightarrow 0$, it tends toward zero. When calculating laminar systems with a crossing set of stiffness (laminar) ribbings, it is possible not to take into account the bending stiffness of the ribbings because the shifting stiffness is considerably higher than the bending one. The presence of stiffening ribs leads to the simultaneous existence, within some frequency range, of dispersion surfaces describing transversal motions along the $z$ axis and a rotation about the $x$ and $y$ axes. Therefore, in this range, the bending modes, which are determined by the stiffness of the outside laminas, will get superimposed onto the bending modes determined by stiffness of external plates. Therefore, a local distortion of the basic mode will exist [1].

Let us now determine the natural frequencies of a system with specified boundary conditions using the dispersion equations. The solutions of our equations have the following form:

$$
\mathbf{Z}=\mathbf{C} e^{i(\mu R+\nu s)+\omega t}
$$

at both real and imaginary values of $\mu$ and $v$; thus the sign at $\mu$ and $v$ can be anyone. Therefore, we will search for a solution in the form of their linear combination:

$$
\begin{align*}
\mathbf{Z} & =\left[\mathbf{C}_{1} e^{i \mu\left(1 R+\nu_{1} S\right)}+\mathbf{C}_{2} e^{i\left(\mu_{1} R-\nu_{1} S\right)}+\ldots+\mathbf{C}_{7} e^{i\left(-\mu_{2} R+i \nu_{2} S\right)}+\mathbf{C}_{8} e^{i\left(-\mu_{2} R+i \nu_{2} S\right)}\right] e^{\omega t}= \\
& =\left[\left(\mathbf{A}_{1} e^{i \nu_{1} S}+\mathbf{A}_{2} e^{-i \nu_{1} S}\right)\left(\mathbf{B}_{1} e^{i \mu_{1} R}+\mathbf{B}_{2} e^{-i \mu_{1} R}\right)\right] e^{\omega t} \\
& +\left[\left(\mathbf{A}_{3} e^{\nu_{2} S}+\mathbf{A}_{4} e^{-v_{2} S}\right)\left(\mathbf{B}_{3} e^{\mu_{2} R}+\mathbf{B}_{4} e^{-\mu_{2} R}\right)\right] e^{\omega t}= \\
& =\left(\mathbf{U}_{R} \mathbf{W}_{S}+\mathbf{U}_{R}^{\prime} \mathbf{W}_{S}^{\prime}\right) e^{\omega t} . \tag{3.18}
\end{align*}
$$

The coefficients $B_{3}$ and $B_{4}$ are equal to zero for the bending modes in the range of values $0<\mu<\mu^{*}$ at $v=0$. Indeed, in this range there are no solutions for this mode with imaginary values of $\mu_{2}$. In the range $0<\mu<\mu^{*}$, the boundary conditions of the rigid support type are implemented by laminar ribbings, and in the remaining area these ribbings implement an elastic support to the boundary nodes.

### 3.4.2 Vibrations of a Single-Section Lamina with Laminar Ribbing: Comparison of Discrete and Continuous Models

Let us determine the two lowest natural frequencies for a single-section lamina with a laminar ribbing. This system is shown in Fig. 3.14. It has the previous parameters. The boundary nodes are free.

Let us write the boundary conditions for the nodes $R=0$ and $R=8$ at $S=0$ :

$$
\left.\begin{array}{l}
Z_{00}=0 \\
Z_{08}=0
\end{array}\right\} \begin{aligned}
& (\text { Mom })_{0}=0 \\
& (\mathrm{Mom})_{8}=0
\end{aligned}
$$

Fig. 3.14 Vibrations of a single-section lamina with a laminar ribbing

where $(\mathrm{Mom})_{i}$ is the bending moment at point $i$.
By substituting solution (3.18) into the boundary conditions, we obtain the frequency equation

$$
\sin \mu R=0 \quad(R=8)
$$

It follows from this that $\mu=\pi n / 8, n=1 \ldots \infty$. For the two lowest frequencies we obtain the values $\mu_{1}=\pi / 8$ and $\mu_{2}=\pi / 4$; to these correspond the natural frequencies of 0.209 and 0.75 Hz on the dispersion surface of the bending modes.

For the sake of comparison, the same frequencies were calculated using the FEM. Figure 3.14 presents the finite-element model and the normal modes for the lowest frequency. The system was decomposed into 108 nodes ( 648 degrees of freedom). The difference of the obtained values for the frequencies is insignificant $(0.21$ and 0.73 Hz ); the first frequency deviates by $0.47 \%$ and the second one by $2.73 \%$. However, in order to calculate these frequencies by means of the dispersion equations, it was sufficient to solve the natural value problem for a sixth-order matrix, while by using the FEM the same problem was solved for a matrix with a more than 100 times larger dimension.

Let us now study the replacement of such laminar systems with equivalent orthotropic lamina with a constant thickness. The closeness of the dispersion surfaces of the original system and the orthotropic lamina can serve as an equivalence criterion for such a replacement. The presence of skew-symmetric modes in the discrete model immediately sets a constraint on the possibility for continualization. Actually, these vibration modes, whose emergence is based on the ribbings vibrations, do not exist at all in continual lamina, which leads to a loss of this portion of the frequency spectrum. However, in the frequency spectrum where no skewsymmetric forms are present (from 0 to $\mu^{*}$, Fig. 3.11), replacement is possible if the equivalence criterion is fulfilled. Therefore, let us compare the dispersion surface for the bending vibrations in these two systems. The vibration equation for a lamina with a constant thickness has the form

$$
R_{11} \frac{\partial^{4} w}{\partial x^{4}}+2 R_{12} \frac{\partial^{4} w}{\partial y^{2} \partial x^{2}}+R_{22} \frac{\partial^{4} w}{\partial y^{4}}+\rho b \frac{\partial^{2} w}{\partial t^{2}}=0
$$

where $b$ is the thickness of the lamina, $\rho$ is the mass density of the material, $R_{11}$ and $R_{22}$ are the rigidities along the $x$ and $y$ axes, respectively, and $R_{12}$ is the mixed stiffness.

The numerical dependence of $R_{11}, R_{12}$, and $R_{22}$ on the value of $\rho b$ for some points of the dispersion surface of the bending modes of a system with ribbings for the above parameter values is shown in Table 3.1.

The values $R_{11}, R_{12}$, and $R_{22}$ are not constant; they change noticeably from one point to another.

$$
B=100 \mathrm{~mm}, b_{n \pi}=5 \mathrm{~mm}, b_{p e \bar{\sigma}}=4 \mathrm{~mm}, L=500 \mathrm{~mm} .
$$

Table 3.1 Comparison of discrete and continuous models

| $\mathcal{N}_{\underline{o}}$ | Quantity rib in wave length | $\mu \times 10^{-1}$ | $\omega^{2}$ |  |  | $R \rho b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\begin{aligned} & v=0 \\ & \omega^{2} \times 10^{-3} \end{aligned}$ | $\begin{aligned} & \mu=v \\ & \omega^{2} \times 10^{-5} \end{aligned}$ | $\begin{aligned} & \mu=0 \\ & \omega^{2} \times 10^{-5} \end{aligned}$ | $R_{11} \times 10^{-3}$ |
| 1 | 101 | 0.314 | 47.97 | 0.7117 | 0.96 | 4934.6 |
| 2 | 54 | 0.628 | 67.7 | 3.073 | 2.389 | 4352.6 |
| 3 | 34 | 0.952 | 103.4 | 6.836 | 5.394 | 1313.1 |
| 4 | 26 | 1.26 | 155.2 | 11.9 | 9.632 | 623.63 |
| 5 | 21 | 1.7 | 220.5 | 18.0 | 13.13 | 362.92 |
| 6 | 17 | 1.884 | 299.8 | 25.02 | 21.89 | 237.97 |
| 7 | 15 | 2.198 | 395.5 | 32.62 | 23.64 | 169.4 |
| 8 | 13 | 2.12 | 508.0 | 40.89 | 24.64 | 127.8 |
| 9 | 12 | 2.826 | 681.5 | 49.91 | 28.58 | 99.01 |
| 10 | 11 | 3.14 | 775.5 | 59.81 | 35.24 | 79.78 |

In this way, the obtained results show that continualization is possible only in a very narrow frequency range. The width of this area and its location depend on the parameters of the system, the position of the ribbings, etc. The possibility for continualization of similar structures depends also on the ratio between the rigidities of the outside laminas and the internal ribbings. The internal ribbings have mainly shifting deformations when the lamina is being bending. Therefore, the deformation of the external and internal laminas is described by differential equations of different orders (fourth and second, respectively).

However, for a lamina supported by beam stiffness ribbings (Fig. 3.15), the deformation of the lamina and the ribbings has the same character. Therefore - as is known from [36] - continualization in the form of an orthotropic lamina is possible, which is confirmed by the type of dispersion surface (Fig. 3.15b).


Fig. 3.15a, b A plate with beam stiffness ribbings (a) and its dispersion surface (b)

### 3.5 Finite-Element Models for Beam Systems: Comparison with Distributed Parameters Models

### 3.5.1 Dispersion Equation for FE-Model of Beam

Let us consider a beam divided into $n+1$ finite elements (Fig. 3.16).
The equation of the free vibrations of this system in the vertical plane, for $s$ th node, has the following form:

$$
\begin{align*}
& \mathbf{K}_{12} \mathbf{x}_{s-1}+\left(\mathbf{K}_{11}+\mathbf{K}_{22}\right) \mathbf{x}_{s}+\mathbf{K}_{21} \mathbf{x}_{s+1}+ \\
& \mathbf{M}_{12} \ddot{\mathbf{x}}_{s-1}+\left(\mathbf{M}_{11}+\mathbf{M}_{22}\right) \ddot{\mathbf{x}}_{s}+\mathbf{M}_{12} \ddot{\mathbf{x}}_{s+1}=0 . \tag{3.19}
\end{align*}
$$

where $\mathbf{x}_{s}$ is a two-dimensional vector with coordinates $\left[y_{s}, \theta_{s}\right.$ ], $y_{s}$ is the vertical displacement of the node $s$ and $\theta_{s}$ is the rotation angle. We search for a solution in the following form:

$$
\begin{equation*}
\mathbf{x}_{s}=\mathbf{C z}^{s} e^{i \omega t} \tag{3.20}
\end{equation*}
$$

From Eq. (3.19):

$$
\begin{gather*}
\mathbf{D}_{12} \mathbf{z}^{-1}+\left(\mathbf{D}_{11}+\mathbf{D}_{22}\right)+\mathbf{D}_{21} \mathbf{z}=0  \tag{3.21}\\
\mathbf{D}_{i j}=\mathbf{K}_{i j}-\omega^{2} \mathbf{M}_{i j}
\end{gather*}
$$

where $\mathbf{z}$ is the root of the matrix equation (3.21).
In this way, we reduce the solution of the initial equation (3.19) of the order $2 n$ to a solution of Eq. (3.21) of the order equal to 2 .

Without taking the damping into account, solution (3.20) has the following form:

$$
\begin{equation*}
\mathbf{x}_{s}=\mathbf{C}_{s} e^{ \pm \mu_{r} s} e^{i \omega t}=\mathbf{C}_{s}^{\prime} e^{ \pm \mu_{r}^{\prime} l s+i \omega t} \tag{3.22}
\end{equation*}
$$

where $\mu$ are real or purely imaginary values and $\mu^{\prime} l=\mu, l$ is finite element length. Solution (3.22) can be treated as a sum of a traveling and a reflected wave:

$$
\mathbf{x}_{s}=\mathbf{C}_{s} e^{ \pm \mu_{r}^{\prime} l_{s}+i \omega t}
$$

Fig. 3.16 A beam divided into $n$ finite beam elements


For now, we will not impose any constraints on the boundary conditions of the system in Fig. 3.16. From Eq. (3.19) we obtain an equation for the node $s$. The expressions for the stiffness matrix $\mathbf{K}$ and the inertia matrix $\mathbf{M}$ for a beam finite element are provided in Chap. 2. Substituting (3.22) into (3.21) and performing certain transformations, we obtain the following dispersion equation:
$\operatorname{det}\left|\begin{array}{cc}\left(24-\alpha_{0} \omega^{* 2}\right)-2\left(12+\alpha_{1} \omega^{* 2}\right) \operatorname{ch} \mu & 2\left(6+\alpha_{2} \omega^{* 2}\right) \operatorname{sh} \mu \\ -2\left(6+\alpha_{2} \omega^{* 2}\right) \operatorname{sh} \mu & \left(8-\alpha_{4} \omega^{* 2}\right)+2\left(2+\alpha_{3} \omega^{* 2}\right) \operatorname{ch} \mu\end{array}\right|=0$,
where $\omega^{* 2}=\omega^{2} \frac{m l^{4}}{\mathrm{E} J}, \alpha_{0}=\frac{26}{35}, \alpha_{1}=\frac{9}{70}, \alpha_{2}=\frac{13}{420}, \alpha_{3}=\frac{1}{140}, \alpha_{4}=\frac{2}{105}$.
Analogously to (3.10) wave parameter $\mu$ can be either real or imaginary

$$
\mu^{1,2}= \pm \mu_{1}, \mu^{3,4}= \pm \mu_{2}
$$

by this for periodic solution $\mu_{1}$ may be real and $\mu_{2}$ be purely imaginary, i.e., $\mu_{2}=i\left|\mu_{2}\right|$. And $\operatorname{ch} \mu_{2}=\cos \left|\mu_{2}\right|, \operatorname{sh} \mu_{2}=i \sin \left|\mu_{2}\right|=\sin \mu_{2}$.

Dispersion equation (3.23) contains only the wave parameter $\mu_{r}$ and the dimensionless angular velocity $\omega^{*}$. That is why it is correct for any parameters of beam $E J, l$ for any number of finite elements $n$, and, in addition, it does not depend on boundary conditions. The solution of this equation is presented in Table 3.2 and in Fig. 3.17.

If a solution in the form of Eq. (3.22) exists, it satisfies equation (3.23). Then the general solution of Eq. (3.19) can be presented in the form

$$
\begin{align*}
x_{s} & =C_{1} e^{\mu_{1} s}+C_{2} e^{-\mu_{1} s}+C_{3} e^{i \mu_{2} s}+C_{4} e^{-i \mu_{2} s} \\
\theta_{s} & =\beta_{1}\left(C_{1} e^{\mu_{1} s}-C_{2} e^{-\mu_{1} s}\right)+\beta_{2}\left(C_{3} e^{i \mu_{2} s}-C_{4} e^{-i \mu_{2} s}\right) \tag{3.24}
\end{align*}
$$

Table 3.2 FEM solution

| $\omega^{*^{2}}$ | $s$ | $\mu_{1}$ | $\mu_{2}$ | $\beta_{1}$ | $i \beta_{2}$ | $\mu_{1} n$ | $\mu_{2} n$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| 0.05 | 1 | 0.474 | 0.474 | 0.46 | 0.46 | 4.74 | 4.74 |
| 1.978 | $1 *$ | 1.185 | 1.185 | 1.185 | 1.184 | 1.186 | 4.74 |
| 4.015 | 4 | 1.413 | 1.413 | 1.413 | 1.413 | 14.13 | 14.13 |
| 15.3 | $2 *$ | 1.964 | 1.966 | 1.964 | 1.964 | 7.860 | 7.864 |
| 13.93 | 7 | 2.347 | 2.353 | 2.270 | 2.270 | 23.47 | 23.53 |
| 53.5 | 8 | 2.65 | 2.667 | 2.644 | 2.56 | 26.50 | 26.67 |
| 60.3 | $3 *$ | 2.715 | 2.743 | 2.708 | 2.57 | 10.86 | 10.97 |
| 82.79 | 9 | 2.917 | 2.962 | 2.88 | 2.34 | 29.17 | 29.62 |
| 216 | $4 *$ | 3.512 | 3.65 | 3.45 | 5.39 | 14.04 | 14.60 |
| 588.5 | $5 *$ | 3.987 | 4.49 | 3.94 | 7.93 | 15.95 | 17.96 |
| 990 | 15 | 4.125 | 4.955 | 4.118 | 10.926 | 41.25 | 49.55 |

Table 3.2 contains solution for $\mathrm{n}=3$ (marked ${ }^{*}$ ) and $\mathrm{n}=9$

Fig. 3.17 Dispersion curve for finite-element model of a beam and a Bernoulli beam (dashed line)


Table 3.3 The solution for a Bernoulli beam with distributed parameters

| $\bar{\mu}$ | $\bar{\omega}^{2}$ | $\Delta \omega \%$ |
| :--- | :---: | :--- |
| 4.73 | 500.55 |  |
| 4.73 | 500.546 | 0.7 |
| 14.136 | 39943.8 | 0.4 |
| 7.853 | 3803.14 | 1.5 |
| 23.56 | 308106.7 | 1.8 |
| 26.70 | 505931.9 | 2.7 |
| 10.99 | 14587.83 | 2.9 |
| 29.841 | 792964 |  |
| 14.136 | 39930.6 | 2 |
| 17.27 | 88954.8 |  |
| 48.7 | 5624913 |  |

where from Eq. (3.23)

$$
\begin{equation*}
\beta_{r}=-\frac{2\left(6+x_{2} \omega^{* 2}\right) \operatorname{sh} \mu_{s}}{\left(24-\alpha_{0} \omega^{* 2}\right)-2\left(12+\alpha_{1} \omega^{* 2}\right) \operatorname{ch} \mu_{s}},(r=1,2) \tag{3.25}
\end{equation*}
$$

Thereby, it has been taken into account that $\operatorname{ch} \mu_{2}=\cos \left|\mu_{2}\right|, \operatorname{sh} \mu_{2}=i \sin \left|\mu_{2}\right|=$ $\sin \mu_{2}$.

The constants $C_{j}$ are determined, as is usually done, from the boundary conditions. The determinant $\Delta c$ of this system gives the frequency equation for determining $\mu_{r}$.

In particular, in the case of fixed ends, the boundary conditions $x_{0}=\theta_{0}=\theta_{n+1}=$ $x_{n+1}=0$ and the frequency equation will be as follows:

$$
\begin{align*}
& \Delta c=\left(\beta_{1}^{2}-\beta_{2}^{2}\right) \operatorname{ch} \mu_{1}(n+1) \cos \mu_{2}(n+1)=  \tag{3.26}\\
& 2 i \beta_{1} \beta_{2} \operatorname{sh} \mu_{1}(n+1) \sin \mu_{2}(n+1)
\end{align*}
$$

The vibration modes are determined from Eq. (3.24) by taking into account the frequency determinant $\Delta c$ and boundary conditions:

$$
\begin{align*}
& x_{s}=-\beta_{2} \cos \mu_{2}(n+1) \operatorname{sh} \mu_{1} r-i \beta_{1} \sin \mu_{2}(n+1) r-\beta_{1} \operatorname{sh} \mu_{1}(n+1-r)- \\
& -i \beta_{2} \operatorname{sh} \mu_{1}(n+1) \sin \mu_{2} r \\
& \theta_{s} l=\beta_{1}\left[-\beta_{2} \cos \mu_{2}(n+1) \operatorname{ch} \mu_{1} r+i \beta_{1} \sin \mu_{2}(n+1)-\right. \\
& -\beta_{2} \operatorname{ch} \mu_{1}(n+1) \cos \mu_{2} r+i \beta_{1}^{2} \operatorname{sh} \mu_{1}(n+1) \sin \mu_{2} r+\beta_{1} \beta_{2} \operatorname{ch} \mu_{1}(n-1+r)+ \\
& \left.+\beta_{1} \beta_{2} \cos \mu_{2}(n+1-r)\right] . \tag{3.27}
\end{align*}
$$

The solutions for other boundary conditions can be obtained analogously. Thus the frequency equation in the case of a hinge support is
$\operatorname{det}\left|\begin{array}{cc}\operatorname{sh} \mu_{1}(n+1) & i \sin \left|\mu_{2}(n+1)\right| \\ -\left(6+\alpha_{2} \omega^{* 2}\right) \operatorname{sh} \mu_{1} n+\beta_{1}\left[\left(2+\alpha_{3} \omega^{* 2}\right)\right. & -i\left(6+\alpha_{2} \omega^{* 2}\right) \sin \left|\mu_{2} n\right|+\beta_{2}\left[\left(2+\alpha_{3} \omega^{* 2}\right)\right. \\ \left.\operatorname{ch} \mu_{1} n+\left(4+\alpha_{4} \omega^{* 2}\right) \times \operatorname{ch} \mu_{1}(n+1)\right] & \left.\cos \mu_{2} n+\left(4+\alpha_{2} \omega^{* 2}\right) \cos \mu_{2}(n+1)\right]\end{array}\right|=0$.

### 3.5.2 Comparing Models with Distributed Parameters and Finite Elements Models at Different FE-Mesh

Let us now compare the solutions obtained for a beam with distributed parameters and one based on finite elements. The equation for a Bernoulli beam with distributed parameters is

$$
\begin{equation*}
\mathrm{E} J \bar{x}^{I V}+m \overline{\ddot{x}}=0 \tag{3.29}
\end{equation*}
$$

[the index "-" corresponds here to solution (3.29)].
The natural frequency $\bar{\omega}$ and the wave parameter $\bar{\mu}$ for Eq. (3.29) are related by the known relation [20, 106]

$$
\begin{equation*}
\bar{\mu}^{4}=\frac{m \bar{\omega}^{2}}{\mathrm{E} J} \tag{3.30}
\end{equation*}
$$

This relation does not depend on the boundary conditions. Let us find now the ratios between $\bar{\omega}, \bar{\mu}$, and the quantities $\omega^{*}, \mu_{r}(r=1,2)$ included in Eq. (3.23).

Equation (3.30) determines four roots: $\bar{\mu}^{1,2}= \pm|\mu|, \bar{\mu}^{3,4}= \pm i|\mu|$. In the sequel, $\bar{\mu}$ will be understood to mean the root $\bar{\mu}=|\bar{\mu}|$. To begin with, let us compare the dispersion equations (3.29) and (3.30). It should be noted that FEM solution (3.23) coincides with solution (3.30) if we assume that $\left|\mu_{r}\right| s=\bar{\mu} x_{s}$, i.e., if $\mu_{r}(n+1)$ corresponds to $\bar{\mu} L$. Therefore, in order to do the comparison, we will assume

$$
\begin{equation*}
\bar{\mu} l=\mu_{r} \text { or } \bar{\mu} z=\mu_{r}(n+1) ; L=l(n+1) . \tag{3.31}
\end{equation*}
$$

Taking into account (3.31), as well as the expressions for $\omega^{*}$, we note that to do the comparison with (3.25) it is necessary to rewrite Eq. (3.30) in a coordinates:

$$
\begin{equation*}
\bar{\mu}^{*}=\bar{\mu} l ; \bar{\omega}^{* 2}=\bar{\omega}^{2} \frac{m l^{4}}{\mathrm{E} J} \tag{3.31a}
\end{equation*}
$$

Multiplying the two sides of (3.31) by $l^{4}$, we obtain

$$
\begin{equation*}
\bar{\mu}^{* 4}=\bar{\omega}^{* 2} \tag{3.32}
\end{equation*}
$$

which is obviously correct at any $l$, and, therefore, at any $n$. Curve (3.32) is shown in Fig. 3.17 with a dotted line.

The curves in Fig. 3.17 do not depend on the parameters of beam E $J, l$, or on the number of finite elements $n$, or on the boundary conditions.

Let us find now the area where the FEM dispersion equation (3.23) and the equation for a beam with distributed parameters (3.32) coincide. In accordance with Vieta's theorem, we obtain from Eq. (3.23)

$$
\operatorname{ch} \mu_{1}+\cos \mu_{2}=\frac{\left(24-\alpha_{0} \omega^{* 2}\right)\left(4+2 \alpha_{3} \omega^{* 2}\right)-\left(12-2 \alpha_{1} \omega^{* 2}\right)\left(8-2 \alpha_{4} \omega^{* 2}\right)}{4\left(6+\alpha_{2} \omega^{* 2}\right)^{2}-\left(24-2 \alpha_{1} \omega^{* 2}\right)\left(4+2 \alpha_{3} \omega^{* 2}\right)} .
$$

Assuming $\mu_{1}=\left|\mu_{2}\right|$ and neglecting the terms of the order of $\mu^{8} / 8$ in the expansion in a series in powers of $\mu$ (at $|\mu|=2.2$ this gives an error of $0.02 \ll 1$ ), we obtain

$$
\mu^{4}=\omega^{* 2} \frac{1+\omega^{* 2} / 735}{1+\frac{\omega^{* 2}}{420}+\frac{7 \omega^{* 2}}{12(420)^{2}}}
$$

which at $\omega^{*}=15$ (point $A$ in Fig. 3.17) coincides with the solution of Eq. (3.32) for continuous beam with an accuracy of up to $1.5 \%$.

Until the final inference regarding the comparison of the solutions, it is still necessary to evaluate the level of closeness of the vibration modes and the frequency equations.

The frequency equation for FEM (3.26) coincides with the frequency equation for a beam with distributed parameters in the case of fixed ends

$$
1-\cos \bar{\mu} z \operatorname{ch} \bar{\mu} z=0
$$

if

$$
\begin{equation*}
\beta_{1}=i \beta_{2}=\mu_{1}=i\left|\mu_{2}\right|=\bar{\mu} \tag{3.33}
\end{equation*}
$$

It can be shown that the FEM frequency equation (3.28) for a beam with hingesupported ends also coincides with the known equation for a beam with distributed parameters

$$
\sin \mu_{2}(n+1)=\sin \mu_{n} z=0
$$

under the same conditions (3.33).
Analogous conclusions will be correct also in the case of other boundary conditions. Under condition (3.33), the expressions for the vibration modes of FEMmodel and with distributed parameters one (3.24) and (3.27) also coincide with those known for a beam with distributed parameters.

Therefore, conditions (3.31), as well as (3.33), which follow from them, determine the area of coincidence of these models. A portion of the dispersion curve from the coordinate origin up to point A satisfies these conditions, where coordinates of point A:

$$
A\left(\mu_{A}=2.2 ; \omega_{a}^{* 2}=15\right), \text { (Fig. 3.17, Tables 3.2,3.3). }
$$

If $|\mu|>2.2$, then $\left|\mu_{1}\right| \neq\left|\mu_{2}\right|$, although this difference is insignificant up to $\mu \cong 2.7$.

Therefore, the comparison of the solution for the finite-element model of a beam with that for a beam with distributed parameters permits one to make some recommendations regarding the necessary quantity of finite elements:

1. At sufficiently small values of $\left(\mu, \omega^{* 2}\right)$, dispersion curve (3.23) for FEM model coincides with Eq. (3.32) for a distributed model. This coincidence is sufficiently close at $\mu<2.2$; in this area, $\mu_{1}=\left|\mu_{2}\right|$ and the frequency equations also coincide. With the increase of $\mu$, the difference between these solutions can become significant.
2. Determine the areas where the two solutions do not coincide.

At $98.8<\omega^{* 2}<120$, there is a filter zone (no-pass band) for the FEM model of beam. In this zone, both roots $\mu_{0}$ and $\mu_{2}$ are real and there is no harmonic component. This fact reflects the wave nature of the FEM model. However, such a zone cannot exist in a system with distributed parameters, which is confirmed also by Tables 3.2, 3.3.
3. Determine the necessary number of finite elements $n$ as a function of the admissible error $\Delta \omega \%$ in the calculation of the natural values in the range 0 to $\omega_{\text {max }}$.
To this end, it is necessary to find the dimensionless quantity $\omega^{* 2}=\frac{\omega_{2} z^{4}}{n^{4} m E J}$, which depends on two parameters, $\omega^{2}$ and $n$.
This makes it possible to solve the following two problems:

- At a given maximum frequency $\omega_{\max }$, determine the necessary number of finite elements $n$ that guarantee a solution coincidence accuracy of $\Delta \omega \%$;
- On the given number of finite elements $n$, determine the frequency limit $\omega_{\max }$ within which the coincidence accuracy of $\Delta \omega \%$ for the necessary solutions is guaranteed.

It should be pointed out that the FEM frequency equation (3.26) gives values of the wave parameter $\mu$ that are sufficiently close to $\bar{\mu}$. Indeed, Table 3.2
contains the values $\mu_{1}(n+I)$ and $\mu_{2}(n+I)$ for $n=3$ (marked with $*$ ) and $n=9 ; p$ is the number of mode and $\bar{\mu} z$ the known solution for a beam with distributed parameters at fixed ends. From Tables 3.2, 3.3

$$
\left(\bar{\mu} z-\mu_{1}(n+1)\right) / \bar{\mu} z \leq 1 \%
$$

and

$$
\left(\bar{\mu} z-\mu_{2}(n+1)\right) / \bar{\mu} z \leq 0.1 \% \text { at } \omega^{* 2}<60 .
$$

4. Find the relationship between the number of finite elements $n$ and the necessary maximum number of oscillation forms $p_{\max }$.

To this end, it is necessary to plot a graph $\left(\Delta \omega \%, \mu_{r}\right)$ based on Tables 3.2, 3.3.
As has already been pointed out, the values $\mu_{1}, \mu_{2}$ at $\mu<2.2$ coincide well with the values for a beam with distributed parameters; as is known [20] for a beam with fixed ends, the wave parameter for the $p$ th mode is

$$
\begin{gather*}
\bar{\mu}_{p} L=\frac{2(p+1)+1}{2} \pi(p>2),  \tag{3.34}\\
\bar{\mu}_{1} L=4.73 .
\end{gather*}
$$

From Fig. 3.17 and on the basis of a given coincidence accuracy $\Delta \omega \%$, we determine the corresponding value $\mu_{\Delta}(\Delta \omega \%)$. Taking into account Eq. (3.31), which is fulfilled at $\mu_{1,2}<2$, we obtain from Eqs. (3.31) and (3.34)
-for a beam with fixed ends

$$
\begin{equation*}
n_{\mathrm{fix}}=\frac{(\mu L)_{\max }}{\mu_{\Delta}}=\pi \frac{2(p+1)+1}{2 \mu_{\Delta}} \tag{3.35}
\end{equation*}
$$

- for a hinge-supported one

$$
\begin{equation*}
n_{h}=\frac{p+1}{\mu_{\Delta}} \pi, \tag{3.35a}
\end{equation*}
$$

where $p$ is the number of modes (which coincides with the number of nodes in the mode of interest to us), $\mu_{\Delta}$ is the value $\mu$ that corresponds to the given value of the accuracy $\Delta \omega \%$.

For example, at $p=5, n_{u} \cong n_{\text {sau }}=7$ :at $\mathrm{n}=10, \quad n_{u} \cong n_{\text {sau }}=14$.
In this way, the recommendation regarding the selection of the number of finite elements of the beam as a function of the given coincidence accuracy is defined by ratio (3.35). It should be pointed out that Fig. 3.17 shows, for simplicity's sake, the approximate ratio (3.35), where it is assumed that $\mu_{\Delta} \cong \bar{\mu}$, which - as was shown above - is fulfilled with a sufficient precision at $\mu<2.2$.

Analyzing (3.35), we will mention the following important fact: in practical terms, the boundary conditions do not affect the number of finite elements $n$. Indeed, from Eq. (3.35): independently of the number of forms $p$.

$$
n_{3 a w}-n_{u}=\frac{\pi}{2 \mu_{\Delta}}=1 .
$$

For instance, at $p=5$ and $\Delta \omega=3 \%$, we obtain from Eq. (3.35) and (3.35a):

$$
n_{3 a w}=n_{u}+1=7 \text {; at } p=10: n_{3 a w}=n_{w}+1=13 .
$$

It is according to principle Sent-Vienan about small area of influence of conditions of fastening

When it is necessary to take into consideration the high-frequency vibrations for obtaining the respective evaluations, it is necessary to consider the TimoshenkoRayleigh beam [106] instead of Bernoulli beam (3.29).

### 3.5.3 Beam Systems

It is very important for applications to have available a generalization of these results for systems consisting of several beams (such as, for example, in Fig. 3.18).

The first problem for a system consisting of $q$ beams (Fig. 3.18) is the selection of an adequate number of finite elements for each beam. This means the number of finite elements where each beam ensures the same precision of numerical calculation in the given frequency range. In fact, even if only one $j$ th beam gives a numerical error $\delta_{j}>\delta_{0}$ (where $\delta_{0}$ is the required calculation accuracy for the whole system), then the numerica error for the whole system will be $\delta=\delta_{j}$. On the other hand, the unnecessarily large number of finite elements will not improve


Fig. 3.18a-c A beam system (a) and its subsystems kinds (b), (c)
the numerical accuracy of the system and will lead only to an unreasonably high volume of numerical work.

The research that was performed also makes it possible to give an answer to this question. It can be shown that the number of finite elements for each beam of a system will be coordinated within the given calculation accuracy $\delta_{0}$ if at $\omega<\omega_{\max }$ (where $\omega_{\max }$ is the upper limit of the frequency range of interest to us) the following condition is fulfilled for each beam:

$$
\begin{equation*}
\mu_{j \max } \leq \mu_{j 0} \text { at } \omega_{\max }^{* 2}=\frac{\omega_{\max }^{2}}{E J_{j} / l_{j}^{4}}(j=1, \ldots, q) \tag{3.36}
\end{equation*}
$$

where $\mu_{j 0}$ is the value $\mu$ that ensures the required accuracy of the calculation (a value $\mu_{j 0}$ is determined for each beam from Table 3.2). From Eq. (3.36) it follows that the number of finite elements $n_{j}$ for each beam is such that

$$
\begin{equation*}
\frac{\omega_{\max } l_{j}^{2}}{\sqrt{E J_{j}}}=\frac{\omega_{\max } l_{j}^{2}}{\sqrt{E J_{j}} n_{j}^{2}}=\omega_{\max }^{* 2} \tag{3.37}
\end{equation*}
$$

In this way

$$
n_{1}^{2}: n_{2}^{2} \cdots=\frac{l_{1}}{\sqrt{E J_{1}}}: \frac{l_{2}}{\sqrt{E J_{2}}}=\cdots
$$

where $l_{j}$ is the length of the $j$ th beam.
In accordance with (3.37), the nearest whole number $n_{j}$ is selected. Then $\omega_{j \text { max }}^{* 2}$ and, therefore, also $\mu_{j \max }$ are practically equal for each beam, which ensures an identical accuracy at the calculation at $\omega<\omega_{\max }$. The ratio (3.37) does not depend on the boundary conditions since it has been obtained on the basis of the dispersion equation. But the number of finite elements for the beam will depend on the boundary conditions. Here, just as above, the beam can be considered fixed and in this way the upper limit $n_{\text {fix }}$, can be obtained.

Condition (3.37) means that the partial frequencies, i.e., the frequencies of the nodes located on the main diagonal of stiffness matrix, are the same. It in turn is one of the criterias for the good conditioning of matrix $\mathbf{D}$ (Chap. 2, Sect. 2.1.8).

Condition (3.37) also makes it possible to identify the beams with a great discrepancy of elastic-inertial characteristics and to sort out those beams whose influence on the dynamics of the system in the given frequency range is slight. It is obvious that it will be fulfilled for such beams that cannot satisfy (3.37) even at $n=1$. For matrix $\mathbf{D}$, this would mean the existence of small energy and spectral coefficients of interaction (2.7)

$$
\alpha_{i j}<\varepsilon ; \mathbf{s}_{i j}<\varepsilon(j \neq i)
$$

This condition means that this beam has a weak dynamic interaction with the remaining part of the system. A correction to the natural frequencies and vibration
modes was calculated in Chap. 2 and it was shown that it is possible not to take this correction into consideration in the first approximation (in the absence of multiple frequencies in partial subsystems).

### 3.6 Hierarchy of Mathematical Models: Superposition of Wave Motions

One of the most widely used approaches to the dynamic analysis of a big structure is the creating of a models hierarchy as a gradual refinement of the model details. Such an approach is convenient because it permits one to have available at the very beginning a sufficiently simple, although as yet approximated, picture of the phenomena. In the course of its gradual sophistication, it is possible to reveal the importance of those and other elements of the system. The frequency hierarchy of the models is very important. Let us now consider some rather simple examples of such model hierarchy illustrated in Figs. 3.19 and 3.20. These systems represent periodic structures in which further the elasticity of the rigid bodies is taken into account by representing them as masses linked with elastic elements. Such a refinement of the model is necessary for the study of the higher frequency range. Let us call the model in Fig. 3.19a the first level of the hierarchy and the one in Fig. 3.20a - the second level. These simple systems permit one, nonetheless, to establish general patterns to which similar refinements lead in the general case.

Let us prove the following affirmation: The higher-level models in a hierarchy describe the resulting vibrations in the form of superposition of wave motions corresponding to the preceding levels of the hierarchy. We will prove this first for regular systems of the type shown in Figs. 3.19 and 3.20a, b. The free vibrations for regular system in Fig. 3.19a (hierarchy of the first level) are described by equations of the following kind:

$$
\begin{equation*}
d_{s, s-1} x_{s-1}+d_{s s} x_{s}+d_{s, s+1} x_{s+1}=0 \tag{3.38}
\end{equation*}
$$


(a)

Fig. 3.19a, b Model of the first level in the hierarchy (a) and its dispersion curve (b)

(b)

(a)

$\mathrm{m}=\frac{\mathrm{M}}{2}$
(b)

Fig. 3.20a, b Model of the second level in the hierarchy (a) and its dispersion curve (b)
where

$$
d_{s, s+1}=d_{s, s-1}=-k ; d_{s s}=2 k-M \lambda^{2},(s=1 \ldots n)
$$

The solution for $x_{s}$ has a wave character

$$
\begin{equation*}
x_{s}=C_{1} e^{\mu s}+C_{2} e^{-\mu s} \tag{3.39}
\end{equation*}
$$

The constants $C_{1}, C_{2}$ are determined from the boundary conditions at $s=0$, $s=n+1$. The dispersion equation is

$$
\operatorname{ch} \mu=2-v^{2} \lambda^{2} ; v^{2}=2 k / m
$$

The hierarchy of the second level takes into account the elasticity of each of the masses $M$, which is represented as a chain of $t$ masses $m=M / t$ connected by elastic elements (springs) (Fig. 3.20); the total mass of the system does not change. In this case, all elements in Eq. (3.38) become blocks of the order of $t$

$$
\begin{aligned}
& {\left[\begin{array}{ccc}
0 & \cdots & -k_{1} \\
0 & \cdots & 0 \\
0 & \cdots & 0
\end{array}\right] x_{s-1}+\left[\begin{array}{ccc}
-m \lambda^{2}+k_{1}+k_{2} & -k_{2} & 0 \\
\cdots \\
-k_{2} & -m \lambda^{2}+2 k_{2} & -k_{2} \\
\cdots & \\
\cdots & \cdots & \cdots
\end{array}\right] x_{s}+} \\
& +\left[\begin{array}{ccc}
0 & \cdots & 0 \\
0 & \cdots & 0 \\
0 & \cdots & -k_{1}
\end{array}\right] x_{s+1}=0 .
\end{aligned}
$$

In addition, the coordinate $x_{s}$ now becomes as a vector

$$
\mathbf{x}_{s}=\left[y_{1 s}, \ldots, y_{t s}\right],(s=1 \ldots n)
$$

where $y_{r s}$ is the coordinate of the mass $r$ in the $s$ th integration. It is easy to see that the solution for $y_{r s}$ has a wave character, and it can be sought in the form

$$
y_{r s}=c_{s}^{(1)} e^{\mu_{2} r}+c_{s}^{(2)} e^{-\mu_{2} r},(r=1 \ldots t),(s=1 \ldots n)
$$

By accepting the boundary conditions

$$
y_{o s}=x_{s}, y_{t+1, s}=x_{s+1} .
$$

we ensure the compatibility of the displacements. Then

$$
\begin{aligned}
& c_{s}^{(1)}+c_{s}^{(2)}=c_{1} e^{\mu_{1} s}+c_{2} e^{-\mu_{1} s} \\
& c_{s}^{(1)} e^{\mu_{2}(t+1)}+c_{s}^{(2)} e^{-\mu_{2}(t+1)}=c_{1} e^{\mu_{1}(s+1)}+c_{2} e^{-\mu_{1}(s+1)}
\end{aligned}
$$

These equations are satisfied at

$$
c_{s}^{(1)}=c_{1} e^{\mu_{1} s} ; \quad c_{s}^{(2)}=c_{2} e^{-\mu_{1} s} \quad \mu_{2}=\frac{\mu_{1}+2 \pi r}{t+1}, \quad(r=1 \ldots t)
$$

i.e.

$$
y_{r s}=c_{1} e^{\mu_{1} s} e^{\mu_{2} r}+c_{2} e^{-\mu_{1} s} e^{-\mu_{2} r}
$$

Therefore, $y_{r s}$ is represented as a superposition of two waves: with wave numbers $\mu_{1}$ and $\mu_{2}$. After taking into consideration that for the chain with $t$-mass there can be $t$ values for $\mu_{2}$, the solution for $y_{r s}$ will have $t$ branches for each of the $s$ modes. And the displacements of the lower level model as some averaging of the higher level one may be considered.

For simplicity's sake, let us consider the system for $t=2$ (Fig. 3.20). The dispersion equation for the first hierarchy level, Fig. 3.19, is

$$
\lambda_{2}=\frac{4 \kappa}{M} \sin ^{2} \mu_{1} / 2
$$

and the corresponding vibration modes represent the harmonics.
For the second level of the hierarchy, the dispersion equation is

$$
\left[\begin{array}{cc}
k_{1}+k_{2}-\frac{\mathrm{M}}{2} \lambda^{2} & -k_{1}\left(1+e^{-\mu}\right) \\
-k_{1}\left(1+e^{\mu}\right) & k_{1}+k_{2}-\frac{M}{2} \lambda^{2}
\end{array}\right]=0
$$

It is shown in Fig. 3.20b. Comparing Figs. 3.19b and 3.20b, we become convinced that at $\lambda \leq \lambda_{1}$ the dispersion equations coincide completely, and at $\lambda>\lambda_{1}$
the model of the first level does not work. At $\lambda_{2}<\lambda<\lambda_{1}$, the model of the second level has a no-pass band and there are two independent branches of the dispersion equation: At the lower one, the two neighboring masses vibrate in phase, and at the upper one in antiphase; the resulting vibration mode is presented as a superposition of two waves with wave values equal to $\mu$ and $\pi$.

In this way, the model of the first level is acceptable up to a frequency $\omega_{\max }=4 k_{1} / M$, which is equal to the doubled partial frequency of the mass $M$. For the section with a length $L$, the corresponding length of the longitudinal wave $l$ is equal to $l=L / 4$; therefore, the elasticity of the element may not be taken into account if its length does not exceed one fourth of the wavelength.

These pretty simple recommendations can be used also in the calculation of more complex systems with a hierarchical structure.

### 3.7 Vibrations of Self-Similar Structures in Mechanics

### 3.7.1 Self-Similar Structures: Basic Concepts

Regular structures with translational symmetry represent nonetheless a relatively limited class of structures and do not describe many natural and technical systems. However, this class can be expanded considerably by complementing it with a class of systems called self-similar structures (fractals). The fractal (from Latin fractus) is a structure consisting of parts with each one similar to the structure as a whole [32, $74,75]$. This is one of the most important principles of morphogenesis in nature; it is manifested in many objects of nature and in innumerable phenomena in the world around us (for example, the crowns of trees, the system of blood circulation, etc.).

There is a simple recursive procedure for obtaining fractal curves in a plane. Let us define an arbitrary broken line with a finite number of elements (this is the generator). Let us then replace in it each element with a generator in appropriate scale. By continuing this process, we will obtain a fractal curve (Koch's curve).

In particular, the following structures belong to self-similar structures:

- Structures in which each cell repeats on a certain scale the structure of the preceding one. The translational symmetry is accompanied here by a similarity transformation (scaling) of the neighboring cells. This is one of the fractal types;
- Structures with a spiral symmetry and positioning of the cells along a screw line spiral with a constant step. In particular, systems with a reflection symmetry belong to this structure;
- Self-similar structures in which the spiral symmetry is accompanied by a similarity transformation of the neighboring cells.

Such structures are widespread in biology, polymer chemistry, physics. The growth and formation of polymer molecules and crystals is accompanied by the
formation of fractals. The theory of fractals is currently very popular; many scientists from various fields study it mainly as a method of forming various structures.

As regards the study of such structures in mechanical constructions, humancreated structures are simpler than those of naturally occurring fractals. However, they have specific features and their dynamic and vibration properties are of paramount importance. The dynamic properties of self-similar structures are studied considerably less, and this section is devoted to them.

Among the self-similar structures widely used in mechanical engineering are, for example, bars with a stepwise change in their cross section, crankshafts (spiral symmetry), conical springs, etc.

Here we will study the main dynamic properties of such structures and the methods for studying sufficiently simple systems.

### 3.7.2 Vibrations in Self-Similar Mechanical Structures: Dispersion Equation

The mathematical study of the dynamic processes in self-similar structures can be done on the basis of the unified approach we are about to describe. Let us analyze the longitudinal vibration of a rod with a circular cross section and with masses fixed on it. We will assume that the geometric parameters of the rod (length $l$, radius of the cross section $r$ ) change within the same scale $\gamma$, with the value of the masses changing as well. Then the stiffness of cell $i+1$ is

$$
k_{i+1}=\frac{E F_{i+1}}{l_{i+1}}=\frac{E \pi \gamma^{\grave{2}} r_{i}^{2}}{\gamma l_{i}}=\gamma k_{i},
$$

and for the masses $m_{i}=\gamma m_{i+1}$. In this way, the elastic and inertial characteristics of the system change within the same scale (Fig. 3.21). Such a structure can be considered as a type of fractal (single-scale).

The equation of such a self-similar structure in matrix form is

$$
\left[\begin{array}{ccc}
-m_{1} \lambda^{2}+k_{1} & -k_{1} &  \tag{3.40}\\
-k_{1} & -m_{2} \lambda^{2}+k_{1}(1+\gamma) & -\gamma k_{1} \\
& -\gamma k_{1} & -m_{3} \lambda^{2}+k_{1} \gamma(1+\gamma) \\
& & -\gamma^{2} k \\
& & -\gamma^{2} k
\end{array}\right] \mathbf{X}=0
$$

where $\mathbf{X}^{T}=\left[x_{1}, x_{2}, x_{3} \ldots x_{n}\right]$

Fig. 3.21 Self-similar rod structure with masses


Let us now perform a substitution of the variables:

$$
\mathbf{X}^{*}=\mathbf{N X}, \quad \mathbf{N}=\left[\begin{array}{llll}
\frac{1}{\gamma} & & &  \tag{3.41}\\
& \frac{1}{\gamma^{2}} & & \\
& & \ddots & \\
& & & \frac{1}{\gamma^{n}}
\end{array}\right]
$$

This transformation of the coordinates means multiplication of the matrix $[\mathbf{K}-\lambda \mathbf{M}]$ on the right and left by matrix $\mathbf{N}$. As a result we obtain

$$
\begin{aligned}
& \left(\mathbf{K}-\lambda^{2} \mathbf{M}\right)^{*}=\mathbf{N}^{T}\left(\mathbf{K}-\lambda^{2} \mathbf{M}\right) \mathbf{N}, \\
& \left(\mathbf{K}-\lambda^{2} \mathbf{M}\right)^{*}=\left[\begin{array}{ccc}
-m_{1} \lambda^{2}+\frac{k_{1}}{\sqrt{\gamma}} & -\frac{k_{1}}{\sqrt{\gamma}} & \\
-\frac{k_{1}}{\sqrt{\gamma}} & -m_{1} \lambda^{2}+\frac{k_{1}(1+\gamma)}{\gamma} & -\frac{k_{1}}{\sqrt{\gamma}} \\
\\
& -\frac{k_{1}}{\sqrt{\gamma}} & -m_{1} \lambda^{2}+\frac{k_{1}(1+\gamma)}{\gamma} \\
& & \vdots
\end{array}\right]
\end{aligned}
$$

This equation describes a structure with translational symmetry (Fig. 3.22) with identical masses $m_{1}$ with the stiffness between them equal to $\frac{k_{1}}{\sqrt{\gamma}}$. And, in this case there is additional fixing of the masses equal to

$$
\frac{k_{1}(1+\gamma)}{\gamma}-2 \frac{k_{1}}{\sqrt{\gamma}}=\frac{k_{1}\left(1-\sqrt{\gamma)^{2}}\right.}{\gamma}=k^{*} .
$$

Therefore, all the above-described methods for studying periodic structures can be applied also to self-similar structures (after taking into consideration the transformation of coordinates (3.41)).

Since the linear transformation of coordinates (3.41) does not change the frequency properties, the structures in Figs. 3.21 and 3.22 have identical frequencies.

The dispersion equation for the system in Fig. 3.22 has the form:
-for real $\mu$ :


Fig. 3.22 Equivalent periodic structure with the same natural frequencies

$$
\begin{equation*}
-m_{1} \omega^{2}+\frac{k_{1}(1+\gamma)}{\gamma}-2 \frac{k_{1}}{\sqrt{\gamma}} \cos \mu=0 \tag{3.42a}
\end{equation*}
$$

for purely imaginary $\mu=i \mu^{\prime}$ :

$$
\begin{equation*}
-m_{1} \omega^{2}+\frac{k_{1}(1+\gamma)}{\gamma}-2 \frac{k_{1}}{\sqrt{\gamma}} \operatorname{ch} \mu^{\prime}=0 \tag{3.42b}
\end{equation*}
$$

It can be seen from these equations that the given system represents a mechanical frequency band filter. The bandpass of the harmonic signal is $\omega_{0}<\omega<\omega^{*}$ (Fig. 3.23), where

$$
\begin{gathered}
\omega_{0}^{2}=\frac{k^{*}}{m}=\frac{k(1-\sqrt{\gamma})^{2}}{m \gamma} \text { at } \mu=0 \\
\omega^{* 2}=\frac{k(1+\sqrt{\gamma})^{2}}{m \gamma} \text { at } \mu=\pi
\end{gathered}
$$

Therefore, the band pass is defined as

$$
\Delta \omega^{2}=\omega^{* 2}-\omega_{0}^{2}=\frac{4 k}{\sqrt{\gamma}}
$$



Fig. 3.23a-c Dispersion curves for real (a) and imaginary wave values (b), (c)

Fig. 3.24 A rod with a stepwise cross section


We can see that the band pass is inversely related to the similarity parameter $\gamma$. The larger $\gamma$, the lower the band passes.

This parameter is not very large for mechanical systems: on the order of 1.5-3. However, this parameter can be larger for biological systems. If $\gamma$ is very large, then at the limit the band pass becomes very narrow, meaning that the system is set to a single frequency.

Let us consider some self-similar mechanical systems.

1. A beam system (Fig. 3.24) in which the parameters of the $s$ th section change following an exponential pattern

$$
T(s)=a^{s}=e^{b s}
$$

At the same time, the coefficients of scaling $a$ (or $b$ ) can be different for the different parameters of the system:

$$
r_{s}=r_{0} a_{1}^{s}, \quad m_{s}=m_{o} a^{s}, a=a_{1}^{2},
$$

where $r_{s}$ is the radius of the cross section $s$ and $m_{s}$ - is the mass of this section, which we consider to be concentrated in the center of the mass.

Then, obviously, $m_{s}=m_{0} l \pi r^{2}$, and $m_{0}$ is the mass per unit length.
For longitudinal vibrations along the horizontal axis, we find that the stiffness of each section is

$$
k_{s}=\frac{E F}{l}=\frac{E \pi a_{1}^{2 s}}{l}
$$

If we accept that

$$
\begin{equation*}
a=a_{1}^{2} \tag{3.43}
\end{equation*}
$$

then the system becomes a single-scale one, as was discussed earlier. In this case, the partial frequencies $v_{s}=\frac{k_{s}}{m_{s}}$ are the same for each section, i.e.,

$$
\nu_{s}=\frac{k_{s}}{m_{s}}=\frac{E \pi a_{1}^{2 s}}{l m_{0} a^{s}}=\text { const. }
$$

By using a transformation of the coordinates according to condition (3.43),

$$
x_{s}=a_{1}^{3} x_{s}^{*}
$$

we obtain equations for the longitudinal vibrations in finite difference which are analogous to Eq. (3.42):

$$
k_{s-1} x_{s-1}+\left(k_{s}-m_{s} \lambda^{2}\right) x_{s}+k_{s+1} x_{s+1}=0 \quad(s=1 \ldots n)
$$

When we consider a beam in a limit at $n \rightarrow \infty$ ( $n$ is the number of sections), we obtain a beam with equal resistance. If its cross section changes along its length following an exponential pattern, then

$$
F(s)=F \exp \left(\rho F_{0}(s) / P\right)
$$

As is known, such a beam has the same static load in each cross section at a acting the constant load $P$ ( $\rho$ is the density of the material).

In particular, the well-known "golden section," which has been used in architecture since ancient times, also follows an exponential law of change. This is a special case of a self-similar change in the parameters of the section according to the law

$$
T(s)=a^{s}, a=\Phi=\sqrt{5}-1 .
$$

The some other numerical results of this class structures, will be given below (Chap. 9) with help of dynamic compliances method.

# Chapter 4 <br> Vibrations of Systems with Geometric Symmetry. Quasi-symmetrical Systems 

### 4.1 Introduction

Systems with symmetries of various types have long attracted the attention of scientists in all fields: chemistry, physics, and biology. Systems with geometric symmetry find wide application in many areas of engineering. They form various kinds of machine platforms, cyclically repeated forms of stators, rotors with blades mounted on them, etc. Symmetric systems are widely applied also in the civil engineering where their use is convenient due to technological process, type-design, and architectural requirements. There exists a large body of literature devoted to the study of the statics and dynamics of symmetrical structures. As a matter of fact, it is possible to identify a number of characteristic features in the dynamic behavior of symmetric systems that make their use particularly convenient. Thus, in particular, the following basic properties are typical for such systems:

- the presence of a "quiet" point - center of symmetry - insofar as this point is a node in rotational vibrations. Therefore, for instance, for vibroisolation of equipment mounted on a symmetric elastic frame, it is expedient to position it in the frame's center of symmetry;
- independence of the various kinds of movements, namely, the lack of any connection between the translational and the rotational displacements as well as between the rotational displacements around the orthogonal axes;

These properties of symmetric systems are well known and can be easily expressed in analytical form.

As has already been pointed out, the group representation theory is a universal method for studying systems with geometric symmetry.

However, its use for solving problems in mechanics has certain specific features (Sect. 4.3) because the mechanical systems have a number of pecularities. They include, in particular, the emergence of a slight asymmetry resulting from the technological disorder of parameters, and the presence in the system of a great number of subsystems possessing different types of symmetry.

This requires certain generalizations regarding the possibility for a successful application of the given theory for mechanical systems. So, for example, we use generalized projective operators for symmetry groups. As a result, it is possible to perform a decomposition of the system in independent subspaces and then study the vibrations as unconnected entities in these subspaces. Such decomposition is performed by means of relatively simple matrix transformations. From a mathematical point of view, this means splitting the initial matrix equations into independent blocks.

Such a method of decomposition reduces the dimensionality of the problem and the parametric spaces, which is particularly important in performing optimization. This approach is particularly convenient because it makes it possible to easily obtain both numerical and analytical results using simple matrix operations. In addition, it permits one to treat complex symmetry types as a series of simpler types with the help of matrix multiplications. This creates the possibility for considering the hierarchy of the symmetry.

### 4.2 Basic Information about Theory of Groups Representation

One cannot overemphasize the advantages of theory of discrete group representation (or discrete group theory). This approach makes it possible to exhaustively find the main characteristics of the behavior of systems, including dynamic ones, and without solving the motion equation but using symmetry properties alone. In this process, it is easy to identify a number of important properties, such as:

- The number and dimension of the independent unconnected subsystems (invariant subspaces) into which the system is decomposed at free or forced vibrations,
- The multiplicity of the natural frequencies,
- Definition of the structural elements that are not sensitive to the action of these or other loads.


### 4.2.1 Basic Concepts and Definitions

- If this section appears difficult at first reading, it can be skipped by moving on to the next section, which contains explanations based on sufficiently simple examples.

Let us now introduce some of the basic definitions and concepts of the theory of discrete group representation that will be used later on.

Elements (operations) of symmetry groups and their notations:

1. Rotation at an angle of $2 \pi / n$ corresponds to operation $C_{n}$ and at an angle of $2 \pi k / n-$ to operation $C_{n}^{k}$.
2. Reflection in a plane containing a symmetry axis is designated by $\delta_{v}$ and in the plane that is perpendicular to this axis by $\delta_{h}$.
3. Rotation at an angle of $2 \pi / n$ in a plane that is perpendicular to the axis of rotation is designated by $S_{n}$.
4. Reflection, i.e., sign change operation, is designated by $I$.
5. An identical transformation is designated, as usual, by $E$.

These operations are elements of the given symmetry group $G, g_{i} \in G$. Every one of these symmetry operations can be represented by a coordinate transformation matrix. Each symmetry operation has its own symmetry operator.

For example, the rotation under an angle of $\varphi$ around the $z$ axis is described in a matrix form as follows:

$$
\boldsymbol{\theta}=\left[\begin{array}{ccc}
\cos \varphi & -\sin \varphi & \\
\sin \varphi & \cos \varphi & \\
& & 1
\end{array}\right]
$$

The matrix representation $\Gamma$ is called a square matrix, which corresponds to the elements of the symmetry group. The trace of the matrix transformation (i.e., the sum of the elements along its major diagonal) is define the character of the group. It is invariant at any change of basic vectors. A representation that has a blockdiagonal form is called irreducible. Tables exist showing the characters of different types of symmetry [71].

Let us explain the introduced concepts with the help of sufficiently simple examples. The system in Fig. 4.1a is symmetric with respect to point O.

Masses 1 and 2 can be transformed into one another in the process of the following symmetry operations: $E$ is an identity operation and $\delta_{v}$ the reflection in the plane containing the symmetry axis. These operations determine symmetry group $C_{2}$. The table of characters has the following form:

|  | $E$ | $\delta_{v}$ |
| :---: | :---: | :---: |
| A | 1 | 1 |
| B | 1 | -1 |


(a)

(b)

(c)

Fig. 4.1a-c A two-mass symmetric system (a) and its subsystems, corresponding to symmetrical (b) and skew symmetric vibrations modes (c)

All symmetry operations (elements) corresponding to the given symmetry type are shown in tables of characters. The coefficient before the symmetry element determines the number of such elements in the group.

Knowing the table of characters it is possible to determine the projective operators for the given symmetry type

$$
\begin{equation*}
P_{k}=\frac{f_{k}}{n} \sum_{i} \chi_{k}\left(g_{i}^{*}\right) g_{i} \tag{4.1}
\end{equation*}
$$

where $g_{i}$ is the elements of group $G, \chi$ its character, $n$ is the order of the group, $f_{k}$ the dimensionality of the $k$ th irreducible representation; $\chi\left(g^{*}\right)=\chi\left(g^{-1}\right)$ for real operators.

It is known that characters are orthogonal to each other

$$
\sum \chi_{i}^{\mu} \chi_{i}^{v}=\delta_{\mu v}= \begin{cases}0, & \mu \neq v \\ 1, & \mu=v\end{cases}
$$

It means that any two columns of character table are orthogonal to each other. Therefore $\mathbf{P}^{T}=\mathbf{P}^{-\mathbf{1}}$.

The transformation of coordinates:

$$
\begin{equation*}
\mathbf{v}=\mathbf{P} \mathbf{x} \tag{4.2}
\end{equation*}
$$

determines the basic (fundamental) vectors. Here $\mathbf{x}$ is the initial coordinates and $\mathbf{v}$ the basic vectors in the symmetric coordinates. The initial matrix $\mathbf{D}$ in the new coordinates $\mathbf{v}$ can be written with the help of the matrix transformation

$$
\mathbf{D}^{*}=\mathbf{P}^{T} \mathbf{D P}
$$

Such matrix transformation follows from the rule of quadratic forms transformation.

With the help of this transformation, we perform a splitting of the initial matrix into a number of independent ones, i.e., we present matrix $\mathbf{K}-\Lambda \mathbf{M}$, in block-diagonal form:

$$
\mathbf{D}^{*}=\mathbf{P}^{T} \mathbf{D P}=\left[\begin{array}{lllll}
\mathbf{D}_{1} & & & &  \tag{4.3}\\
& \mathbf{D}_{2} & & \\
& & \ddots & \\
& & & \mathbf{D}_{n}
\end{array}\right]
$$

Each block corresponds to its irreducible representation. The order of the block coincides with the dimensionality of the irreducible representation and, therefore, with the multiplicity of the natural value $\lambda$. In this way, the projective operators decompose the initial $n$-dimensional space into a direct sum of independent invariant subspaces.

Insofar as the basic vectors convert the initial matrix into one of a block-diagonal type, they can be considered as a certain generalization of the vibration modes. In the sequel, we will call them vibration types.

When studying forced vibrations, the vector of the external forces $\mathbf{F}$ must also be decomposed, in accordance with the symmetry operator, into the form

$$
\mathbf{F}=\mathbf{P F}^{*}
$$

In this way, if the structure has symmetric properties, its stiffness and inertia matrices can be decomposed with the help of the symmetry operators into submatrices that are independent of each other. This permits one to search for a solution in these independent subspaces. Consequently, one can find results in analytical form and also reduce considerably the dimensionality of the problem since now problems with a considerably lower dimensionality compared with the $n$-dimensional problem have to be solved.

The application of theory of group representation consists in the following:

1. Determining the symmetry group for the system
2. Determining the character of the irreducible representations for this group with the help of the corresponding tables.
3. Determining the projective operators $\mathbf{V}$ and the basic vectors for the invariant subspaces.
More detailed information about theory of discrete group representation can be found, for example, in [38, 61, 71].

### 4.2.2 Examples of Applying Groups Representation Theory

We will now demonstrate the application of group-theoretic approaches with two simple examples. Let us first consider a two-mass system (Fig. 4.1) with equal masses $m_{1}$ and elastic elements $k_{0}, k_{12}$. It is obvious that this system has only symmetric and skew-symmetric modes. The symmetric modes $\bar{X}$ correspond to displacements of masses 1 and 2 in phase, the skew-symmetric ones $\overline{\bar{X}}$ - in antiphase; there are no other modes in this system.

An obvious known transformation of coordinates links the initial coordinates $X_{1}, X_{2}$ and $\bar{X}, \overline{\bar{X}}$

$$
\bar{X}=\frac{X_{1}+X_{2}}{2}, \overline{\bar{X}}=\frac{X_{1}-X_{2}}{2},
$$

or, in matrix view,

$$
2\left[\begin{array}{c}
\bar{X}  \tag{4.4}\\
\overline{\bar{X}}
\end{array}\right]=\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right] .
$$

The transformation operator is

$$
\mathbf{P}=\frac{1}{2}\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]
$$

This operator can be considered as the most simple projective operator of symmetry. It can be obtained also by means of Eq. (4.1).

In the case of symmetric vibration modes, when masses 1 and 2 are moving in phase, the stiffness $k_{12}$ obviously does not work. A system with a mass of $2 m_{1}$ and elasticity of $2 k_{0}$ corresponds to this mode. Such system on Fig. 4.1 b is shown. In the case of skew-symmetric modes, the node of vibrations is always in the center of the system $o$, which is why this point can be considered a fixing and here, therefore, the stiffness of $2 k_{12}$ works. Two equal systems with a mass of $m_{1}$ and elasticity $k_{0}+2 k_{12}$ correspond to this mode. Such system on Fig. 4.1c is shown. The computational model for these vibration modes can be presented by means of these two systems Fig. 4.1b, c.

Let us now prove these physical considerations in a strictly analytical manner. The equations of the free vibrations for the system in Fig. 4.1a have the form

$$
\begin{gathered}
m_{1} \ddot{X}_{1}+\left(k_{0}+k_{12}\right) X_{1}-k_{12} X_{2}=0 \\
m_{1} \ddot{X}_{2}+\left(k_{0}+k_{12}\right) X_{2}-k_{12} X_{1}=0
\end{gathered}
$$

or, in matrix view,

$$
\left[\begin{array}{cc}
-m_{1} \lambda^{2}+k_{0}+k_{12} & -k_{12} \\
-k_{12} & -m_{1} \lambda^{2}+k_{0}+k_{12}
\end{array}\right]\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]=\mathbf{D X}=0
$$

In the new variables (4.4) and in accordance with the rules for the transformation of quadratic forms, this matrix has the view

$$
\begin{aligned}
& \mathbf{D}^{*}=\mathbf{P}^{-1}\left[\begin{array}{cc}
-m_{1} \lambda^{2}+k_{0}+k_{12} & -k_{12} \\
-k_{12} & -m_{1} \lambda^{2}+k_{0}+k_{12}
\end{array}\right] \mathbf{P}= \\
& =2\left[\begin{array}{c}
-m_{1} \lambda^{2}+k_{0} \\
-m_{1} \lambda^{2}+k_{0}+2 k_{12}
\end{array}\right] .
\end{aligned}
$$

Therefore the initial matrix has been partitioned into two independent sub matrices: The upper sub matrix describes symmetric modes and the lower one -skew-symmetric modes. The following equations correspond to these sub matrices:

$$
\begin{aligned}
& m_{1} \overline{\ddot{X}}+k_{0} \bar{X}=0 \\
& m_{1} \overline{\bar{X}}+\left(k_{0}+2 k_{12}\right) \overline{\bar{X}}=0
\end{aligned}
$$

which actually corresponds to the two subsystems on Fig. 4.1b and c described above.

In analyzing forced vibrations, all external forces must also be decomposed into symmetric and skew-symmetric ones in accordance with (4.4), which is always

Fig. 4.2 System with cyclic symmetry of type $C_{3 v}$

possible. Then the two subsystems are treated separately in an analogous manner. In this case, it is obvious that if only a symmetrically (or skew-symmetrically) positioned force is acting, then no skew-symmetric (symmetric) vibration modes will be induced. In such a case, it is sufficient to consider only the subsystem in Fig. 4.1b (or Fig. 4.1c).

Let 'we now consider a more complex system presented in Fig. 4.2.
This system has a geometric symmetry of type $C_{3 v}$. Therefore, all its coordinates must change according to this group symmetry. A table for the characters in this group [71]

| $C_{3 \mathrm{v}}$ | $E$ | $2 C_{3}$ | $3 \sigma$ |
| :--- | :---: | :---: | :---: |
| $\mathrm{~A}_{1}$ | 1 | 1 | 1 |
| $\mathrm{~A}_{2}$ | 1 | 1 | -1 |
| $\mathrm{E}_{1}$ | 2 | -1 | 0 |

The upper row of the table contains the symmetry operators for this group. In our case, these are identical transformation $E$, two rotations $C_{3}$ and $C^{-1} 3$ at angles $\pm 2 \pi / 3$, and three reflections $\sigma_{1}, \sigma_{2}, \sigma$ around the axes connecting the corners of the triangle $1,2,3$ with its center. The characters of the corresponding operators are written in the right-hand part of the table. The left-hand column contains the dimensionality of these characters: $\mathrm{A}_{1}, \mathrm{~A}_{2}$ are one-dimensional subspaces, $\mathrm{E}_{1}$ is a two-dimensional subspace.

The projective symmetry operators $V_{i}$ can be determined on the basis of (4.1) using the table of the characters.

$$
\left.\begin{array}{c}
V_{1}=\frac{1}{3}\left(X_{1}+X_{2}+X_{3}\right) \\
V_{2} \equiv 0 \\
V_{3}=\frac{1}{3}\left(2 X_{1}-X_{2}-X_{3}\right)  \tag{4.5}\\
V_{4}=\frac{1}{3}\left(-X_{1}+2 X_{2}-X_{3}\right)
\end{array}\right\} .
$$

In matrix form, this transformation is as follows:

$$
\mathbf{V}=\mathbf{P} \mathbf{X}, \quad \mathbf{P}=\frac{1}{3}\left[\begin{array}{ccc}
1 & 1 & 1  \tag{4.6}\\
2 & -1 & -1 \\
-1 & 2 & -1
\end{array}\right]
$$

Where $\mathbf{P}$ is the projective operator in matrix form.
Operators $V_{i}$ can be treated as vibration modes. The physical meaning of these operators is clear:

- $V_{1}$ means that all nodes $1,2,3$ are in phase;
- $V_{2}, V_{3}$ mean the vibrations corresponding to deformations of the triangle: nodes 1 and 3 are in phase, node 2 is in antiphase.

Operator $V_{1}$ is in subspace $\mathrm{A}_{1}, V_{2} \equiv 0$ is in subspace $\mathrm{A}_{2}$, operators $V_{3}, V_{4}$ are in two-dimensional subspace $E_{1}$, and, therefore, these operators correspond to multiple roots, and any linear combination of them will also represent an vibration mode.

Note. Determining projective operators with help of Eq. (4.1) is possible for any symmetry type. But in mechanic system there is an often case of cyclic symmetry. The general view of projective operators in this case is given in Sect. 4.4.2.

### 4.3 Applying Theory of Group Representation to Mechanical Systems: Generalized Projective Operators of Symmetry

### 4.3.1 Features of Mechanical Systems with Symmetric Structure

As has already been pointed out, the application of the theory of group representation for solving problems in mechanics has some specific features that make them different from the problems in physics and chemistry.

First, in real-life mechanical structures there is almost always a small asymmetry due to technological inaccuracies and assembly errors, so that the system becomes quasi-symmetric. In this case, partition into the independent subspaces or vibration types specified above is incomplete. A weak interaction emerges between them; in addition, some beat also take place due to the mismatch in the multiple frequencies.

Second, symmetry is related to nodes, and each of them in mechanical systems, generally speaking, may be a solid or a whole subsystem with many degrees of freedom.

Third, a mechanical system, as a rule, consists of a number of subsystems, each of which can have its own type of symmetry, so that it is necessary to consider the compatibility of different types symmetries.

In the sequel, mechanical systems usually contain long solids with six degrees of freedom. The question arises as to what symmetry group to allocate the solid to so that its movement could correspond to the symmetry group of the assembled system.

Therefore, a generalization of the available analytical approaches and formation of matrix symmetry operators is necessary.

The calculation methods for symmetric systems are of particular importance in connection with the wide use of the finite-element method (FEM). This also contributes to its features and represents a prospective application of group representation theory in combination with FEM.

In this respect, it is necessary to have available methods for the analysis of both symmetric and quasi-symmetric mechanical systems consisting of various subsystems with many degrees of freedom. These features of mechanical systems required the development of special approaches in group representation theory.

### 4.3.2 Generalized Projective Operators and Generalized Modes

In order to take into account the above-described characteristics of mechanical systems, generalized projective operators and generalized vibration modes (vibration types) have been introduced.

If each node has only one coordinate, then the operators $V_{i}$ (4.5) describe the vibration modes. However, elements or subsystems with big dimensionality can be used as nodes in mechanical systems. For example, let us assume that each node in our model in Fig. 4.2 has three degrees of freedom; then the dimensionality of each operator will be equal to 3 : it becomes a vector. Therefore, the generalized vibration modes of a symmetric system will be determined by vectors (basic vectors). Henceforth, for simplicity's sake, we will call them generalized vibration modes or vibration types [2].

The projective operators corresponding to them are generalized projective operators.

They can be presented in the form of a block matrix whose elements, related to a node with $n$ degrees of freedom, are matrices of the order ( $n \times n$ ). The generalized operators are determined on the basis of an ordinary symmetry operator by multiplying its elements by the identity matrix $\mathbf{E}$ of the corresponding order. From a physical point of view, this means that all coordinates in a given node will be vibrates in accordance with the same symmetry operator.

Let us now find the generalized operator $\mathbf{P}$ for the subsystem in Fig. 4.2. Let each node have 3 degrees of freedom; then the whole system will have 9 degrees of freedom. Taking into account (4.6), the generalized operator has the following form:

$$
\mathbf{V}=\mathbf{P} \mathbf{X}, \quad \mathbf{P}=\frac{1}{3}\left[\begin{array}{ccc}
\mathbf{E} & \mathbf{E} & \mathbf{E}  \tag{4.7}\\
2 \mathbf{E} & -\mathbf{E} & -\mathbf{E} \\
-\mathbf{E} & 2 \mathbf{E} & -\mathbf{E}
\end{array}\right]
$$

Therefore, analogously to (4.5), the projective operator will now determine not scalars but vectors $\mathbf{V}_{1}, \mathbf{V}_{2}, \mathbf{V}_{3}, \mathbf{V}_{4}$. Their dimension is equal to dimension of corresponding node: in our case it is 3 . They lay now in subspaces $U_{1}, U_{2}, U_{3}$ with the same dimensionality. Analogously to above results vector $\mathbf{V}_{1}$ lays in
subspace $U_{1}$ which corresponds to not multiple roots, $\mathbf{V}_{2} \equiv 0$ and $\mathbf{V}_{3}, \mathbf{V}_{4}$ are in double-dimension subspace $U_{3}$ corresponds to multiple roots.

The view of the projective operator (4.7) permits one to draw important conclusions about the frequencies and modes (types) of the system under consideration:

1. There are three nonzero generalized basic vectors (one in the subspace $U_{1}$ and two in the double-dimensional subspace $\left(U_{3}\right)$ ). The natural frequencies corresponding to the double-dimensional subspace are multiple ones. Therefore, the frequencies of our system $(9 \times 9)$ have three non-multiple and three multiple frequencies.
2. The vibration types (generalized modes) determine the rows of operator (4.7). It can be seen from here that only the following vibration types could exist:

- In-phase vibrations, where all nodes vibrate with the same amplitude [top row in (4.7)]. To these correspond three non-multiple frequencies.
- Antiphase vibrations. These are described by the two last rows in matrix P. To these correspond three multiple frequencies. Antiphase vibrations are those in which the neighboring nodes vibrate in antiphase.

We must note that the information about the dynamic properties of the system was obtained without solving the motion equations but only on the basis of analysis of the symmetry groups and the type of projective operators.

Note. Operator (4.7) can be easily converted into a form where all vectors are orthonormalized. In this way it has been taken into account that any linear combination of the natural modes that corresponds to multiple roots is also an natural mode:

$$
\mathbf{P}_{=}=\left[\begin{array}{ccc}
\frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}}  \tag{4.7a}\\
\frac{2}{\sqrt{6}} & \frac{-1}{\sqrt{6}} & \frac{-1}{\sqrt{6}} \\
0 & \frac{1}{\sqrt{2}} & \frac{-1}{\sqrt{2}}
\end{array}\right]
$$

Let us now write the stiffness matrix of the system in the new coordinates $\mathbf{V}$ (4.7)

$$
\mathbf{K}^{*}=\mathbf{P}^{T} \mathbf{K} \mathbf{P} .
$$

It can be easily seen that due to the orthogonality of operator $\mathbf{P}$

$$
\operatorname{det} \mathbf{K}^{*}=\operatorname{det} \mathbf{K}
$$

and, therefore, their natural frequencies coincide.

The receiving projective operators with help of Eq. (4.1) are suitable for systems with any type of symmetry. However usually, mechanical systems use relatively simple types of symmetry. The general view of projective operators for an $n$-angular plane frame with cyclic symmetry is given below (Sect. 4.4.2.). Such systems have a point symmetry for which at all operators of symmetry one point (the symmetry centre) does not vary.

### 4.4 Vibrations of Frames with Cyclic Symmetry

### 4.4.1 Stiffness and Inertia Matrices

Let us now consider the vibrations of an elastic system with cyclical symmetry $C_{n}$. Systems of this type are very widely used in engineering. They include symmetric frames, disk turbines with blades, planetary reduction gears, etc.

Let us now consider the plane vibrations of a symmetric elastic $n$-angular frame with dampers.

A very promising area in the study of mechanical systems is the use of group representation theory in combination with the FEM. Let's create the finite-element model. In this case, however, it is convenient to select a special direction of the coordinate axes in each node, as shown in Fig. 4.3 [12].

Actually, in the use of FEM, the directions of the coordinate axes are traditionally selected to be the same for each node (Fig. 4.3a). Then the stiffness and inertia matrices of the elements included in the given node are written in these axes by rotation of the local coordinate axes of the finite elements at a corresponding angle $\vartheta($ Appendix A). This means multiplication by the matrix of the rotation. However, for convenience of use of the theoretic- group approaches, it is considerably more convenient to select a local coordinate system that is symmetric with respect to each node (Fig. 4.3b).


Fig. 4.3 A symmetric hexagonal frame

Let us assume that the frame is formed by beam elements. For simplicity's sake, let us assume in the beginning that each span of the frame $1-2, \ldots, 6-1$ can be represented as an one finite element (although the obtained results will be valid also in the general case as we shall show further).

In these axes - as follows from the algorithm (Appendix C) - the matrix that describes the vibrations takes a particularly simple form, which does not depend on the numbering of the nodes. Thus, for an $n$-angular frame with a $C_{n v}$-type symmetry,

$$
\begin{align*}
& \text { nodes } \left.\begin{array}{cccccc}
1 & 2 & 3 & \ldots & n-1 & n \\
\mathbf{D}_{n}=\left[\begin{array}{cccccc}
\mathbf{a}_{11} & \mathbf{a}_{12} & 0 & \cdots & 0 & \mathbf{a}_{21} \\
\mathbf{a}_{21} & \mathbf{a}_{11} & 0 & \cdots & 0 & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\mathbf{a}_{11} & 0 & 0 & \cdots & \mathbf{a}_{21} & \mathbf{a}_{11}
\end{array}\right]-\lambda \mathbf{M}=\left[\begin{array}{cccccc}
\mathbf{d}_{11} & \mathbf{d}_{12} & 0 & \cdots & 0 & \mathbf{d}_{21} \\
\mathbf{d}_{21} & \mathbf{d}_{11} & 0 & \cdots & 0 & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\mathbf{d}_{11} & 0 & 0 & \cdots & \mathbf{d}_{21} & \mathbf{d}_{11}
\end{array}\right]
\end{array} . . \begin{array}{l}
\end{array}\right]
\end{align*}
$$

where

$$
\begin{aligned}
& \mathbf{a}_{11}=\boldsymbol{\theta}_{\varphi}^{t r} \mathbf{K}_{11} \boldsymbol{\theta}_{\varphi}+\boldsymbol{\theta}_{-\varphi}^{t r} \mathbf{K}_{22} \boldsymbol{\theta}_{-\varphi}+k \\
& \mathbf{a}_{12}=\mathbf{a}_{21}^{t r}=\boldsymbol{\theta}_{\varphi}^{t r} \mathbf{K}_{12} \boldsymbol{\theta}_{-\varphi}, \quad \mathbf{d}_{i j}=\mathbf{K}_{i j}-\Lambda \mathbf{M}_{i j},
\end{aligned}
$$

$\mathbf{K}_{\mathbf{n}}=\left[\begin{array}{ll}\mathbf{K}_{11} & \mathbf{K}_{12} \\ \mathbf{K}_{21} & \mathbf{K}_{22}\end{array}\right]$ is the stiffness matrix of the finite element (Chap. 2), $\boldsymbol{\theta}_{\varphi}$ is the matrix of the rotation at an angle $\varphi=2 \pi / n$, and $k$ is the stiffness of the damper.

The matrix structure (4.8) is quite obvious from point of view of symmetry because each node is completely identical in the selected coordinate system.

The stiffness matrix with intermediate nodes positioned on beams $1-2,2-3, \ldots$, will be of an analogous type - only its order will be considerably higher.

If we represent the elastic elements as a system with distributed parameters, in this case blocks $\mathbf{D}_{11}, \mathbf{D}_{12}=\mathbf{D}_{21}^{T}, \mathbf{D}_{22}$ will be transcendental functions of the frequency; the entire remaining technique, however, remains unchanged.

For simplicity's sake, we will call "symmetric" the coordinates $(x, y, z)$ corresponding to Eq. (4.8) (Fig.4.3b). It can easily be seen that the coordinates ( $x^{\prime}, y^{\prime}, z^{\prime}$ ) in the traditional coordinate system (Fig. 4.3a) and in the "symmetric" one used by us (Fig. 4.3b) are linked by the relation

$$
\mathbf{X}^{\prime}=\boldsymbol{\theta} \mathbf{X}, \quad 0=\left[\begin{array}{llll}
\mathbf{E} & & &  \tag{4.9}\\
& \boldsymbol{\theta}_{\varphi} & & \\
& & \ddots & \\
& & & \boldsymbol{\theta}_{(n-1) \varphi}
\end{array}\right]
$$

The decomposition of matrix $\mathbf{D}$, describing the symmetric frame as a result of symmetry takes place irrespective of the system coordinate; but for a matrix like (4.8) this is very easily for analytical studies.

### 4.4.2 Projective Operators for Frame: Generalized Modes

Initially, we will study the vibrations of an elastic frame with a cyclic symmetry of the hexagonal type. Its stiffness matrix has an analogous form (4.8) at $n=6$. The given system has a symmetry type $C_{6 v}$ and corresponding table of characters [71] is:

| $C_{6 V}$ | $E$ | $C_{2}$ | $2 C_{3}$ | $2 C_{6}$ | $3 \sigma_{v}$ | $3 \sigma_{\mathrm{d}}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{A}_{1}$ | 1 | 1 | 1 | 1 | 1 | 1 |
| $\mathrm{~A}_{2}$ | 1 | 1 | 1 | 1 | -1 | -1 |
| $\mathrm{~B}_{1}$ | 1 | -1 | 1 | -1 | 1 | -1 |
| $\mathrm{~B}_{2}$ | 1 | -1 | 1 | -1 | -1 | 1 |
| $\mathrm{E}_{1}$ | 2 | -2 | -1 | 1 | 0 | 0 |
| $\mathrm{E}_{2}$ | 2 | 2 | -1 | -1 | 0 | 0 |

Here $\mathrm{A}_{i}$ and $\mathrm{B}_{i}$ are one-dimensional representations: to $\mathrm{A}_{i}$, correspond in-phase motions, and to $\mathrm{B}_{i}$ antiphase motions; $\mathrm{E}_{1}, \mathrm{E}_{2}$ are two-dimensional representations with multiple roots.

We will explain the table of characters. As can be seen from this table, the group $C_{6 v}$ contains the following elements of symmetry:

- an identity element E ,
$-2 C_{3}$ - two rotations at angles $\pm 2 \pi / 3$,
$-2 C_{6}$ - two rotations at angles $\pm 2 \pi / 6$,
$-3 \sigma_{v}, 3 \sigma_{d}$ - three reflections with respect to the axes passing through the corners of the hexagon and the middles of the sides.

The basic (fundamental) vectors $\mathbf{V}_{b}$, which determine the coordinates transformation in accordance with (4.1), have the view

$$
\mathbf{V}_{b}=\left[\begin{array}{l}
\mathbf{V}_{\mathbf{1}}  \tag{4.10}\\
\mathbf{V}_{\mathbf{2}} \\
\mathbf{V}_{\mathbf{3}} \\
\mathbf{V}_{\mathbf{4}} \\
\mathbf{V}_{\mathbf{5}} \\
\mathbf{V}_{\mathbf{6}}
\end{array}\right]=\frac{1}{6}\left[\begin{array}{cccccc}
1 & 1 & 1 & 1 & 1 & 1 \\
2 & 1 & -1 & 2 & -1 & 1 \\
1 & 2 & 1 & -1 & -2 & -1 \\
2 & -1 & -1 & 2 & -1 & -1 \\
-1 & 2 & -1 & -1 & 2 & -1 \\
1 & -1 & 1 & -1 & 1 & -1
\end{array}\right]\left[\begin{array}{l}
\mathbf{X}_{\mathbf{1}}^{\prime} \\
\mathbf{X}_{\mathbf{2}}^{\prime} \\
\mathbf{X}_{\mathbf{3}}^{\prime} \\
\mathbf{X}_{\mathbf{4}}^{\prime} \\
\mathbf{X}_{\mathbf{5}}^{\prime} \\
\mathbf{X}_{\mathbf{6}}^{\prime}
\end{array}\right]=\mathbf{P}_{6} \mathbf{X}^{\prime} .
$$

Vectors $\mathbf{V}_{i}$ are located in independent subspaces. Vector $\mathbf{V}_{1}$ lays in subspace $U_{1}$. Vectors $\mathbf{V}_{2}$ and $\mathbf{V}_{3}$ are in the double-dimensional subspace $U_{2}$ with multiple roots. Vectors $\mathbf{V}_{4}$ and $\mathbf{V}_{5}$ are located in the double -dimensional subspace $U_{3}$ with multiple roots. Vector $\mathbf{V}_{6}$ determines the subspace $U_{4}$.

Therefore, if the frame has $n$ natural frequencies, then $n / 6$ of them are singlefold corresponding to the subspace $U_{1}$ (vector $\mathbf{V}_{1}$ ), $n / 3$ are twofold - corresponding to
$U_{2}$ (vectors $\mathbf{V}_{2}, \mathbf{V}_{3}$ ), $n / 3$ are twofold - corresponding to $U_{3}$ (vectors $\mathbf{V}_{4}, \mathbf{V}_{5}$ ), and $n / 6$ are singlefold - corresponding to $U_{4}$ (vector $\mathbf{V}_{6}$ ).

Vectors located in different subspaces are orthogonal to each other. As regards vectors $\left(\mathbf{V}_{2}, \mathbf{V}_{3}\right)$ (and $\left(\mathbf{V}_{4}, \mathbf{V}_{5}\right)$ ), which are in one subspace, their choice is not uniquely defined because any linear combination of them also belongs to the same subspace. In particular, the cyclic rearrangement of the coordinates makes it possible to obtain new basic vectors $\mathbf{V}_{2}^{\prime}, \mathbf{v}_{3}^{\prime}$ in the given subspace.

For node with single degree of freedom vectors $\mathbf{V}_{i}$ became as a scalar $V_{i}$ and it determines the vibration modes. In the case of multidimensional nodes, $\mathbf{V}_{i}$ (and therefore matrix $\mathbf{P}_{6}$ ) determines the vibration types. In the latter case, matrix $\mathbf{P}_{6}$ must be presented as a block matrix as $\mathbf{P}_{6} \mathbf{E}$, where $\mathbf{E}$ is the identity matrix of the corresponding order.

The configuration of the oscillation modes (types) is shown in Fig. 4.4.
The in-phase vibrations with equal displacements of nodes 1-6 correspond to vector $\mathbf{V}_{1}$. Vectors $\mathbf{V}_{2}, \mathbf{V}_{3}$ describe the vibrations of nodes 1-2-3 in antiphase with respect to nodes 4-5-6; this mode (or type) can be considered closed wave sinusoids. The second mode corresponding to the same frequency can be obtained from the first one, for example, by rotating it at an angle of $2 \pi / 6$. Vectors $\mathbf{V}_{4}, \mathbf{V}_{5}$ describe the vibrations of two neighboring nodes in antiphase with the two preceding ones.

Fig. 4.4 Subspace $U_{1}(\mathbf{a})$, subspace $U_{2}(\mathbf{b})$, subspace $U_{3}$ (c), subspace $U_{4}$ (d)

(a)



Vector $\mathbf{V}_{6}$ corresponds to the vibrations of all neighboring nodes in antiphase with identical amplitudes (by absolute value). As can be seen from Fig. 4.4, the frame vibrations represent waves with different numbers of nodes.

In this way, if a frame has $n$ natural frequencies, then $n / 6$ of them are nonmultiple, corresponding to subspace $U_{1}$ (vector $\mathbf{V}_{1}$ ), $n / 3$ are multiple roots, corresponding to subspace $U_{2}$ (vectors $\mathbf{V}_{2}, \mathbf{V}_{3}$ ), $n / 3$ are multiple roots, corresponding to subspace $U_{3}$ (vectors $\mathbf{V}_{4}, \mathbf{V}_{5}$ ), and $n / 6$ are non-multiple, corresponding to subspace $U_{4}$ (vector $\mathbf{V}_{6}$ ).

It can easily be seen that the vectors positioned in different subspaces are orthogonal to each other. As regards the pairs of vectors $\left(\mathbf{V}_{2}, \mathbf{V}_{3}\right)$ (and $\left(\mathbf{V}_{4}, \mathbf{V}_{5}\right)$ ), which are in the same subspace, their choice, as usual, is not uniquely defined.

We again become convinced that the qualitative nature of the symmetric systems vibrations can be obtained without the need to solve the motion equations but by using only the symmetry properties.

In the general case, for cyclical systems with type $C_{n v}$ symmetry, for example in $n$-angular frame, the operators $\mathbf{P}_{n}$ (4.1.) obtain the following form:

$$
\mathbf{P}_{n}=\left[\begin{array}{ccccc}
1 & 1 & \ldots & 1 & 1  \tag{4.11}\\
\ldots & \ldots & \ldots & \ldots & \ldots \\
\sin q \beta & \ldots & \ldots & \ldots & \sin n q \beta \\
\cos q \beta & \ldots & \ldots & \ldots & \cos n q \beta \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
1 & -1 & \ldots & 1 & -1
\end{array}\right] E
$$

where $\beta=2 \pi / n, q=(n-\mathrm{I}) / 2$ for odd $n, q=(n-2) / 2$ for even $n$, and $\mathbf{E}$ is the identity matrix whose order is equal to the number of independent coordinates in the node. If the displacement of the node is described by only single coordinate, then $\mathbf{P}_{n}$ represents the modes of the $n$-angular frame, which appear the following:

- The displacements of the nodes have a wavelike nature with wavelengths proportional to $1: 2: 3 \ldots n$;
- All natural frequencies for plane vibrations (except for the lowest one, and for even $n$ also for the highest one) have a multiplicity equal to two (in the case of spatial vibrations, the multiplicity of the frequencies can be higher);
- The lowest form corresponds to the displacement of all nodes in phase (subspace $U_{1}$ ), and the highest one in antiphase.

In the case of multidimensional nodes, operator $\mathbf{P}_{\mathbf{n}}$ - as has already been pointed out - should be treated as a block one; in this case, it determines the generalized vibration types. The use of vibration types is convenient in the analysis of multidimensional systems where it is impractical to follow up every coordinate and mode individually and desirable to have a more general analog.

However, in order to obtain the further results, it is necessary to use the stiffness and inertia matrices.

Applying the group transformation (4.11) to the matrix (4.8) and setting $n=6$, we obtain block-diagonal matrix $\mathbf{D}^{*}{ }_{6}$

$$
\begin{align*}
& \mathbf{D}_{6}^{*}=\left[\begin{array}{llllll}
\mathbf{A}_{11}^{*} & & & & & \\
& \mathbf{A}_{22}^{*} & \mathbf{A}_{23}^{*} & & & \\
& \mathbf{A}_{32}^{*} & \mathbf{A}_{33}^{*} & & & \\
& & & \mathbf{A}_{44}^{*} & \mathbf{A}_{45}^{*} & \\
& & & \mathbf{A}_{54}^{*} & \mathbf{A}_{55}^{*} & \\
& & & & & \\
& & & & & \\
& & & \\
& & & \\
& & &
\end{array}\right]- \\
& A_{11}^{*}=\mathbf{a}_{11}+\mathbf{a}_{12}+\mathbf{a}_{21}, \mathbf{A}_{44}^{*}=\mathbf{6} \mathbf{a}_{11}-\mathbf{a}_{12}-\mathbf{a}_{21},  \tag{4.12}\\
& {\left[\begin{array}{ll}
\mathbf{A}_{22}^{*} & \mathbf{A}_{23}^{*} \\
\mathbf{A}_{32}^{*} & \mathbf{A}_{33}^{*}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{2} \mathbf{a}_{11}+\mathbf{a}_{12}+\mathbf{a}_{21} & \mathbf{a}_{11}+\mathbf{2} \mathbf{a}_{12}-\mathbf{a}_{21} \\
\mathbf{a}_{11}-\mathbf{a}_{12}+\mathbf{2} \mathbf{a}_{21} & \mathbf{2} \mathbf{a}_{11}+\mathbf{a}_{12}+\mathbf{a}_{21}
\end{array}\right],} \\
& {\left[\begin{array}{ll}
\mathbf{A}_{33}^{*} & \mathbf{A}_{34}^{*} \\
\mathbf{A}_{43}^{*} & \mathbf{A}_{44}^{*}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{2} \mathbf{a}_{11}-\mathbf{a}_{12}-\mathbf{a}_{21} & -\mathbf{a}_{11}+\mathbf{2} \mathbf{a}_{12}-\mathbf{a}_{21} \\
-\mathbf{a}_{11}-\mathbf{a}_{12}+\mathbf{2} \mathbf{a}_{21} & 2 \mathbf{a}_{11}-\mathbf{a}_{12}-\mathbf{a}_{21}
\end{array}\right] .}
\end{align*}
$$

In this way, the initial matrix became decomposed into non-connected blocks corresponding to the invariant subspaces. In order to obtain numerical results, it is sufficient to perform independently calculations for those subsystems whose order does not exceed $n / 3$.

For an $n$-angular frame, after these matrix transformations have been performed, we obtain a block-diagonal matrix in which $(n-1) / 2$ (for odd $n$ ) and $(n-2) / 2$ (for even $n$ ) paired diagonal blocks are formed. The decomposition of the matrix takes place independently of the selected coordinate system in the nodes, both in the traditional $\mathbf{X}^{\prime}$ and in the "symmetric $\mathbf{X}$ "; however, the view of matrix (4.8) is more convenient for analytical solutions. The paired blocks correspond to multiple roots are connected between themselves; this fact indicates an interaction between these vibration types. This interaction arises from the following reason: In each node of spatial frame, there are, generally speaking, six independent coordinates - three translational and three rotational ones, each having the same symmetry group $C_{n v}$ and the same operator $\mathbf{P}_{\boldsymbol{n}} ;$. However, due to the phase shifts, their oscillation modes are a linear combination of the basic vector, and in the general case they are not orthogonal to each other. This explains the appearance of the blocks $\mathbf{D}_{\mathbf{i j}} \neq 0$. The rows of operator $\mathbf{P}_{\mathbf{n}}$ determine, as usual, the generalized vibration modes.

Note. Frequency expression (2.5) for a regular structure coincides with relationship (4.11) for a system with rotational symmetry $C_{n}$. This is easy to understand if one takes into consideration the fact that a system with rotational symmetry is obtained by closing the ends of the system, i.e., under the boundary conditions $\theta(0, t)=\theta(n, t)$. Therefore, the projective operators of symmetry group $C_{n v}$ and groups with translational symmetry must be analogous. The projective operator for a group with translational symmetry for an $n$-mass system is [25]:

|  | $T_{0}$ | $T_{1}$ | $\ldots$ | $T_{n}$ |
| :--- | :--- | :--- | :--- | :--- |
| $\mathbf{P}_{\mathrm{Tr}}=$ | $\Gamma^{(0)}$ | 1 | 1 | $\ldots$ |
| 1 |  |  |  |  |
| $\Gamma^{(1)}$ |  | $\exp \left(\frac{2 \pi i}{n}\right)$ | $\cdots$ | $\exp \left(2 \pi i \frac{n-1}{n}\right)$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\ldots$ | $\vdots$ |
|  | $\Gamma^{(n-1)}$ | 1 | $\exp \left(2 \pi i \frac{n-1}{n}\right)$ | $\cdots$ |

### 4.4.3 Analysis of Forced Vibrations

Above described approach is particularly convenient in the analysis of forced vibrations because external forces are usually distributed according to some vibration type. So, the external forces $F(t)$ are transformed according to (4.10):

$$
\mathbf{F}^{*}=\mathbf{P}^{T} \mathbf{F}
$$

So, for example, if forces with equal size and direction act on each node, then they are distributed according to the first vibration type $U_{1}$. In this case, only the first block will remain in the equation describing the forced vibrations:

$$
\mathbf{D}_{11} \mathbf{X}_{1}=\mathbf{F}^{*}
$$

### 4.5 Effect of FE-Mesh on Matrix Structure

A very promising area is the use of group representation theory in combination with the FEM. When FEM is used, the structure is decomposed into equal elements. In this case, it is necessary - just as before - to take into consideration the fact that the transformations of the symmetry groups will be applied to nodes whose dimensionality is greater than 1 . Therefore, the transformations must be formed as blocks of matrices of the corresponding order.

Let us assume that each side of the frame is broken down into three finite elements 6-15 (Fig. 4.5).

Additional nodes $(6,7,8, \ldots 15)$ are now introduced on each side $1-2,2-3 \ldots$ of the frame. If the coordinate system is selected as shown in Fig 4.5b, the structure of matrix $\mathbf{K}^{* \mathbf{n}}$ will be analogous to the one provided above (4.8), only its blocks will now have the order $(18 \times 18)$ (or, generally speaking, $6 q$, where $q$ is the number of finite elements). In particular, block $\mathbf{a}_{11}$ will now be

$$
\mathbf{a}_{11}=\left[\begin{array}{lll}
d_{11} & d_{12} & \\
d_{21} & b_{11} & b_{12} \\
& b_{21} & b_{22}
\end{array}\right]
$$

Here blocks $b_{11}$ and $b_{12}$ describe the intermediate sections 6-7 and 7-2 and the connections between them; block $d_{11}$ belongs to section 1-6. In this case, operator

Fig. 4.5a,b Frame decomposed into finite elements. (a) sides of frame with finite elements 6-15, (b) coordinates system for each finite element

(a)

(b)
$\mathbf{P}_{n}$ will have the same structure (4.11) as above, but the dimensionality of the blocks will now be greater. And indeed, the associations of the intermediate nodes 6-8-10-12-14 and 7-9-11-13-15 have a symmetry of the same type as the corners 1-2-3-$4-5$, and, therefore, they will have a transformation by means of the same operator $\mathbf{P}_{n}$. Every one of these associations has the same vibration modes (types) as corners 1-2-3-4-5, but with a certain phase shift. For Fig. 4.5 this shift for the associations will obviously be $2 \pi / 3$ and $2 \pi / 6$. And this phase shift causes the appearance of the off-diagonal blocks $d_{12}, b_{12}$ that describe the interaction between the vibration modes of these associations.

### 4.5.1 The Square Frame: Generalized Modes

Let us consider as an example the generalized vibration modes (vibration types) for a square frame. It has symmetry $C_{2 v}$ and a projective operator

$$
\mathbf{P}_{4}=\left[\begin{array}{cccc}
\mathbf{E} & \mathbf{E} & \mathbf{E} & \mathbf{E} \\
\mathbf{E} & -\mathbf{E} & \mathbf{E} & -\mathbf{E} \\
\mathbf{E} & \mathbf{E} & -\mathbf{E} & -\mathbf{E} \\
\mathbf{E} & -\mathbf{E} & -\mathbf{E} & \mathbf{E}
\end{array}\right],
$$

where the first row corresponds to invariant subspace $\mathrm{U}_{1}$, the second one to subspace $U_{2}$, and the third and fourth rows to the double-dimensional subspaces $U_{3}$.

It can be seen from this that the following generalized modes (vibration types) exist. In subspace $U_{1}$, all equally located nodes are in phase (Fig. 4.6a). In subspace $U_{2}$, all equally located neighboring nodes are in antiphase (Fig. 4.6b). Multiple roots correspond to the double-dimensional subspace $U_{3}$. Their vibration types are as follows: two neighboring and equally located nodes in phase and two others in antiphase with respect to them (Fig. 4.6c, d).

It is necessary to point out a very important property: The vibration types obtained on the basis of the generalized operator $\mathbf{P}_{\mathbf{n}}$ are invariants for the given symmetry type. They do not depend on the number of finite elements; moreover, they are preserved if we consider a system with distributed parameters. All vibration modes of the system are in these four vibration types. To each type corresponds its own series of natural frequencies.

These vibration types do not change when any changes take place in the parameters and even in the structure of the system if the specified symmetry type does not change. They are system invariants. The presence of such invariants determines the good predictability of the work, the convenience of the calculations, and the optimization of the structure.
(a)First vibration type (all identical nodes are in phase) (Subspace $U_{1}$ )

(b) Second vibration type (all identical nodes are in antiphase)(Subspace $U_{2}$ )
(c,d) Second and third vibration types. Two neighboring identical nodes are in phase, the two others in antiphase with respect to them (Double-dimensional subspace $U_{3}$ )


Fig. 4.6a-d Generalized vibration modes (vibration types) for a square frame

### 4.6 Vibroisolation of Body on Symmetrical Frame: Vibrations Interaction

The symmetry operators are particularly convenient for analyzing the vibrations interactions in a system. We will demonstrate this using as an example the vibroisolation of a solid body mounted on an elastic frame. For simplicity's sake, let us consider a plane system of vibroisolation [in the $(x, y)$ plane] of the body $m_{7}$ mounted in the center of symmetry of an elastic hexagonal frame (Fig. 4.7). The body has three degrees of freedom $(x, y, \varphi)$.

Initially, let us find the independent vibration types that occur in a system by its symmetry and then we establish the interaction between the vibrations of the frame and the body $m_{7}$. Let us construct the stiffness matrix of this system. The stiffness matrix $\mathbf{K}_{7}$ of this system has the form
node1 $2 \ldots 67$

$$
\begin{gathered}
\mathbf{K}_{7}=\left[\begin{array}{ccccc}
\mathbf{a}_{11} & \mathbf{a}_{12} & \cdots & \mathbf{a}_{21} & -\mathbf{K}_{a m} \boldsymbol{\theta}_{\varphi_{1}} \\
& \mathbf{a}_{11} & \cdots & \cdots & -\mathbf{K}_{a m} \boldsymbol{\theta}_{\varphi_{1}} \\
& & \ddots & & \vdots \\
\text { symm. } & & \mathbf{a}_{11} & -\mathbf{K}_{a m} \boldsymbol{\theta}_{\varphi_{16}} \\
& & & & \sum_{i} \boldsymbol{\theta}_{\varphi_{i}}^{T} \mathbf{K}_{a m} \boldsymbol{\theta}_{\varphi_{i}}
\end{array}\right], \\
\mathbf{K}_{a m}=\left[\begin{array}{cccc}
K_{x} & & \\
& K_{y} & \\
& & K_{\theta}
\end{array}\right]
\end{gathered}
$$

is the sum of the stiffness of the inside and outside dampers.

Fig. 4.7. Vibroisolation of a body $m_{7}$ mounted in the center of symmetry of an elastic frame


Let us now form the symmetry operator

$$
\mathbf{P}_{7}=\left[\begin{array}{ll}
\mathbf{P}_{6} & \\
& \mathbf{E}
\end{array}\right] .
$$

Here $\mathbf{P}_{6}$ was determined earlier in (4.10), the identity block $\mathbf{E}$ corresponds to the body $m_{7}$ and indicates that no symmetry transformation is applied to it. By performing the matrix multiplication, we establish that matrix $\mathbf{K}_{7}^{*}$ has the following structure:

$$
\begin{aligned}
& \mathbf{K}^{*}{ }_{7}=\mathbf{P}_{7}{ }^{T} \mathbf{K}_{7} \mathbf{P}_{7}= \\
& {\left[\begin{array}{ccccccc}
\mathbf{A}_{11}^{*}+\mathbf{K}^{*}{ }_{a m} & & & & & \mathbf{A}_{17}^{*} \\
& \mathbf{A}_{22}^{*} & \mathbf{A}_{23}^{*} & & & & \mathbf{A}_{27}^{*} \\
& \mathbf{A}_{32}^{*} & \mathbf{A}_{33}^{*} & & & & \mathbf{A}_{37}^{*} \\
& & & \mathbf{A}_{44}^{*} & \mathbf{A}_{45}^{*} & & \\
& & & \mathbf{A}_{54}^{*} & \mathbf{A}_{55}^{*} & & \\
& \text { symm. } & & & & & \mathbf{A}_{66}^{*} \\
& & & & & \\
& & & & & & \mathbf{A}_{77}^{*}
\end{array}\right] .}
\end{aligned}
$$

Here blocks $\mathbf{A}_{i j}^{*}(i, j=1 \ldots 6)$ were determined above in (4.12). Blocks $\mathbf{A}_{i 7}^{*}$ ( $i=1,2,3$ ) determine the interaction between the frame and the body.

In order to analyze the dynamic interaction in the system, it is sufficient to analyze only the structure of matrix $\mathbf{K}^{*}{ }_{7}$. The block in the bottom right corresponds to the mass $m_{7}$. It follows from this that the vibrations of the mass $m_{7}$ are related only with subspaces $U_{1}$ and $U_{2}$, i.e., to the displacements and rotations of the frame. At the same time, the vibration types in $U_{3}$ reflect the deformation of the frame itself and are not related with the body vibrations.

For a more detailed analysis, we will now find the actual expressions for the blocks of the obtained matrix. They have the form

$$
\mathbf{A}_{17}^{*}=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & K_{\varphi}
\end{array}\right],\left[\begin{array}{c}
\mathbf{A}_{27}^{*} \\
\\
\mathbf{A}_{37}^{*}
\end{array}\right]=\left[\begin{array}{ccc}
-K_{x} \frac{\sqrt{3}}{2} & K_{x} / 2 & 0 \\
-K_{x} / 2 & -K_{x} \frac{\sqrt{3}}{2} & 0 \\
0 & 0 & 0 \\
-K_{y} \frac{\sqrt{3}}{2} & -K_{y} / 2 & 0 \\
K_{y} / 2 & -K_{y} \frac{\sqrt{3}}{2} & 0 \\
0 & 0 & 0
\end{array}\right]
$$

From this we see that the angular and transversal body vibrations are not related to each other. The angular vibrations are related to subspace $U_{1}$ and the translational ones to $U_{2}$.

Taking into account the actual expressions for $\mathbf{A}_{11}^{*}$, another independent mode vibration of frame can be determined. This is the frame's rotation as a rigid body around an axis passing through the center of symmetry perpendicularly to the plane of the figure. And indeed, $\mathbf{A}_{11}^{*}$ have the form

$$
\mathbf{a}_{11}+\mathbf{a}_{12}+\mathbf{a}_{21}=\left[\begin{array}{ccc}
\frac{48 E J}{\ell^{3}} \sin ^{2} \varphi+K_{x} & 0 & 24 \frac{E J}{\ell^{2}} \sin \varphi \\
& 4 \frac{E F}{\ell} \sin ^{2} \varphi+K y & 0 \\
24 \frac{E J}{\ell^{2}} \sin \varphi & 0 & \frac{12 E J}{\ell}
\end{array}\right]
$$

We can see that the second diagonal term is not related to other elements of the system. This term corresponds to vibrations over the $y$ axis. It is included in $U_{1}$, and because of that it describes vibrations of the frame that have identical shifts along the $y$ axis. In the accepted coordinate system (Fig. 4.3), this means rotation of the entire frame around the symmetry axis. Let us recall that the initial and the transformed ("symmetric") coordinates are connected by relations (4.9) and (4.10).

In this way, as can be seen from the provided examples, the analysis by means of the structure of the transformed stiffness matrix $\mathbf{K}_{7}^{*}$ makes it possible to obtain sufficiently complete qualitative information about the dynamic interactions of a system.

### 4.7 Quasi-symmetrical Systems

As it has already been pointed out, the real-life mechanical structures do not contain strictly symmetric systems and almost always there is slight asymmetry in them. We will call quasi-symmetric this type of systems. It is natural to raise the point about the vibrations in quasy-symmetric systems having in mind that the strictly symmetric system has multiple frequencies.

### 4.7.1 Vibrations Interaction at Slight Asymmetry

As an example, let us consider the vibrations of an elastic square frame on dampers (Fig. 4.8). Frames of this kind are often used as platforms under power generation equipment (turbine rotors, etc.) and also as load-bearing structures. The vibrations of the frame have a considerable effect on the dynamics of an assembled system. As a rule, it is practically impossible to make the frame strictly symmetrical: there is always discrepancy of the parameters, which leads to interactions between the vibrations and to the emergence of beats caused by mismatches in the multiple frequencies.

Let us now consider the vibration interactions in the square frame as a result of the existence of a slight symmetry in the stiffness of dampers $1,2,3,4$. Let us assume that the discrepancy of the stiffness parameters of the dampers is small and is equal to $\Delta_{i}$, i.e., the stiffness of the $i$ th damper: $\mathbf{K}_{d}+\Delta_{i}$.

The matrix describing the vibrations in this case is

$$
\mathbf{D}_{4}=\left[\begin{array}{cccc}
\mathbf{a}_{11}+\Delta_{1} & \mathbf{a}_{12} & & \mathbf{a}_{21}  \tag{4.13}\\
& \mathbf{a}_{11}+\Delta_{2} & \mathbf{a}_{12} & \\
& & \mathbf{a}_{11}+\Delta_{3} & \mathbf{a}_{12} \\
\text { symm. } & & & \mathbf{a}_{11}+\Delta_{4}
\end{array}\right]-\Lambda \mathbf{M}=0
$$

Fig. 4.8 A square frame on dampers with a slight discrepancy of the stiffness parameters


The basic vectors of the symmetry operator for a square frame have been determined above:

$$
\begin{aligned}
& \mathbf{V}_{1}=1 / 4\left(\mathbf{X}_{\mathbf{1}}+\mathbf{X}_{\mathbf{2}}+\mathbf{X}_{\mathbf{3}}+\mathbf{X}_{\mathbf{4}}\right)-\text { subspace } U_{1} \\
& \mathbf{V}_{2}=1 / 4\left(\mathbf{X}_{\mathbf{1}}-\mathbf{X}_{\mathbf{2}}+\mathbf{X}_{\mathbf{3}}-\mathbf{X}_{\mathbf{4}}\right)-\text { subspace } U_{2} \\
& \mathbf{V}_{3}=1 / 4\left(\mathbf{X}_{\mathbf{1}}+\mathbf{X}_{\mathbf{2}}-\mathbf{X}_{\mathbf{3}}-\mathbf{X}_{\mathbf{4}}\right)-\text { subspace } U_{3} \\
& \mathbf{V}_{4}=1 / 4\left(\mathbf{X}_{\mathbf{1}}-\mathbf{X}_{\mathbf{2}}-\mathbf{X}_{\mathbf{3}}+\mathbf{X}_{\mathbf{4}}\right) \quad \text { subspace } U_{3}^{\prime}
\end{aligned}
$$

where $\mathbf{X}_{i}$ is the vector of displacement for the $i$ th node. Subspaces $\left(U_{3} U_{3}^{\prime}\right)$ generate a two-dimensional subspace, so that multiple frequencies correspond to the basic vectors.

The symmetry operator is

$$
\mathbf{P}_{4}=\left[\begin{array}{cccc}
\mathbf{E} & \mathbf{E} & \mathbf{E} & \mathbf{E} \\
\mathbf{E} & -\mathbf{E} & \mathbf{E} & -\mathbf{E} \\
\mathbf{E} & \mathbf{E} & -\mathbf{E} & -\mathbf{E} \\
\mathbf{E} & -\mathbf{E} & -\mathbf{E} & \mathbf{E}
\end{array}\right]
$$

Applying symmetry transformation $\mathbf{P}_{4}$ to matrix $\mathbf{D}_{4}$ (4.13), we obtain

$$
\mathbf{D}_{4}^{*}=\left[\begin{array}{cccc}
\mathbf{A}_{11}^{*} & \boldsymbol{\Delta}_{12} & \boldsymbol{\Delta}_{13} & \boldsymbol{\Delta}_{14}  \tag{4.14}\\
& \mathbf{A}_{22}^{*} & \boldsymbol{\Delta}_{21} & \boldsymbol{\Delta}_{23} \\
& & \mathbf{A}_{33}^{*} & \boldsymbol{\Delta}_{34} \\
\text { symm. } & & & \mathbf{A}_{44}^{*}
\end{array}\right]-\Lambda \mathbf{M}^{*}=0
$$

$\mathbf{A}^{*}{ }_{i i}=\mathbf{A}_{i i}+\frac{1}{4} \sum \boldsymbol{\Delta}_{i}$,
$\boldsymbol{\Delta}_{12}=\frac{1}{4}\left(\boldsymbol{\Delta}_{1}-\boldsymbol{\Delta}_{2}+\boldsymbol{\Delta}_{3}-\boldsymbol{\Delta}_{2}\right), \quad \boldsymbol{\Delta}_{14}=\boldsymbol{\Delta}_{34}=\frac{1}{4}\left(\boldsymbol{\Delta}_{1}-\boldsymbol{\Delta}_{2}-\boldsymbol{\Delta}_{3}+\boldsymbol{\Delta}_{2}\right)$
$\boldsymbol{\Delta}_{13}=\boldsymbol{\Delta}_{21}=\boldsymbol{\Delta}_{23}=\frac{1}{4}\left(\boldsymbol{\Delta}_{1}+\boldsymbol{\Delta}_{2}-\boldsymbol{\Delta}_{3}-\boldsymbol{\Delta}_{2}\right)$.

As can be seen from Eqs. (4.14) and (4.14a), in the case of distribution of the asymmetry over $U_{2}$, i.e., if $\Delta_{1}=-\Delta_{2}=\Delta_{3}=-\Delta_{4}$, links arise between blocks $\mathbf{A}_{11}^{*}$ and $\mathbf{A}_{22}^{*}$, i.e., between subspaces $U_{1}$ and $U_{2}$. Links between blocks $\mathbf{A}_{33}^{*}$ and $\mathbf{A}_{44}^{*}$, i.e., inside the subspaces $U_{3}$ and $U_{3}^{\prime}$ also arise. From here it is easy to draw the following conclusions:

- If the external force is distributed over $U_{1}$, i.e., $F_{1}=F_{2}=F_{3}=F_{4}$, then the emergence of resonance interactions at the natural frequencies belonging to subspaces $U_{1}$ and $U_{2}$ is possible. In this case, no inclination of the frame around the $x$ and $y$ axes take place.
- If the external force is distributed over $U_{3}$, i.e., $F_{1}=F_{2}=-F_{3}=-F_{4}$, then no vibrations will take place in subspaces $U_{1}$ and $U_{2}$. In this case, there will be no translational displacements: the center of the frame will remain fixed.

Analogous conclusions can also be obtained for other kinds of distribution of the asymmetry and the external forces.

Therefore, asymmetry has a significant effect on the dynamics of a system. The translational vibration types along the $x$ and $y$ axes and rotation about these axis in this case are not independent; and beats caused by mismatches of the natural frequencies emerge. This means that if we place the rotor in the geometrical center of the frame, good vibroisolation may not be achieved. Nonetheless, if we know the discrepancy of the dampers parameters and also the distribution of the external load, we can position the dampers in such a way that their asymmetry does not cause interactions between the undesired vibration types, thus ensuring a good vibroisolation of the object.

### 4.7.2 Quasi-symmetrical Systems: Free Vibrations

Let us now study some patterns of the free and forced vibrations of quasi-symmetric systems. Outside of the main diagonal in matrix $\mathbf{D}_{4}$ (4.13) are small terms that are proportional to the discrepancy level of parameters $\Delta_{i}$. Therefore, the matrix describing the vibrations in quasi-symmetric systems can be written in a form containing a small parameter $\varepsilon \ll 1$

$$
\begin{align*}
& \mathbf{D}^{*}= \\
& =\left[\begin{array}{cccc}
\mathbf{D}_{11}+\varepsilon\left(\mathbf{B}_{11}-\Lambda \mathbf{Z}_{11}\right) & \mathbf{D}_{12}+\varepsilon\left(\mathbf{B}_{12}-\Lambda \mathbf{Z}_{12}\right) & \cdots & \mathbf{D}_{1 n}+\varepsilon\left(\mathbf{B}_{1 n}-\Lambda \mathbf{Z}_{1 n}\right) \\
& & \cdots & \mathbf{D}_{2 n}+\varepsilon\left(\mathbf{B}_{2 n}-\Lambda \mathbf{Z}_{2 n}\right) \\
\text { symm. } & \cdots & \cdots & \cdots \\
& & & \mathbf{D}_{n n}+\varepsilon\left(\mathbf{B}_{n n}-\Lambda \mathbf{Z}_{n n}\right)
\end{array}\right], \tag{4.15}
\end{align*}
$$

or

$$
\mathbf{D}^{*}=\mathbf{D}_{\mathbf{0}}+\varepsilon(\mathbf{B}-\lambda \mathbf{Z})
$$

where $\mathbf{D}_{i i}=\mathbf{K}_{i i}-\Lambda \mathbf{M}_{i i}, \mathbf{D}_{i j}=\mathbf{K}_{i j}-\Lambda \mathbf{M}_{i j}$ describes the generating strictly symmetrical system. Matrices $\mathbf{B}_{i j}$ describes the asymmetry of the elastic elements and $\mathbf{Z}_{i j}$ - of the inertia elements.

The structure of this matrix coincides with the matrices of the weakly-interacted systems described in Chap. 2 (Sect. 2.8). For $\varepsilon=0$ we obtain a generating system corresponding to a system with ideal symmetry. To evaluate the interaction level, it is necessary to use the dimensionless coefficients of dynamic interconnection

$$
\begin{equation*}
\alpha_{i j}^{p r}=\frac{\left(\mathbf{h}_{i}^{p}\right)^{T} \mathbf{K}_{i j} \mathbf{h}_{j}^{r}}{\left(\omega_{i}^{(p)} \omega_{j}^{(r)}\right)}, \quad p=1 \ldots n_{i}, r=1 \ldots n_{j} \tag{2.31}
\end{equation*}
$$

This coefficient reflects the ratio between the work performed by the connections between subsystems (or coordinates) $i$ and $j$ and the energy of these partial systems.

If in matrix (4.13) of square frame there is the single coordinate in node only then its terms became as scalar. And in this case coefficients (2.31) became

$$
\alpha_{i j}=\frac{\Delta_{i j}}{\sqrt{\alpha_{i i} \alpha_{j j}}}
$$

The methods of the perturbation theory are used for systems described by Eq. (4.15). It was shown in Sect. 2.9 that the solution for weakly-interconnected systems depends essentially on the presence of multiple roots in the generating system. Obviously, the multiple roots occurs in cases where among the symmetry operators there are two-dimensional (or, generally speaking, $r$-dimensional) representations. For a square frame, these are subspaces $U_{3}$ and $U_{3}^{\prime}$ with matrices $\mathbf{A}_{33}^{*}$ and $\mathbf{A}_{44}^{*}$ corresponding to them.

If the matrix of the perturbing terms $\varepsilon(\mathbf{B}-\Lambda \mathbf{Z})$ contains only elements that connects the different subspaces without multiple roots, then the corrections both for the frequencies and the normal vectors will be of the order of $\varepsilon$ :

$$
\begin{aligned}
& \boldsymbol{\Lambda}=\boldsymbol{\Lambda}_{0}+\varepsilon^{2} \mathbf{\Lambda}^{(1)}+\ldots \\
& \mathbf{H}=\mathbf{H}_{0}+\varepsilon \mathbf{H}_{\mathbf{0}} \mathbf{S}+\ldots
\end{aligned}
$$

where $\boldsymbol{\Lambda}_{0}, \mathbf{H}_{0}$ is the matrix of the eigenvalues and the eigenvectors of the generating symmetric system at $\varepsilon=0$. Corrections to them $\Delta_{1} \lambda_{1}$ and $S_{i j}$ are determined in Sect. 2.8

But if the perturbation matrix contains elements $\varepsilon\left(\mathbf{B}_{i, i+1}-\lambda \mathbf{L}_{i, i+1}\right)$ connecting the double-dimensional subspaces $U_{r}$ and $U_{r}^{\prime}$, then we have a case of multiple roots. In this case, the normal vectors of the perturbed matrix is a linear combination of the corresponding normal vectors of the generating one:

$$
\begin{equation*}
\mathbf{h}_{i}=\mathbf{h}_{i} \pm \mathbf{h}_{j}+\varepsilon s_{i j} \mathbf{h}_{i}+o(\varepsilon) \tag{2.34}
\end{equation*}
$$

In this way, at multiple frequencies, the strong interactions between the vibrations corresponding to these frequencies occurs; in addition, a beat mode caused by the slight mismatch of the natural frequencies $\omega_{r}$ and $\omega_{r+1}$ occurs.

### 4.7.3 Quasi-symmetrical Systems: Forced Vibrations

The equations for the forced vibrations of a quasi-symmetric system written in coordinates $\mathbf{V}_{\mathrm{i}}$ are as follows:

$$
\mathbf{D}_{\varepsilon} \mathbf{V}=\left(\mathbf{D}_{0}+\varepsilon \mathbf{D}^{\prime}\right) \mathbf{V}+\mathbf{F}(t)
$$

or

$$
\left.\begin{array}{l}
{\left[\begin{array}{ccc}
\mathbf{D}_{11}+\varepsilon\left(\mathbf{B}_{11}-\Lambda \mathbf{Z}_{11}\right) & \mathbf{D}_{12}+\varepsilon\left(\mathbf{B}_{12}-\Lambda \mathbf{Z}_{12}\right) & \cdots \\
& & \mathbf{D}_{1 n}+\varepsilon\left(\mathbf{B}_{1 n}-\Lambda \mathbf{Z}_{1 n}\right) \\
\text { symm. } & \cdots & \cdots \\
& \cdots & \ldots \\
& & \mathbf{D}_{2 n}+\varepsilon\left(\mathbf{B}_{2 n}-\Lambda \mathbf{Z}_{2 n}\right) \\
& \\
& \\
\mathbf{D}_{n n}+\varepsilon\left(\mathbf{B}_{n n}-\Lambda \mathbf{Z}_{n n}\right)
\end{array}\right]\left[\begin{array}{c}
\mathbf{V}_{1} \\
\mathbf{V}_{2} \\
\vdots \\
\mathbf{V}_{n}(t)
\end{array}\right]=} \\
\mathbf{F}_{2} \tag{4.16}
\end{array}\right] .
$$

The damping is included in the terms containing $\varepsilon$.
At a strict symmetry system, i.e., at $\mathbf{B}_{i j}=\mathbf{Z}_{i j}=0$, each of the forces $\mathrm{F}^{*}{ }_{i}$ causes a displacements only in its own subspace $\mathrm{U}_{r}$, and the distribution of the amplitudes has the same symmetry group.

However, in the presence of asymmetry, interaction between different vibration types takes place, and there is spread of the displacements and strains in the structure, which often leads to undesired phenomena. Obviously, the relative value of this interaction depends on the form of asymmetry, and the positioning of the external forces $\mathbf{F}^{*}{ }_{i}$. Let us find the conditions for the occurrence of a maximum level of interaction.

Following the perturbation theory, solution (4.16) becomes

$$
\mathbf{V}=\mathbf{V}_{0}+\varepsilon \mathbf{V}+\cdots
$$

where $\mathbf{V}_{\mathbf{0}}$ corresponds to the vibrations of a system with ideal symmetry. By substituting this solution into (4.16) and equating the terms at identical powers of $\varepsilon$, we obtain

$$
\begin{equation*}
\mathbf{V}=\mathbf{V}_{0}+\mathbf{D}_{0}^{-1} \mathbf{D}_{1} \mathbf{V}_{0}+\cdots \tag{4.17}
\end{equation*}
$$

Obviously, the convergence condition of series (4.17) has the following form:

$$
\begin{equation*}
\left\|\mathbf{D}_{0}^{-1}\right\|\left\|\mathbf{D}_{1}\right\|<1 \tag{4.18}
\end{equation*}
$$

where || $\mathbf{D}$ || is norm of matrix $\mathbf{D}$.

Let us assume for definiteness that only one force $F_{r}{ }^{*}$ distributed according to some subspace $U_{r}$ is acting on the system. Let the frame asymmetry after its expansion over the symmetry operators connects subspace $U_{r}$ with subspaces $U_{r 1}, U_{r 2}$, and let $U_{r 2}$ be, in turn, connected to $U_{j}$.

Then it is sufficient to consider only a fragment of this matrix which describes the vibrations caused by this force:

$$
\left[\begin{array}{cccc}
\mathbf{D}_{j} & & & \varepsilon \mathbf{B}_{j r 2}  \tag{4.19}\\
& \mathbf{D}_{r} & \varepsilon \mathbf{B}_{r r 1} & \varepsilon \mathbf{B}_{r r 2} \\
\text { symm. } & \mathbf{D}_{r 1} & \\
& & & \mathbf{D}_{r 2}
\end{array}\right]\left[\begin{array}{c}
\mathbf{V}_{j} \\
\mathbf{V}_{r} \\
\mathbf{V}_{r 1} \\
\mathbf{V}_{r 2}
\end{array}\right]=\left[\begin{array}{c}
0 \\
\mathbf{F}_{r}^{*} \\
0 \\
0
\end{array}\right]
$$

Based on the above assumption, the remaining blocks of the matrix are not connected with the given block and no internal forces are acting on them. As analysis (4.19) shows, the forced vibrations occur only in subspaces $U_{r,} U_{r 1}, U_{r 2}, U_{j}$; there is no contribution from vibrations in other subspaces. We will show that the corrections from connection with $U_{j}$ are of the order of $\varepsilon^{2}$. And indeed, we obtain from Eqs. (4.17) and (4.19):

$$
\left[\begin{array}{c}
\mathbf{V}_{j}  \tag{4.20}\\
\mathbf{V}_{r} \\
\mathbf{V}_{r 1} \\
\mathbf{V}_{r 2}
\end{array}\right]=\left[\begin{array}{c}
0 \\
\mathbf{V}_{r 0} \\
0 \\
0
\end{array}\right]+\left[\begin{array}{c}
0 \\
0 \\
\mathbf{V}_{r 0} \mathbf{D}_{r 1}^{-1} \mathbf{B}_{r r 1} \\
\mathbf{V}_{r 0} \mathbf{D}_{r 2}^{-1} \mathbf{B}_{r r 2}
\end{array}\right]+o\left(\varepsilon^{2}\right) .
$$

It follows from Eq. (4.20) that if the frequency of the exciting force $F_{r}$ does not cause resonance conditions in any of the subspaces $U_{r 1}, U_{r 2}, U_{j}$, then the corrections to coordinates $\mathbf{V}_{r 1}$ and $\mathbf{V}_{r 2}$ are determined by the third summand in (4.20). Therefore, the value of these corrections is of the order of $\varepsilon^{2}$ and series (4.20) converges.

But in the resonance case, the frequency of the exciting force coincides with the natural frequency in one of the subspaces $U_{r 1}, U_{r 2}$ where resonance vibrations with great amplitudes arise. Then the third summand in (4.20) is very large, condition (4.18) is not fulfilled, and series (4.20) diverges. A dangerous kind of asymmetry can be determined in each concrete case.

### 4.8 Hierarchy of Symmetries: Multiplication of Symmetries

It often happens in mechanical systems that the subsystems as such have an own type of symmetry, an "internal" symmetry that, generally, does not coincide with the symmetry type of the assembled system. In this way, a symmetry hierarchy emerges (Figs.4.9 and 4.10). As an example of such systems, we can mention, for example, planetary reduction gear (Sect. 4.10), where each of the satellites has a symmetry

Fig. 4.9 Prism-type symmetry


Fig. 4.10 System with a symmetry ierarchy

of the type $C_{2 \mathrm{v}}$ and $n$ satellites along with transmission gear and an epicycle symmetry $C_{n v}$.

Another simplest example is a system with symmetry of the prism type (Fig. 4.9). Planes I and II have a type $C_{2 v}$ symmetry, and planes I and II as such have a type $C_{n v}$ symmetry. Let us study the features of such a system and find the corresponding calculation algorithms.

We will note that the subsystems (Fig. 4.9) or subsystems 1,2,3 (Fig. 4.10) have a symmetry of the $n$-angular type $-C_{n v}$. Projective operator of symmetry is $\mathbf{P}_{n}$. Coordinates transformation in planes I and II:

$$
\begin{equation*}
\mathbf{V}=\mathbf{P}_{n} \mathbf{X} \tag{4.21}
\end{equation*}
$$

However, here there is additional symmetry between planes I and II on Fig. 4.9 or between the identical masses in nodes $1,2,3$ (Fig. 4.10). This additional symmetry is of the $C_{2 v}$ type and the operator of symmetry $\mathbf{P}_{2}$ corresponds to it. Then, applying this operator to coordinates $\mathbf{V}$ (4.21), we obtain the resultant symmetry operator as a multiplication of the previous ones:

$$
\begin{equation*}
\mathbf{V}^{\prime}=\mathbf{P}_{2} \mathbf{V}=\mathbf{P}_{n} \mathbf{P}_{2} \mathbf{X} \tag{4.22}
\end{equation*}
$$

This equation can be considered a multiplication of symmetries. In this way, it is possible to obtain a hierarchy of the dynamic models detailing each time the structure of the subsystems.

For Fig. 4.10, the product of the symmetries $C_{n v} \oplus C_{2 v}$ gives the symmetry $C_{6 v}$ for the hexagon.

Although these results have been obtained for rather simple systems, they are nonetheless correct for more general cases of vibratory systems as well.

### 4.9 Periodic Systems Consisting from Symmetrical Elements

Structures consisting of regularly located identical symmetric cells are often used in mechanical engineering; this includes honeycomb structures, catenary's structures, various kinds of roof structures, vaults, etc.

The combination of the wave approach with methods of group theory has proven effective in the study of similar systems. The application of these methods permits one to split the spectrum of a system and to obtain independent branches of the dispersion curve corresponding to independent vibration types of a given symmetry group. This makes it possible to separate the low-frequency and the high-frequency branches. The first branches describe the vibration of a system without deformation of the cells; the following, in contrast, describe their deformation. Then the resulting vibration represent a superposition of waves: a low-frequency wavelength and internal waves of the symmetric cells.

At the numerical level, this means decomposition of the initial problem, which has $N=q n T$ degrees of freedom (where $n$ is the number of cells, $q$ the number of nodes in a cell, $T$ the number of DOF in the node), into $q$ equations on the order of $T$ (and well conditioned at that).

For exampe, for a plane cover system consisting of squares the problem is reduced to solving four third-order equations. Let us write down the view of this solution.

The finite-difference equation describing the $r$ th cell is

$$
\begin{equation*}
\mathbf{D}_{r r+1} Z_{r r+1}+\mathbf{D}_{r r-1} Z_{r r-1}+\mathbf{D}_{r r} Z_{r r}+\mathbf{D}_{r+1 r} Z_{r+1 r}+\mathbf{D}_{r-1} Z_{r-1 r}=0 \tag{4.23}
\end{equation*}
$$

where $\mathbf{D}_{r r}$ is the matrix describing the cell as a partial subsystem and $\mathbf{D}_{r-1, \ldots}$ the connection matrices.

Assuming, as in Chaps. 3,6 $Z_{r j}=x_{r} y_{j}$, we obtain a dispersion equation with an order equal to the number of degrees of freedom of a cell.

For simplicity's sake, let us assume that in each cell the coordinates system has been selected in the same manner, as in Sects. 4.4 and 4.7. Then, as a result of the symmetry:

$$
\mathbf{D}_{r r-1}=\mathbf{D}_{r-1 r}=\mathbf{D}_{r+1 r}=\mathbf{D}_{r r+1} .
$$

And the dispersion equation from (4.23) is

$$
\mathbf{D}_{r r-1}(c h \mu+c h \nu)+\mathbf{D}_{r r}=0
$$

Taking into account the symmetry of the square cell, we can apply operator $\mathbf{P}_{4}$ to it. We obtain the following equation:

$$
\mathbf{P}_{4}^{T}\left[\mathbf{D}_{r r-1}(c h \mu+c h \nu)+\mathbf{D}_{r r}\right] \mathbf{P}_{4}=0 .
$$

Then matrix $\mathbf{D}_{r r}$ is obviously decomposed into four blocks corresponding to the independent vibration types as on Fig. 4.6. As a result, we obtain four branches of the dispersion equation. The own series of natural frequencies corresponds to each branch. A number of examples for such mechanical real-life systems with reflection symmetry elements and antisymmetric elements are given in Part II.

These approaches are widely used also in molecular spectroscopy [89], where many branches with a corresponding spectrum are normally used.

### 4.10 Generalized Modes in Planetary Reduction Gear due to Its Symmetry

It is known that the operation of planetary reduction gear is accompanied by vibrations of its elements such as differential gear, epicycle, and satellites. This worsens considerably the quality of its operation and can lead to its curvature and damaging. There are many studies devoted to the numerical calculation of the dynamic characteristics of the planetary reduction gear [1]. Here, however, we present the analytical approaches for the dynamic analysis of this mechanism.

The planetary reduction gear has a high level of geometric symmetry, and this property permits one to apply the theory of groups representation. To this end, it is necessary, above all, to have a dynamic model reflecting the symmetry of the system taking into consideration the connections between its elements.

### 4.10.1 Dynamic Model of Planetary Reduction Gear

A model of the step of the planetary reduction gear is presented in Fig. 4.11 [4, $13,43]$. The step consists of a differential gear $S$ (its mass, moment of inertia, and radius are equal to $m_{1}, J_{1}, r_{1}$, respectively). It engages with three satellites $\mathrm{St}_{i}$ $(i=1,2,3)$ (their masses and radii are equal to each other and to $\left.m_{2}, J_{2}, r_{2}\right)$. For their part, the satellites engage the epicycle Ep (its parameters are $m_{3}, J_{3}, r_{3}$ ); they are fixed on a carrier on elastic supports with stiffness $h_{6}$. The stiffness of the teeth in the engagement between the differential gear and the satellites is equal to $h_{1}$, in the engagement between the epicycle and the satellites are $h_{3}, \gamma$ is the engagement angle. A simplified model is considered in which the central wheels and satellites are represented as absolutely rigid bodies; the effect of their weight is not taken into consideration. Such idealization is possible in the study of low-frequency vibrations. We neglect the deformations of the teeth because their effect on the free vibrations in the low-frequency range is limited.

For simplicity's sake, let us consider the plane vibrations of the planetary reduction gear: transversal $(x, y)$ and angular $(\varphi)$ vibrations (without casing). The stiffness matrix can be presented in block form:

Fig. 4.11 Model of planetary reduction gear. S : differential gear; Ep: epicycle; 1,2,3: satellites ( $\mathrm{St}_{i}$ )


$$
\mathbf{K}=\left[\begin{array}{lllll}
\mathbf{K}_{S} & & \mathbf{K}_{S S t_{1}} & \mathbf{K}_{S S t_{2}} & \mathbf{K}_{S S t_{3}}  \tag{4.24}\\
& \mathbf{K}_{E p} & \mathbf{K}_{E p S t_{1}} & \mathbf{K}_{E p S t_{2}} & \mathbf{K}_{E p S t_{3}} \\
& & \mathbf{K}_{S t_{1}} & \mathbf{K}_{S t_{2}} & \\
& & & & \mathbf{K}_{S t_{3}}
\end{array}\right]
$$

Here, the blocks of the stiffness matrix $(3 \times 3)$ for the corresponding subsystems are on the main diagonal, and the blocks of the stiffness matrix describing the connections between these subsystems are outside of the main diagonal. The actual form of these blocks is presented in Appendix D.

In this way, there are 15 generalized coordinates:
$\mathbf{X}=\left(\mathbf{X}_{S}, \mathbf{X}_{\mathrm{Ep}}, \mathbf{X}_{\mathrm{St} 1}, \mathbf{X}_{\mathrm{St} 2}, \mathbf{X}_{\mathrm{St} 3}\right)=x_{\mathrm{S}}, y_{\mathrm{S}}, \varphi_{\mathrm{S}} ; \quad x_{\mathrm{Ep}}, y_{\mathrm{Ep}}, \varphi_{\mathrm{Ep}},\left(x_{\mathrm{St}_{1}}, y_{\mathrm{St}_{1}}, \varphi_{\mathrm{St}_{1}} \ldots \varphi_{\mathrm{St}_{3}}\right)$.
Therefore, the order of matrix $\mathbf{K}$ is $(15 \times 15)$; the inertia matrix $\mathbf{M}(15 \times 15)$ is diagonal.

The equations of the free vibrations are

$$
\mathbf{M} \ddot{\mathbf{X}}+\mathbf{K X}=\mathbf{0} .
$$

### 4.10.2 Generalized Normal Modes in Planetary Reduction Gear: Decomposition of Stiffness Matrix

Let us consider the vibrations of the subsystems of a reduction gear [14].

### 4.10.2.1 Vibration Types in Satellite Subsystems

The positioning of the satellites in a planetary reduction gear has a geometric symmetry of the type $C_{3 v}$. Therefore, all coordinates of the satellites will also change according to this group symmetry. This subsystem has the form shown in Fig. 4.2, and its free vibrations were analyzed above in Sect. 4.2 with the help of the symmetry operator $P_{3}=P_{\text {st }}$.

Let us now consider an assembled system of a planetary reduction gear. The projective operator $\mathbf{P}$ for it can be represented as a block-diagonal matrix

$$
\mathbf{P}=\left[\begin{array}{lll}
\mathbf{E} & &  \tag{4.25}\\
& \mathbf{E} & \\
& & \mathbf{P}_{\mathbf{S t}}
\end{array}\right], \mathbf{E}=\left[\begin{array}{lll}
1 & & \\
& 1 & \\
& & 1
\end{array}\right] .
$$

Each diagonal block in $\mathbf{P}$ is related, respectively, to the differential gear $S$ and the epicycle Ep and also to the satellites $\mathrm{St}_{i}(i=1,2,3)$. The identity matrices $\mathbf{E}$ relate to the differential gear and the epicycle; it means that no coordinates transformation is applied to them and their coordinates are not transformed. Applying transformation $\mathbf{P}$ to the stiffness matrix of the reduction gear (4.24), we obtain

$$
\left.\begin{array}{l}
\mathbf{K}^{*}=(P)_{T}(\mathbf{K})(P)= \\
= \\
\Rightarrow \mathbf{K}^{*}=\left[\begin{array}{lllll}
\mathbf{K}_{\mathrm{S}} & & \mathbf{K}_{\mathrm{SSt}_{1}} & \mathbf{K}_{\mathrm{SSt}_{2}} & \mathbf{K}_{\mathrm{SSt}_{3}} \\
& \mathbf{K}_{\mathrm{Ep}} & \mathbf{K}_{\mathrm{EpSt}_{1}} \mathbf{K}_{\mathrm{EpSt}_{2}} & \mathbf{K}_{\mathrm{EpSt}_{3}} \\
& & \mathbf{K}_{\mathrm{St}_{1}} & & \\
& \text { symm. } & & \mathbf{K}_{\mathrm{St}_{2}} & \\
& \mathbf{K}_{\mathbf{I I}}^{*} & & 0 \\
0 & & & \\
& & & \\
\mathbf{K}_{\mathrm{St} 3}^{*(1)}
\end{array}\right]
\end{array}\right],
$$

where

$$
\mathbf{K}_{\mathbf{I}}^{*}=\left[\begin{array}{c:ccc}
a_{2} & \sqrt{3} r_{1} h_{1} \cos \gamma & -\sqrt{3} r_{1} h_{1} \sin \gamma & \sqrt{3} r_{1} r_{3} h_{1}  \tag{4.27a}\\
b_{2} & \sqrt{3} r_{3} h_{2} \cos \gamma & \sqrt{3} r_{3} h_{2} \sin \gamma & -\sqrt{3} r_{2} r_{3} h_{2} \\
- & - & - & - \\
& & &
\end{array}\right]
$$

This matrix describes the angular coordinates of the differential gear and the epicycle, as well as the coordinates of the satellites, in subspace $U_{1}$, i.e., the coordinates $\left(\varphi_{\mathrm{S}}, \varphi_{\mathrm{Ep}}, \mathbf{V}_{1 \mathrm{st}}\right)$.

The matrix

$$
\begin{align*}
& \mathbf{K}_{\text {II }}^{*(1)}=\mathbf{K}_{\mathbf{I I}}^{*(2)}= \\
& {\left[\begin{array}{c:ccc}
a_{1} & -\sqrt{3 / 2} h_{1} \cos \gamma & \sqrt{3 / 2} h_{1} \sin \gamma & -\sqrt{3 / 2} r_{1} h_{1} \\
b_{1} & -\sqrt{3 / 2} h_{3} \cos \gamma & -\sqrt{3 / 2} h_{3} \sin \gamma & \sqrt{3 / 2} r_{3} h_{3} \\
- & - & - & - \\
& & & \mathbf{K}_{s t}
\end{array}\right]} \tag{4.27b}
\end{align*}
$$

describes the coordinates $\left(x_{\mathrm{S}}, x_{\mathrm{Ep}}, \mathbf{V}_{\mathrm{st} 3}\right),\left(y_{S}, y_{\mathrm{Ep}}, \mathbf{V}_{\mathrm{st} 4}\right)$.
In this way, the initial matrix $\mathbf{K}(15 \times 15)$ is decomposed into three independent blocks $(5 \times 5)$ describing independent vibration types in the coordinates $\mathbf{V}_{i}$. The inertia matrix $\mathbf{M}$ remains diagonal due to the orthogonal nature of matrix $\mathbf{P}$; that is why the independent vibration types is determined only by the stiffness matrix $\mathbf{K}^{*}$. The generalized coordinates corresponding to (4.26) are as follows:

$$
\mathbf{X}^{*}=\left(\mathbf{X}_{\mathrm{S}}, \mathbf{X}_{\mathrm{Ep}}, \mathbf{V}_{\mathrm{St} 1}, \mathbf{V}_{\mathrm{St} 3}, \mathbf{V}_{\mathrm{St} 4}\right)
$$

### 4.10.3 Free Vibrations

As the analysis of matrix (4.26) shows, the decomposition of the stiffness matrix and, therefore, the decomposition of the vibration types and the spaces of the parameters are determined only by the symmetry properties of the system. Submatrices $\mathbf{K}_{\mathbf{I}}^{*}$ and $\mathbf{K}_{\mathbf{I I}}^{*(1)}=\mathbf{K}_{\mathbf{I I}}^{*(2)}(4.27 \mathrm{a}, \mathrm{b})$ describe the following independent vibration types:

- First vibration type [subspace I - submatrix $\mathbf{K}_{\mathbf{I}}^{*}$ (4.27a)]: in- phased angular vibrations of the differential gear and the epicycle + in-phase vibrations of the satellites. The dimensionality of this subspace is equal to 5 . The main parameters are

$$
r_{1}, r_{2}, r_{3}, h_{1}, h_{3}, h_{6}, h_{12}, r_{13}, h_{9}
$$

- Second type [subspace II - submatrix $\mathbf{K}_{\text {II }}^{*(1)}=\mathbf{K}_{\text {II }}^{*(2)}$ (4.27b)]: transversal vibrations of the differential gear and the epicycle + antiphase vibrations of the satellites. This matrix is decomposed into two equal blocks $\mathbf{K}_{\text {II }}^{*(1)}=\mathbf{K}_{\mathbf{I I}}^{*}{ }^{(2)}$ $(5 \times 5)$, which indicates the presence of five multiple frequencies in the system.

In this way, by taking into consideration only the symmetry properties, it is possible to perform a sufficiently deep analysis of the dynamic properties of the systems of planetary reduction gear. In addition, the process of optimization of the system can be simplified considerably since the space of the parameters is also divided.

The obtained decomposition of the vibration types has a general character and remains valid for any changes in the system parameters that do not disorder its symmetry type.

The further motions decomposition is possible only by introducing an additional symmetry into the system, which is possible with a special selection of the parameters only.

### 4.10.4 Forced Vibrations due to Slight Error in Engagement

Let us now consider the vibrations interactions arising at an error in the engagement. Figure 4.12 shows the exciting forces emerging at error $\Delta_{1}$ in the engagement differential gear satellites; similar forces arise when there is error $\Delta_{2}$ in the engagement epicycle satellites [43].

Then the vector of the external forces in the reduction gear is

$$
\left.\begin{array}{rl}
\mathbf{F}^{T} & =\left[\begin{array}{llllll}
0 & 0 & 3 h_{1} r_{1} \Delta_{1} & 0 & 0 & 3
\end{array} h_{3} r_{3} \Delta_{2} \quad f_{\mathrm{st} 1} f_{\mathrm{st} 1} \mu_{\mathrm{st} 1} \cdots \mu_{\mathrm{st} 3}\right.
\end{array}\right] .
$$

We will show that in this case the vector of the exciting forces has zero elements in subspace II. And indeed, by applying the projective operator (4.25) to vector $\mathbf{F}$, we obtain as a result the following equation for the forced vibrations of the reduction gear:

$$
\begin{aligned}
& \mathbf{K}^{*}=\left[\begin{array}{lll}
\mathbf{K}_{\mathbf{I}}^{*} & & \\
& \mathbf{K}_{\mathbf{I I}}^{*(1)} & \\
& & \mathbf{K}_{\mathbf{I I}}^{*(2)}
\end{array}\right]-\Lambda \operatorname{diag} \mathbf{M}=\left[\begin{array}{c}
\mathbf{F}_{\mathbf{I}}^{*} \\
0 \\
0
\end{array}\right] \\
& \mathbf{F}_{\mathbf{I}}^{* t r}=\left[\begin{array}{llll}
3 h_{1} r_{1} \Delta_{1} & 3 h_{2} r_{2} \Delta_{2}-3 h_{1} \Delta_{1}-3 h_{3} \Delta_{2}-3 h_{1} \Delta_{1}-3 h_{3} \Delta_{2} 3 h_{1} r_{2} \Delta_{1}-3 h_{1} r_{2} \Delta_{2}
\end{array}\right] .
\end{aligned}
$$

Fig. 4.12 Exciting forces arising at error $\Delta_{1}$ in the engagement differential satellites


It follows from this that vibrations take place only in subspace I, i.e., there are angular vibrations of the differential gear and the epicycle + vibrations of the satellites in a phase.

In this way, the engagement error does not cause transversal vibrations in the central wheels.

The character of the vibrations can be analyzed analogously when the satellites have the same eccentricity, which induces their vibrations along the $x$ and $y$ axes. By applying symmetry transformation (4.25), it is easy to show that in this case, on the contrary, the external forces act only in subspace II and, therefore, cause transversal vibrations of the differential gear + vibrations of the satellites in antiphase.

### 4.10.5 Vibrations Interaction at Violation of Symmetry

As a rule, due to errors in the process of manufacturing and assembling real-life mechanical structures, a certain asymmetry occurs in a system, so that the system becomes "quasi-symmetric." Let us assume that one of the satellites (for example, the second one) has a manufacturing error, so that its stiffness differs slightly by a value of $\delta$, i.e., it is necessary to set in stiffness matrix (4.24) $\mathbf{K}_{\mathrm{St}_{1}}=\mathbf{K}_{\mathrm{St}_{3}}, \quad \mathbf{K}_{\mathrm{St}_{2}}+\boldsymbol{\delta}$.

By applying symmetry operator (4.6) to the subsystem of the satellites, we obtain

It can be seen from this that now the stiffness matrix for the subsystems of the satellites in the $\mathbf{V}_{i}$ coordinates is no longer diagonal, as was the case with identical satellites. This means that all vibrations of the satellites - both angular and transversal - become interconnected.

Let us now analyze this asymmetry effect on the vibrations of the assembled planetary reduction gear. Here it is necessary to take into account also the occurrence of asymmetry in the engagement satellites - differential gear $\delta_{\mathrm{SSt}_{2}}$, satellites - epicycle $\delta_{\mathrm{EpSt}_{2}}$.

$$
\mathbf{K}_{\mathrm{SSt}_{2}}=\mathbf{K}_{\mathrm{SSt}_{1}}+\delta_{\mathrm{SSt}_{2}}, \mathbf{K}_{\mathrm{SSt}_{3}}=\mathbf{K}_{\mathrm{SSt}_{1}} \quad \mathbf{K}_{\mathrm{SSt}_{2}}=\mathbf{K}_{\mathrm{SSt}_{1}}+\delta_{\mathrm{SSt}_{2}}, \mathbf{K}_{\mathrm{SSt}_{3}}=\mathbf{K}_{\mathrm{SSt}_{1}}
$$

After taking into account these errors, stiffness matrix $\tilde{\mathbf{K}}$ takes the following form:

$$
\tilde{\mathbf{K}}=\mathbf{K}+\Delta \mathbf{K}, \quad \Delta \mathbf{K}=\left[\begin{array}{cc:c} 
& & \delta_{\mathrm{SSt}_{2}}  \tag{4.29}\\
& & \delta_{\mathrm{EpSt}_{2}} \\
- & - & - \\
& & - \\
\delta_{\mathrm{SSt}_{2}} & \delta_{\mathrm{EpSt}_{2}} & \delta
\end{array}\right]
$$

Applying symmetry operator (4.25), we obtain

$$
\begin{align*}
& \tilde{\mathbf{K}}^{*}=\mathbf{P}^{T}(\mathbf{K}+\Delta \mathbf{K}) \mathbf{P}=\left[\begin{array}{ccc}
\mathbf{K}_{\mathbf{I}}^{*} & & \\
& \mathbf{K}_{\mathbf{I I}}^{*(1)} & \\
& & \mathbf{K}_{\mathbf{I I}}^{*(2)}
\end{array}\right]+\Delta \mathbf{K}^{*} ; \\
&  \tag{4.30}\\
& \\
& \\
& \\
& \\
& \mathbf{K}^{*}=\left[\begin{array}{cccc} 
& \delta_{\mathrm{SSt}_{2}} & \delta_{\mathrm{SSt}_{2}} & \delta_{\mathrm{SSt}_{2}} \\
\delta_{\mathrm{EpSt}_{2}} & \delta_{\mathrm{EpSt}_{2}} & \delta_{\mathrm{EpSt}_{2}} \\
- & - & - & - \\
\text { symm. } & & & - \\
& & \tilde{\mathbf{K}}_{S t}^{*} & \\
& & &
\end{array}\right]
\end{align*}
$$

$\tilde{\mathbf{K}}_{\text {St }}^{*}$ is defined in (4.28). As can be seen, all oscillation types in the reduction gear happened to be connected. After taking into account the small value of the error, we can conclude that the vibrations of the subsystems in (4.30) are weakly connected. It is possible to evaluate quantitatively the level of interaction of the vibrations using the concept of dimensionless coefficient of weak energy interactions $\alpha_{i j}$ (2.31).

It is clear from the above discussion that it is possible to compensate the asymmetry in a system with the help of external forces only if these forces are applied to all elements of the system.

## Part II <br> Systems with Distributed Parameters

## Foreword to Part II

In the Part II of given book, as against a Part I, as an elementary cell, elements with the distributed parameters with the known analytical solution (beams, plates, shells) are used. For them dynamic compliances (stiffness) are determined. The further analytic and numerical investigations will be carried out with use of fundamental matrixes for regular systems (Chap. 5).

Note. It is necessary to keep in mind, as we use the conceptions of dynamic compliances (stiffness) then as follows from its definition (Sect. 2.3) the all parameters include the current frequency $\omega$. Therefore it should be pointed out that everywhere in Part II we understand by the concepts of (generalized) forces and coordinates the amplitude of these parameters in the case of harmonic excitation.

## Chapter 5 <br> Basic Equations and Numerical Methods

### 5.1 Elementary Cells: Connectedness

This chapter contains the basic approaches and equations that are to be used later on for vibration analysis in different kinds of regular structures. These methods are based on the application of the dynamic compliances (stiffness) methods.

Figure 5.1 shows an elementary cell of a mechanical oscillation system. This cell is typical for our later investigations: It has only one connection channel to the neighboring cells (input and output). Therefore, this system is not ramified. However connection channel is, generally speaking, multidimensional.

Here $\mathbf{Q}_{a s}, \mathbf{Q}_{b s}$ are the vectors of the internal generalized forces and $\mathbf{q}_{a s}, \mathbf{q}_{b s}$ are the vectors of the generalized displacements.

The rule of signs for displacements and forces corresponds to the selected coordinate system (e.g., [31]). The internal forces are positive at the input to the cell if their direction is opposite to the direction of the corresponding positive displacements. The internal forces are positive at the output from the cell if their direction coincides with the direction of the corresponding positive displacements.

We will call the left-hand cross section "input" and we will assign a subscript index "a" to all quantities related to this cross section. And, analogously, we will call the right-hand cross section "output" and we will assign a subscript index "b" to all quantities related to this cross section.

In terms of wave theory, we can call such a cell a generalized one-dimensional geometric grid.

System cells. Connectedness. Let us consider a system of sequentially connected cells. The cells of the system can be two- or three-dimensional, or, generally speaking, $l$-dimensional. We will assign to each cell a whole number $k(s=1,2 \ldots . n), n$

Fig. 5.1 Cell in a mechanical oscillation system

is the number of cells in the system. For example, when studying the simultaneous vibrations of turbine blades connected by a shroud, it is convenient to select as a cell one blade along with a section of the shroud. When studying the shaft vibrations with bladed disks, a disk with a section of the shaft between two disks can be selected. In the case of a rotor with a drum structure, a disk with a section of the conical shell between two disks can be selected as a cell.

Let us now consider two consecutive cells $s$ and $s+1$. Let the connection between these cells be implemented over a cross section $S$. We will call a connectedness in this cross section the number of independent generalized coordinates that determine the position of this cross section during oscillations. For example, for a spatial rod, the displacement of each cross section is determined by six coordinates. If we have $r$ rods between two cells, then the connectedness of the system in this cross section is equal to $6 r$. The connectedness can be different in different cross sections of the system. For a crankshaft on rigid supports, the connectedness in any cross section is equal to 6 , however it is equal to 4 in a cross section above the support [52]. In a system of blades with a ring connection, the connectedness in a cross section of the shroud is equal to 6 . However, in a cross section where the shroud joins the blade, the connectedness is equal to 5 [54].

When studying the oscillations of a system, it is always recommended to divide the system into cells with a minimal connectedness between them.

### 5.2 Fundamental Matrices for Systems with Regular Structure

Let us now provide the fundamental matrices we will use constantly in our further investigations. We will find the basic relations between the matrices of dynamic stiffness and compliances and the transition matrix for a system of cells.

### 5.2.1 Matrices of Dynamic Compliance and Dynamic Stiffness

In this section, we will consider the relationships between the forces and displacement vectors at the input and the output of the cells.

Let the following hold at the input to a cell:
$l$ : a connectedness in the cross section of the cell, $\mathbf{q}_{a}$ : an $l$-dimensional vector of the generalized coordinates (displacements), $\mathbf{Q}_{a}:$ a vector of the generalized internal forces.

Analogously, at the output from the cell:
$t$ : a connectedness in the cross section of the cell, $\mathbf{q}_{b}$ : a $t$-dimensional vector of the generalized coordinates (displacements), $\mathbf{Q}_{b}$ : a vector of the generalized internal forces.

Vectors $\mathbf{q}_{a}$ and $\mathbf{q}_{b}$ completely determine the position of the input and output cross sections during vibrations.

Now we can write the following matrix equality:

$$
\left[\begin{array}{c}
\mathbf{q}_{a}  \tag{5.1}\\
\mathbf{q}_{b}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{e}_{a a} \mathbf{e}_{b \alpha} \\
\mathbf{e}_{b a} \mathbf{e}_{b b}
\end{array}\right]\left[\begin{array}{c}
-\mathbf{Q}_{a} \\
\mathbf{Q}_{b}
\end{array}\right],
$$

where $\mathbf{e}_{a a}$ is the input matrix of dynamic compliance,
$\mathbf{e}_{b b}$ is the output matrix of dynamic compliance,
$\mathbf{e}_{b a}, \mathbf{e}_{a b}$ are, respectively, the collateral matrices of dynamic compliance.
Here $\mathbf{e}_{a a}$ and $\mathbf{e}_{b b}$ are square matrices of the orders $(l \times l)$ and $(t \times t)$, respectively, and $\mathbf{e}_{b a}$ and $\mathbf{e}_{a b}$ are rectangular matrices of the orders $(l \times t)$ and $(t \times l)$, respectively.

With a minus sign before $\mathbf{Q}_{a}$, this matrix becomes symmetric.
We will call the matrix

$$
\mathbf{e}=\left[\begin{array}{l}
\mathbf{e}_{a a}  \tag{5.2}\\
\mathbf{e}_{a b} \\
\mathbf{e}_{b a} \\
\mathbf{e}_{b b}
\end{array}\right]
$$

a fundamental matrix of dynamic compliance (MDC) of the cell.
Based on the Rayleigh principle, matrices $\mathbf{e}_{a a}$ and $\mathbf{e}_{b b}$ are symmetrical. Matrices $\mathbf{e}_{b a}$ and $\mathbf{e}_{a b}$ are mutually transposed.

$$
\begin{equation*}
\mathbf{e}_{b a}=\mathbf{e}_{a b}^{T} \tag{5.3}
\end{equation*}
$$

The matrix of dynamic stiffness (or rigidity) (MDS) is the inverse to the matrix of dynamic compliances (MDC) (for those values of $\omega$ at which MDC is not singular)

$$
\begin{equation*}
\mathbf{R}=\mathbf{e}^{-1} \tag{5.4}
\end{equation*}
$$

where

$$
\mathbf{R}=\left[\begin{array}{l}
\mathbf{R}_{a a} \mathbf{R}_{a b}  \tag{5.5}\\
\mathbf{R}_{b a} \mathbf{R}_{b b}
\end{array}\right]
$$

$\mathbf{R}$ is the fundamental matrix of dynamic stiffness of the cell, $\mathbf{R}_{a a}, \mathbf{R}_{a b}, \mathbf{R}_{b a}$, $\mathbf{R}_{b b}$ are the input, the collateral, and the output matrices of dynamic stiffness, respectively. $\mathbf{R}, \mathbf{R}_{a a}, \mathbf{R}_{b b}$ are symmetric matrices.

$$
\begin{equation*}
\mathbf{R}_{b a}=\mathbf{R}_{a b}^{T} \tag{5.6}
\end{equation*}
$$

From Equations (5.1) and (5.4) we obtain

$$
\left[\begin{array}{c}
-\mathbf{Q}_{a}  \tag{5.7}\\
\mathbf{Q}_{b}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{R}_{a a} \mathbf{R}_{a b} \\
\mathbf{R}_{b a} \mathbf{R}_{b b}
\end{array}\right]\left[\begin{array}{c}
\mathbf{q}_{a} \\
\mathbf{q}_{b}
\end{array}\right]
$$

### 5.2.2 Mixed Dynamic Matrix

In some vibration problems, it is more convenient to use the so-called mixed dynamic matrix instead of the matrices of dynamic compliance (stiffness). Indeed,
for example, in a system with symmetry, it is more convenient to divide the output vector of the displacement into two or more parts. Therefore, let us divide the $l$-dimensional input vector $\mathbf{q}_{a}$ into two vectors: $l_{1}$-dimensional vector $\mathbf{q}_{1 a}$ and ( $l-l_{1}$ )-dimensional vector $\mathbf{q}_{2 a}$. Let us also divide vector $\mathbf{q}_{b}$ into two vectors: $t_{1}$ dimensional vector $\mathbf{q}_{1 b}$ and $\left(t-t_{1}\right)$-dimensional vector $\mathbf{q}_{2 b}$. The two vectors of forces $\mathbf{Q}_{a}$ and $\mathbf{Q}_{b}$ are also divided in an analogous manner. Then the matrix Equation (5.1) has the form

$$
\left[\begin{array}{c}
\mathbf{q}_{1 a}  \tag{5.8}\\
\mathbf{q}_{2 a} \\
\mathbf{q}_{1 b} \\
\mathbf{q}_{2 b}
\end{array}\right]=\left[\begin{array}{c|c}
\mathbf{e}_{a a} & \mathbf{e}_{a b} \\
- & - \\
\mathbf{e}_{b a} \mid \mathbf{e}_{b b} \\
&
\end{array}\right]\left[\begin{array}{c}
-\mathbf{Q}_{1 a} \\
-\mathbf{Q}_{2 a} \\
\mathbf{Q}_{1 b} \\
\mathbf{Q}_{2 b}
\end{array}\right] .
$$

In this equation, each of the matrices $\mathbf{e}_{a a}, \mathbf{e}_{b b}, \mathbf{e}_{a b}, \mathbf{e}_{b a}$ is partitioned into four blocks. Permuting the rows and columns and solving this equation for vectors $\mathbf{q}_{2 a}$, $\mathbf{q}_{2 b}, \mathbf{Q}_{1 a}$, and $\mathbf{Q}_{1 b}$, we have

$$
\begin{equation*}
\mathbf{Y}_{2}=\mathbf{P} \mathbf{Y}_{1} \tag{5.9}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{Y}_{2}= {\left[\begin{array}{c}
\mathbf{q}_{2 a} \\
\mathbf{q}_{2 b} \\
-\mathbf{Q}_{1 a} \\
\mathbf{Q}_{1 b}
\end{array}\right], \mathbf{Y}_{1}=\left[\begin{array}{c}
-\mathbf{Q}_{2 a} \\
\mathbf{Q}_{2 b} \\
\mathbf{q}_{1 a} \\
\mathbf{q}_{1 b}
\end{array}\right], }  \tag{5.10}\\
& \mathbf{P}=\left[\begin{array}{ccc}
\mathbf{e}_{a a} \mathbf{e}_{a b} & \mathbf{S}_{a a} \mathbf{S}_{a b} \\
\mathbf{e}_{b a} \mathbf{e}_{b b} & \mathbf{S}_{b a} \mathbf{S}_{b b} \\
\tilde{\mathbf{S}}_{a} \tilde{\mathbf{S}}_{a b} & \mathbf{R}_{a a} \mathbf{R}_{a b} \\
\tilde{\mathbf{S}}_{b a} \tilde{\mathbf{S}}_{b b} & \mathbf{R}_{b a} \mathbf{R}_{b b}
\end{array}\right] . \tag{5.11}
\end{align*}
$$

Or for short

$$
\mathbf{P}=\left[\begin{array}{cc}
\mathbf{e} & \mathbf{S}  \tag{5.12}\\
\tilde{\mathbf{S}} & \mathbf{R}
\end{array}\right]
$$

$\mathbf{P}$ is called a mixed dynamic matrix (MDM). Its diagonal blocks $\mathbf{e}$ and $\mathbf{R}$ are symmetric and $\tilde{\mathbf{S}}=\mathbf{S}^{T}$ due to the reciprocity theorem.

Let us now clarify the physical meaning of the obtained matrices. To this end, let us assume that in (5.9) and (5.10)

$$
\mathbf{Q}_{2 b}=\mathbf{q}_{1 a}=\mathbf{q}_{1 b}=0
$$

Then we obtain

$$
\begin{equation*}
\mathbf{q}_{2 a}=\mathbf{e}_{a a} \mathbf{Q}_{2 b} \tag{5.13}
\end{equation*}
$$

It can be seen from this that $\mathbf{e}_{a a}$ is the input MDC under the condition that additional constraints have been imposed on this cell at which $\mathbf{q}_{1 a}=\mathbf{q}_{1 b}=0$ (i.e., rigid connections at the input and output of the cell).

The matrices of collateral dynamic compliance $\mathbf{e}_{a b}, \mathbf{e}_{b a}$ and the output matrix of dynamic compliance $\mathbf{e}_{b b}$ are determined analogously. Therefore, matrix e (5.12) can be interpreted as a MDC of the cell with additionally imposed connections in the direction of all components of vectors $\mathbf{q}_{1 a}, \mathbf{q}_{1 b}$. The dynamic stiffness matrix $\mathbf{R}$ determines the dependence between the components of vectors $\mathbf{Q}_{2}$ and $\mathbf{q}_{2}$ under the condition that $\mathbf{Q}_{1}=0$. Matrix $\mathbf{S}$ determines the dependence between the components of vectors $\mathbf{q}_{2}$ and $\mathbf{q}_{1}$. We can treat it as a matrix of relative mechanical displacements.

Matrix $\tilde{\mathbf{S}}$ determines the dependence between the components of vectors $\mathbf{Q}_{2}$ and $\mathbf{Q}_{1}$. This matrix can be treated as a matrix of the relative dynamic forces.

Then matrix $\mathbf{P}$ (5.12) can be written in the form

$$
\mathbf{P}=\left[\begin{array}{lll}
\mathrm{MDC} & \mathbf{S} \\
\tilde{\mathbf{S}} & \mathrm{MDS}
\end{array}\right]
$$

The elements of matrix $\mathbf{P}$ are either determined directly for the cell with additionally imposed connections or expressed by means of the matices $\mathbf{e}$ or $\mathbf{R}$ of the original cell.

### 5.2.3 Transition Matrix

This matrix can be considered as generalization of the quadrupole theory [63].
Let us consider the special case where the connectedness both at the input and the output of the cell is the same, i.e., $t=l=m$. Then all blocks of matrix $\mathbf{e}$ will be square matrices of the order $m \times m$. Solving Equation (5.1) for the output values $\mathbf{q}_{b}, \mathbf{Q}_{b}$, we obtain

$$
\begin{equation*}
\mathbf{X}_{b}=\mathbf{W} \mathbf{X}_{a} \tag{5.14}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathbf{X}_{a}=\left[\begin{array}{l}
\mathbf{q}_{a} \\
\mathbf{Q}_{a}
\end{array}\right], \mathbf{X}_{b}=\left[\begin{array}{l}
\mathbf{q}_{b} \\
\mathbf{Q}_{b}
\end{array}\right],  \tag{5.15}\\
\mathbf{W}=\left[\begin{array}{ll}
\mathbf{W}_{11} & \mathbf{W}_{12} \\
\mathbf{W}_{21} & \mathbf{W}_{22}
\end{array}\right], \tag{5.16}
\end{gather*}
$$

$\mathbf{X}_{a}$ and $\mathbf{X}_{b}$ are the vectors of the displacements and the forces at the input and output of the cell, and $\mathbf{W}$ is the transition matrix for the cell, its order is $(2 m \times 2 m)$.

From (5.1), (5.15), and (5.16) - under the condition that $l=t=m$ - the dependence between the blocks of the matrices $\mathbf{e}$ and $\mathbf{W}$ can be obtained.

$$
\left.\begin{array}{l}
\mathbf{e}_{a a}=\mathbf{W}_{21}^{-1} \mathbf{W}_{22},  \tag{5.17}\\
\mathbf{e}_{a b}=\mathbf{W}_{21}^{-1} \\
\mathbf{e}_{b a}=\mathbf{W}_{11} \mathbf{W}_{21}^{-1} \mathbf{W}_{22}-\mathbf{W}_{12}, \\
\mathbf{e}_{b b}=\mathbf{W}_{11} \mathbf{W}_{21}^{-1},
\end{array}\right\}
$$

Analogously we can obtain

$$
\begin{align*}
& \mathbf{W}_{11}=-\mathbf{R}^{-1}{ }_{a b} \mathbf{R}_{a a}, \quad \mathbf{W}_{12}=-\mathbf{R}^{-1}{ }_{a b}  \tag{5.17a}\\
& \mathbf{W}_{21}=\mathbf{R}_{b a}-\mathbf{R}_{b b} \mathbf{R}^{-1}{ }_{a b} \mathbf{R}_{a a}, \quad \mathbf{W}_{22}=-\mathbf{R}_{b b} \mathbf{R}^{-1}{ }_{a b} .
\end{align*}
$$

Since in $\mathbf{e}$ (and $\mathbf{R}$ ) the off-diagonal blocks are mutually transposed, so the blocks in transition matrix should also be not independent.

For example, it follows from

$$
\mathbf{e}_{b a}=\mathbf{e}_{a b}^{T}
$$

that

$$
\mathbf{W}_{11} \mathbf{W}_{21}^{-1} \mathbf{W}_{22}-\mathbf{W}_{12}=\left[\mathbf{W}_{21}^{T}\right]^{-1}
$$

Let us now multiply the two sides of the equation by $\mathbf{W}_{21}^{T}$. Then we obtain

$$
\begin{equation*}
\mathbf{W}_{21}^{T} \mathbf{W}_{11} \mathbf{W}_{21}^{-1} \mathbf{W}_{22}-\mathbf{W}_{21}^{T} \mathbf{W}_{12}=\mathbf{E} \tag{5.18}
\end{equation*}
$$

where $\mathbf{E}$ is a identity square matrix ( $m \times m$ ).
Equality (5.18) can be called a general condition of the quadrupole since at $m=1$ this condition turns into the equality

$$
\begin{equation*}
w_{11} w_{22}-w_{21} w_{12}=1 \tag{5.19}
\end{equation*}
$$

which is known in the quadrupole theory [63]

### 5.3 Finite Difference Equations

Let us consider two sequential $s$ and $s+1$ cells of a system. Let us write the equilibrium condition and the equality of the displacements in the cross section between the cells as follows:

$$
\begin{align*}
& \mathbf{Q}_{b s}=\mathbf{Q}_{a, s+1}  \tag{5.20}\\
& \mathbf{q}_{a, s+1}=\mathbf{q}_{b s} \tag{5.21}
\end{align*}
$$

Let us write Eq. (5.1) for the $k$ cell in the new notations:

$$
\left[\begin{array}{l}
\mathbf{q}_{a s}  \tag{5.22}\\
\mathbf{q}_{b s}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{G}_{s} & \mathbf{F}^{T} \\
\mathbf{F}_{s} & \mathbf{T}_{s}
\end{array}\right]\left[\begin{array}{c}
-\mathbf{Q}_{a s} \\
\mathbf{Q}_{b s}
\end{array}\right],
$$

where

$$
\mathbf{G}_{s}=\mathbf{e}_{a a}, \mathbf{F}_{s}^{T}=\mathbf{e}_{a b}, \mathbf{F}_{s}=\mathbf{e}_{b a}, \mathbf{T}_{s}=\mathbf{e}_{b b}
$$

From (5.21) and (5.22) for cells $s$ and $s+1$ we have

$$
\begin{equation*}
-\mathbf{F}_{s} \mathbf{Q}_{a s}+\mathbf{T}_{s} \mathbf{Q}_{b s}+\mathbf{G}_{s+1} \mathbf{Q}_{a, s+1}-\mathbf{F}^{T}{ }_{s-1} \mathbf{Q}_{b, s+1}=0 . \tag{5.23}
\end{equation*}
$$

For brevity's sake, we omit the subscript indices $a$ and $b$ at $\mathbf{Q}$ and after taking into account (5.20), we can write:

$$
\begin{aligned}
& \mathbf{Q}_{a s}=\mathbf{Q}_{b, s-1}=\mathbf{Q}_{s-1} \\
& \mathbf{Q}_{b s}=\mathbf{Q}_{a, s+1}=\mathbf{Q}_{s} \\
& \mathbf{Q}_{a, s+2}=\mathbf{Q}_{b, s+1}=\mathbf{Q}_{s+1}
\end{aligned}
$$

Then Eq. (5.23) can be written as

$$
\begin{equation*}
-\mathbf{F}_{s} \mathbf{Q}_{s-1}+\left(\mathbf{G}_{s+1}+\mathbf{T}_{s}\right) \mathbf{Q}_{s}-\mathbf{F}_{s+1} \mathbf{Q}_{s+1}=0 \tag{5.24}
\end{equation*}
$$

Equation (5.24) is a canonic representation of the equation for dynamic compliances in matrix form. This equation can be considered also as a linear second-order matrix equation in finite differences.

With the new notations, the displacement vectors have the following form:

$$
\left.\begin{array}{l}
\mathbf{q}_{s-1}=\mathbf{G}_{s}\left(-\mathbf{Q}_{s-1}\right)+\mathbf{F}_{s}^{T} \mathbf{Q}_{s}  \tag{5.25}\\
\mathbf{q}_{s}=\mathbf{F}_{s}\left(-\mathbf{Q}_{s-1}\right)+\mathbf{T}_{s} \mathbf{Q}_{s}=\mathbf{G}_{s+1}\left(-\mathbf{Q}_{s}\right)+\mathbf{F}_{s+1}^{T} \mathbf{Q}_{s+1}, \\
\mathbf{q}_{s+1}=\mathbf{F}_{s+1}\left(-\mathbf{Q}_{s}\right)+\mathbf{T}_{s+1} \mathbf{Q}_{s+1}
\end{array}\right\}
$$

In the case of forced vibrations, when the cells of the system are subjected to external exciting forces, Equation (5.24) takes the following form:

$$
\begin{equation*}
-\mathbf{F}_{s} \mathbf{Q}_{s-1}+\left(\mathbf{G}_{s+1}+\mathbf{T}_{s}\right) \mathbf{Q}_{s}-\mathbf{F}_{s+1}^{T} \mathbf{Q}_{s+1}+\mathbf{q}_{s}^{f}=0 \tag{5.26}
\end{equation*}
$$

where

$$
\mathbf{q}_{s}^{f}=\mathbf{q}_{b s}^{f}-\mathbf{q}_{a, s+1}^{f},
$$

$\mathbf{q}_{b s}^{f}$ is the vector of the displacements at the output from cell $s$ caused by the action of the exciting force and $\mathbf{q}_{a, s+1}^{f}$ is the analogous vector at the input to cell $s+1$.

Analogously, and using dynamic stiffness, we obtain a system of finite difference equations for displacements vector $\mathbf{q}_{s}$.

For free vibrations

$$
\begin{equation*}
\mathbf{R}_{b a s} \mathbf{q}_{s-1}+\left[\mathbf{R}_{b b s}+\mathbf{R}_{a a, s+1}\right] \mathbf{q}_{s}+\mathbf{R}_{a b, s+1} \mathbf{q}_{s+1}=0 \tag{5.27}
\end{equation*}
$$

For forced vibrations

$$
\begin{equation*}
\mathbf{R}_{b a s} \mathbf{q}_{s-1}+\left[\mathbf{R}_{b b s}+\mathbf{R}_{a a, s+1}\right] \mathbf{q}_{s}+\mathbf{R}_{a b, s+1} \mathbf{q}_{s+1}+\mathbf{Q}_{s}^{f}=0 \tag{5.28}
\end{equation*}
$$

where $\mathbf{R}_{b \alpha s}, \mathbf{R}_{b a s}, \mathbf{R}_{a a, s+1}, \mathbf{R}_{a b, s+1}$ are the blocks of the fundamental matrix of dynamic stiffness

$$
\mathbf{Q}_{s}^{f}=\mathbf{Q}_{b s}^{f}-\mathbf{Q}_{a, s+1}^{f},
$$

$\mathbf{Q}_{b s}^{f}$ is the vector of the reaction caused by the exciting force at the output from cell $s, \mathbf{Q}_{a, s+1}^{f}$ is the analogous vector at the input to cell $k+1$.

### 5.4 Mixed Dynamic Matrix as Finite Difference Equation

For the mixed dynamic matrix $\mathbf{P}$ (5.11), we obtain the following finite difference equation:

$$
\begin{equation*}
\mathbf{N}_{b a s} \mathbf{Z}_{s-1}+\left[\mathbf{L}_{b b s}+\mathbf{L}_{a a, s+1}\right] \mathbf{Z}_{s}+\mathbf{N}_{a b, s+1} \mathbf{Z}_{s+1}=0 \tag{5.28}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{N}_{b a s}=\left[\begin{array}{cc}
\tilde{\mathbf{e}}_{b a s} & \mathbf{S}_{b a s} \\
\mathbf{S}^{T}{ }_{b a s} & \mathbf{R}^{T}{ }_{b a s}
\end{array}\right], \quad \mathbf{L}_{b b s}=\left[\begin{array}{c}
\tilde{\mathbf{e}}_{b b s} \\
\mathbf{S}_{b a s} \\
\mathbf{S}_{b b s}^{T} \mathbf{R}_{b a s}
\end{array}\right] \\
& \left.\mathbf{L}_{a a s}=\left[\begin{array}{c}
\tilde{\mathbf{e}}_{\text {als }} \\
\mathbf{S}_{a a s} \\
S_{a a s}^{T} \\
\tilde{\mathbf{R}}_{\text {als }}
\end{array}\right], \quad \mathbf{N}_{\text {abs }}=\left[\begin{array}{cc}
\tilde{\mathbf{e}}_{a b s} & \mathbf{S}_{a b s} \\
\mathbf{S}_{a b s}^{T} & \tilde{\mathbf{R}}_{a b s}
\end{array}\right] .\right]  \tag{5.29}\\
& \mathbf{N}_{a b s}=\mathbf{N}_{b a s}^{T}, \\
& \mathbf{Z}_{s}=\left[\begin{array}{l}
\mathbf{Q}_{1 s} \\
\mathbf{q}_{2 s}
\end{array}\right], \mathbf{Q}_{1 s}=\left[\begin{array}{c}
-\mathbf{Q}_{1 a s} \\
\mathbf{Q}_{1 b s}
\end{array}\right], \mathbf{q}_{2 s}=\left[\begin{array}{l}
\mathbf{q}_{2 a s} \\
\mathbf{q}_{2 b s}
\end{array}\right] . \tag{5.30}
\end{align*}
$$

The determination of all blocks and vectors that participate in Eqs. (5.28), (5.29), and (5.30) is presented above. The indices $s-1, s$, and $s+1$ indicate the number of the cell to which the matrix or vector belongs.

At forced vibrations, it is necessary to add to the left-hand side of Equation (5.30) terms that take into account the action of the exciting forces.

### 5.5 Transmission Matrix

We will obtain another pretty widely used type of system matrix - the transmission matrix. This matrix is a variant of the transition matrix discussed above. It connects the vectors of the forces and the displacements at a system's input and output. In accordance with Eqs. (5.14) and (5.15), it has the following form:

$$
\mathbf{X}_{n}=\mathbf{W}^{*} \mathbf{X}_{0}
$$

where $\mathbf{X}_{0}=\left[\begin{array}{l}\mathbf{q}_{0} \\ \mathbf{Q}_{0}\end{array}\right]$ is the input vector, $\mathbf{X}_{n}=\left[\begin{array}{l}\mathbf{q}_{n} \\ \mathbf{Q}_{n}\end{array}\right]$ is the output vector,

$$
\mathbf{W}^{*}=\left[\begin{array}{ll}
\mathbf{W}^{*} & \mathbf{W}^{*} 12 \\
\mathbf{W}^{*} & \mathbf{W}^{*}
\end{array}\right] \text { are the blocks of matrix } \mathbf{W}^{*} .
$$

Let the system have $n$ cells for which the transition matrices $\mathbf{W}_{s}{ }^{*},(s=1 \ldots n)$ are known. Then the transmission matrix for the assembled system will be equal to the product of the transition matrices of all cells

$$
\begin{equation*}
\mathbf{W}^{*}=\mathbf{W}_{n}{ }^{*} \mathbf{W}_{n-1}{ }^{*} \ldots \mathbf{W}_{2}{ }^{*} \mathbf{W}_{1}{ }^{*} \tag{5.31}
\end{equation*}
$$

This method for obtaining the transmission matrix can be considered a matrix variant of the initial-parameter method. A large number of studies [20, 31] are devoted to this method. When the oscillation frequency has been preset and if the value of the displacements and the internal forces at the beginning of the section are known, this makes it possible to determine the same variables at the end of the section. In this way, by passing from section to section it is possible to reach the end of the system where the displacements and/or the internal forces are linked through the boundary conditions. And in this way, we obtain a characteristic equation and the equations for forced vibrations.

## Chapter 6 Systems with Periodic Structure

### 6.1 Introduction

Let us consider several examples of mechanical systems with a periodic structure.

1. Periodic systems with a rectilinear axis. Each subsequent element of the system is obtained from the preceding one by a shift of some vector a. Systems of this type include a string with beads (Fig. 6.1a), a shaft with identical disks executing rotational or bending vibrations (Fig. 6.1b), a multispan beam with identical spans on rigid or elastic supports (Fig. 6.1c), a frame (Fig. 6.1d), a plane composite rod (Fig. 6.1e), a cylindrical shell with stiffening ribs and bulkheads, etc.
2. Periodic system with an axis with a constant curve radius.

Each subsequent element of such a system is obtained from the preceding one by a rotation around the center at an angle $\alpha$. A package of blades of an axial compressor or a turbine can serve as an example of such a system. This system is not closed (Fig. 6.2).
3. Periodic system with a rectilinear axis and a screwlike rotation. Each subsequent element of such a system is obtained from the preceding one by a shift of some vector a and a subsequent rotation at an angle $\alpha$ around an axis that is parallel to vector a. Certain structures of spatial crankshafts [56,57] belong to periodic systems with a screwlike rotation. Figure 6.3 shows a three-throw crankshaft as an example of such a system.

The principal idea of periodic systems consists in the fact that it is possible to find the dynamic characteristics of the assembled system from the known dynamic characteristics of a single standard element.

Fig. 6.1a-f Periodic systems with a rectilinear axis: string with beads (a), shaft with identical disks (b), multispan beam with identical spans (c), frame (d), plane composite $\operatorname{rod}(\mathbf{e})$, cylindrical shell with transversal stiffening ribs (f)

Fig. 6.2 Periodic system with an axis of constant curvature radius. A blades package

(a)

(b)

(c)

(e)

(f)


Fig. 6.3 Periodic system with a rectilinear axis and screwlike rotation. Spatial crankshaft


### 6.2 Dynamic Compliances and Stiffness for Systems with Periodic Structure

The finite-difference equation (5.24) for a not ramified (unidirectional) regular system has the following form:

$$
\begin{equation*}
-\mathbf{F Q}(s-1)+(\mathbf{G}+\mathbf{T}) \mathbf{Q}(s)-\boldsymbol{\Phi} \mathbf{Q}(s+1)=0 \tag{6.1}
\end{equation*}
$$

$s$ is the number of the section. Due to the regularity of the system, the matrices $\mathbf{F}, \mathbf{G}$, $\mathbf{T}$, and $\boldsymbol{\Phi}$ do not depend on the number $s, \boldsymbol{\Phi}=\mathbf{F}^{T}$. This equation is a homogeneous second-order finite-difference matrix equation with constant coefficients.

We will look for a particular solution of Eq. (6.1) in the following form (analogously to Chap. 3):

$$
\begin{equation*}
\mathbf{Q}(s)=\mathbf{A C}_{s} Z^{s}, Z=e^{\mu} \quad(s=0,1,2, \ldots \ldots, n) \tag{6.2}
\end{equation*}
$$

where A is an $m$-dimensional vector and $\mathbf{C}$ an arbitrary constant vector.
From Eqs. (6.1) and (6.2) we obtain

$$
\begin{equation*}
\left[\mathbf{F} Z^{-1}-(\mathbf{G}+\mathbf{T})+\Phi Z\right] \mathbf{A}=0 \tag{6.3}
\end{equation*}
$$

This equation can be considered a dispersion equation, analogous to that in Chap. 3. Indeed at use dynamic stiffness (compliances) beforehand it is supposed, that in system occur the harmonious vibrations $\mathbf{Q}=\mathbf{Q}_{0} e^{i \omega t}$. Therefore all coefficients in Eq. (6.3) depend on frequency $\omega$ which is considered as the current frequency. Therefore as against (2.2) here in Eq. (6.2) there is only the wave parameter $\mu$ determining length of a wave, which generally running wave. To solve the eigenvalue problem is necessary how usually to take into account boundary conditions.

Vector $\mathbf{A}$ is not equal to zero only if

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{F} Z^{-\mathbf{1}}-(\mathbf{G}+\mathbf{T})+\boldsymbol{\Phi} Z\right)=0 \tag{6.4}
\end{equation*}
$$

Equation (6.4) permits one to determine $2 m$ characteristic values of $Z_{r}$ ( $r=1,2, \ldots \ldots, 2 m$ ). Let us consider all possible cases for characteristic values.

1. To begin with, let us assume that all roots $Z_{r}$ are real and different. For each value of $Z_{r}$, we will determine the vector with components $A_{r}^{(S)}(\mathrm{s}=1,2, \ldots \ldots, \mathrm{~m})$ with an accuracy of up to a constant factor. We will write the general solution of Eq. (6.1) in the following form:

$$
\left[\begin{array}{l}
Q_{1}(s)  \tag{6.5}\\
Q_{2}(s) \\
\cdot \\
\cdot \\
Q_{m}(s)
\end{array}\right]=\left[\begin{array}{l}
A_{1}^{(1)} \ldots A_{2 m}^{(1)} \\
A_{1}^{(2)} \ldots A_{2 m}^{(2)} \\
\ldots \ldots \ldots . \\
\ldots \cdots \cdots \\
\ldots(\ldots . \\
A_{1}^{(m)} \ldots A_{2 m}^{(m)}
\end{array}\right]=\left[\begin{array}{l}
C_{1} Z_{1}^{s} \\
C_{2} Z_{2}^{s} \\
\cdot \\
\cdot \\
C_{2 m} Z_{2 m}^{s}
\end{array}\right] .
$$

The $2 m$ arbitrary constants $C_{r}(\mathrm{r}=1,2, \ldots, 2 \mathrm{~m})$ are determined from the boundary conditions.
2. Let us now assume that among the roots of Eq. (6.4) there are complexconjugated pairs $Z_{r}=a_{r}+i b_{r}, Z_{r+1}=\bar{Z}_{r}$. These roots enter in Eq. (6.5) with complex-conjugated coefficients of the following form:

$$
A_{r}^{(s)} C_{r} Z_{r}^{k}+A_{r+1}^{(S)} C_{r+1} \bar{Z}_{r}^{k}
$$

Therefore, if exist complex roots, the solution of Eq. (6.5) can be submitted as a linear combination of a function with real coefficients

$$
\begin{equation*}
A_{r}^{(s)} C_{r} Z_{r}^{s}+A_{r+1}^{(S)} C_{r+1} \bar{Z}_{r}^{s}=\operatorname{Re}\left(A_{r}^{(s)} C_{r}\right) \operatorname{Re} Z_{r}^{s}-\operatorname{Im}\left(A_{r}^{(s)} C_{r}\right) \operatorname{Im} Z_{r}^{s} \tag{6.6}
\end{equation*}
$$

3. Among the real roots of Eq. (6.4), there are also multiple ones.

Let us assume that the root $Z_{1}$ of Eq. (6.4) has a multiplicity of $l_{1}>1$. The solution of the homogeneous Eq. (6.1), which corresponds to a root with a multiplicity of $l_{1}$, can be represented as a linear combination of the solutions corresponding to these roots [42]

$$
\begin{equation*}
Q_{s}(s)=\sum_{r=0}^{l_{1}-1} A_{r}^{(s)} C_{r} Z_{1}^{s} \tag{6.7}
\end{equation*}
$$

Let us pass now to determining the matrix of dynamic compliance for the assembled system. Let $\mathbf{G}, \mathbf{T}, \mathbf{F}, \boldsymbol{\Phi}$ be, respectively, the input, output, collateral transmission matrices of the system under consideration, and $\mathbf{q}(0)$ and $\mathbf{q}(\mathrm{n})$ the vector rows of displacement amplitudes at the input and output of the system, respectively. Then

$$
\begin{align*}
\mathbf{q}(0) & =-\mathbf{G} \mathbf{Q}(0)+\boldsymbol{\Phi} \mathbf{Q}(n) \\
\mathbf{q}(n) & =-\mathbf{F Q}(0)-\mathbf{T} \mathbf{Q}(n) . \tag{6.8}
\end{align*}
$$

On the other hand:

$$
\begin{align*}
& \mathbf{q}(0)=-\mathbf{G} \mathbf{Q}(0)+\boldsymbol{\Phi} \mathbf{Q}(1) \\
& \mathbf{q}(n)=-\mathbf{F Q}(n-1)+\mathbf{T Q}(n) . \tag{6.9}
\end{align*}
$$

The dynamic compliance matrices for the assembled system are determined from Eqs. (6.8) and (6.9) by taking into account (6.5), (6.6), and (6.7).

Let us introduce a new variable

$$
\begin{equation*}
\lambda=\frac{Z^{-1}+Z}{2}=\frac{e^{-\mu}+e^{\mu}}{2} \tag{6.10}
\end{equation*}
$$

Then

$$
\begin{align*}
& Z_{1,2}=\lambda \pm \sqrt{\lambda^{2}-1}  \tag{6.11}\\
& Z_{1,2}^{-1}=\lambda \mp \sqrt{\lambda^{2}-1} \tag{6.12}
\end{align*}
$$

Equation (6.3) will take the form

$$
\begin{equation*}
\left[\left(\mathbf{F}+\mathbf{F}^{T}\right) \lambda+\left(\mathbf{F}^{\mathbf{T}}-\mathbf{F}\right) \sqrt{1-\lambda^{2}}-\mathbf{H}\right] \mathbf{A}=0 \tag{6.13}
\end{equation*}
$$

Therefore, the characteristic equation

$$
\begin{equation*}
\operatorname{det}\left[\left(\mathbf{F}+\mathbf{F}^{T}\right) \lambda+\left(\mathbf{F}^{T}-\mathbf{F}\right) \sqrt{1-\lambda^{2}}-\mathbf{H}\right]=0 \tag{6.14}
\end{equation*}
$$

where $\mathbf{F}+\mathbf{F}^{T}$ is a symmetric matrix, $\mathbf{F}^{T}-\mathbf{F}$ is a skew-symmetric matrix, and $\mathbf{H}=\mathbf{D}+\mathbf{T}$ is a symmetric matrix.

### 6.3 Dynamic Compliances of Single-Connectedness System

Let us consider now an important class of single-connectedness systems that are often used in various areas of engineering. For example, shaft executing the rotational or longitudinal vibrations, multispan beams, the blades of an axial compressor, and turbines with a free ring-type connection are single-connectedness systems. Quadrupole systems [63] are an analog of single-connectedness systems in the field of electrical engineering. Most systems in automatic control theory can also be considered as single-connectedness systems.

In order to determine the dynamic compliances of a single-connectedness system, we will use Eqs. (6.8),(6.9), and (6.13). Let $d, f, t$ be the input, collateral, and output dynamic compliances of a regular element of a system consisting of $r$ regular elements (connectedness $m=1$ ).

Taking into account that

$$
f=f^{T}
$$

let us write Eq. (6.13) as a scalar one

$$
\begin{equation*}
2 f \lambda-(d+t)=0 \tag{6.15}
\end{equation*}
$$

In the absence of damping, and depending on the frequency $\omega$, the parameter $\lambda$ can change in the range $-\infty<\lambda<\infty$, but it will always be a real number because $f$, $d$, and $t$ are real values at any $\omega$. Herein lies the difference between a singleconnectedness system and a multiconnection one for which the roots $\lambda$, calculated from condition (6.14), can, generally speaking, be complex numbers.

Let us consider the following possible cases:
a) $|\lambda|<1$,
b) $\lambda>1$,
c) $\lambda<-1$,
d) $\lambda=1$,
e) $\lambda=-1$.

Accordingly, using Eq. (6.10)
a) $Z_{1,2}=\lambda \pm i \sqrt{1-\lambda^{2}}$,
b) $Z_{1,2}=\lambda \pm i \sqrt{\lambda^{2}-1}$,
c) $Z_{1,2}=\lambda \pm i \sqrt{\lambda^{2}-1}$,
d) $Z_{1}=Z_{2}=1$,
e) $Z_{1}=Z_{2}=-1$.

The general solution for $Q(s)$ can be written for the cases under consideration in the following form:
a) $Q(s)=C_{1} \cos s \mu+C_{2} \sin s \mu, \cos \mu=\lambda$,
b) $Q(s)=C_{1} \operatorname{chs} \mu+C_{2} s h s \mu$, ch $\mu=\lambda$,
c) $Q(s)=C_{1}(-1)^{s} c h s \mu+C_{2}(-1)^{s} \operatorname{sh} s \mu$, ch $\mu=-\lambda$,
d) $Q(s)=C_{1}+C_{2} s$
e) $Q(s)=C_{1}(-1)^{s}+C_{2}(-1)^{s} s$,
where $\lambda=\lambda(\omega),(s=0,1, \ldots, n)$,
Let us now consider two examples for determining the dynamic compliances of single-connectedness systems.

The arbitrary constants one may define as usually from boundary conditions. For example for case a) $|\lambda|<1$ we receive

$$
C_{1}=Q(0), C_{2}=\frac{Q(n)}{\sin \mu}-Q(0) \frac{\cos n \mu}{\sin \mu}
$$

Displacement in section $s$ for single-connectedness system from Eq. (6.8) equals

$$
q(s)=-d Q(s)+f Q(s+1)
$$

Then we may receive the dynamic compliances for this system at $Q(n)=0$ :

$$
\begin{aligned}
& \text { - input compliance } \tilde{d}=-\frac{q(0)}{Q(0)}=d-f \frac{\sin (n-1) \mu}{\sin n \mu} \\
& \text { - output compliance } \tilde{t}=q(n) / Q(n)=t-f \frac{\sin (n-1) \mu}{\sin n \mu} \\
& \text { - collateral compliance } \tilde{f}=q(0) / Q(n)=f \frac{\sin \mu}{\sin n \mu}
\end{aligned}
$$

Example 1. Shaft executing the torsion vibrations. Let us isolate a regular subsystem (element) from the general system. This element represents a disk with moment of inertia $\theta$ and an inertia-free flexible section with rigidity C . The number of elements is equal to n . Let us calculate the dynamic compliances of this element.

$$
d=-\frac{1}{\theta \omega^{2}}, \quad t=\frac{1}{C}-\frac{1}{\theta \omega^{2}}, \quad f=-\frac{1}{\theta \omega^{2}},
$$

where $\omega$ is the exciting frequency.

From Eq. (6.15) we obtain:

$$
\begin{equation*}
\lambda=1-\alpha, \quad \alpha=\frac{\theta \omega^{2}}{2 C} \tag{6.18}
\end{equation*}
$$

It can be seen that $\lambda$ lies within the following ranges depending on parameter $\alpha$ :

$$
-1<\lambda<1 \quad \text { at } \quad 0<\alpha<2, \lambda=-1 \quad \text { at } \quad \alpha=2, \lambda=1 \quad \text { at } \quad \alpha=2
$$

Therefore, three kinds of solutions are possible: a), c), and e). We will provide the result for the first case only:

$$
\begin{aligned}
& \tilde{d}=-\frac{\cos \left(n \mu-\frac{\mu}{2}\right)}{2 C \sin \frac{\mu}{2} \sin n \mu}, \quad \tilde{t}=\frac{\cos \left(n \mu+\frac{\mu}{2}\right)}{2 C \sin \frac{\mu}{2} \sin n \mu} \\
& \tilde{f}=\frac{\cos \frac{\mu}{2}}{2 C \sin \frac{\mu}{2} \sin n \mu}, \\
& \cos \mu=1-\alpha, \quad 0<\alpha<2
\end{aligned}
$$

Example 2 Multispan weightless beam with mass $m$ in the middle of each span (Fig. 6.4a). Regular element - single-span beam with the mass in the middle (Fig. 6.4b). Dynamic compliances of element one can receive from Eqs. (1.15) [53],

$$
\begin{aligned}
& d=t=\frac{l}{3 E J} \frac{1-7 \alpha}{1-16 \alpha}, f=-\frac{l}{6 E J} \frac{1+2 \alpha}{1-16 \alpha} \\
& \alpha=\frac{m l^{3} \omega^{2}}{768 E J}
\end{aligned}
$$

$l$ is the length of the span, $E J$ is the bending stiffness of the beam, and $\omega$ is the exciting frequency.

From Eq. (6.15) we obtain:

$$
\lambda=-2 \frac{1-7 \alpha}{1+2 \alpha}
$$

Figure 6.4 c shows a graph of the function $\lambda=\lambda(\alpha)$ :

$$
\begin{array}{lll}
\text { At } & 2<\alpha<\frac{1}{16} \lambda, \quad \lambda>1 & \text { solution "a" } \\
\text { At } \quad \alpha=\frac{1}{16}, \quad \lambda=1 & \text { solution "b" } \\
\text { At } \quad \frac{1}{16}<\alpha<\frac{1}{4}, \quad|\lambda|<1 & \text { solution "c" } \\
\text { At } \quad \alpha=\frac{1}{4}, \quad \lambda=-1 & \text { solution "d" } \\
\text { At } \quad \alpha=\frac{1}{4}, \quad \lambda=1 & \text { solution "e" }
\end{array}
$$

For case " a " we have

$$
\begin{aligned}
d & =t=-\frac{l}{6 E J} \frac{1+2 \alpha}{1-16 \alpha} c \operatorname{tgn} \mu \sin \mu, \\
f & =-\frac{l}{6 E J} \frac{1+2 \alpha}{1-16 \alpha} \frac{\sin \mu}{\sin n \mu}, \\
\cos \mu & =\lambda .
\end{aligned}
$$

Fig. 6.4 Determining the dynamic compliance of a multispan weightless beam with concentrated masses


### 6.4 Transition Matrix

Let us now consider the solution of the above-discussed problem obtained with the help of a transition matrix.

Let us write Equality (4.14) for the element with number $k$

$$
\begin{equation*}
\mathbf{X}(s)=\mathbf{W}_{s} \mathbf{X}(s-1)(s=0,1,2, \ldots ., n) \tag{6.19}
\end{equation*}
$$

where

$$
\mathbf{X}(s)=\left[\begin{array}{l}
\mathbf{q}(s) \\
\mathbf{Q}(s)
\end{array}\right]
$$

$\mathbf{X}(s)$ is a $2 m$-dimensional vector, $\mathbf{q}(s)$ and $\mathbf{Q}(s)$ are $m$-dimensional vectors of the displacements and the forces, respectively.

For a regular system, the transition matrix $\mathbf{W}_{s}=\mathbf{W}$ does not depend on the number of the element; that is why Equality (6.19) for the whole system will have the form:

$$
\begin{equation*}
\mathbf{X}(n)=\mathbf{W}^{n} \mathbf{X}(0) \tag{6.19a}
\end{equation*}
$$

Instead of the successive multiplication of matrices, the following approach can be used [18]. Let us find the characteristic values $\lambda$ of matrix $\mathbf{W}$ from the equation

$$
\begin{equation*}
\operatorname{det}(\mathbf{W}-\lambda \mathbf{E})=0 \tag{6.20}
\end{equation*}
$$

Equation (6.20) has $2 m$ real or complex-conjugated roots. Let all roots be different. Then a normal vector $\mathbf{U}^{(r)}$ with components $U_{s}^{(r)}(s=1,2,3, \ldots \ldots, 2 m)$ determined with an accuracy of up to an arbitrary factor will correspond to each characteristic value $\lambda_{r}(r=1,2, \ldots \ldots, 2 m)$. Then

$$
\mathbf{W}=\mathbf{U}^{\mathbf{1}} \boldsymbol{\Lambda} \mathbf{U}, \boldsymbol{\Lambda}=\operatorname{diag}\left[\lambda_{r}\right], \mathbf{U}=\left[\mathbf{U}^{(\mathbf{1})} \mathbf{U}^{(2)} \ldots \mathbf{U}^{(2 m)}\right]
$$

Here the columns of matrix $\mathbf{U}$ (modal columns) represent the normal vectors $\mathbf{U}^{(r)}$. For the $n$th degree of matrix $\mathbf{W}$, we will write the following equality:

$$
\begin{equation*}
\mathbf{W}^{n}=\left(\mathbf{U}^{-\mathbf{1}} \boldsymbol{\Lambda} \mathbf{U}\right)\left(\mathbf{U}^{-\mathbf{1}} \boldsymbol{\Lambda} \mathbf{U}\right) \ldots\left(\mathbf{U}^{-\mathbf{1}} \boldsymbol{\Lambda} \mathbf{U}\right)=\mathbf{U}^{-\mathbf{1}} \boldsymbol{\Lambda}^{n} \mathbf{U} \tag{6.21}
\end{equation*}
$$

This relationship offers significant advantages if $m \ll n$.
To determine the $n$th degree of matrix $\mathbf{W}$, it is also possible to use Sylvester's theorem [18]

$$
\begin{equation*}
\mathbf{W}^{n}=\sum_{r=1}^{n} \lambda_{r} \mathbf{Z}_{r} \tag{6.22}
\end{equation*}
$$

where

$$
Z_{r}=\frac{\prod_{s}\left(\mathbf{W}-\lambda_{s} \mathbf{E}\right)}{\prod\left(\lambda_{r}-\lambda_{s}\right)},(s=1,2, \ldots \ldots, r-1, r+1, \ldots \ldots, 2 m)
$$

If Eq. (6.20) has multiple roots, then in the general case matrix $\mathbf{W}$ cannot be reduced to a diagonal form. However, Jordan's form [41] can be used for obtaining $\mathbf{W}^{n}$ by using Jordan's diagonal blocks (cells).

### 6.5 Forced Vibrations

When calculating the forced vibrations for the sth element of the regular system, we have

$$
\begin{equation*}
\mathbf{X}(s)=\mathbf{W} \mathbf{X}(s-1)+\boldsymbol{\Psi}(s) \tag{6.24}
\end{equation*}
$$

Here $\boldsymbol{\Psi}(s)$ is a $2 m$-dimensional vector taking into account the external harmonic forces applied to an element with number s. This vector can include not only forcerelated but also kinematic excitation. Values of $\boldsymbol{\Psi}(s)$ for external harmonic excitation in the case of a rod working in conditions of extension-contraction, rotation, and bending are provided in [20, 47].

The general solution for inhomogeneous systems of difference equations (6.24) can be obtained by applying the method of variation of arbitrary constants. This solution has the following form:

$$
\begin{equation*}
\mathbf{X}(s)=\mathbf{W}(s) \mathbf{X}(0)+\sum_{j=1}^{s} \mathbf{W}(s-j) Y(j) \tag{6.25}
\end{equation*}
$$

where $\mathbf{W}(s)$ is the fundamental matrix of a homogeneous system (6.24)

$$
\mathbf{W}(s)=\mathbf{U}\left[\begin{array}{llll}
\lambda_{1}^{s} & & &  \tag{6.26}\\
& \lambda_{2}^{s} & & \\
& & \ddots & \\
& & & \lambda_{2 m}^{s}
\end{array}\right] \mathbf{U}^{-1}
$$

$\lambda_{r}-(r=1,2, \ldots ., 2 m)$ are the characteristic values of the transition matrix $\mathbf{W}, \mathbf{U}$ is the matrix of the normal vectors (6.22).

### 6.6 Vibrations of Blades Package

There are a number of structures where the blades of a gas turbine or an axial compressor are connected to each other. Frequently, this connection is of a ring type. However, in some structures, in particular in structures of stationary turbine engineering, groups of blades are integrated in packages. We will assume in the sequel that in all cases the linking belt and the blades form a unitary frame structure. The conditions for linking the shroud and the blades can change, but there should be no sliding between the shroud and the blades as well as between the individual components of the shroud.

The structure in which all blades are connected through a ring link is a system with cyclic symmetry. Such systems are discussed in the next chapter. Here we look at a case where a group of blades is connected in a package and the system is periodic. The regular element of the system will consist of a blade and a portion of the connection belt. The transition matrix $\mathbf{W}$ of such an element is determined from the expression

$$
\begin{equation*}
\mathbf{W}=\mathbf{W}_{\mathbf{e}} \mathbf{W}_{\mathbf{b}} \tag{6.27}
\end{equation*}
$$

where $\mathbf{W}_{\mathbf{b}}$ is the transition matrix of the connection (shroud) and $\mathbf{W}_{\mathbf{e}}$ the transition matrix of the blade.

The transition matrix of the connection $\mathbf{W}_{\mathbf{b}}$ is determined by taking into account its elastic and inertia properties. Usually, only the elastic properties are taken into account.

In order to determine the natural frequencies of the package consisting of $n$ blades (Fig. 6.2), we use the results obtained above. Let us add at the right-hand side of the last blade a section of the shroud that does not change the operating conditions of the structure if the inertia properties of the shroud are not taken into account. Let us write in block form Eq. (6.19a)

$$
\left[\begin{array}{l}
\mathbf{q}(n) \\
\mathbf{Q}(n)
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{W}_{11}^{n} & \mathbf{W}_{12}^{n} \\
\mathbf{W}_{21}^{n} & \mathbf{W}_{22}^{n}
\end{array}\right]\left[\begin{array}{l}
\mathbf{q}(0) \\
\mathbf{Q}(0)
\end{array}\right],
$$

where $\mathbf{q}(0)$ and $\mathbf{q}(\boldsymbol{n})$ are the displacement vectors, and $\mathbf{Q}(0)$ and $\mathbf{Q}(\boldsymbol{n})$ are the forces vectors.

Using the boundary conditions

$$
\mathbf{Q}(n)=\mathbf{Q}(0)=0
$$

we obtain

$$
\mathbf{W}_{21}^{n} \mathbf{q}(0)=0
$$

Therefore, the frequency equation

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{W}_{21}^{n}\right)=0 \tag{6.28}
\end{equation*}
$$

The elements of matrix $\mathbf{W}_{21}^{n}$ are determined with the help of Eq. (6.21). It is also possible to use (4.17).

$$
\mathbf{W}_{21}=e_{a \alpha}^{-1}
$$

Let us consider a package where the blades are connected by means of an one ring link. It is assumed here that the connection has only extension-contraction mode. Such a package belongs to single-connectedness systems.

The regular element of the system is a blade with a section of a ring link. The frequency of its free vibrations is determined from the Eq. (6.17a)

$$
\begin{equation*}
\sin n \mu=0 \tag{6.29}
\end{equation*}
$$

where

$$
\mu=\arccos \frac{d+t}{2 f}
$$

This relationship corresponds to a zero value of the dynamic stiffness of the package. Here $d=e$ is the input dynamic compliance of the element, and $t=e+\frac{1}{c}$ is the output dynamic compliance of the element.

After a transformation

$$
\begin{equation*}
\mu=\arccos \left(1+\frac{1}{2 c e}\right) \tag{6.30}
\end{equation*}
$$

$e$ is the dynamic compliance of the blade and $c$ is the static stiffness of the connecting section at extension-contraction.

### 6.7 Collective Vibrations of Blades

When simulating the vibrations of a blades package, the shroud is usually assumed to be elastic and inertia free and its weight is added to the weight of the blades. The shroud is subjected to bending deformations only. Figure 6.6 shows the sinphased tangential vibrations of a package (one to three vibration forms) consisting of ten blades [109]. Analogous vibration modes of individual blades correspond to each sin-phased mode. Figure 6.7 shows torsion-axial vibrations of the blades. In addition to the tangential vibrations, torsion vibrations of the package are also possible (Fig. 6.8).

It can be seen from Figs. 6.6-6.8 that there exists some interaction between the vibration modes of the blades and the shroud, which represents a superposition of waves (as described in Chap. 3). Here also the determining factor is the ratio between the rigidity of the blades and the shroud in some mode of vibration. Therefore, the tangential vibrations of the blades emerge earlier than the corresponding vibrations of the shroud as its rigidity is greater than the rigidity of the blades in these modes of vibrations. At the same time, the shroud, on the contrary, has a lower rigidity to torsion than the blades. Then its torsion-axial vibrations arise earlier. All lowest modes are shown in Fig. 6.7. A similar picture occurs also at torsion vibrations (Fig. 6.8).

The bending - torsion vibrations of blades package on Fig. 6.9 are shown [65].
The first mode corresponds to axial in phase blades vibrations in plane of maximal stiffness + transversal shroud vibrations. The second mode: bending vibrations of blades + torsion vibrations of shroud. The third mode relates to bending vibrations of shroud with two nodes; the fourth - with three nodes. At the fifth mode there are blades vibrations with one node and torsion vibrations of shroud.

Fig. 6.6 Sin-phased tangential vibrations of blades



Fig. 6.7 Torsion-axial vibrations of the blades and the shroud

Fig. 6.8 Torsion vibrations of blade package


Fig. 6.9 Torsion-bending vibrations of blades package
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## Chapter 7 <br> Systems with Cyclic Symmetry

### 7.1 Natural Frequencies and Normal Modes for Systems with Cyclic Symmetry

Some examples of systems with cyclic symmetry that are widely used in the mechanical engineering are shown in Fig. 7.1. They are a set of blades with a ring connection (Fig. 7.1a), a lifting propeller of a helicopter (Fig. 7.1b), radio telescopes, domes, towers, etc.

Such systems are studied from the position of the general theory of periodic systems. We will consider a system with cyclic symmetry as a special case of a generalized not ramified periodic system. In this case, we can use the transition matrices. For a continual system, it is necessary to replace the transition matrix with the displacement operator.

Fig. 7.1a, b Systems with cyclic symmetry


### 7.1.1 Natural Frequencies

Let a system with cyclic symmetry consist of $n$ elements. The number of connections between the elements is equal to $m$. Let us write the equality for the element number $s$.

$$
\begin{equation*}
\mathbf{X}(s)=\mathbf{W} \mathbf{X}(s-1) \quad(s=1,2, \ldots, n) \tag{7.1}
\end{equation*}
$$

where $\mathbf{W}$ is a transition matrix that does not depend on the number $s$.
According to Chap. 5, for vector $\mathbf{X}(0)$ we have

$$
\begin{equation*}
\mathbf{X}(n)=\mathbf{W}^{n} \mathbf{X}(0) \tag{7.2}
\end{equation*}
$$

For systems with cyclic symmetry, the output of the nth element coincides with the input of the first element, i.e.,

$$
\begin{equation*}
\mathbf{X}(n)=\mathbf{X}(0) \tag{7.3}
\end{equation*}
$$

Substituting (7.3) in (7.2) we obtain

$$
\left(\mathbf{W}^{n}-\mathbf{E}\right) \mathbf{X}_{0}=0
$$

The condition for a nontrivial solution is the equality

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{W}^{n}-\mathbf{E}\right)=0 \tag{7.4}
\end{equation*}
$$

This means that the equality $\mathbf{W}^{n}=\mathbf{E}$ corresponds to the free vibrations of the system.

Let $\lambda_{1}, \lambda_{2}, \ldots \lambda_{2 m}$ be the characteristic values of matrix $\mathbf{W}$. In this case:

$$
\begin{equation*}
\operatorname{det}(\mathbf{W}-\lambda \mathbf{E})=\left(\lambda-\lambda_{1}\right)\left(\lambda-\lambda_{2}\right) \ldots\left(\lambda-\lambda_{2 m}\right) \tag{7.5}
\end{equation*}
$$

Then $\lambda_{1}^{n}, \lambda_{2}^{n}, \ldots, \lambda_{2 m}^{n}$ will be the characteristic values of matrix $\mathbf{W}^{n}[41]$ and

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{W}^{m}-\mu \mathbf{E}\right)=\left(\mu-\mu_{1}\right)\left(\mu-\mu_{2}\right) \ldots\left(\mu-\mu_{2 m}\right) \tag{7.6}
\end{equation*}
$$

where

$$
\mu_{r}=\lambda_{r}^{n} \quad(r=1,2 \ldots, 2 m)
$$

Comparing (7.4) and (7.6), we see that $\mu=1$; then

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{W}^{m}-\mathbf{E}\right)=\left(1-\mu_{1}\right)\left(1-\mu_{2}\right) \ldots\left(1-\mu_{2 m}\right) \tag{7.7}
\end{equation*}
$$

Equality (7.4) is satisfied if at least one of the characteristic values of matrix $\mathbf{W}^{n}$ is equal to one

$$
\mu_{r}=1 \quad(r=1,2, \ldots, 2 m) .
$$

However, since $\mu_{r}=\lambda_{r}^{n}$, then

$$
\lambda_{r}=\sqrt[n]{1}=e^{i \frac{2 \pi}{n} r}(r=1,2, \ldots, n)
$$

or

$$
\begin{equation*}
\lambda_{r}=\cos \frac{2 \pi}{n} r+i \sin \frac{2 \pi}{n} r . \tag{7.8}
\end{equation*}
$$

At even values of $n$, the two characteristic values at $r=n \quad\left(\lambda_{n}=1\right)$ and $r=\frac{n}{2} \quad\left(\lambda_{\frac{n}{2}}=-1\right)$ are real. The complex characteristics values $\lambda_{n-r}$ and $\lambda_{r}$ are complex-conjugated

$$
\begin{equation*}
\lambda_{n-r}=\overline{\lambda_{r}}\left(1 \leq r \leq \frac{n}{2}\right) . \tag{7.9}
\end{equation*}
$$

In this way, the characteristic values can be determined, instead of Eq. (7.4), from the solution of the equation

$$
\begin{equation*}
\operatorname{det}\left[\left(\mathbf{W}-\lambda_{r} E\right)\right]=0 \tag{7.10}
\end{equation*}
$$

for all values of $\lambda_{r}$, calculated from Eq. (7.8).
We transform expression (7.10) into a form that is more convenient for calculation of the characteristic values. If Equality (7.10) is satisfied, then the following equality will also be satisfied:

$$
\operatorname{det}\left(\mathbf{W}-\overline{\lambda_{r}} \mathbf{E}\right)=0 .
$$

Then

$$
\operatorname{det}\left[\left(\mathbf{W}-\lambda_{r} \mathbf{E}\right)\left(\mathbf{W}-\overline{\lambda_{r}} \mathbf{E}\right)\right]=0,
$$

or

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{W}^{2}-2 \mathbf{W} \cos \frac{2 \pi}{n} r+\mathbf{E}\right)=0 . \tag{7.10a}
\end{equation*}
$$

Replacing $\cos \frac{2 \pi}{n} r$ with $1-2 \sin ^{2} \frac{\pi_{r}}{n}$ we obtain

$$
\begin{equation*}
\operatorname{det}\left[(\mathbf{W}-\mathbf{E})^{2}+4 \mathbf{W} \sin ^{2} \frac{\pi r}{n}\right]=0 . \tag{7.11}
\end{equation*}
$$

The elements of matrixff $\mathbf{W}$ depends from $\omega$. Therefore the values of $\omega$ that satisfy condition (7.4) are the frequencies of the free vibrations of the system. In other words, all values of $\omega$ that turn into unit at least one of the characteristic values of matrix $\mathbf{W}^{n}$, namely $\mu_{r}=\lambda_{r}^{n}=1(r=1 \ldots n)$ are frequencies of the free vibrations of the system.

### 7.1.2 Normal Modes

Let us now proceed to determine the natural modes of vibrations. A vector $\mathbf{X}_{\mathbf{r}}(0)$ will correspond in the input of the first element to each value of $\lambda_{r}$. This vector is determined with accuracy up to a constant coefficient from the equation

$$
\begin{equation*}
\left(\mathbf{W}-\lambda_{r} \mathbf{E}\right) \mathbf{X}_{r}(0)=0 \tag{7.11a}
\end{equation*}
$$

Any linear combination of vectors $\mathbf{X}_{r}(0)$ and $\mathbf{X}_{n-r}(0)$ determines the normal mode corresponding to the obtained value of $\omega$. For vector $\mathbf{X}_{r}(k)$, we will have

$$
\begin{aligned}
& \mathbf{X}_{r}(k)=\left[a \operatorname{Re}\left(\mathbf{X}_{r}(0)\right)-b \operatorname{Jm}\left(\mathbf{X}_{r}(0)\right)\right] \cos k s+ \\
& +\left[\operatorname{aJm}\left(\mathbf{X}_{r}(0)\right)+b \operatorname{Re}\left(\mathbf{X}_{r}(0)\right)\right] \sin k s \\
& k=0,1,2, \ldots, n-1 ; \quad s=\frac{2 \pi}{n} r, \\
& r=0,1, \ldots, \frac{n}{2} \text { at an even } n, \\
& r=0,1, \ldots, \frac{n-1}{2} \text { at an odd } n,
\end{aligned}
$$

$a$ and $b$ are arbitrary scalar factors which one define from boundary conditions.

### 7.2 Vibrations of Blades System

### 7.2.1 Different Designs of Blades Connecting

Gas turbines and axial compressors usually use shroud structures where the blades are connected to each other by means of a ring connection. A blade and shroud element is shown in Figs. 7.2a, b and 7.3a, b.


Fig. 7.2a, b Different designs of connecting blades to a shroud

Fig. 7.3 Connecting
elements using friction forces


Blades are connected to each other with the help of rod elements. Only the conditions of linking the shroud and the blades can change, but there should be no sliding between the shroud and the blades as well as between the individual components of the connection (Fig. 7.2a, b). When other designs of connecting the elements are used, their interaction is ensured by the dry friction forces, which emerge under the effect of the centrifugal forces or by the tightness in the mounting (Fig. 7.3).

However, in all cases, the connection and the blades form a unitary frame structure. In this way, this structure is a system with cyclic symmetry.

When studying the vibrations of blades with a ring connection in some structures, it is more convenient to use a frequency equation expressed by its dynamic compliances (stiffness).

### 7.2.2 Natural Frequencies for Blades System

Let us write Eq. (7.11) by replacing the dynamic stiffness with dynamic compliances:

$$
\begin{equation*}
\operatorname{det}\left[\mathbf{e}_{b a} \mathbf{Z}^{-1}+\left(\mathbf{e}_{b a}+\mathbf{e}_{a a}\right)+\mathbf{e}_{a b} \mathbf{Z}\right]=0, \mathbf{e}_{a b}=\mathbf{e}_{b a} \tag{7.12}
\end{equation*}
$$

Assuming

$$
\begin{equation*}
\mathbf{Z}=\mathbf{A} e^{\lambda s} \tag{7.13}
\end{equation*}
$$

and taking into consideration that from the conditions of ring periodicity $\lambda$ must be an imaginary value multiple $2 \pi$, we obtain

$$
\lambda=2 s \pi i
$$

then

$$
\operatorname{det}\left[2 \mathbf{e}_{a b} \cos \frac{2 s \pi}{n}-\left(\mathbf{e}_{a b}+\mathbf{e}_{a a}\right)\right]=0
$$

In the case of a single-connectedness system when $\mathbf{e}_{a a}, \mathbf{e}_{a b}$ are scalar we obtain

$$
\begin{equation*}
2 e_{a b} \cos \frac{2 s \pi}{n}-\left(e_{a b}+e_{a a}\right)=0 \tag{7.14}
\end{equation*}
$$

For a blade with a free ring connection

$$
e_{a b}=e_{a a}=e, \quad e_{a a}=\frac{1}{c}+e,
$$

where $c$ is the stiffness of the ring connection element $\left(s=1,2, \ldots, \frac{n}{2}\right)$.
From Eq. (7.14) we obtain:

$$
\begin{equation*}
4 \sin ^{2} \frac{s \pi}{n}=-\frac{1}{e c}=-\frac{R}{c} \tag{7.14a}
\end{equation*}
$$

where $R$ is the dynamic stiffness of the blade.

### 7.2.3 Normal Modes for Blades System

Taking into consideration the relationships (7.13) and (7.14), we see that the normal modes of the blades have the shape shown in Fig. 7.4 [109].

1. The displacements and angles of rotation are discrete harmonic functions of the view $A_{i} \sin \left(m \varphi_{i}+\alpha_{i}\right)$, where $m$ is the number of nodal diameters, $\varphi_{i}$ the angular coordinate, and $A_{i}, \varphi_{i}$ the amplitude and phase shifts, respectively.
2. Out-of-phase vibrations with a different number of nodal diameters $m$ on a circle.

The normal modes are divided into two groups. The first group includes the normal modes in which the blade itself has one node of vibration (in fixed point). The second group includes vibrations in which the blade has two nodes of vibration, etc. The case $m=0$ corresponds to cophased vibrations. In the case of an odd number of blades, the $n$th frequency of the cophased mode is not multiple. In the case of an even number of blades, there is one additional cophased mode corresponding to


Fig. 7.4 Vibration modes of blades
$m=n / 2$. At this mode, all neighboring blades vibrate in antiphase (this corresponds to the results of Chap. 4).

### 7.3 Numerical and Experimental Results for Blades with Shroud

Let us now consider several examples for determining the vibrations frequency for blades with different designs of fixing them to a shroud.

### 7.3.1 Free Ring Connection

Blades with a ring connection are shown in Fig. 7.5a. Let us assume that the ring connection is located in the end section of the blades and each blade has been replaced by a single-mass system.

Let the number of blades be $n=12$ with the relative compliance of the blade set at $\frac{3 E J}{l^{3} C}=0.5$.

It is necessary to determine the frequencies of the simultaneous vibrations and angular velocity of a shaft under resonance in the field of centrifugal forces.
(a) The frequencies of the simultaneous vibrations in the absence of a centrifugal force field are obtained from (7.14a)

$$
\begin{equation*}
4 \sin ^{2} \frac{s \pi}{n}=-\frac{3 E J}{l^{3} C}\left(1-\frac{\omega^{2}}{\omega_{0}^{2}}\right), \omega_{0}^{2}=\frac{3 E J}{l^{3} C} . \tag{7.15}
\end{equation*}
$$




Fig. 7.5a, b Numerical and experimental results for blades with a ring connection: 1 - with a shroud; 2 - without a shroud

Solving Eq. (7.15) at $s=1,2, \ldots, 6$ and introducing the dimensionless frequency $\bar{\omega}=\frac{\omega}{\omega_{0}}$, we obtain the following values for the frequencies of the simultaneous vibrations:

$$
\bar{\omega}_{1}=1.24 ; \bar{\omega}_{2}=1.73 ; \bar{\omega}_{3}=2.23 ; \bar{\omega}_{4}=2.64 ; \bar{\omega}_{5}=2.9 ; \bar{\omega}_{6}=3.0 .
$$

As is known, vibration modes are orthogonal to each other. Then the exiting force with frequency, for example, equal to the second natural frequency can cause blades vibrations on this frequency only. In Fig. 7.6 we have on the abscissa the dimensionless frequency $\bar{\Omega}=\frac{\Omega}{\omega_{0}}$, where $\Omega$ is the angular velocity of shaft rotation; on the ordinate, the dimensionless frequency $\bar{\omega}=\frac{\omega}{\omega_{0}}$. The rays of excitation from $v=\omega / \Omega, v=1 \ldots 6$ are built on dimensionless coordinates $\bar{\Omega}=\frac{\Omega}{\omega_{0}}, \bar{\omega}=\frac{\omega}{\omega_{0}}$. These rays have points deposited on them whose ordinates are equal to the relative frequencies of the vibrations with the same number as the exciting rays (the bottom curve in Fig. 7.6). So, for example, the ordinate point of a ray with number 4 is equal to $\bar{\omega}_{4}=2.64$. The curve connecting these points is drawn with a dotted line.
(b) Let us now see how the angular velocity changes at a resonance by taking into consideration the centrifugal forces of the blades.


Fig. 7.6 Simultaneous vibrations of blades
In this case, the frequency equation looks like

$$
\begin{align*}
& 4 \sin ^{2} \frac{s \pi}{n}=\frac{B}{C} \\
& 4 \sin ^{2} \frac{s \pi}{n}=-\frac{3 E J}{l^{3} C} \bar{\Omega}^{2}\left[\frac{1}{\frac{l}{r_{n}}\left(1-\frac{t h \bar{\Omega} \sqrt{3 \frac{r_{n}}{l}}}{\bar{\Omega} \sqrt{3 \frac{r_{n}}{l}}}\right)}-1-\left(\frac{\bar{\omega}}{\bar{\Omega}}\right)^{2}\right] \tag{7.16}
\end{align*}
$$

where $s=1,2, \ldots, 6$.
For the parameters provided above, we find the values of $\bar{\Omega}$ at $v=\frac{\omega}{\Omega}=1,2, \ldots, 6$.
The values of $\bar{\Omega}$ corresponding to the resonance frequencies from each of the excitation harmonics are plotted in Fig. 7.6 (the points of this curve are marked with crosses - $x-x-x-x-)$. It is positioned above that absence of centrifugal forces leads to an increase in the total stiffness of the system. It should be pointed out that for the first mode $(v=1)$ there is no resonance, which in Fig. 7.6 means the absence of points on the ray $v=1$. As is known, such a case is observed when there are vibrations in the centrifugal force field of an isolated blade.

Figure 7.5 shows the numerical and experimental results for blades with a ring shrouding positioned in the plane of rotation. These are the frequencies of the simultaneous vibrations of blades connected by a ring shroud (Fig. 7.5). The frequencies were determined from Eq. (7.16) using the experimentally obtained dynamic stiffness (Chap. 2).

### 7.3.2 Blades with Paired-Ring Shroud

An element of a system is shown in Fig. 7.7a.


Fig. 7.7a, b Blades with paired-ring connection (a), experimental and numerical results for the natural frequencies (b)

From Eq. (7.14) we obtain

$$
4 \sin ^{2} \frac{s \pi}{n}=-\left[\frac{1}{k e_{a b}}+\frac{e_{a a}}{e_{a b}}+\frac{e_{b b}}{e_{a b}}\right]
$$

where $e_{a a}$ is the input dynamic compliance, $e_{a b}$ the collateral one, $e_{b b}$ the output compliance, and $k$ the stiffness of the shroud to stretching-compression. Figure 7.7b shows the experimental and numerical results for the natural frequencies. The determination of the natural frequencies was performed both for an absolutely rigid shroud and for the case where its compliance is taken into account. Analyzing the obtained results, we can draw the conclusion that the frequencies in the case of a paired-ring connection are lower than in the regular case. This means that in this case the effect of the torsion compliance of the blade sharply increases. Therefore, it plays a dominant role, while at the same time the compliance of the shroud already does not affect, in practical terms, the frequency of the simultaneous vibrations.

### 7.3.3 Blades Shrouded by Shelves

This method of banding is shown in Fig. 7.8. The shelves are implemented as a single unit together with the blade. At vibrations, these shelves can be treated as a compact inextensible ring performing bending vibrations in its plane.

We will consider two types of simultaneous vibrations of blades and a connecting ring.

The first type of vibration is characterized by tangential displacements of the gravity centers of the blade sections at locations where they are connected to a shelf. Due to the absolute stiffness of the ring, all blade displacements are the same. Therefore, the study of simultaneous vibrations of blades can be replaced by studying the vibrations of an isolated blade but with an additional elastic connection at the location where it is connected to the shelf. This connection only impedes the rotation of the section around the $z$ axis.

In the second type of sections vibrations on which a shroud has been mounted, there are no tangential displacements. In this way, the blades and the shroud form ring system of two-connectedness. The following frequency equation is valid for such a system:

$$
\operatorname{det}\left[(\mathbf{W}-\mathbf{E})^{2}+4 \sin ^{2} \frac{s \pi}{n} \mathbf{W}\right]=0, \quad(s=1,2 \ldots n / 2)
$$



Fig. 7.8 a, b Blades banded with shelves (a) and a regular blade element (b)
where

$$
\mathbf{W}=\mathbf{W}_{s h} \mathbf{W}_{b}
$$

$\mathbf{W}_{s h}$ is the transition matrix of the shroud, and $\mathbf{W}_{b}$ is the transition matrix of the blade.

At this point the following assumptions are introduced:

$$
v\left(z_{n}\right)=0, Q_{z}=M_{x}=M_{y}=0
$$

where $z_{n}$ is the distance between the base of the blade and the point of its connection to the shelf.

Let us now write the transition matrix at the input to and the output from the blade, i.e., in the section where the shroud is fastened:

$$
\left[\begin{array}{c}
u_{b} \\
\theta_{b} \\
Q_{b y} \\
M_{b z}
\end{array}\right]=\left[\begin{array}{cccc}
1 & W_{21} & e_{a a} & e_{b a} \\
W_{12} & 1 & e_{a b} & e_{b b} \\
R_{a a} & R_{b a} & 1 & 0 \\
R_{a b} & R_{b b} & 0 & 1
\end{array}\right]\left[\begin{array}{c}
u_{a} \\
\theta_{a} \\
Q_{a y} \\
M_{a z}
\end{array}\right]
$$

where $e_{i j}, R_{i j}=e_{i j}^{-1}$ are, respectively, the dynamic compliance and stiffness of the blade,

$$
M_{b a}=-\left(e_{a a} R_{b a}+e_{b a} R_{b b}\right), M_{a b}=-\left(e_{a b} R_{a a}+e_{b b} R_{a b}\right)
$$

The transition matrix for the section of the shroud is calculated as for weightless rod with a constant cross section:

$$
\mathbf{W}_{s h}=\left[\begin{array}{cccc}
1 & l & \frac{t_{n}^{2}}{2 E^{\prime} J_{s h}} & \frac{t_{n}^{3}}{6 E^{\prime} J_{s h}} \\
0 & 1 & -\frac{t_{n}}{E^{\prime} J_{s h}} & -\frac{t_{n}^{2}}{2 E^{\prime} J_{s h}} \\
0 & 0 & 1 & -l \\
0 & 0 & 0 & 1
\end{array}\right]
$$

where $t_{n}$ is the length of the shroud between the blades (the step of the shroud)and $J_{b}$ is the bending stiffness of the shroud.

Figure 7.9 shows the numerical and the experimental results for blades of a compressor

We have on the abscissa the relative rotation frequency $\bar{\Omega}=\frac{\Omega}{\Omega_{\text {max }}}$, where $\Omega$ is the angular speed of the shaft rotation. On the ordinate $\bar{\omega}=\frac{\omega}{\omega_{0}}$, where $\omega_{0}$ is the "static" frequency of the blade. It is determined in the absence of support on the shelf. The resonance frequencies with different harmonics of excitation $v=2,4, \ldots, 16$ are connected, by convention, by a flat curve. The bottom


Fig. 7.9 Numerical and experimental frequencies for the compressor blades with shelves (0 - experimental points)


Fig. 7.10 Numerical and experimental natural frequencies of the turbine blades a with shelves ( 0 - experimental point)
calculation curve is constructed without taking into account the centrifugal force field, and the top one by taking this effect into account. The experimental points are positioned slightly higher than the top theoretical curve.

Figure 7.10 shows analogous results for the blade of a turbine. The bottom curve is absent. Curves showing the dependence of the frequency on the angular velocity with different numbers of waves $s=5,6 \ldots, 9$ (dotted lines) have been added. The other notations are the same as in Fig. 7.9.

Some more designs of shroud one can find in [68].

# Chapter 8 <br> Systems with Reflection Symmetry Elements 

### 8.1 Reflection Symmetry Element and Its Dynamic Characteristics

Let us consider a chain system of $n$ regular elements (cells). Let each of the system elements have a symmetry plane $\Pi$ - $\Pi$ (Figs. 8.1 and 8.2 ). The symmetry is understood both in the geometrical and the physicomechanical sense of the word. All connections of an element at the input into and the output from it must be symmetric with respect to $\Pi-\Pi$. We will call the system that satisfies the above-mentioned conditions an unidirectional (chain) system with reflection symmetry elements. A homogeneous elastic body with a constant cross section (string, beam, cylindrical shell) with some additional regular point-type "inclusions," for example concentrated masses, rigid and elastic supports, elastic internal connections, etc., can be considered as a special case of such systems.

Let the reflection symmetry element (Fig. 8.1) have normal modes that are symmetric with respect to plane $\Pi$ - $\Pi$. In this case, part of the generalized coordinates included in input vector $\mathbf{q}_{a}$ coincides in value and sign with the corresponding generalized coordinates included in output vector $\mathbf{q}_{b}$. The remaining coordinates are also identical with each other but have opposite signs. Let us agree to relate all coordinates with the same sign in one group and those with opposite signs in a second group. Let us designate the vector that includes the coordinates of the first group as vector $\mathbf{q}_{1 a}\left(\mathbf{q}_{1 b}\right)$ and the one for the coordinates of the second group as vector $\mathbf{q}_{2 a}\left(\mathbf{q}_{2 b}\right)$. Let us differentiate into two groups the components of the internal forces

Fig. 8.1 Reflection symmetric


Fig. 8.2 Compressor case model element

using the same property; the sign rule for these, however, will be the opposite of the sign rule used for the coordinates (see Chap. 5). Therefore, the first group will include the component vectors $\mathbf{Q}_{2 a}$ and $\mathbf{Q}_{2 b}$, and the second group $\mathbf{Q}_{1 a}$ and $\mathbf{Q}_{1 b}$, respectively.

For normal modes that are skew-symmetric with respect to plane $\Pi$, the picture will be just the opposite.

As an example of a reflection symmetry element, let us consider a rod executing bending-longitudinal vibrations in its plane (Fig. 8.3). The first group includes the vertical displacements of the gravity centers of the end sections $V_{a}$ and $V_{b}$, the bending moments $M_{a}, M_{b}$, the normal forces $N_{a}, N_{b}$; the second group includes the longitudinal displacements $U_{a}$ and $U_{b}$, the rotation angles $\phi_{a}$ and $\phi_{b}$, and the transversal forces $Q_{a}$ and $Q_{b}{ }^{1}$.

Fig. 8.3 Displacements (a) and internal forces (b) at the ends of the symmetric

(a)

vibrations of a rod
(b)

[^2]
### 8.1.1 Dynamic Stiffness and Compliance Matrices for Reflection Symmetry Element

Let us write a relation between the vectors of the displacements and the forces using the dynamic stiffness matrix.

$$
\left[\begin{array}{c}
-\mathbf{Q}_{1 a}  \tag{8.1}\\
-\mathbf{Q}_{2 a} \\
\mathbf{Q}_{1 b} \\
\mathbf{Q}_{2 b}
\end{array}\right]=\mathbf{R}\left[\begin{array}{l}
\mathbf{q}_{1 a} \\
\mathbf{q}_{2 a} \\
\mathbf{q}_{1 b} \\
\mathbf{q}_{2 b}
\end{array}\right] .
$$

Thereby

$$
\left[\begin{array}{l}
\mathbf{q}_{1 b}  \tag{8.2}\\
\mathbf{q}_{2 b}
\end{array}\right]=-\mathbf{I}\left[\begin{array}{l}
\mathbf{q}_{1 a} \\
\mathbf{q}_{2 a}
\end{array}\right],\left[\begin{array}{l}
\mathbf{Q}_{1 b} \\
\mathbf{Q}_{2 b}
\end{array}\right]=\mathbf{I}\left[\begin{array}{l}
\mathbf{Q}_{1 a} \\
\mathbf{Q}_{2 a}
\end{array}\right], \mathbf{I}=\left[\begin{array}{ll}
-\mathbf{E} & \\
& \mathbf{E}
\end{array}\right]
$$

The stiffness matrix has the view

$$
\mathbf{R}=\left[\begin{array}{c}
\mathbf{R}_{a a} \mathbf{R}_{a b}  \tag{8.3}\\
\mathbf{R}_{b a} \\
\mathbf{R}_{b b}
\end{array}\right]=\left[\begin{array}{cccc}
\mathbf{R}_{11} & -\mathbf{R}_{12} & \mathbf{B}_{11} & \mathbf{B}_{12} \\
-\mathbf{R}_{21} & \mathbf{R}_{22} & \mathbf{B}_{21} & \mathbf{B}_{22} \\
\mathbf{B}_{11} & -\mathbf{B}_{12} & \mathbf{R}_{11} & \mathbf{R}_{12} \\
-\mathbf{B}_{21} & \mathbf{K}_{22} & \mathbf{R}_{21} & \mathbf{R}_{22}
\end{array}\right]
$$

The dynamic stiffness matrix for a reflection symmetry element has some specific characteristics compared to matrix (5.2) for an ordinary element of a regular system. The diagonal blocks of this matrix coincide with an accuracy up to the sign with elements $\mathbf{R}_{12}$ and $\mathbf{R}_{21}$. Blocks $\mathbf{B}_{11}, \mathbf{B}_{22}$ are symmetric. Blocks $\mathbf{B}_{12}, \mathbf{B}_{21}$ are mutually transposed and have opposite signs, $\mathbf{B}_{12}=-\mathbf{B}_{21}^{T}$.

It should be noted that every deformed state of the reflection symmetry element can be represented by superposing displacements that are symmetric and skewsymmetric (antisymmetric) with respect to plane $\Pi$. Each of the elements of matrix $\mathbf{R}$ can be presented in the form of a half-sum or a half-difference of two summands. The first summand is a reaction in the connection caused by a unitary symmetric displacement of the node; the second summand is a reaction in the connection caused by an analogous skew-symmetric displacement. Correspondingly, we will use the notations ' $\boldsymbol{\sim}$ ' and ' $\boldsymbol{\sim}$ ' for their superscript indices.

$$
\begin{align*}
& \mathbf{R}_{b b}=\frac{\overline{\mathbf{R}}_{b b}+\overline{\overline{\mathbf{R}}}_{b b}}{2},  \tag{8.4}\\
& \mathbf{R}_{a a}=\mathbf{I R}_{b b} \mathbf{I}  \tag{8.5}\\
& \mathbf{R}_{a b}=\frac{\mathbf{I}}{2}\left[\overline{\mathbf{R}}_{b b}-\overline{\overline{\mathbf{R}}}_{b b}\right],  \tag{8.6}\\
& \mathbf{R}_{b a}=\frac{1}{2}\left[\overline{\mathbf{R}}_{b b}-\overline{\overline{\mathbf{R}}}_{b b}\right] \mathbf{I} \tag{8.7}
\end{align*}
$$

where

$$
\mathbf{I}=\left[\begin{array}{cc}
-\mathbf{E} & 0  \tag{8.8}\\
0 & \mathbf{E}
\end{array}\right]
$$

Analogous relations are valid also for the dynamic compliance matrix, which is the inverse of the dynamic stiffness matrix:

$$
\mathbf{R}=\mathbf{e}^{-1},\left[\begin{array}{l}
\mathbf{q}_{1 a} \\
\mathbf{q}_{2 a} \\
\mathbf{q}_{1 b} \\
\mathbf{q}_{2 b}
\end{array}\right]=\mathbf{e}\left[\begin{array}{c}
-\mathbf{Q}_{1 a} \\
-\mathbf{Q}_{2 a} \\
\mathbf{Q}_{1 b} \\
\mathbf{Q}_{2 b}
\end{array}\right]=\left[\begin{array}{cccc}
\mathbf{G}_{11} & -\mathbf{G}_{12} & \boldsymbol{\Phi}_{11} & \boldsymbol{\Phi}_{12} \\
-\mathbf{G}_{21} & \mathbf{D}_{22} & \boldsymbol{\Phi}_{21} & \boldsymbol{\Phi}_{11} \\
\boldsymbol{\Phi}_{11} & -\boldsymbol{\Phi}_{12} & \mathbf{G}_{11} & \mathbf{G}_{12} \\
-\boldsymbol{\Phi}_{21} & \boldsymbol{\Phi}_{22} & \mathbf{G}_{21} & \mathbf{G}_{22}
\end{array}\right]\left[\begin{array}{c}
-\mathbf{Q}_{1 a} \\
-\mathbf{Q}_{2 a} \\
\mathbf{Q}_{1 b} \\
\mathbf{Q}_{2 b}
\end{array}\right] .
$$

### 8.1.2 Mixed Matrix for Reflection Symmetry Element

Let us now determine the mixed matrix $\mathbf{P}$ (5.11) connecting the two vectors $\mathbf{Y}_{1}$ and $\mathbf{Y}_{2}$ :

$$
\mathbf{Y}_{2}=\mathbf{P} \mathbf{Y}_{1}
$$

We will include in vector $\mathbf{Y}_{1}$ all coordinates of the displacements and the internal forces of the first group and in vector $\mathbf{Y}_{2}$ those of the second group.

$$
\begin{aligned}
& \mathbf{Y}_{1}=\left[\begin{array}{lll}
\mathbf{Q}_{2 a} \mathbf{Q}_{2 b} & \mathbf{q}_{1 a} \mathbf{q}_{1 b}
\end{array}\right]^{T} \\
& \mathbf{Y}_{2}=\left[\begin{array}{lll}
\mathbf{q}_{2 a} & \mathbf{q}_{2 b}-\mathbf{Q}_{1 a} & \mathbf{Q}_{1 b}
\end{array}\right]^{T}
\end{aligned}
$$

Using the special structure of matrix $\mathbf{R}$ of the reflection symmetry element and inverting the blocks of this matrix, we obtain the following relation for matrix $\mathbf{P}$ :

$$
\mathbf{P}=\left[\begin{array}{cccc}
\mathbf{G} & \mathbf{G}^{*} & \mathbf{S} & \mathbf{S}^{*}  \tag{8.9}\\
\mathbf{G}^{*} & \mathbf{G} & \mathbf{S}^{*} & -\mathbf{S} \\
-\mathbf{S}^{T} & -\mathbf{S}^{* T} & \mathbf{B} & \mathbf{B}^{*} \\
\mathbf{S}^{* T} & \mathbf{S}^{T} & \mathbf{B}^{*} & \mathbf{B}
\end{array}\right]
$$

where

$$
\begin{align*}
& \mathbf{G}=\left(\mathbf{R}_{22}-\mathbf{B}_{22} \mathbf{R}_{22}^{-1} \mathbf{B}_{22}\right)^{-1} \\
& \mathbf{G}^{*}=\left(\mathbf{B}_{22}-\mathbf{R}_{22} \mathbf{B}_{22}^{-1} \mathbf{R}_{22}\right)^{-1} \\
& \mathbf{S}=\mathbf{R}_{12} \mathbf{G}-\mathbf{B}_{12} \mathbf{G}^{*}  \tag{8.9a}\\
& \mathbf{S}^{*}=\mathbf{R}_{12} \mathbf{G}^{*}-\mathbf{B}_{12} \mathbf{G} \\
& \mathbf{B}=\mathbf{R}_{11}-\mathbf{R}_{12} \mathbf{S}^{\mathbf{T}}+\mathbf{R}_{12} \mathbf{S}^{* T} \\
& \mathbf{B}^{*}=\mathbf{B}_{11}-\mathbf{B}_{12} \mathbf{S}^{* T}-\mathbf{B}_{12} \mathbf{S}^{\mathrm{T}}
\end{align*}
$$

Fig. 8.4 Determining the dynamic stiffness of a rectangular plate


It follows from Eqs. (8.9) and (8.9a) that matrices $\mathbf{G}, \mathbf{G}^{*}, \mathbf{B}$, and $\mathbf{B}^{*}$ are symmetric. This property of the matrix will makes it possible to obtain later "symmetrized" equations (i.e., equations for the coordinates describing symmetric normal modes) in finite differences.

Let us consider a numerical example.
Let us have a rectangular plate with constant thickness (Fig. 8.4a,b). Its two opposite sides $y=0, y=a$ are hinge-supported, while the other two $x= \pm l / 2$ are rigidly fixed.

The plate is a reflection symmetry element with respect to plane $\Pi$. Let us apply to one of the plate edges an exciting force according to the harmonic law $w\left(\frac{l}{2}, y\right)=1 \cdot \sin \frac{\pi n y}{a}(n=1,2,3, \ldots)$. Then deflection $w$, being a function of the coordinate $y$, will now be a continual, not a discrete, variable. Let us calculate the reactions arising at the edges of the plate that will represent its dynamic stiffness.

The expression for the amplitude of bending during vibrations can be presented in the following form:

$$
\begin{equation*}
w(x, y)=\left(C_{1} \operatorname{ch} \alpha_{1} x+C_{2} \operatorname{sh} \alpha_{1} x+C_{3} \operatorname{sh} \alpha_{2} x+C_{4} \operatorname{sh} \alpha_{2} x\right) \sin \frac{\pi n y}{a} \tag{8.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{1,2}^{2}=\alpha^{2} \pm \frac{n^{2} \pi^{2}}{a^{2}}(n=1,2,3 \ldots) \tag{8.11}
\end{equation*}
$$

By this

$$
\alpha^{2}-\frac{\pi^{2} n^{2}}{a^{2}}>0
$$

If $\alpha^{2}-\frac{\pi^{2} n^{2}}{a^{2}}<0$, then solution (8.10) should be taken in the form:

$$
\begin{equation*}
w(x, y)=\left(C_{1} \operatorname{ch}\left|\alpha_{1}\right| x+C_{2} \operatorname{sh}\left|\alpha_{1}\right| x+C_{3} \cos \alpha_{2} x+C_{4} \sin \alpha_{2} x\right) \sin \frac{\pi n y}{a} \tag{8.10a}
\end{equation*}
$$

$$
\begin{equation*}
\alpha^{4}=\omega^{2} \frac{\rho h}{D} \tag{8.12}
\end{equation*}
$$

$D=\frac{E^{\prime} h^{3}}{12\left(1-\mu^{2}\right)}$ is the cylindrical stiffness, $E^{\prime}$ is the elasticity modulus of the first type, $\mu$ is the Poisson coefficient, $h$ is the plate thickness, $\rho$ is the density of the material, $\omega$ is the vibration frequency.

Later we will also need the rotation angle $\theta$ of the normal to the middle surface of the plate with respect to the $y$ axis

$$
\begin{equation*}
\theta=\frac{\partial w}{\partial x} \tag{8.13}
\end{equation*}
$$

For deformations that are symmetric with respect to plane $\Pi$

$$
\begin{align*}
& \bar{w}(x)=C_{1} \operatorname{ch} \alpha_{1} x+C_{3} \operatorname{ch} \alpha_{2} x,  \tag{8.14}\\
& \bar{Q}(x)=C_{1} \alpha_{1} \operatorname{sh} \alpha_{1} x-C_{3} \alpha_{2} \sin \alpha_{2} x . \tag{8.15}
\end{align*}
$$

For skew-symmetric ones

$$
\begin{align*}
& \overline{\bar{w}}(x)=C_{2} \operatorname{ch} \alpha_{1} x+C_{4} \operatorname{ch} \alpha_{2} x,  \tag{8.16}\\
& \overline{\bar{Q}}(x)=C_{2} \alpha_{1} \operatorname{ch} \alpha_{1} x+C_{4} \alpha_{2} \cos \alpha_{2} x .  \tag{8.17}\\
& \bar{w}+\overline{\bar{w}}=w, \quad \bar{Q}+\overline{\bar{Q}}=Q .
\end{align*}
$$

We determine the bending moment and the transversal force from the following equations by observing the sign rule:

$$
\left.\begin{array}{l}
M=D\left(\frac{\partial^{2} w}{\partial x^{2}}+\mu \frac{\partial^{2} w}{\partial y^{2}}\right)  \tag{8.18}\\
Q=-D\left[\frac{\partial^{3} w}{\partial x^{3}}+(2-\mu) \frac{\partial^{3} w}{\partial x \partial y^{2}}\right]
\end{array}\right\}
$$

Taking into account that $w(x, y)=w(x) \sin \frac{\pi n}{a} y$, we obtain

$$
\left.\begin{array}{l}
M=D\left[\frac{\partial^{2} w(x)}{\partial x^{2}}-\mu \frac{n^{2} \pi^{2}}{a^{2}} w(x)\right] \sin \frac{n \pi}{a} y  \tag{8.19}\\
Q=-D\left[\frac{\partial^{3} w(x)}{\partial x^{3}}-(2-\mu) \frac{n^{2} \pi^{2}}{a^{2}} \frac{d w(x)}{d x}\right] \sin \frac{n \pi y}{a}
\end{array}\right\} .
$$

Let us assign a number to each coordinate and force, as is done in Fig. 8.4б: $w$ and $Q$ - number (1), $\varphi$ and $M$ - number (2). In order to obtain the dynamic stiffness at the right-hand edge (the output) of the plate, we have to determine the arbitrary constants in expressions (8.14)-(8.17) and then introduce them in (8.19) and set $x=\frac{l}{\lambda}$. Then we find

$$
\begin{aligned}
& \bar{R}_{11}=-\frac{\alpha^{2} \alpha_{1} \alpha_{2}}{D} \frac{\sin \alpha^{*}{ }_{1} \sin \alpha^{*}{ }_{2}}{L_{1}} \\
& \bar{R}_{12}=\bar{R}_{21}=\frac{(1-\mu) \pi^{2} \cdot n^{2}}{2 D a^{2}}+\alpha^{2} \frac{\alpha_{2} h \alpha^{*}{ }_{1} \sin \alpha^{*}{ }_{2}-\alpha_{1} \operatorname{sh} \alpha^{*}{ }_{1} \cos \alpha^{*}{ }_{2}}{L_{1}} \\
& \bar{R}_{22}=\frac{\alpha^{2}}{D} \frac{c h \alpha^{*}{ }_{1} \cos \alpha^{*}{ }_{2}}{L_{1}} \\
& \overline{\bar{R}}_{11}=\overline{\bar{R}}_{21}=\frac{(1-\mu) \pi^{2} \cdot n^{2}}{2 D a^{2}}+\alpha^{2} \frac{\alpha_{2} \operatorname{sh} \alpha^{*}{ }_{1} \cos \alpha^{*}{ }_{2}+\alpha^{*}{ }_{1} \operatorname{ch} \alpha^{*}{ }_{1} \sin \alpha^{*}{ }_{2}}{L_{2}} \\
& \overline{\bar{R}}_{22}=-\frac{\alpha^{2}}{D} \frac{\operatorname{sh\alpha ^{*}}{ }_{1} \sin \alpha^{*}{ }_{2}}{L_{2}}
\end{aligned}
$$

where

$$
\begin{aligned}
& L_{1}=\alpha^{*}{ }_{1} \operatorname{sh} \alpha^{*}{ }_{1} \cos \alpha^{*}{ }_{2}+\alpha^{*}{ }_{2} \operatorname{ch} \alpha^{*}{ }_{1} \sin \alpha^{*}{ }_{2}, \\
& L_{2}=-\alpha^{*}{ }_{1} \operatorname{sh} \alpha^{*}{ }_{1} \sin \alpha^{*}{ }_{2}+\alpha^{*}{ }_{2} \operatorname{ch} \alpha^{*}{ }_{1} \cos \alpha^{*}{ }_{2} \\
& \alpha^{*}{ }_{1}=\alpha_{1} \frac{l}{2}, \\
& \alpha^{*}{ }_{2}=\alpha_{2} \frac{l}{2} .
\end{aligned}
$$

### 8.2 Finite Differences Equations

Let us consider an $m$-connectedness regular system that includes only variables from the first group. As an example of such a system, we can use the package of blades with a shroud shown in Fig. 6.1 (the angle between the blades is presumed to be sufficiently small). The blades are presumed to be no extensible. Then the interaction forces between the elements are the following: the normal force and the bending moment from the first group of variables.

The finite-difference equations (6.1) for the variables of the first group $\mathbf{Y}_{1}$ take the form

$$
\begin{equation*}
-\mathbf{F Q}(k-1)+2 \mathbf{G} \mathbf{Q}(k)-\mathbf{F Q}(k+1)=0 \tag{8.20}
\end{equation*}
$$

where $\mathbf{G}_{11}=\mathbf{G}, \boldsymbol{\Phi}_{11}=\mathbf{F}$; for simplicity's sake, index 2 of vector $\mathbf{Q}$ has been omitted.

Using the results from Chap. 6, the general solution of Eq. (8.20) will take the form

$$
\begin{equation*}
\mathbf{Q}(k)=\mathbf{A} \boldsymbol{\Theta} \cos k+\mathbf{B} \boldsymbol{\Theta} \sin k(k=0,1, \ldots, n), \tag{8.21}
\end{equation*}
$$

$\boldsymbol{\Theta}=\arccos \left(\mathbf{F}^{-\mathbf{1}} \mathbf{G}\right)$ is a square matrix of the order $m \times m$ and $\mathbf{A}$ and $\mathbf{B}$ are $m$ dimensional vectors of arbitrary constants. The boundary conditions at the input and output of the system are specified for their determination. In this way, it is possible to obtain a solution in analytical form.

In the case of a single-connectedness system ( $m=1$ ), matrix $\boldsymbol{\Theta}$ turns into a scalar value $\boldsymbol{\mu}$ and the dynamic compliances will be equal to

$$
\left.\begin{array}{c}
\tilde{F}=\tilde{\Phi}=F \frac{\sin \mu}{\sin n \mu} \\
\tilde{G}=\tilde{T}=F \cos n \mu, \tag{8.23}
\end{array}\right\}
$$

The finite-difference equations (6.1) for the variables of the second group $\mathbf{Y}_{2}$ take the form

$$
\begin{equation*}
-\mathbf{P}^{*} \mathbf{Z}(k-1)+2 \mathbf{N} \mathbf{Z}(k)-\mathbf{P}^{*} \mathbf{Z}(k+1)=0 \tag{8.24}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{P}^{*}=\left[\begin{array}{cc}
-\mathbf{G}^{*} & \mathbf{S}^{*} \\
\mathbf{S}^{* \mathbf{T}} & \mathbf{B}^{*}
\end{array}\right],  \tag{8.25}\\
& \mathbf{N}=\left[\begin{array}{cc}
-\mathbf{G} & \mathbf{S} \\
\mathbf{S}^{T} & \mathbf{B}
\end{array}\right], \tag{8.26}
\end{align*}
$$

$\mathbf{G}^{*}, \mathbf{S}^{*}, \mathbf{B}^{*}$ are determined in (8.9) and (8.9a).
We form a second vector

$$
\mathbf{Z}^{*}(k)=\left[\begin{array}{ll}
\mathbf{q}_{2}(k) & \mathbf{Q}_{1}(k)
\end{array}\right]^{T}
$$

that contains all antisymmetric components of the coordinates and forces. This vector is expressed through vector $\mathbf{Z}(k)$ with the help of matrices $\mathbf{P}^{*}$ and $\mathbf{N}$

$$
\begin{equation*}
\mathbf{Z}^{*}(k)=\mathbf{N} \mathbf{Z}(k)-\mathbf{P}^{*} \mathbf{Z}(k+1),(k=0,1, \ldots, n-1) \tag{8.27}
\end{equation*}
$$

Both matrices $\mathbf{P}^{*}$ and $\mathbf{N}$ are symmetric, and the matrix in the finite-difference Eq. (8.24) is also "symmetrized" as in Eq. (8.20).

If we set

$$
\mathbf{P}^{*}=\mathbf{F}, \mathbf{N}=\mathbf{D}, \mathbf{Z}(k)=\mathbf{Q}(k)
$$

then all results obtained above for Eq. (8.24) remain valid.
Let us discuss this solution in more detail. We will take the particular solution in the form (6.2.)

$$
\begin{align*}
\mathbf{Q}_{2}[k] & =\mathbf{A}_{1} C \mathbf{Z}^{K},  \tag{8.28}\\
\mathbf{q}_{1}[k] & =\mathbf{A}_{2} C \mathbf{Z}^{K} \tag{8.29}
\end{align*}
$$

where $\mathbf{A}_{1}$ is an $l$-dimensional vector, $\mathbf{A}_{2}$ an $m$ - $l$-dimensional vector, and $\mathbf{C}$ an arbitrary constant.

From (8.24)-(8.26) and (8.28)-(8.29) we obtain

$$
\left\{\left[\begin{array}{ll}
-\mathbf{G} & \mathbf{S}  \tag{8.30}\\
\mathbf{S}^{\mathbf{T}} & \mathbf{B}
\end{array}\right]-\lambda\left[\begin{array}{cc}
-\mathbf{G}^{*} & \mathbf{S}^{*} \\
\mathbf{S}^{* \mathbf{T}} & \mathbf{B}^{*}
\end{array}\right]\right\} \begin{aligned}
& \mathbf{A}_{1} \\
& \mathbf{A}_{2}
\end{aligned}=0
$$

where

$$
\begin{equation*}
\lambda=\frac{Z+Z^{-1}}{2} \tag{8.31}
\end{equation*}
$$

and

$$
\begin{equation*}
Z_{1,2}=\lambda \pm \sqrt{\lambda^{2}-1} \tag{8.32}
\end{equation*}
$$

The vector $\mathbf{A}=\left[\begin{array}{ll}\mathbf{A}_{1} & \mathbf{A}_{2}\end{array}\right]^{T}$ is not equal to zero only if

$$
\operatorname{det}\left\{\left[\begin{array}{cc}
-\mathbf{G} & \mathbf{S} \\
\mathbf{S}^{\mathbf{T}} & \mathbf{B}
\end{array}\right]-\lambda\left[\begin{array}{cc}
-\mathbf{G}^{*} & \mathbf{S}^{*} \\
\mathbf{S}^{* \mathbf{T}} & -\mathbf{B}^{*}
\end{array}\right]\right\}=0
$$

Taking into consideration (8.25) and (8.26), this condition can be written in the form

$$
\begin{equation*}
\operatorname{det}\left[\mathbf{N}-\lambda \mathbf{P}^{*}\right]=0 \tag{8.33}
\end{equation*}
$$

In this way, we have reached the general eigenvalues problem.
Matrices $\mathbf{N}$ and $\mathbf{P}^{*}$ are symmetric; therefore, all roots of this equation will be real if matrices $\mathbf{N}$ and $\mathbf{P}^{*}$ are positively determined. In the opposite case [64], some of the roots of the equation can be complex-conjugated.

Let us examine in more detail how to determine the normal vectors in these cases. Let us assume at the beginning that all roots $\lambda_{r}(r=1,2, \ldots, \mathrm{~m})$ are different. Then the normal vectors have the following form:

$$
\begin{align*}
& \text { at }\left|\lambda_{r}\right|<1  \tag{8.34.a}\\
& \qquad C_{1 r} Z_{1 r}^{k}+C_{2 r} Z_{2 r}^{k}=C_{1 r}^{*} \cos k \mu_{r}+C_{2 r}^{*} \cos k \mu_{r}, \cos \mu_{r}=\lambda_{r}
\end{align*}
$$

at $\lambda_{r}>1$

$$
\begin{equation*}
C_{1 r} Z_{12}^{k}+C_{2 r} Z_{2 r}^{k}=C_{1 r}^{*} \operatorname{chk} \mu_{r}+C_{2 r}^{*} \operatorname{shk} \mu_{r}, \operatorname{ch} \mu_{r}=\lambda_{r} \tag{8.34.c}
\end{equation*}
$$

at $\lambda_{r}<-1$
$C_{1 r} Z_{12}^{k}+C_{2 r} Z_{2 r}^{k}=C_{1 r}^{*}(-1)^{k} \operatorname{ch} k \mu_{r}+C_{2 r}^{*}(-1)^{k} \operatorname{sh} k \mu_{r}, \operatorname{ch} \mu_{r}=-\lambda_{r} ;$
at $\lambda_{r}=1$

$$
\begin{equation*}
C_{1 r} Z_{1 r}^{k}+C_{2 r} Z_{2 r}^{k}=C_{1 r}^{*}+C_{2 r}^{*} K \tag{8.34.d}
\end{equation*}
$$

at $\lambda_{r}=-1$

$$
\begin{equation*}
C_{1 r} Z_{1 r}^{k}+C_{2 r} Z_{2 r}^{k}=C_{1 r}^{*}(-1)^{k}+C_{2 r}^{*}(-1)^{k} K \tag{8.34.e}
\end{equation*}
$$

If among the roots of Eqs. (8.34) there are multiple ones, then the general solution is a linear combination of the corresponding vectors.

Let us consider now the general case where among the roots of Eq. (8.33) there are complex-conjugated ones

$$
\begin{equation*}
\lambda_{r}=a_{r}+i b_{r} \tag{8.35}
\end{equation*}
$$

The normal vectors determined for the given $\lambda_{r}$ will also be complex

$$
\begin{aligned}
& Z_{1 r}=\rho_{1 r} e^{i \varphi_{1 r}} \\
& Z_{2 r}=\rho_{2 r} e^{i \varphi_{2 r}}
\end{aligned}
$$

The general solution will contain a linear combination of functions with real coefficients, which has the following form:

$$
\left(C_{1 r} \rho_{12}^{k} \cos k \varphi_{1 r}+C_{2 r} \rho_{2 r}^{k} \cos k \varphi_{2 r}\right) \mathbf{A}_{r}^{0}-\left(C_{1 r} \rho_{12}^{k} \sin k \varphi_{1 r}+C_{2 r} \rho_{2 r}^{k} \operatorname{sikn} \varphi_{2 r}\right) \mathbf{A}_{r}^{*}
$$

### 8.3 Special Types of Boundary Conditions

### 8.3.1 Nonclosed Systems

Let us go back to Eq. (8.24).

$$
-\mathbf{P}^{*} \mathbf{Z}(k-1)+2 \mathbf{N} \mathbf{Z}(k)-\mathbf{P}^{*} \mathbf{Z}(k+1)=0
$$

In the nonclosed systems for its end elements the equality below be fulfilled:

$$
\begin{equation*}
\mathbf{Z}(0)=\mathbf{Z}(n)=0 \tag{8.36}
\end{equation*}
$$

This condition means that all displacements and forces are equal to zero both at the input and the output of the system:

$$
\begin{equation*}
\mathbf{Q}_{2}(0)=\mathbf{Q}_{2}(n)=\mathbf{q}_{1}(0)=\mathbf{q}_{1}(n)=0 \tag{8.37}
\end{equation*}
$$

From now on we will call these conditions boundary conditions of the first type. We will call the conditions

$$
\begin{equation*}
\mathbf{Q}_{1}(0)=\mathbf{Q}_{1}(n)=\mathbf{q}_{2}(0)=\mathbf{q}_{2}(n)=0 \tag{8.38}
\end{equation*}
$$

boundary conditions of the second type. The boundary conditions of the first and second types for a system with reflection symmetry elements make it possible to obtain relatively simple solutions. All components of the normal vectors are harmonic functions of the element number.

It can be proven that conditions (8.36) are possible only for those values of $\omega$ for which at least one root $\left|\lambda_{r}\right| \leq 1$.

Let some real root $\left|\lambda_{r}\right|=|\lambda|<1$; we will write the particular solution (8.24) for the given $\lambda$ in the form

$$
\mathbf{Z}[k]=\left[C_{1} \cos k \mu+C_{2} \sin k \mu\right] \mathbf{A}, \quad \lambda=\cos \mu .
$$

Satisfying the boundary conditions (8.36), we obtain

$$
\begin{equation*}
C_{1}=0, \mu=\frac{s \pi}{n},(s=0,1, \ldots, n), \mathbf{Z}(k)=C_{2} \mathbf{A} \sin \frac{k s \pi}{n} \tag{8.39}
\end{equation*}
$$

Substituting (8.39) into (8.34) we find that the natural frequencies $\omega$ of the system are determined from the equation

$$
\begin{equation*}
\operatorname{det}\left[\mathbf{N}-\mathbf{P}^{*} \cos \frac{s \pi}{n}\right]=0(s=1,2, . ., n-1) \tag{8.40}
\end{equation*}
$$

By obtaining this equation, we actually have to solve a new problem, namely: Obtain not the characteristic values, but a series of natural frequencies of the system for every fixed number $s=1,2, . ., n-1$.

Therefore, the normal vector and the characteristic equation (8.39) and (8.40) can be written in new notation:

$$
\begin{gather*}
\left(\mathbf{N}-\mathbf{P}^{*} \cos \frac{s \pi}{n}\right) \mathbf{C}_{\mathbf{s}} \mathbf{A}^{(s)}=0  \tag{8.41}\\
\mathbf{Z}_{s}[k]=C_{s} \mathbf{A}^{(s)} \sin \frac{k s \pi}{n}, \quad(k=0,1,2, \ldots, n ; s=1,2, \ldots, n-1) \tag{8.42}
\end{gather*}
$$

In this way, the characteristic equation of the system at the boundary conditions of the first or the second type has the form

$$
\begin{equation*}
\lambda_{S}=\cos \frac{s \pi}{n}, \lambda_{S}=\lambda_{r}(r=1,2, \ldots, m ; s=1,2, \ldots, n-1) \tag{8.43}
\end{equation*}
$$

It is obvious that all characteristic values are in ranges where $\left|\lambda_{r}\right| \leq 1$, even though for at least one value of $r$.

The normal vectors of the first group are determined in (8.39). The vector of the second group is determined from (8.27)

$$
\mathbf{Z}_{s}^{*}(k)=\mathbf{N} \mathbf{Z}_{s}(k)-\mathbf{P}^{*} \mathbf{Z}_{s}(k+1)
$$

From (8.41) and (8.42) it is possible to obtain

$$
\begin{equation*}
\mathbf{Z}_{s}^{*}(k)=\mathbf{C}_{s}^{*} \mathbf{A}^{*(S)} \cos \frac{k s \pi}{n}, \tag{8.44}
\end{equation*}
$$

where

$$
\left.\begin{array}{l}
C_{s}^{*}=C_{s} \sin \frac{s \pi}{n}  \tag{8.45}\\
\mathbf{A}^{*(s)}=\mathbf{P}^{*} \mathbf{A}^{(s)}
\end{array}\right\}
$$

In this way, if vector $\mathbf{Z}_{s}(k)$ changes following a sine pattern, then vector $\mathbf{Z}_{s}^{*}(k)$ changes along a cosine pattern.

Let us point out some properties of the vibration modes of the systems under consideration. Let us rewrite Equality (8.42) in two forms

$$
\begin{aligned}
& \mathbf{Z}_{s}(k)=C_{s} \mathbf{A}^{(s)} \sin \frac{k s \pi}{n} \\
& \mathbf{Z}_{s}(n-k)=-C_{s} \mathbf{A}^{(s)} \cos s \pi \sin \frac{k s \pi}{n}
\end{aligned}
$$

It is obvious that at odd values of $s$

$$
\begin{equation*}
\mathbf{Z}_{s}(n-k)=\mathbf{Z}_{s}(k), \tag{8.46}
\end{equation*}
$$

and at even values of $s$

$$
\begin{equation*}
\mathbf{Z}_{s}(n-k)=-\mathbf{Z}_{s}(k) \tag{8.47}
\end{equation*}
$$

Analogously, at odd $s$, we obtain from (8.44)

$$
\begin{equation*}
\mathbf{Z}_{s}^{*}(n-k)=-\mathbf{Z}_{s}^{*}(k), \tag{8.48}
\end{equation*}
$$

and at even s

$$
\begin{equation*}
\mathbf{Z}_{s}^{*}(n-k)=\mathbf{Z}_{s}^{*}(k) \tag{8.49}
\end{equation*}
$$

It follows from (8.46)-(8.49) that the vibration modes of a system with respect to its symmetry plane can be divided into two groups:

- Symmetric modes corresponding to an odd value of $s$ when all components of the displacements and internal forces of the first (second) group have the same (different) signs [see expressions (8.46) and (8.48)];
- Skew-symmetric modes corresponding to an even value of $s$ when all components of the displacements and internal forces of the first (second) group have different (the same) signs [see expressions (8.47) and (8.49)].

Let us note also that

$$
\begin{equation*}
\lambda(n-s)=-\lambda(s) \tag{8.50}
\end{equation*}
$$

### 8.3.2 Closed Systems

Another kind of very simple system with reflection symmetry elements is a closed system for which the periodicity condition is fulfilled.

Let us write again Eq. (8.24) for a system of $n$ elements.

$$
-\mathbf{P}^{*} \mathbf{Z}(k-1)+2 \mathbf{N} \mathbf{Z}(k)-\mathbf{P}^{*} \mathbf{Z}(k+1)=0
$$

The periodicity condition means that

$$
\begin{equation*}
\mathbf{Z}(n)=\mathbf{Z}(0) . \tag{8.51}
\end{equation*}
$$

The particular solutions of the two types satisfy Eq. (8.24) and condition (8.51)

$$
\begin{equation*}
\mathbf{Z}_{s}(k)=C_{s} \mathbf{A}^{(s)} \sin \frac{2 k s \pi}{n} \tag{8.52}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathbf{Z}_{1 s}(k)=C_{1 s} \mathbf{A}^{(s)} \cos \frac{2 k s \pi}{n} \tag{8.53}
\end{equation*}
$$

Correspondingly,

$$
\begin{align*}
\mathbf{Z}_{s}^{*}(k)=C_{1 s} \mathbf{A}_{1}^{(s)} \cos \frac{2 k s \pi}{n} & =\mathbf{Z}_{1 s}(k)  \tag{8.52a}\\
\mathbf{Z}_{1 s}^{*}(k) & =C_{s} \mathbf{A}^{(s)} \sin \frac{2 k s \pi}{n} \tag{8.53a}
\end{align*}=\mathbf{Z}_{s}(k) .
$$

After substituting (8.52) or (8.53) into (8.24), we obtain the characteristic equation

$$
\begin{equation*}
\operatorname{det}\left[\mathbf{N}-\mathbf{P}^{*} \cos \frac{2 s \pi}{n}\right]=0 \tag{8.54}
\end{equation*}
$$

The characteristic values are determined from the condition

$$
\begin{equation*}
\lambda_{r}=\lambda_{s}, \text { where ' }- \text { 'e } \lambda_{s}=\cos \frac{2 s \pi}{n} \quad(s=0,1, \ldots, n-1), \tag{8.55}
\end{equation*}
$$

and the values $\left|\lambda_{r}\right|<1 \quad(r=1,2 \ldots, m)$ are roots of the characteristic equation

$$
\begin{equation*}
\operatorname{det}\left[\mathbf{N}-\lambda_{r} \mathbf{P}^{*}\right]=0 \tag{8.56}
\end{equation*}
$$

Since $\lambda_{(n-s)}=\lambda_{s}$, the corresponding characteristic values (and therefore the natural frequencies) are multiple [20, 45, 46]. However, the normal modes corresponding to them are different and linearly independent. Modes (8.52) and (8.52a) correspond to one of the multiple characteristic values, while modes (8.53) and (8.53a) correspond to the other one.

At $s=0$ и $s=n / 2(n-$ even $)$

$$
\lambda_{0}=1 \quad \text { and } \quad \lambda_{n / 2}=-1
$$

The normal modes are determined by the equations:

$$
\begin{aligned}
& \text { at } s=0 \\
& \mathbf{Z}(k)=C_{10} A^{(0)} ; \quad \mathbf{Z}^{*}(k)=0, \\
& \text { at } s=n / 2 \\
& \mathbf{Z}(k)=(-1)^{k} C_{1 n / 2} \mathbf{A}^{(n / 2)} ; \quad \mathbf{Z}^{*}(k)=0 .
\end{aligned}
$$

Let us point out some general properties of open systems with boundary conditions of the first and second types for nonclosed and closed systems:

1. The natural frequencies of skew-symmetric normal modes for a nonclosed system with boundary conditions of the first type coincide with the natural frequencies of a closed system. The frequencies of the symmetric normal modes of such a system coincide with the natural frequencies of a closed system.
2. Two linearly independent normal modes correspond to the multiple frequencies of a closed system. The first of these modes coincides with an analogous skewsymmetric mode of a nonclosed system under boundary conditions of the first type. The second of these modes coincides with an analogous skew-symmetric mode for a nonclosed system under boundary conditions of the second type.
3. The natural frequencies of a nonclosed system under the boundary conditions of the first type with symmetric normal modes are absent in a closed system. Analogously, the natural frequencies of a nonclosed system under the boundary conditions of the second type with skew-symmetric normal modes are absent in a closed system.
4. The nonmultiple natural frequencies of a closed system, which correspond to $s=0$ and $s=n / 2$ ( n is even), coincide with the trivial series of natural frequencies of a nonclosed system.
5. In a closed system composed of $2 n$ elements, the frequency spectrum includes all frequencies of a nonclosed system composed of $n$ elements.

Let us consider an example at $n=6$
a. Nonclosed system $\lambda_{s}=\cos \frac{\pi s}{6}$

$$
\lambda_{0}=1, \lambda_{1,5}= \pm \frac{\sqrt{3}}{2}, \lambda_{2,4}= \pm \frac{1}{2}, \lambda_{3}=0, \lambda_{6}=-1
$$

b. Closed system $\lambda_{s}^{*}=\cos \frac{2 \pi s}{6}$

$$
\begin{aligned}
& \lambda^{*}{ }_{0}=1, \lambda^{*}{ }_{1}=\lambda_{s}^{*}=\frac{1}{2}, \lambda^{*}{ }_{2}=\lambda^{*}{ }_{4}=-\frac{1}{2}, \lambda^{*}{ }_{3}=-1 \\
& \lambda_{0}^{*}=\lambda_{0}, \lambda^{*}{ }_{1}=\lambda_{s}^{*}=\lambda_{1}, \lambda^{*}{ }_{2}=\lambda^{*}{ }_{4}=\lambda_{2}, \lambda_{3}=\lambda_{6} .
\end{aligned}
$$

### 8.4 Filtering Properties of System with Reflection Symmetry Elements

Let us begin with the consideration of a single-connectedness system ( $m=1$ ) and write Eq. (8.24) for this system:

$$
-P^{*} Z(s-1)+2 N Z(s)-P^{*} Z(s+1)=0
$$

where $P^{*}$ and $N$ are now scalar values, not matrices, $s$ is element number.
Either the displacements or the force can be selected as $Z(s)$. In the first case, equations of the dynamic stiffness method and in the second case equations of the dynamic compliances method are obtained. Here we can speak about a travelling wave for an infinite system if for $Z(s)$ there is a solution in the form

$$
\begin{equation*}
Z(s, t)=A \exp [i(\omega t-s \mu)] \tag{8.57}
\end{equation*}
$$

where

$$
\begin{gather*}
\mu= \pm \arccos \lambda  \tag{8.58}\\
\lambda=\frac{N}{P^{*}} \tag{8.59}
\end{gather*}
$$

It can be seen from (8.58) that the following condition has to be fulfilled:

$$
\begin{equation*}
|\lambda|<1,\left|\frac{N}{P^{*}}\right|<1 \tag{8.60}
\end{equation*}
$$

This condition ensures the passage of the waves through the system. Therefore, one can obtain from this inequality the frequency ranges for which the formation of travelling waves, i.e., pass bands, is possible.

Let us now examine an $m$-connectedness system. It has been shown in [80] that the pass bands for an $m$-connectedness system coincide with a domain where a solution of the type (8.57) is possible for one or several pairs of component vectors $\mathbf{Z}(s)$. Therefore, in order for waves to pass at a given frequency $\omega$, it is necessary that at least one of the characteristic values $\lambda_{r}(r=1,2, \ldots, m)$ of Eq. (8.33), calculated at a frequency $\omega$, satisfy the condition

$$
\begin{equation*}
\left|\lambda_{r}\right|<1 \tag{8.61}
\end{equation*}
$$

### 8.5 Numerical Examples

### 8.5.1 Single-Connectedness Systems

Example 1. A chain system consists of concentrated masses equal to m connected with each other by springs with stiffness C (Fig. 8.5a). The value of the first and last masses is equal to $m$. Let us designate the number of the masses by $n+1$. An element of the system (Fig. 8.5б) consists of two masses m connected by a spring. The number of elements is equal to $n$. In order to determine the unknown forces that act between the elements, we use the dynamic compliances method (8.20).

The dynamic compliance of an element is

$$
N=-\frac{1}{2 m \omega^{2}} \frac{1-\frac{\omega^{2}}{p^{2}}}{1-\frac{\omega^{2}}{p^{*}}}, P^{*}=-\frac{1}{2 m \omega^{2}} \frac{1}{1-\frac{\omega^{2}}{p^{*}}}
$$

where

$$
P^{* 2}=\frac{C}{m}, p^{2}=\frac{2 C}{m}
$$

The characteristic value is

$$
\begin{aligned}
& \lambda=1-\alpha, \alpha=\frac{m \omega^{2}}{C} \\
& |\lambda|<1 \text { at } 0<\alpha<2(\text { Fig.8.5c) }
\end{aligned}
$$

The natural frequency is

$$
\begin{equation*}
\omega_{s}^{2}=\frac{C}{m}\left(1-\cos \frac{s \pi}{n}\right)(s=1,2, \ldots, n-1) . \tag{8.62}
\end{equation*}
$$



Fig. 8.5 A single-connectedness chain system with reflection symmetry elements (a), a regular element (b), and characteristic values (c)

Two more trivial frequencies at which $Z(s)=0$ and the frequencies of the system coincide with the frequency of the element are possible:

$$
\begin{aligned}
& \omega_{0}=0, \alpha_{0}=0, Z^{*}(s)=U(s)=a \\
& \omega_{n}^{2}=2 \frac{C}{m}, \alpha_{n}=2, \quad Z^{*}(s)=U_{s}=(-1)^{s} a
\end{aligned}
$$

where $U_{s}$ is the displacement of the mass with number $s$ and $a$ is a some constant.
The entire frequency spectrum is in the range $0 \leq \alpha \leq 2$.
The entire system of $n+1$ masses ( $n$ elements) has $n+1$ frequencies, including the zero frequency.

Let us find all frequencies at $n=6$.
The trivial frequencies are $\omega=0, \omega_{6}^{2}=2 \frac{C}{m}$.
From (8.62)

$$
\omega_{1}^{2}=0.143 \frac{C}{m} ; \omega_{2}^{2}=0.5 \frac{C}{m} ; \omega_{3}^{2}=\frac{C}{m} ; \omega_{4}^{2}=1.5 \frac{C}{m} ; \omega_{5}^{2}=0.857 \frac{C}{m} .
$$

For an infinite system $n \rightarrow \infty$, the pass band also corresponds to

$$
|\lambda|<1 \quad 0<\omega<\sqrt{\frac{2 C}{m}}
$$

The phase velocity of the wave is $v=\frac{l \omega}{\mu}$, where $l$ is the distance between the masses, $\mu=\arccos \lambda$;

$$
\text { at } \omega \rightarrow \sqrt{\frac{c}{2 m}} \quad v \rightarrow v_{\min }=\frac{2 l}{\pi} \sqrt{\frac{c}{2 m}}
$$

Let us now close the system, i.e., implement the requirement $Z_{n}=Z_{0}$. The elements of the system do not change, so that the expression for $\lambda$ also will not change; however, the frequency equation will be different:

$$
\begin{aligned}
& \tilde{\omega}_{s}^{2}=\frac{C}{m}\left(1-\cos \frac{2 s \pi}{n}\right) \\
& s=0,1, \ldots, \frac{n}{2} \text { at even } n \\
& s=0,1, \ldots, \frac{n-1}{2} \text { at odd } n .
\end{aligned}
$$

All frequencies, except for $\omega_{0}$ and $\omega_{n / 2}$, are multiple, and they are included in the spectrum of the nonclosed system (8.62), $\tilde{\omega}_{0}=0=\omega_{0}$. At even $n, \tilde{\omega}_{n / 2}=$ $2 \frac{C}{m}=\omega_{n}^{2}$; at odd $n$, this value of the frequency is absent.

Example 2. A multispan regular weightless beam with a mass in the middle of each span (Fig. 6.4a), the number of elements n is equal to the number of masses.

$$
\begin{equation*}
\lambda=2 \frac{1-7 \alpha}{1+2 \alpha}, \quad \alpha=\frac{m l^{3} \omega^{2}}{768 E J} \tag{8.63}
\end{equation*}
$$

$l$ is the length of the span, $E J$ the bending stiffness of the beam. The natural frequencies are

$$
\omega_{\min }^{2}=\omega_{0}^{2}=\frac{48 E J}{m l^{3}} \text { at } \alpha_{0}=\frac{1}{16} .
$$

The entire frequency spectrum is in the range

$$
\frac{1}{16}<\alpha \leq \frac{1}{4}
$$

The limit unreachable value of the frequency at $\alpha_{n}=0.25$ is equal to $\omega_{n}=\frac{192 E J}{m l^{3}}$. This value corresponds to the vibration of a beam with fixed ends.

For a closed system

$$
\begin{aligned}
& \tilde{\omega}_{s}^{2}=\frac{384 E J}{m l^{3}} \frac{2-\cos \frac{2 s \pi}{n}}{7+\cos \frac{2 s S \pi}{n}} \\
& s=0,1,2, \ldots, \frac{n-1}{2} \quad(\text { for odd } n), \\
& s=0,1,2, \ldots, \frac{n}{2} \quad(\text { for even } n) . \\
& \text { At } s=0, \tilde{\omega}_{0}^{2}=\frac{192 E J}{m l^{3}}, \alpha_{0}=\frac{1}{16} ; \\
& \text { At } s=\frac{n}{2}, \tilde{\omega}_{\frac{n}{2}}^{2}=\frac{48 E J}{l^{3}}=\omega_{0}^{2}, \alpha_{\frac{n}{2}}=\frac{1}{4} .
\end{aligned}
$$

Example 3. A regular multispan beam with distributed mass (Fig. 8.6a). Element of the system - a single-span beam (Fig. 8.6b), the number of elements is equal to the number of supports minus one.

The dynamic compliances of the element are

$$
\left.\begin{array}{rl}
d & =t=\frac{l}{E J \alpha} \frac{\sin \alpha \operatorname{ch} \alpha-\cos \alpha \operatorname{sh} \alpha}{2 \sin \alpha c h \alpha} \\
f & =\frac{l}{E J \alpha} \frac{s h \alpha-\sin \alpha}{2 \sin \alpha \operatorname{sh} \alpha}  \tag{8.64}\\
\alpha^{4} & =\frac{m_{0} \omega^{2} l^{4}}{E J}
\end{array}\right\}
$$

where $E J$ is the bending stiffness in the plane of the vibrations, $l$ is the length of the span, and $m_{0}$ is the mass of a unitary length of the beam.

According to (5.15)

$$
\lambda=\frac{d}{f}
$$

After substituting expression (8.64), we obtain

$$
\begin{equation*}
\lambda=\frac{c h \alpha \sin \alpha-\cos \alpha \operatorname{sh} \alpha}{\operatorname{sh} \alpha-\sin \alpha} \tag{8.65}
\end{equation*}
$$



Fig. 8.6 A regular multispan beam (a), a regular element (b), and characteristic values (c)

The values $\lambda=\lambda(\alpha)$ are charted in Fig. 8.6c. The natural frequencies correspond to the values of $\alpha$ determined from the equation

$$
\cos \frac{\pi S}{n}=\lambda(s=1,2, \ldots, n-1)
$$

The trivial series of the frequencies corresponding to the vibration frequency of a single element can be obtained from the equations [106]

$$
\operatorname{sh} \alpha_{r} \sin \alpha_{r}=0
$$

or

$$
\alpha_{r}=\pi r(r=1,2, \ldots) .
$$

It can be seen from Fig. 8.6c that the natural frequencies, without to the dependence on the number of elements $n$, are located in certain intervals where $|\lambda| \leq 1$.

The first interval, or the so-called "first zone of frequency concentration," is located in the range $3.14 \leq \alpha \leq 4.73$, the second zone in the range $6.28 \leq \alpha \leq 7.53$, the third zone in the range $9.42 \leq \alpha \leq 1$, the fourth zone in the range $12.57 \leq \alpha \leq$ 14.14 , etc. The travelling waves in these zones is possible at $n \rightarrow \infty$. The frequencies corresponding to $\alpha=3.14,6.28,9.42,12.57 \ldots$ are frequencies of a trivial series coinciding with the frequencies of a single beam.

The vibration frequencies corresponding to $\alpha=4.73,7.53,11,14.14 \ldots$ are the frequencies of a beam with its two ends fixed. For each zone, these frequencies are extreme and unreachable.

Let us agree to provide $\alpha$ with two indices $\alpha_{s 2}$. The first index is the number of the frequency in the given zone, while the second one is the number of the zone. Let the number of spans in the system be $n=4$.

$$
\lambda=\cos \frac{\pi s}{4}(s=1,2,3)
$$

The trivial series is

$$
\begin{aligned}
& \alpha_{01}=3.14 ; \alpha_{02}=6.28 ; \alpha_{03}=9.42 ; \alpha_{04}=12.57 ; \ldots \\
& s=1,3, \lambda= \pm 0.707 ; \\
& \alpha_{11}=3.4 ; \alpha_{12}=6.55 ; \alpha_{13}=9.7 ; \alpha_{14}=12.83 ; \ldots \\
& \alpha_{31}=4.46 ; \alpha_{32}=7.59 ; \alpha_{33}=10.22 ; \alpha_{34}=13.35 ; \ldots \\
& s=2, \lambda=0 ; \\
& \alpha_{21}=3,93 ; \alpha_{22}=7,07 ; \alpha_{23}=10,73 ; \alpha_{34}=13,87 ; \ldots
\end{aligned}
$$

All obtained frequencies will be included as well in the spectrum of a system where the number of elements is divisible by four.

For a closed system, the spectrum $\alpha=4.73,7.53,11,14.14, \ldots$ will already be reachable. Let us note that the condition $\lambda= \pm 1$ is equivalent to the two equations

$$
\operatorname{sh} \alpha \sin \alpha=0
$$

and

$$
\operatorname{ch} \alpha \cos \alpha=1
$$

from which the frequencies of a freely supported and a fixed beam can be obtained.

### 8.5.2 Two-Connectedness Systems

Example 4. A single-span weightless beam with concentrated masses (Fig. 8.7). The number of masses is $n-1$; on the supports we place a mass of $\frac{m}{2}$. An element of the system is shown in Fig. 8.7b. The number of elements is $n$. We select $\mathbf{Z}(s)$ as the vector

$$
Z(s)=\left[\begin{array}{c}
M(s) \\
V(s)
\end{array}\right](k=0,1,2, \ldots, n)
$$



Fig. 8.7 A single-span weightless beam with concentrated masses (a), a regular element (b), and characteristic values of the mixed matrix (c)
where $M(s)$ is the bending moment, $V(s)$ the vertical displacement of the mass with the number $s$. The elements of the mixed matrices $\mathbf{P}^{*}$ and $\mathbf{N}$ (8.25) and (8.26) are:

$$
\begin{aligned}
& G=\frac{l}{3 E J}, S=\frac{1}{l}, B=-\frac{m}{2} \omega^{2} \\
& G^{*}=-\frac{l}{6 E J}, S^{*}=-\frac{1}{l}, B^{*}=0
\end{aligned}
$$

Equation (8.33) takes the form

$$
\left|\begin{array}{cc}
\frac{l}{3 E J}+\frac{l}{6 E J} \lambda & -\frac{1}{l}+\frac{1}{l} \lambda \\
-\frac{1}{l}+\frac{1}{l} \lambda & \frac{m \omega^{2}}{2}
\end{array}\right|=0
$$

After expanding the determinant, we find the solution from the quadratic equation

$$
\lambda_{1,2}=1+\frac{\alpha}{2} \pm \sqrt{3 \alpha+\frac{\alpha^{2}}{4}}, \alpha=\frac{m l^{3} \omega^{2}}{12 E J}
$$

The curves representing the two characteristic values $\lambda_{1,2}$ as a function of $\alpha$ are charted in Fig. 8.1c. As can be seen from Fig. 8.1c: $\lambda_{1}>1,\left|\lambda_{2}\right|<1$ at $0<\alpha<4$. These values determine the pass band for an endless system.

By setting $\lambda_{2}=\cos \frac{\pi s}{n}$, we obtain a relation for determining the frequency:

$$
\omega_{s}^{2}=\frac{12 E J}{m l^{3}} \frac{\left(1-\cos \frac{s \pi}{n}\right)}{2+\cos \frac{s \pi}{n}}
$$

Example 5. Torsion-longitudinal vibrations of a crankshaft. Let us consider the torsion-longitudinal vibrations of a crankshaft [56]. The model of the shaft is shown in Fig. 8.8. This is a crankshaft with $(n-1)$ disks, where n is the number of knee pieces. These disks are details from the rod-piston group. Each disk has a mass $m_{s}$ and polar moment of inertia $Q_{s}(s=0,1, \ldots, n)$. The disks are connected to each other by elastic inertia-free connections each one having longitudinal ( $C_{11}$ ), torsion $\left(C_{22}\right)$, and torsion-longitudinal ( $C_{12}$ ) stiffness. The regular element of the shaft $m_{s}=m, Q_{k}=Q$ is presented in Fig. 8.8b. The number of elements is n .

We select $\mathbf{Z}(s)$ as the vector

$$
\mathbf{Z}(s)=\left[\begin{array}{c}
M(s) \\
V(s)
\end{array}\right](s=0,1,2, \ldots, n)
$$

where $M(s)$ is the bending moment and $V(s)$ the horizontal displacement of the mass with number $s$.


Fig. 8.8a-c Torsion-longitudinal vibrations of a crankshaft (a), a regular element (b), and characteristic values of a mixed matrix (c)

In this example, the elements of mixed matrices $\mathbf{P}^{*}$ and $\mathbf{N}$ (8.25) and (8.26) have the following form:

$$
\begin{aligned}
& G=-\frac{1}{2 \theta \omega^{2}} \frac{1-\frac{\theta \omega^{2}}{C_{22}}}{1-\frac{\theta \omega^{2}}{2 C_{22}}}, S=S^{*}=-\frac{C_{11}}{C_{12}} \\
& B=C_{11}\left(1-\frac{m \omega^{2}}{C_{11}}\right), G^{*}=\frac{1}{2 \theta \omega^{2}} \frac{1}{1-\frac{\theta \omega^{2}}{2 C_{22}}}, B^{*}=C_{11}
\end{aligned}
$$

Equations (8.33) get the form:


Fig. 8.9 Characteristic values of the mixed matrix of a system element (Fig. 8.8b). $\left(\alpha_{1}=2 \alpha, \alpha_{2}=\alpha / 32\right)$

$$
\operatorname{det}\left|\begin{array}{c}
G-\lambda G^{*}-S+\lambda S^{*} \\
-S+\lambda S^{*}-B+\lambda B^{*}
\end{array}\right|=0
$$

Its roots are

$$
\begin{align*}
& \lambda_{1,2}=1-\frac{\alpha+\alpha_{1} \pm \sqrt{\left(\alpha-\alpha_{1}\right)^{2}+4 \alpha^{2}(2-\alpha)}}{2\left(1-2 \alpha_{2}+\alpha \alpha_{2}\right)}  \tag{8.65}\\
& \alpha=\frac{\theta \omega^{2}}{C_{22}}, \alpha_{1}=\frac{m \omega^{2}}{C_{11}}, \alpha_{2}=\frac{\theta \omega^{2} C_{11}}{C_{12}^{2}}
\end{align*}
$$

The natural frequencies are determined from the equation

$$
\lambda=\cos \frac{s \pi}{n}(s=1,2, \ldots, n-1) .
$$

There are two trivial frequencies at $\alpha_{0}=0$ and $\alpha_{n}=2$.
Figures $8.8 \mathrm{c}, 8.9$, and 8.10 present the functional dependencies $\lambda_{1}=\lambda_{1}(\alpha)$ and $\lambda_{2}=\lambda_{2}(\alpha)$ at various ratios between the coefficients $\alpha, \alpha_{1}$, and $\alpha_{2}$. The wave pass band is at $n \rightarrow \infty 0 \leq \alpha \leq 2$. At $\alpha>3.2$ (Fig. 8.9-8.10b), the roots of Eq. (8.65) turn out to be complex-conjugated [see (8.3)].

### 8.5.3 Three-Connectedness System

Example 6. A frame consisting of n weightless round arcs (Fig. 8.11a). Masses m are mounted at the sections where the arcs connect to each other. The frame has two hinged movable supports where masses $\frac{m}{2}$ are concentrated. The system


Fig. 8.10 Characteristic values of the mixed matrix of a system element (Fig. 8.8b). $\alpha_{1}=\alpha / 4, \alpha_{2}=\alpha / 8$ )


Fig. 8.11 A three-connectedness system (a), a regular element (b), and characteristic values of the mixed matrix (c)
satisfies the boundary conditions of the first type. Connections are imposed only on the vertical displacements $\mathrm{V}_{0}$ and $V_{n}$ of the end sections. Let us note that the boundary conditions of the second type are satisfied by a structure in which the horizontal displacements and the rotation angles in the end sections are excluded simultaneously. The regular element is shown in Fig. 8.11b. The number of elements is n .

We select $\mathbf{Z}(s)$ as the vector

$$
\mathbf{Z}(s)=[M(s), X(s), V(s)]^{T}
$$

where $M(s)$ is the bending moment, $X(s)$ the normal force, and $V(s)$ the vertical displacement $(s=0,1, \ldots, n)$.

The characteristic equation

$$
\operatorname{det}\left|\begin{array}{ccc}
G_{11}-\lambda G_{11}^{*} & G_{12}-\lambda G_{12}^{*} & -S_{11}-\lambda S_{11}^{*} \\
G_{21}-\lambda G_{21}^{*} & G_{22}-\lambda G_{22}^{*} & -S_{12}-\lambda S_{12}^{*} \\
-S_{11}+\lambda S_{11}^{*} & -S_{12}+\lambda S_{12}^{*} & -B+\lambda B^{*}
\end{array}\right|=0
$$

where the elements of the mixed matrices $\mathbf{P}^{*}$ and $\mathbf{N}$ are:

$$
\begin{aligned}
& G_{11}=\frac{3}{8} \frac{\pi r}{E J} \frac{1-0,181 \alpha}{1-0,393 \alpha}, \quad G_{11}^{*}=\frac{\pi r}{8 E J} \frac{1+0,243 \alpha}{1-0,393 \alpha}, \\
& G_{12}=G_{21}=\frac{r^{2}}{E J} \frac{1}{1-0,393 \alpha}, \quad G_{12}^{*}=-\frac{r}{E J} \frac{1}{1-0,393 \alpha}, \\
& G_{22}=-\frac{1}{m \omega^{2}} \frac{1-0,786 \alpha}{1-0,393 \alpha}, \quad G_{22}^{*}=\frac{1}{m \omega^{2}} \frac{1}{1-0,393 \alpha}, \\
& S_{11}=S_{11}^{*}=\frac{1}{2 r}, S_{12}=S_{21}=S_{12}^{*}=S_{21}^{*}=0, \\
& B=-\frac{m \omega^{2}}{2}, B^{*}=0, \alpha=\frac{m \omega^{2} r^{3}}{E J},
\end{aligned}
$$

$r$ is the arc radius and $E \mathrm{~J}$ is the bending stiffness.
Expanding this determinant, we obtain

$$
\alpha^{2}(0.387 \beta-0.47)-3.14 \alpha \beta+\beta^{3}=0, \beta=1-\lambda
$$

All three characteristic values as a function of $\alpha$ are given in Fig. 8.11c, from where it can be seen that in the interval $0<\alpha<3.62$ :

$$
\lambda_{3}>0,\left|\lambda_{1}\right|<0 \text { and }\left|\lambda_{2}\right|<0 .
$$

Two trivial frequencies correspond to $\alpha_{0}=0$ and $\alpha_{n}=2.54$. The remaining values are determined from the equation

$$
\lambda_{1,2}=\cos \frac{s \pi}{n}(s=1,2, \ldots, n-1)
$$

in the same way as in examples 4 and 5 .
For example, at $n=2$, the system has four degrees of freedom and, correspondingly, four frequencies. Two frequencies are shown above, $\alpha_{0}=0$ and $\alpha_{3}=2.54$.

Let us find the remaining two frequencies. At $n=2, s=1, \lambda_{1}=\lambda_{2}=0$. The curves $\lambda_{1}=\lambda_{1}(\omega)$ and $\lambda_{2}=\lambda_{2}(\omega)$ cross the abscissa coordinate at points $\alpha_{1}=0.35, \alpha_{4}=3.35$ (Fig. 8.11c).

### 8.6 Systems Consisting of Skew-Symmetric (Antisymmetric) Elements

Let us consider the skew-symmetric element shown in Fig. 8.12.
Let us assume that this element executes vibrations with a mode that is skewsymmetric with respect to plane $\Pi$. Then part of the coordinates included in vector $\mathbf{q}_{a}$ will coincide in value and sign with the corresponding coordinates included in vector $\mathbf{q}_{b}$. The remaining coordinates are also equal to each other but have opposite signs. As we did in the case of a reflection symmetry element, let us specify that all coordinates with the same sign, as well as the internal forces corresponding to them, will be placed in the first group. The remaining generalized coordinates and the internal forces corresponding to them will belong to the second group. It is obvious that the picture will be just the opposite in the case where the vibrations modes of the element are symmetric with respect to plane $\Pi$.

Let us consider an $m$-connectedness system consisting of sequentially conjugated skew-symmetry elements and write the mixed matrix for this system

$$
\begin{equation*}
-\mathbf{P}^{*} \mathbf{Z}(s-1)+2 \mathbf{N} \mathbf{Z}(s)-\mathbf{P}^{*} \mathbf{Z}(s+1)=0,(s=1,2, \ldots, n-1) \tag{8.24}
\end{equation*}
$$

Let us include in vector $\mathbf{Z}(s)$ the components of the coordinates and forces related only to the first or only to the second group. Then all results obtained for a system consisting of reflection symmetry elements will also remain valid for systems consisting of skew-symmetric elements. In particular, under the boundary conditions $\mathbf{X}(0)=\mathbf{X}(n)=0$, the characteristic values of the system are determined from the analogous equation:

$$
\begin{equation*}
\operatorname{det}\left[N-\lambda P^{*}\right]=0 \tag{8.66}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda=\cos \frac{s \pi}{n}(s=1,2, \ldots, n-1) . \tag{8.67}
\end{equation*}
$$

Let us consider the following example.

Fig. 8.12 Skew-symmetric element


Fig. 8.13 A
three-connectedness system (a), a regular skew-symmetry element (b), and characteristic values of the mixed matrix (c)
(a) $O \underbrace{\frac{m}{2}}_{E J} \underbrace{m}$
(c)


We have a weightless curvilinear frame with concentrated masses $m$ that is mounted on two hinged-motionless supports (Fig. 8.13a). The element of the frame shown in Fig. 8.13b is skew-symmetric. The first group of coordinates and forces includes the rotation angles of the element end sections and the normal and transversal forces $N$ and $Q$. The second group includes the horizontal and vertical coordinates $u$ and $v$, as well as the bending moments $M$. The boundary conditions of the frame, at which Equality (8.67) is fulfilled, correspond either to hingedmotionless supports or to supports impeding the rotation of the end element. Now we consider the first case. In the same way as in example 8.5, we add at the ends of the frame a mass with a value of $\frac{m}{2}$. We select as $\mathbf{Z}(s)$ the following vector:

$$
\mathbf{Z}(s)=[M(s), U(s), V(s)]^{T},(s=0,1, \ldots, n)
$$

The elements of mixed matrices $\mathbf{P}^{*}$ and $\mathbf{N}$ are:

$$
\begin{aligned}
& G_{11}=1,84 \frac{r}{E J}, G_{11}^{*}=-1,3 \frac{r}{E J} \\
& S_{11}=S_{11}^{*}=\frac{1}{4 r}, S_{12}=S_{21}=S_{12}^{*}=S_{21}^{*}=-0,318 \frac{1}{r}
\end{aligned}
$$

$$
\begin{aligned}
& B_{11}=-\frac{E J}{\pi r^{3}}, \alpha=B_{22}^{*}, B_{22}^{*}=B_{12}=B_{12}^{*}=B_{21}=B_{21}^{*}=0, \\
& B_{22}=\frac{E J}{\pi r^{3}}(1-\alpha),
\end{aligned}
$$

where

$$
\alpha=\frac{\pi}{2} \frac{m \omega^{2} r^{3}}{E J}
$$

$r$ is the radius of the arc, $E J$ is the bending stiffness.
The characteristic equation is

$$
\operatorname{det}\left|\begin{array}{lll}
G_{11}-\lambda G_{11}^{*} & -S_{11}+\lambda S_{11}^{*} & -S_{12}+\lambda S_{12}^{*} \\
S_{11}+\lambda S_{11}^{*} & -B_{11}+\lambda B_{11}^{*} & -B_{12}+\lambda B_{12}^{*} \\
-S_{12}+\lambda S_{12}^{*} & -B_{12}+\lambda B_{12}^{*} & -B_{22}+\lambda B_{22}^{*}
\end{array}\right|=0
$$

After expansion, we obtain the equation

$$
16 \alpha^{2}+\left(16 \alpha+6,64 \alpha^{2}\right) \beta+4 \alpha \beta^{2}-\beta^{3}=0, \beta=\lambda-1
$$

The curves $\lambda_{r}(\alpha) \quad(r=1,2,3)$ are represented on Figs. 8.13c and 8.14.
There are no trivial frequencies series in a system consisting of skew-symmetry elements.

Fig. 8.14 Characteristic values of the mixed matrix


The natural frequencies are determined from the equation

$$
\begin{aligned}
& \lambda_{2,3}=\cos \frac{s \pi}{n}(s=1,2, \ldots, n-1) . \\
& \text { For example, at } n=2, s=1 \cos \frac{\pi}{2}=0 . \\
& \alpha_{1}=0.0909, \alpha_{2}=1.19 .
\end{aligned}
$$

These values of $\alpha$ correspond to frequencies belonging to the spectrum of the system at any even number of elements (odd number of masses).

The characteristic values for a three-connectedness system with hinged supports can also be obtained analogously.

For a closed system consisting of skew-symmetry elements, the phase shift for the waves between the components of the forces and the displacements is equal to zero or is a multiple of $\frac{\pi}{2}$. Earlier [45, 102], this fact was mentioned only for systems with reflection symmetry elements.

## Chapter 9 Self-Similar Structures

### 9.1 Introductory Part: Examples of Self-Similar Mechanical Structures

Self-similar structures are often used in real-life engineering structures. This chapter is devoted to the vibrations of such structures. Figure 9.1a-e shows examples of such mechanical systems.

The simplest example of such a system is the step-up rod, which performs longitudinal vibrations. The lengths of the rod sections are identical and the cross-section areas change in the same proportion from section to section (Fig. 9.1a). The second example is a shaft executing bending vibrations (Fig. 9.1b). The masses and the equatorial moments of the disks as well as the static rigidities of the inertia-free connections change proportionally from section to section. The more complex selfsimilar systems include systems in which the disks are connected by conical shells (Fig. 9.1c). Figure 9.1d shows a section of a drum-type compressor rotor with a conical shell. The spatial crankshaft (Fig. 9.1e) [53,56] can also be classified with structures of this type (Chap. 6). Here every consecutive section is formed from the preceding one by a shift of the constant vector followed by a rotation around it at some constant angle. More complex systems can be obtained if a contraction or expansion of the element takes place simultaneously with the shift. Such elements have the property of geometric similarity (homothetic).

The main idea in the calculation of self-similar systems, just as in the case of regular systems, consists in the fact that it is possible to find the dynamic characteristics of assembled systems from the known dynamic characteristics of a single standard element.

Let $e_{k}$ be the dynamic compliance matrix for the element number $k$ of the system. If the below condition is satisfied for every $k$, then

$$
\begin{equation*}
\mathbf{e}_{k+1}=\gamma \mathbf{e}_{k}, \tag{9.1}
\end{equation*}
$$

where $\gamma$ is a scalar quantity. Condition (9.1) is satisfied by systems whose elements are geometrically similar [57,58].


Fig. 9.1a-e Examples of self-similar structures: (a) step-up rod, (b) shaft whose parameters change stepwise by section, (c) conical shell, (d) section of a drum-type compressor rotor, (e) spatial crankshaft

### 9.2 Dynamic Compliances of Self-Similar Systems

Let us consider two elements of a system, $k$ and $k+1$. Let us write for them the finite-difference equation (4.24)

$$
\begin{equation*}
-\mathbf{F}_{k} \mathbf{Q}[k-1]+\left(\mathbf{G}_{k+1}+\mathbf{T}_{k}\right) \mathbf{Q}[k]-\boldsymbol{\Phi}_{k+1} \mathbf{Q}[k+1]=0 \tag{9.2}
\end{equation*}
$$

It follows from Eq. (9.1) that

$$
\begin{align*}
\mathbf{G}_{k+1} & =\gamma \mathbf{G}_{k}, \\
\boldsymbol{\Phi}_{k+1} & =\gamma \boldsymbol{\Phi}_{k} . \tag{9.3}
\end{align*}
$$

Substituting (9.3) into (9.2) we obtain

$$
\begin{equation*}
-\mathbf{F}_{k} \mathbf{Q}[k-1]+\left(\gamma \mathbf{G}_{k}+\mathbf{T}_{k}\right) \mathbf{Q}[k]-\gamma \boldsymbol{\Phi}_{k} \mathbf{Q}[k+1]=0 . \tag{9.4}
\end{equation*}
$$

Matrices $\boldsymbol{\Phi}_{k}$ and $\mathbf{F}_{k}$ are transposed with respect to each other. Let $\mathbf{F}_{1}, \mathbf{G}_{1}, \mathbf{T}_{1}$, $\boldsymbol{\Phi}_{1}$ be the dynamic compliance matrices of the element $k=1$. Then, from Eq. (9.3) instead of Eq. (9.4) ), we will have:

$$
\begin{equation*}
-\mathbf{F}_{1} \mathbf{Q}[k-1]+\left(\gamma \mathbf{G}_{1}+\mathbf{T}_{1}\right) \mathbf{Q}[k]-\gamma \boldsymbol{\Phi}_{1} \mathbf{Q}[k+1]=0 \tag{9.5}
\end{equation*}
$$

This equation is a finite-difference matrix equation of the second order with constant coefficients. We will write its particular solution in the form

$$
\begin{equation*}
\mathrm{Q}[k]=\mathrm{A} C Z^{k} \tag{9.6}
\end{equation*}
$$

where $\mathbf{A}$ is an $m$-dimensional vector column and $\mathbf{C}$ is an arbitrary constant.
From Eqs. (9.5) and (9.6) we obtain

$$
\begin{equation*}
\left[\mathbf{F}_{1} \mathbf{Z}^{-1}+\left(\gamma \mathbf{G}_{1}+\mathbf{T}_{1}\right)+\gamma \boldsymbol{\Phi}_{1} \mathbf{Z}\right] \mathbf{A}=0 \tag{9.7}
\end{equation*}
$$

Vector $\mathbf{A}$ is not equal to zero only if

$$
\begin{equation*}
\operatorname{det}\left[\mathbf{F}_{1} \mathbf{Z}^{-1}-\left(\gamma \mathbf{G}_{1}+\mathbf{T}_{1}\right)+\gamma \boldsymbol{\Phi}_{1} \mathbf{Z}\right]=0 \tag{9.8}
\end{equation*}
$$

From Eq. (9.8) one can determine $2 m$ values of $Z_{r}(r=1,2, \ldots, 2 m)$. Let us consider the case where all roots are different. We will write the general solution of Eq. (9.5) in the following form:

$$
\begin{equation*}
Q_{r}[k]=\sum_{s=1}^{2 m} A_{s}^{(r)} C_{s} Z_{s}^{k}(r=1,2, \ldots, m) \tag{9.9}
\end{equation*}
$$

The components $A_{s}^{(r)}$ of vector $\mathbf{A}_{s}$ correspond to the value $Z_{s}(s=1,2, \ldots, 2 m)$; the arbitrary constants $\mathrm{C}_{\mathrm{s}}$ are determined from the boundary conditions.

Let $\tilde{\mathbf{G}}, \tilde{\mathbf{T}}, \tilde{\mathbf{F}}, \tilde{\boldsymbol{\Phi}}$ be, respectively, the input, output, direct, and inverse compliances matrices of the assembled system, $\mathbf{q}[0]$ and $\mathbf{q}[\mathrm{n}]$ the vector columns of the displacement amplitudes at the input and output of the system.

Then

$$
\begin{align*}
& \mathbf{q}[0]=-\tilde{\mathbf{G}} \mathbf{Q}[0]+\tilde{\boldsymbol{\Phi}} \mathbf{Q}[n], \\
& \mathbf{q}[n]=-\tilde{\mathbf{F}} \mathbf{Q}[0]+\tilde{\mathbf{T}} \mathbf{Q}[n] . \tag{9.10}
\end{align*}
$$

On the other hand:

$$
\begin{align*}
& \mathbf{q}[0]=-\mathbf{D}_{\mathbf{1}} \mathbf{Q}[0]+\boldsymbol{\Phi}_{\mathbf{1}} \mathbf{Q}[1] \\
& \mathbf{q}[n]=-\gamma^{n-1} \mathbf{F}_{\mathbf{1}} \mathbf{Q}[n-1]+\gamma^{n-1} \mathbf{T}_{\mathbf{1}} \mathbf{Q}[n] . \tag{9.11}
\end{align*}
$$

The dynamic compliances matrices for the whole system are determined from Eqs. (9.10) and (9.11) by taking into account Equality (9.9).

In the special case of a single-connectedness ( $m=1$ ) self-similar system, the following analytical expressions for the dynamic compliances can be obtained:

$$
\begin{gather*}
\tilde{G}=G_{1}-F_{1} \gamma^{-\frac{1}{2}} \frac{\sin (n-1) \varphi}{\sin n \varphi}, \\
\tilde{F}=\tilde{\Phi}=F_{1} \gamma^{\frac{n-1}{2}} \frac{\sin \varphi}{\sin n \varphi}  \tag{9.12}\\
\tilde{T}=T_{1} \gamma^{n-1}-F_{1} \gamma^{n-\frac{1}{2}} \frac{\sin (n-1) \varphi}{\sin n \varphi} \\
\cos \varphi=\frac{\gamma^{\frac{1}{2}} D_{1}+\gamma^{-\frac{1}{2}} T_{1}}{2 F_{1}} . \tag{9.13}
\end{gather*}
$$

### 9.3 Vibrations of Self-Similar Systems: Numerical Examples

Let us now consider the free longitudinal vibrations of a step-up rod whose righthand end is rigidly fixed and left-hand one is free (Fig. 9.1a), $\gamma=\frac{S_{k}}{S_{k+1}}$, where $\mathrm{S}_{\mathrm{k}}$ is the area of the cross-section of the $k$ th section.

The dynamic compliances of the first element are

$$
\begin{equation*}
G_{1}=T_{1}=F_{1} \cos \lambda, F_{1}=\frac{l}{\lambda E^{\prime} S_{1} \sin \lambda}, \lambda=\omega l \sqrt{\frac{\rho}{\mathrm{E}^{\prime}}} \tag{9.13a}
\end{equation*}
$$

where $\rho$ is the mass density of the material, $E$ is the elasticity modulus, and $\omega$ is the circular frequency.

When the right-hand end is fixed, $\tilde{T}=0$, and since $F_{1} \neq 0$, the frequency equation has the form

$$
\begin{gathered}
\cos \lambda=\frac{\sqrt{\gamma} \sin \left[(n-1) \arccos \frac{1+\gamma}{2 \sqrt{\gamma}} \cos \lambda\right]}{\sin \left[n \arccos \frac{1+\gamma}{2 \sqrt{\gamma}} \cos \lambda\right]} \\
\text { At } n=2, \operatorname{tg}^{2} \lambda=\gamma=\frac{S_{2}}{S_{1}}
\end{gathered}
$$

### 9.4 Transition Matrix

For self-similar systems, according to Equality (9.1), we will have

$$
\begin{align*}
& \mathbf{G}_{k+1}=\gamma \mathbf{G}_{k}, \boldsymbol{\Phi}_{k+1}=\gamma \boldsymbol{\Phi}_{k},  \tag{9.14}\\
& \mathbf{F}_{k+1}=\gamma \mathbf{F}_{k}, \mathbf{T}_{k+1}=\gamma \mathbf{T}_{k} .
\end{align*}
$$

Using the relationships between the blocks of the transition matrix of the $(k+1)$ th element through the corresponding blocks of the $k$ th element, (see (4.17a).

$$
\begin{align*}
& \mathbf{W}_{11, k+1}=\mathbf{W}_{11, k}, \mathbf{W}_{12, k+1}=\mathbf{W}_{12 k}, \\
& \mathbf{W}_{21, k+1}=\frac{\mathbf{W}_{21 k}}{\gamma}, \mathbf{W}_{22, k+1}=\mathbf{W}_{22 k} \tag{9.15}
\end{align*}
$$

Then we obtain for the transition matrix:

$$
\begin{equation*}
\mathbf{W}_{k+1}=\xi \mathbf{W}_{k} \xi^{-1} \tag{9.16}
\end{equation*}
$$

where

$$
\boldsymbol{\xi}=\left[\begin{array}{cc}
\gamma \mathbf{E} & 0  \tag{9.17}\\
0 & \mathbf{E}
\end{array}\right]
$$

is a diagonal matrix $(2 m \times 2 m)$ and $\mathbf{E}$ a identity matrix .
As is known (Chap. 5), the transition matrix for an assembled system is equal to the product of the transition matrices of its sections

$$
\mathbf{W}^{(n)}=\prod_{k=n}^{1} \mathbf{W}_{k}=\mathbf{W}_{n} \mathbf{W}_{n-1} \ldots \mathbf{W}_{1} .
$$

Let us set $\mathbf{W}_{1}=\mathbf{W}$ for the first section; then

$$
\begin{aligned}
& \mathbf{W}_{2}=\boldsymbol{\xi} \mathbf{W} \boldsymbol{\xi}^{-1} \\
& \mathbf{W}_{3}=\boldsymbol{\xi}^{2} \mathbf{W} \boldsymbol{\xi}^{-2} \\
& \mathbf{W}_{n}=\boldsymbol{\xi}^{(n-1)} \mathbf{W} \boldsymbol{\xi}^{-(n-1)}
\end{aligned}
$$

And their product

$$
\begin{equation*}
\mathbf{W}^{(n)}=\gamma^{n}\left[\gamma^{-1} \mathbf{W}\right]^{n} \tag{9.18}
\end{equation*}
$$

Taking into account that

$$
\xi^{n}=\left[\begin{array}{cc}
\gamma^{n} \mathbf{E} & 0 \\
0 & \mathbf{E}
\end{array}\right]
$$

we will have for the blocks of matrix $\mathbf{W}^{(n)}$ :

$$
\begin{align*}
& \mathbf{W}_{11}^{(n)}=\gamma^{n}\left[\xi^{-1} \mathbf{W}\right]_{11}^{n} ; \mathbf{W}_{12}^{(n)}=\gamma^{n}\left[\xi^{-1} \mathbf{W}\right]_{12}^{n} \\
& \mathbf{W}_{21}^{(n)}=\left[\xi^{-1} \mathbf{W}\right]_{21}^{n} ; \mathbf{W}_{22}^{(n)}=\left[\xi^{-1} \mathbf{W}\right]_{22}^{n} \tag{9.19}
\end{align*}
$$

For the special case of a single-connectedness system, the transition matrix is of the second order. Its elements are:

$$
\begin{aligned}
& w_{11}^{(n)}=w_{11} \gamma^{\frac{n-1}{2}} \frac{\sin n \varphi}{\sin \varphi}-\gamma^{\frac{n}{2}} \frac{\sin (n-1) \varphi}{\sin \varphi} ; \\
& w_{21}^{(n)}=w_{21} \gamma^{-\frac{n-1}{2}} \frac{\sin n \varphi}{\sin \varphi} ; \\
& w_{22}^{(n)}=w_{22} \gamma^{-\frac{n-1}{2}} \frac{\sin n \varphi}{\sin \varphi}-\gamma^{-\frac{n}{2}} \frac{\sin (n-1) \varphi}{\sin \varphi} ; \\
& w_{11}^{(n)} w_{22}^{(n)}-w_{12}^{(n)} w_{21}^{(n)}=1 ; \\
& \cos \varphi=\frac{\gamma^{-\frac{1}{2}} w_{11}+\gamma^{\frac{1}{2}} w_{22}}{2}
\end{aligned}
$$

where $w_{r s}(r, s=1,2)$ correspond to the first element of the system.
Let us now go back to the dependence between the natural frequencies and the normal vectors for the transition matrices of the two preceding elements.

Let us determine using Formula (6.20) the characteristic values of matrix $\mathbf{W}_{\mathrm{k}}$ and the corresponding normal vectors. Then matrix $\mathbf{W}_{\mathrm{k}}$ can be presented in the form as a product of three matrices [18]

$$
\begin{equation*}
\mathbf{W}_{\mathbf{k}}=\mathbf{U}_{\mathbf{k}} \Lambda_{\mathbf{k}} \mathbf{U}_{\mathbf{k}}^{-1} \tag{9.20}
\end{equation*}
$$

where $\mathrm{U}_{\mathrm{k}}$ is a matrix $(2 m \times 2 m)$ consisting of the normal vectors and $\Lambda_{\mathrm{k}}$ is a diagonal matrix $(2 m \times 2 m)$ of the characteristic values.

Let us write (9.20) in block form

$$
\left[\begin{array}{ll}
\mathbf{W}_{11 k} & \mathbf{W}_{12 k}  \tag{9.21}\\
\mathbf{W}_{21 k} & \mathbf{W}_{22 k}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{U}_{11 k} \\
\mathbf{U}_{12 k} \\
\mathbf{U}_{21 k}
\end{array} \mathbf{U}_{22 k}\right]\left[\begin{array}{cc}
\boldsymbol{\Lambda}_{1 k} & 0 \\
0 & \boldsymbol{\Lambda}_{2 k}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{U}_{11 k}^{*} & \mathbf{U}_{12 k}^{*} \\
\mathbf{U}_{21 k}^{*} & \mathbf{U}_{22 k}^{*}
\end{array}\right] .
$$

Every block in this equation is a square matrix ( $m \times m$ ), $\boldsymbol{\Lambda}_{1 k}$ and $\boldsymbol{\Lambda}_{2 k}$ are diagonal matrices, and $\mathbf{U}_{11 k}^{*}, \mathbf{U}_{12 k}^{*}, \mathbf{U}_{21 k}^{*}, \mathbf{U}_{22 k}^{*}$ are the blocks of the inverse matrix $\mathbf{U}_{k}^{-1}$.

For each element $k+1$ from Eq. (9.16) we have

$$
\mathbf{W}_{k+1}=\left[\begin{array}{cc}
\gamma \mathbf{E} & 0  \tag{9.22}\\
0 & \mathbf{E}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{W}_{11 k} & \mathbf{W}_{12 k} \\
\mathbf{W}_{21 k} & \mathbf{W}_{22 k}
\end{array}\right]\left[\begin{array}{rr}
\gamma^{-1} \mathbf{E} & 0 \\
0 & \mathbf{E}
\end{array}\right]
$$

Substituting Eq. (9.21) into (9.22) we find

$$
\mathbf{W}_{k+1}=\left[\begin{array}{cc}
\gamma \mathbf{E} & 0  \tag{9.23}\\
0 & \mathbf{E}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{U}_{11 k} & \mathbf{U}_{12 k} \\
\mathbf{U}_{21 k} & \mathbf{U}_{22 k}
\end{array}\right]\left[\begin{array}{cc}
\boldsymbol{\Lambda}_{1 k} & 0 \\
0 & \boldsymbol{\Lambda}_{2 k}
\end{array}\right]\left[\begin{array}{l}
\mathbf{U}_{11 k}^{*} \\
\mathbf{U}_{12 k}^{*} \\
\mathbf{U}_{21 k}^{*}
\end{array} \mathbf{U}_{22 k}^{*}\right]\left[\begin{array}{cc}
\gamma^{-1} \mathbf{E} & 0 \\
0 & \mathbf{E}
\end{array}\right]
$$

On the other hand, by writing (9.21) for matrix $\mathbf{W}_{k+1}$, we obtain

$$
\mathbf{W}_{k+1}=\left[\begin{array}{ll}
\mathbf{U}_{11 k+1} & \mathbf{U}_{12 k+1}  \tag{9.24}\\
\mathbf{U}_{21 k+1} & \mathbf{U}_{22 k+1}
\end{array}\right]\left[\begin{array}{cc}
\boldsymbol{\Lambda}_{1 k}+1 & 0 \\
0 & \boldsymbol{\Lambda}_{2 k}+1
\end{array}\right]\left[\begin{array}{ll}
\mathbf{U}_{11 k+1}^{*} & \mathbf{U}_{12 k+1}^{*} \\
\mathbf{U}_{21 k+1}^{*} & \mathbf{U}_{22 k+1}^{*}
\end{array}\right]
$$

It follows from Shur's formula that the characteristic values of matrices $\mathbf{W}_{k}$ and $\mathbf{W}_{k+1}$, whose blocks are related by relationship (9.23), are equal to each other.

Then

$$
\begin{equation*}
\boldsymbol{\Lambda}_{1, k+1}=\boldsymbol{\Lambda}_{1 k}, \boldsymbol{\Lambda}_{2, k+1}=\boldsymbol{\Lambda}_{2 k} \tag{9.25}
\end{equation*}
$$

The dependencies between the normal vectors are determined by comparing the left-hand parts of Equalities (9.23) and (9.24)

$$
\begin{equation*}
\mathbf{U}_{11, k+1}=\gamma \mathbf{U}_{11 k}, \mathbf{U}_{12, k+1}=\gamma \mathbf{U}_{12 k}, \mathbf{U}_{21, k+1}=\gamma \mathbf{U}_{21 k}, \mathbf{U}_{22, k+1}=\gamma \mathbf{U}_{22 k} \tag{9.26}
\end{equation*}
$$

It can be seen from this that $m$ components of the normal vectors of the transition matrices $\mathbf{W}_{k}$ and $\mathbf{W}_{k+1}$ are similar (coefficient of similarity $\gamma$ ), and the remaining $m$ components are equal to each other.

### 9.5 Self-Similar Systems with Similar Matrix of Dynamic Compliance

So far we have been discussing self-similar systems in which condition (9.1) between the dynamic compliances matrices of two neighboring elements was kept. The more general case of a self-similar system, where the value $\gamma$ is different for the forced, mixed, and moment dynamic compliances, can be treated analogously. In particular, some types of rotors with a drum structure belong to systems of this type.

Let us write in block form the matrix equation (4.24) for the self-similar system under consideration

$$
\left.\begin{array}{l}
-\left[\begin{array}{l}
\mathbf{F}_{11 k} \\
\mathbf{F}_{12 k} \\
\mathbf{F}_{21 k}
\end{array} \mathbf{F}_{22 k}\right.
\end{array}\right]\left[\begin{array}{l}
\mathbf{Q}_{1, \mathrm{k}-1}  \tag{9.27}\\
\mathbf{Q}_{2, \mathrm{k}-1}
\end{array}\right]+\left[\begin{array}{l}
\mathbf{G}_{11, k+1}+\mathbf{T}_{11 k} \\
\mathbf{G}_{12, k+1}+\mathbf{T}_{12 k} \\
{\left[\begin{array}{l}
\mathbf{Q}_{1 \mathrm{k}} \\
\mathbf{Q}_{2 \mathrm{k}}
\end{array}\right]-\left[\begin{array}{ll}
\boldsymbol{\Phi}_{11, k+1} & \boldsymbol{\Phi}_{12, k+1} \\
\boldsymbol{\Phi}_{21, k+1} & \boldsymbol{\Phi}_{22, k+1}
\end{array}\right]\left[\begin{array}{l}
\mathbf{Q}_{1, \mathrm{k}+1} \\
\mathbf{Q}_{2, \mathrm{k}+1}
\end{array}\right]=0 .}
\end{array}\right.
$$

The index 11 designates the dynamic compliance from forces, the index 22 from the moments one, the indices 12 and 21 the mixed one. Vector $\mathbf{Q}_{1}$ corresponds to the translational displacements, $\mathbf{Q}_{2}$ to the angular ones.

Let the following relationships be valid for the dynamic compliances of the $k$-th and the ( $k+1$ )-th elements:

$$
\begin{gather*}
\mathbf{L}_{11, k+1}= \\
\gamma \mathbf{L}_{11 k}, \mathbf{L}_{12, k+1}=\gamma^{2} \mathbf{L}_{12 k}, \mathbf{L}_{21, k+1}=\gamma^{2} \mathbf{L}_{21 k},  \tag{9.27a}\\
\mathbf{L}_{22, k+1}=\gamma^{3} \mathbf{L}_{22 k}, \mathbf{L}=\mathbf{F}, \mathbf{G}, \mathbf{T}, \boldsymbol{\Phi}
\end{gather*}
$$

From Eq. (9.27):

$$
\begin{align*}
& {\left[\begin{array}{ll}
\mathbf{F}_{11} & \mathbf{F}_{12} \gamma^{k-1} \\
\mathbf{F}_{21} & \mathbf{F}_{22} \gamma^{k-1}
\end{array}\right]\left[\begin{array}{l}
\mathbf{Q}_{1}[k-1] \\
\mathbf{Q}_{2}[k-1]
\end{array}\right]-\left[\begin{array}{cc}
\mathbf{T}_{11}+\gamma \mathbf{G}_{11} & \mathbf{T}_{12} \gamma^{k-1}+\mathbf{G}_{12} \gamma^{k+1} \\
\mathbf{T}_{21}+\gamma^{2} \mathbf{G}_{21} & \mathbf{T}_{22} \gamma^{k-1}+\mathbf{G}_{22} \gamma^{k+2}
\end{array}\right]\left[\begin{array}{l}
\mathbf{Q}_{1}[k] \\
\mathbf{Q}_{2}[k]
\end{array}\right]+} \\
& +\left[\begin{array}{ll}
\boldsymbol{\Phi}_{11} \gamma & \boldsymbol{\Phi}_{12} \gamma^{k+1} \\
\boldsymbol{\Phi}_{21} \gamma^{2} & \boldsymbol{\Phi}_{22} \gamma^{k+2}
\end{array}\right]\left[\begin{array}{l}
\mathbf{Q}_{1}[k+1] \\
\mathbf{Q}_{2}[k+1]
\end{array}\right]=0 . \tag{9.28}
\end{align*}
$$

This equation is a finite-difference matrix equation with coefficients depending from $\gamma$. Its particular solution is

$$
\begin{align*}
& \mathrm{Q}_{1}=\mathrm{A}_{1} C Z^{k} \\
& \mathrm{Q}_{2}=\mathrm{A}_{2} C \varepsilon^{-k} Z^{k} \tag{9.29}
\end{align*}
$$

From Eq. (9.28) it can be found that:

$$
\left[\begin{array}{ll}
\mathbf{b}_{11} & \mathbf{b}_{12}  \tag{9.30}\\
\mathbf{b}_{21} & \mathbf{b}_{22}
\end{array}\right]\left[\begin{array}{l}
\mathrm{A}_{1} \\
\mathrm{~A}_{2}
\end{array}\right]=0
$$

here $\mathbf{b}_{\mathrm{ij}}$ are the matrix depending from $\mathbf{F , G}, \mathbf{T}, \boldsymbol{\Phi}$
Then the characteristic equation will be

$$
\operatorname{det}\left[\begin{array}{ll}
\mathbf{b}_{11} & \mathbf{b}_{22}  \tag{9.31}\\
\mathbf{b}_{21} & \mathbf{b}_{22}
\end{array}\right]=0
$$

From here we determine the $2 m$ values of $Z_{r}(r=1,2, \ldots, 2 m)$.
If all $Z_{r}$ are different, the general solution is written as follows:

$$
\begin{align*}
& Q_{1_{1}}^{(r)}[k]=\sum_{s=1}^{l} A_{s}^{r} C_{s} Z_{s}^{k}(r=1,2, \ldots, l), \\
& Q_{2}^{(t)}[k]=\sum_{s=1}^{f} A_{s}^{t} C_{s} \gamma^{-k} Z_{s}^{k}(t=1,2, \ldots, f) . \tag{9.32}
\end{align*}
$$

The arbitrary constants $\mathrm{C}_{\mathrm{s}}$ are determined from the boundary conditions.

### 9.6 Vibrations of Self-Similar Shaft with Disks

The view of such shaft is shown in Fig. 9.2a. The disks are connected to each other by means of inertia-free connections - beams. The homothety coefficient of the system is $\gamma$. This means that the following relationships are true:

(b)


Fig. 9.2 A self-similar shaft with disks (a) and a section of the shaft (b)

$$
m_{k}=\gamma m_{k+1}, \theta_{k}=\gamma \theta_{k+1}, E^{\prime} J_{k}=\gamma E^{\prime} J_{k+1}, l_{k+1}=l_{k}=l, \gamma<0,
$$

where $m_{k}$ and $\theta_{\mathrm{k}}$ are the mass and the axial inertia moment of the $k$ th disk, $E^{\prime} J$ is the bending rigidity of the beam, and $l$ is the distance between the disks.

The dependence between the vectors at the input and the output of the $k$ th element has the form

$$
\mathbf{x}_{k b}=\mathbf{W} \mathbf{X}_{k \alpha},
$$

where

$$
\begin{equation*}
\mathbf{X}_{k s}=\left[y_{s}, \varphi_{s}, \tilde{M}_{s}, Q_{s}\right] \quad(s=a, b) . \tag{9.33}
\end{equation*}
$$

Where $y_{s}, \varphi_{s}$ are the displacement and the rotation angle of the section, $Q_{s}, \tilde{M}_{s}$ are the transversal force and the bending moment, and $\mathbf{W}_{b}, \mathbf{W}_{d}$ are the transition matrices for the beam and the disk, respectively. Then $\mathbf{W}=\mathbf{W}_{b} \mathbf{W}_{d}$ is the transition matrix for the section of the beam in Fig. 9.2.

Let us determine the transition matrix $\mathbf{W}_{1}$ for the first section. The transition matrix of the inertia-free section is determined from the Eq. (7.17) where, instead of $E^{\prime} J_{b}$, must be used $E^{\prime} J_{1}$ (where $J_{1}$ is the axial inertia moment of the shaft cross section in the first section), and $l$ must be used instead of $t_{n}$. The transition matrix for the disk is equal to

$$
\mathbf{W}_{d}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & -\theta_{1} \omega^{2} & 1 & 0 \\
-m_{1} \omega^{2} & 0 & 0 & 1
\end{array}\right]
$$

After multiplying the matrices, we obtain for $\mathbf{W}_{1}$

$$
\mathbf{W}_{1}=\left[\begin{array}{cccc}
1 & l & \frac{l \beta_{1}}{2} & -\frac{l^{2} \beta_{1}}{6} \\
0 & 1 & \beta_{1} & -\frac{l \beta_{1}}{2} \\
0 & -\theta_{1} \omega^{2} & 1-\theta_{1} \omega^{2} & -l+\theta_{1} \omega^{2} \frac{l \beta_{1}}{2} \\
-m_{1} \omega^{2} & -m_{1} \omega^{2} l & -m_{1} \omega^{2} \frac{l \beta_{1}}{2} & 1+m_{1} \omega^{2} \frac{l \beta_{1}}{6}
\end{array}\right], \beta_{1}=\frac{l}{E^{\prime} J_{1}} .
$$

With matrix $\mathbf{W}_{1}$ it is possible by using Eqs. (9.18) and (9.19) to determine the transition matrix for the whole shaft. Next, the natural frequencies and amplitudes of the forced vibrations are determined. We would like to point out that by using the transition matrix the shaft under consideration can be included as a subsystem in a more complex nonregular system.

### 9.7 Vibrations of Self-Similar Drum-Type Rotor

A model of this rotor is shown in Fig. 9.3a, b. The disks are linked to each other with inertia-free connections. These connections are conical shells with variable thickness.


Fig. 9.3 A self-similar rotor of the drum type (a) and a section of the rotor (b)

Let us consider a standard element of the system (Fig. 9.3b). This element consists of two elements: a weightless conical shell and a disk with mass $m$ and axial inertia moment $\theta$. Let us write the dependence between the forces and the displacements at the input and the output of the element

$$
\left[\begin{array}{c}
y_{a}  \tag{9.34}\\
\varphi_{a} \\
y_{b} \\
\varphi_{b}
\end{array}\right]=\left[\begin{array}{llll}
G_{11} & G_{12} & F_{11} & F_{12} \\
G_{21} & G_{22} & F_{21} & F_{22} \\
\Phi_{11} & \Phi_{12} & T_{11} & T_{12} \\
\Phi_{21} & \Phi_{22} & T_{21} & T_{22}
\end{array}\right]\left[\begin{array}{l}
-Q_{a} \\
-M_{a} \\
-Q_{b} \\
-M_{b}
\end{array}\right]
$$

where $y_{a}, \varphi_{a}\left(y_{b}, \varphi_{b}\right)$ are, respectively, the displacement and the rotation angle at the input (output) of the element; $\mathrm{Q}_{\mathrm{a}}, \mathrm{M}_{\mathrm{a}}\left(\mathrm{Q}_{\alpha}, \mathrm{M}_{\alpha}\right)$ are, respectively, the transversal force and the bending moment at the input (output) of the element.

In Eqs. (9.34), it was assumed that the shells were sufficiently long, so that the effect of the self-balanced end loads acting at the input (output) of a shell on its displacements at the input (output) [106] could be neglected.

$$
\begin{align*}
G_{11} & =F_{11}=\Phi_{11}=-\frac{1}{m \omega^{2}}, G_{22}=F_{22}=\Phi_{22}=-\frac{1}{\theta \omega^{2}}, \\
G_{12} & =G_{21}=F_{12}=\Phi_{21}=0, F_{21}=\Phi_{12}=-\frac{l}{\theta \omega^{2}},  \tag{9.35}\\
T_{11} & =e_{11 \alpha}-\frac{1}{m \omega^{2}}-\frac{l}{\theta \omega^{2}}, T_{21}=T_{12}=e_{12 \alpha}-\frac{l}{\theta \omega^{2}}, \\
T_{22} & =e_{22 \alpha}-\frac{l}{\theta \omega^{2}}
\end{align*}
$$

where $e_{11 b}, e_{12 b}=e_{21 b}, e_{22 b}$ are the forced, the mixed, and the momentous dynamic compliance at the output of the conical shell under the condition that the input section has been rigidly fixed (Fig. 9.4a).

Let us now write the dependencies between the output and input dynamic compliances of the conical shell. The input compliances $e_{12 \alpha}=e_{21 \alpha}, e_{22 \alpha}$ are calculated under the condition that the shell is rigidly fixed at the output. The dependence between the input and output compliances can be found with the help of Eqs. (A1.3) and (A1.6) (Appendix A). Since the conical shell is a two-connectedness system, all block matrices in these formulas turn into scalars, Then

$$
\begin{gather*}
\boldsymbol{\theta}=\boldsymbol{\theta}^{T}=1, v_{x}=l \\
e_{11 b}=e_{11 a}+2 l e_{21 a}+l^{2} e_{22 a}  \tag{9.36}\\
e_{12 b}=e_{21 \alpha}=e_{12 a}+l e_{22 a}, \quad e_{22 \alpha}=e_{22 a} .
\end{gather*}
$$

From (9.13a), (9.35) [109]:


Fig. 9.4 Element of a self-similar system: disk and a conical shell with variable thickness

$$
\begin{align*}
e_{11 a} & =\frac{1}{E^{\prime} \delta\left(r_{1}\right) \sin \gamma} e_{1}, e_{12 a}=e_{21 a}=\frac{1}{E^{\prime} r_{1} \delta\left(r_{1}\right) \cos \gamma} e_{2}, \\
e_{22 a} & =\frac{1}{E^{\prime} r_{1}^{2} \delta\left(r_{1}\right)} \tag{9.37}
\end{align*}
$$

where $E^{\prime}$ is the elasticity modulus, $\delta\left(r_{1}\right)$ is the thickness of the shell, and $r_{1}$ is the radius of the middle surface of the shell at the input,

$$
e_{i}=f_{i}(\beta, \gamma, \xi) \quad(i=1,2,3), \beta=\frac{r_{1}}{r_{2}}, \quad \xi=\frac{\delta\left(r_{2}\right)}{\delta\left(r_{1}\right)}
$$

The remaining notations are given in Fig. 9.4.
Let us assume that the following relationships are valid for two rotor elements with numbers $k$ and $k+1$ :

$$
\begin{align*}
& m_{k}=\gamma m_{k+1}, \theta_{k}=\gamma^{3} \theta_{k+1}, r_{1 k}=\gamma r_{1, k+1}, \delta\left(r_{1 k}\right)=\gamma \delta\left(r_{1, k+1}\right)  \tag{9.38}\\
& l_{k}=\gamma l_{k+1}, \xi_{k}=\xi_{k+1}, \theta_{k}=\theta_{k+1}, \beta_{k}=\beta_{k+1}
\end{align*}
$$

Then from Eqs. (9.35), (9.36), and (9.37):

$$
\begin{align*}
& G_{11, k+1}=\gamma G_{11 k} ; F_{11, k+1}=\gamma F_{11 k} ; \Phi_{11, k+1}=\gamma \Phi_{11 k} ; \\
& T_{11, k+1}=\gamma T_{11 k} ; F_{21, k+1}=\gamma^{2} F_{21 k} ; \Phi_{12, k+1}=\gamma^{2} \Phi_{12 k} ;  \tag{9.39}\\
& T_{12, k+1}=\gamma^{2} T_{12 k} ; T_{21, k+1}=\gamma^{2} T_{21 k} ; G_{22, k+1}=\gamma^{3} G_{22 k} ; \\
& F_{22, k+1}=\gamma^{3} D_{22 k} ; \Phi_{22, k+1}=\gamma^{3} \Phi_{22 k} ; T_{22, k+1}=\gamma^{3} T_{22 k} .
\end{align*}
$$

Relationships (9.39) are equivalent to (9.28). Therefore, the drum-type rotor can be treated as a self-similar system with similar blocks of dynamic compliance matrix. The calculation of such a rotor can be performed with Eqs. (9.29), (9.30), (9.32), (9.32), (9.33), and (9.34).

## Chapter 10 <br> Vibrations of Rotor Systems with Periodic Structure

The problem of the existence of critical velocities at the forward and backward rotor precession in the absence of friction forces is treated in [31, 81]. As is known, solving such a problem consists in determining the natural frequencies of the bending vibrations of a no rotating shaft with disks whose equatorial inertia moments are determined from the following equations [30]:

- at forward precession

$$
\begin{equation*}
\theta^{(n p)}=\theta_{o}-\frac{\Omega}{\omega} \theta_{z}, \tag{10.1}
\end{equation*}
$$

- at backward precession

$$
\begin{equation*}
\theta^{(n p)}=\theta_{o}+\frac{\Omega}{\omega} \theta_{z}, \tag{10.2}
\end{equation*}
$$

where $\theta_{o}$ and $\theta_{z}$ are, respectively, the equatorial and axial inertia moments of the disk, $\Omega$ is the angular velocity of rotation, and $\omega$ is the vibrations frequency.

### 10.1 Rotor Systems with Periodic Structure with Disks

Let us set $\Omega=0$ in Eqs. (10.1) and (10.2), i.e., we will calculate the dynamic characteristics of a nonrotating rotor. However, all results - as is known from [81, 106] can be obtained also for a rotating rotor.

The calculation is based on the discrete model of the shaft - disks connected by inertia-free elements (beams). In this way, the beams work on bending. A calculation model of the shaft is shown in Fig. 10.1a. This is a two-connectedness system with reflection symmetry elements. The regular element of the system is presented in Fig. 10.1b. It consists of two disks connected to each other by means of a weightless beam. The mass of the disk is $\frac{m}{2}$; its axial moment of inertia is $\frac{\theta}{2}$. Rigid supports are mounted in the gravity center of the disks. We will determine the mixed dynamic matrix of the element. As vector $\mathbf{Z}(k)$ we select

Fig. 10.1 Rotor with periodic structure (a) and an element of the rotor (b)

(b)

$$
\mathbf{Z}(k)=\left[\begin{array}{c}
M(k) \\
V(k)
\end{array}\right] \quad(k=1,2, \ldots, n-1)
$$

where $M(k)$ is the bending moment at the input of the element and $V(k)$ the vertical displacement of the disk's center of gravity.

We determine the elements of mixed matrices $\boldsymbol{P}^{*}$ and $\boldsymbol{N}$ by Eqs. (7.25) and (7.26)

$$
\begin{aligned}
& G=\frac{l}{3 E^{\prime} J} \frac{1-3 \beta}{(1-6 \beta)(1-2 \beta)}, \\
& G^{*}=\frac{l}{6 E^{\prime} J} \frac{1}{(1-6 \beta)(1-2 \beta)}, S=-S^{*}=-\frac{1}{l} \frac{1}{1-2 \beta}, \\
& R=-\frac{m \omega^{2}}{2}\left(1+\frac{\tilde{J}}{m l^{2}} \frac{2}{1-2 \beta}\right), R^{*}=-\frac{\tilde{J} \omega^{2}}{l} \frac{1}{1-2 \beta},
\end{aligned}
$$

where $m$ and $\tilde{J}$ are the mass and the inertia moment of the disk, $E^{\prime} J$ is the rigidity of the beam to bending, $l$ is the beam length, and $\beta=\frac{\tilde{J} l \omega^{2}}{24 E^{\prime} J}$.

Let us write Eq. (7.33) for determining the characteristic values of the mixed matrix in expanded form:

$$
\operatorname{det}\left[\begin{array}{c}
G-\lambda G^{*}-S+\lambda S^{*} \\
-S+\lambda S^{*}-R+\lambda R^{*}
\end{array}\right]=0
$$

Expanding the determinant, we obtain the following equation:

$$
\begin{equation*}
\alpha(3-z-3 \alpha \psi)(1-\alpha \psi+2 \psi z)=z^{2}(1-3 \alpha \psi) \tag{10.3}
\end{equation*}
$$

where

$$
\begin{equation*}
z=1-\lambda, \tag{10.4}
\end{equation*}
$$

$$
\begin{gather*}
\alpha=\frac{2 \beta}{\psi}=\frac{m l^{3} \omega^{3}}{12 E^{\prime} J}  \tag{10.5}\\
\psi=\frac{\theta}{m l^{2}} \tag{10.6}
\end{gather*}
$$

It follows from Eq. (10.3) that the characteristic values $\lambda$ are functions of parameter $\alpha$ and coefficient $\psi$.

Let us solve Eq. (10.3) for $z$, and, taking into account (10.4), we obtain the following expression for $\lambda$ :

$$
\begin{equation*}
\lambda_{1,2}=1-3 \alpha \psi=\frac{\alpha}{2} \pm \sqrt{\alpha[36 \alpha(\psi-0.622)(\psi-0.04465)+12} . \tag{10.7}
\end{equation*}
$$

Three intervals for the change in $\psi$ are of interest: (1) $\psi \leq 0.04465$; (2) 0.04465 $<\psi<0.6220$; ( 3 ) $\psi \geq 0.6220$.

At $\psi \leq 0.04465$, the both characteristic values $\lambda_{1}(\alpha)$ and $\lambda_{2}(\alpha)$ are real at all $\alpha$. The character of the change in these functions ( $\psi=0.02$ ) is presented in Fig. 10.2. Beginning with some value of $\alpha$, both characteristic values $\lambda_{1}$ and $\lambda_{2}$ always remain positive, whereby $\lambda_{1}(\alpha)>1$.

At $\psi \geq 0.6220$, both characteristic values are also always real. Beginning with a certain value of $\alpha$, both characteristic values $\lambda_{1}(\alpha)<0$ and $\lambda_{2}(\alpha)<0$, whereby in the entire range $\lambda_{2}(\alpha)<1$. Figure 10.3 shows the functions $\lambda_{1}(\alpha)$ and $\lambda_{2}(\alpha)$ at $\psi=1$.

Fig. 10.2 Characteristic
values of the mixed matrix for


Fig. 10.3 Characteristic values of the mixed matrix of an element (Fig. 10.1b)

 values of the mixed matrix of an element (Fig. 10.1b)

At $0.04465<\psi<0.6220$, the mixed matrices $\mathbf{P}^{*}$ and $\mathbf{N}$ are no longer positively (negatively) determined in the whole range of values of $\alpha$. Therefore, the characteristic values can be obtained both as real and as complex-conjugated. The real values of $\lambda_{1}$ and $\lambda_{2}$ (solid lines) are shown in Fig. 10.4 at $\psi=\frac{1}{12}, \frac{1}{6}, \frac{1}{4}, \frac{1}{3}, \frac{1}{2}$. The minimum value $\alpha=4$, at which $\lambda_{1}$ and $\lambda_{2}$ are still real, corresponds to the value $\psi=\frac{1}{3}=0.333$. This is the value of $\psi$ at which the radicand in Formula (10.7) has a minimum.

### 10.2 Rotor with Arbitrary Boundary Conditions: Natural Frequencies and Normal Modes

Using the results from Chap. 8, we can determine the frequencies and normal modes of vibration of a shaft at any boundary condition and also find the elements of the mixed matrix for the whole shaft.

Let us consider now the particular case of boundary conditions of the first type (Chap. 8) where the vertical displacements of the end disks are equal to zero and there is no bending moments at the ends of the system (Fig. 10.5). In order to obtain the natural frequencies of such a shaft, it is necessary to equalize

$$
\begin{equation*}
\lambda_{1,2}=\cos \frac{s \pi}{n}, \quad(s=1,2, \ldots, n-1), \tag{10.8}
\end{equation*}
$$

$n$ is the number of elements.
There are two trivial frequencies at which $M_{k}=0, \alpha^{\prime}=1$, and $\alpha^{\prime \prime}=3$.
At $\alpha^{\prime}=1$, the normal mode of the shaft has the view shown in Fig. 10.6a. The regular elements of the shaft are self-balanced during vibrations and the support reactions at points 0 and $n$ are equal to zero.

At $\alpha^{\prime}=3$, the normal mode of the shaft has the view shown in Fig. 10.6b. Here, as in the first case, there is no bending moments in the sections between the regular elements. However, the elements and the weight of the shaft are not self-balanced and reactions emerge in the supports during vibrations.

A shaft with four disks, number of regular elements $n=3, \psi=\frac{1}{3}$ is considered as an example. From Eq. (10.8) we obtain four frequency values (Fig. 10.7).


Fig. 10.5 Boundary conditions of the first type for a shaft with disks


Fig. 10.6 Normal modes for a shaft with disks at $\alpha^{\prime}=1$ (a) and at $\alpha^{\prime \prime \prime}=3$ (b)

$$
\alpha_{1}=0.1 ; \alpha_{2}=0.7 ; \alpha_{5}=3.25 ; \alpha_{6}=3.95
$$

and two more trivial frequencies $\alpha_{3}=1, \alpha_{4}=3$.
Let us consider now the limit cases where the masses and the moments of inertia of the disks are equal to zero or tend to infinity.
a) $\quad \theta=0, \psi=0$

$$
\omega^{2}=12 \frac{E^{\prime} J}{m l^{3}} \frac{\left(1-\cos \frac{s \pi}{n}\right)^{2}}{2+\cos \frac{s \pi}{n}},(s=1,2, \ldots, n-1) .
$$

Quite naturally, the result coincides with the solution for a beam discussed in Sect. 8.5, example 4.
b) $\quad \theta \rightarrow \infty, \psi \rightarrow \infty$

$$
\omega^{2}=\frac{24 E^{\prime} J}{m l^{3}}\left(1-\cos \frac{s \pi}{n}\right)(s=1,2, \ldots, n-1)
$$

c) $\quad m \rightarrow 0, \psi \rightarrow \infty$

$$
\omega^{2}=\frac{2 E^{\prime} J}{\theta l}\left(1-\cos \frac{s \pi}{n}\right)(s=1,2, \ldots, n)
$$

d) $\quad m \rightarrow \infty, \psi \rightarrow 0$

$$
\omega^{2}=\frac{2 E^{\prime} J}{\theta l}\left(1+\cos \frac{s \pi}{n}\right)(s=1,2, \ldots, n)
$$

Fig. 10.7 Determining the natural frequencies of a shaft with disks at boundary conditions of the first type


## Chapter 11 <br> Vibrations of Regular Ribbed Cylindrical Shells

### 11.1 General Theory of Shells

This chapter is devoted to the study of oscillations of shells supported by transversal or longitudinal stiffening ribs. The relationships between the forces and the deformations of the middle surface of the shell proposed by V.V. Novozhilov and L.I. Balabukh [83] are used. The main advantage of these equations is that in them Betty's law is observed very precisely and thus the dynamic stiffness matrix is symmetric, and therefore it is possible to use all results that have been obtained above.

Let us consider the free vibrations of a circular cylindrical shell. Let us select the coordinate system and the direction of the displacements as shown in Fig. 11.1.

The differential equations of a shell for displacements have the form [83]

$$
\begin{align*}
& \frac{\partial^{2} u}{\partial \xi^{2}}+\frac{1-\mu}{2} \frac{\partial^{2} u}{\partial \varphi^{2}}+\frac{1+\mu}{2} \frac{\partial^{2} v}{\partial \xi \partial \varphi}+\mu \frac{\partial \omega}{\partial \xi}-\frac{r^{2} h \varsigma}{D} \frac{\partial^{2} u}{\partial t^{2}}=0 \\
& \frac{1+\mu}{2} \frac{\partial^{2} v}{\partial \xi \partial \varphi}+\frac{1-\mu}{2}(1-4 \kappa) \frac{\partial^{2} v}{\partial \xi^{2}}+(1+\kappa) \frac{\partial^{2} v}{\partial \varphi^{2}}+\frac{\partial \omega}{\partial \varphi}- \\
& -\kappa \frac{\partial^{3} w}{\partial \varphi^{3}}-\kappa(2-\mu) \frac{\partial^{3} W}{\partial \xi^{3} \partial \varphi^{3}}-\frac{r^{2} h \rho}{D} \frac{\partial^{2} v}{\partial t^{2}}=0  \tag{11.1}\\
& \mu \frac{\partial u}{\partial \xi}+\frac{\partial v}{\partial \varphi}-\kappa \frac{\partial^{3} v}{\partial \varphi^{3}}-\kappa(2-\mu) \frac{\partial^{3} v}{\partial \xi^{2} \partial \varphi}+\omega+ \\
& +\kappa\left(\frac{\partial^{4} w}{\partial^{4}}+2-\frac{\partial^{4} w}{\partial \xi^{2} \partial \varphi^{2}}+\frac{\partial^{4} w}{\partial \varphi^{4}}\right)+\frac{r^{2} h \rho}{D} \frac{\partial^{2} w}{\partial t^{2}}=0
\end{align*}
$$

where

$$
\xi=\frac{x}{r}, D=\frac{E^{\prime} h}{1-\mu^{2}}, K=\frac{h^{2}}{12 r^{2}},
$$

$u$ is the displacements along the $x$ axis; $v$ is the displacements along the tangent line in the direction toward coordinate $\varphi ; w$ is the displacements in the direction

Fig. 11.1 Cylindrical shell

of the external normal to the shell; $E^{\prime}, \mu, \rho$ are, respectively, the elasticity module, Poisson's coefficient, and shell material density; $r$ is the curvature radius of the middle surface; $h$ is the shell thickness.

When studying the vibrations of a ribbed shell, it is necessary to have expressions for the generalized forces acting along the coordinate lines at the locations where the shell is connected to the ribbing.

For ring ribbings ( $\xi=$ const) (Fig. 11.2a), the forces will be:

$$
\begin{align*}
& T_{1}=\frac{D}{r}\left[\frac{\partial u}{\partial \varphi}+\mu\left(\frac{\partial v}{\partial \varphi}+w\right)\right] \\
& T_{12}^{\circ}=\frac{D h(1-\mu)}{2 r}\left[\frac{\partial u}{\partial \varphi}+(1+4 \kappa) \frac{\partial v}{\partial \xi}-4 \kappa \frac{\partial^{2} w}{\partial \xi \partial \varphi}\right], \\
& M_{1}=2 D \kappa\left[-\frac{\partial^{2} w}{\partial \varphi^{2}}-\mu\left(\frac{\partial^{2} w}{\partial \varphi^{2}}-\frac{\partial v}{\partial \varphi}\right)\right]  \tag{11.2}\\
& N^{\circ}=\frac{D \kappa}{r}\left[-\frac{\partial^{3} w}{\partial \xi^{3}}-(2-\mu)\left(\frac{\partial^{3} w}{\partial \xi \partial \varphi^{2}}-\frac{\partial^{2} v}{\partial \xi \partial \varphi}\right)\right] .
\end{align*}
$$

For longitudinal ribbings ( $\varphi=$ const) (Fig. 11.2b), the forces are:

$$
\begin{gather*}
T_{2}=\frac{D}{r}\left(\frac{\partial u}{\partial \varphi}+\omega+\mu \frac{\partial v}{\partial \xi}\right)  \tag{11.3}\\
T_{21}=\frac{D}{r}\left(\frac{\partial u}{\partial \varphi}+\frac{\partial v}{\partial \xi}\right), \\
M_{2}=D k\left(\frac{\partial v}{\partial \varphi}-\frac{\partial^{2} w}{\partial \varphi^{2}}-\mu \frac{\partial^{2} w}{\partial \xi^{2}}\right), \\
N_{2}^{\circ}=\frac{D k}{r}\left[\frac{\partial^{2} v}{\partial \varphi^{2}}+2(1-\mu) \frac{\partial^{2} v}{\partial \xi^{2}}-\frac{\partial^{3} w}{\partial \varphi^{3}}-(2-\mu) \frac{\partial^{3} w}{\partial \xi^{2} \partial \varphi}\right] .
\end{gather*}
$$

In Eqs. (11.2) and (11.3): $T_{1}$ and $T_{2}$ are the normal forces, $N_{1}^{\circ}$ and $N_{2}^{\circ}$ the lateral forces, $T_{12}^{\circ}$ and $T_{21}$ the shifting forces, and $M_{1}$ and $M_{2}$ the bending moments.

Fig. 11.2 Strains in middle surface

(b)


Let us recall that the forces $T_{21}^{\circ}, N_{1}^{\circ}$, and $N_{2}^{\circ}$ are to be understood as a generalization in the sense of Kirchhoff.

Let us now move on to the study of the vibrations of supported shells. Let us first determine the dynamic characteristics of the shell (Sects. 11.2 and 11.3), the ribbings (Sects. 11.4 and 11.5), and then (Sects. 11.6 and 11.7) consider several problems with joint vibrations.

### 11.2 Dynamic Stiffness and Transition Matrix for Closed Cylindrical Shells

The closed cylindrical shell always has a symmetry plane $\Pi$ (Fig. 11.3) and is a reflection symmetry element.

We will also treat it as axial-symmetric. The procedure for determining the dynamic stiffness of a cylindrical shell is practically the same as for a rectangular plate supported by a hinge on two opposite sides (see an example of calculation Sect. 6.1). The only difference is that instead of one differential equation in finite differences describing the vibrations of the plate, it is necessary to consider the three equations.

The particular solution of the system of Eqs. (11.1) is sought as a products of the functions of three parameters

$$
\begin{align*}
& u(\xi, \varphi, \omega)=C e^{\lambda \xi} \sin s \varphi \sin \omega t, \\
& v(\xi, \varphi, \omega)=B e^{\lambda \xi} \cos s \varphi \sin \omega t,  \tag{11.4}\\
& w(\xi, \varphi, \omega)=A e^{\lambda \xi} \sin s \varphi \sin \omega t,
\end{align*}
$$

Fig. 11.3 A closed cylindrical shell and its symmetry plane

where $s$ is the number of the nodal lines minus one in the direction of the $x$ axis and $\omega$ is the vibration frequency.

Let us substitute (11.4) into (11.1). After that, we obtain a characteristic equation of eighth-order and determine the arbitrary constants A, B, C. Finally, the general solution for system (11.1), which contains eight arbitrary constants $C_{1}, C_{2}, \ldots, C_{8}$, is found. These constants are expressed by the boundary conditions at the ends of the shell. Then from Eqs. (11.2) the forces acting on a shell input and on an output are defined. Setting the displacements equal to $1 \sin s \varphi$ or $1 \cos s \varphi$, we obtain the dynamic stiffness of the shell we are looking for.

Let us introduce displacement and force vectors:

1. Displacement vector

$$
\begin{equation*}
\mathbf{q}(\xi, \varphi)=[u(\xi, \varphi), \nu(\xi, \varphi), w(\xi, \varphi), \vartheta(\xi, \varphi)]^{T} \tag{11.5}
\end{equation*}
$$

where $\vartheta=-\frac{1}{r} \frac{\partial w}{\partial \xi}$ is the inclination angle of the shell section, normal to the $x$ axis, with respect to the coordinate line $\varphi$.

Let us place the origin of the coordinates in plane $\Pi$. Then at $\xi=\xi_{1}=\frac{l}{2 r}$, we obtain the displacement vector $\mathbf{q}\left(\xi_{1}\right)=\mathbf{q}_{b}$ at the output from the shell, and at $\xi=-\xi_{1}$ we will have the displacement vector $\mathbf{q}\left(-\xi_{1}\right)=\mathbf{q}_{a}$ at the input to the shell.

Let us note the following equalities:

$$
\left.\begin{array}{c}
u(\xi, \varphi)=u(\xi)  \tag{11.6}\\
w(\xi, \varphi)=w(\xi) \\
\vartheta(\xi, \varphi)=\vartheta(\xi)
\end{array}\right\} \times \sin s \varphi
$$

2. Force vector

$$
\begin{equation*}
\mathbf{Q}(\xi, \varphi)=\left[T_{1}(\xi, \varphi), T_{12}^{\circ}(\xi, \varphi), N_{1}^{\circ}(\xi, \varphi), M_{1}(\xi, \varphi)\right]^{T} \tag{11.7}
\end{equation*}
$$

At $\xi=\xi_{1}$ we have $\mathbf{Q}\left(\xi_{1}, \varphi\right)=\mathbf{Q}_{b}$, at $\xi=-\xi_{1} \mathbf{Q}\left(-\xi_{1}, \varphi\right)=\mathbf{Q}_{a}$.
Analogously to Eq. (11.6), we will write the following equations:

$$
\left.\begin{array}{rl}
T_{1}(\xi, \varphi) & =T_{1}(\xi) \\
N_{1}^{\circ}(\xi, \varphi) & =N_{1}^{\circ}(\xi) \\
M_{1}(\xi, \varphi) & =M_{1}(\xi)
\end{array}\right\} \times \sin s \varphi
$$

We will determine the dynamic stiffness of the shell as forces value caused by harmonic excitation with the amplitude equal to one.

$$
\begin{align*}
-\mathbf{Q}\left(-\xi_{1}\right) & =\mathbf{R}_{a a} \mathbf{q}\left(-\xi_{1}\right) ; \\
-\mathbf{Q}\left(-\xi_{1}\right) & =\mathbf{R}_{a b} \mathbf{q}\left(\xi_{1}\right) ; \\
\mathbf{Q}\left(\xi_{1}\right) & =\mathbf{R}_{b a} \mathbf{q}\left(-\xi_{1}\right) ;  \tag{11.8}\\
\mathbf{Q}\left(\xi_{1}\right) & =\mathbf{R}_{b b} \mathbf{q}\left(\xi_{1}\right),
\end{align*}
$$

where $\mathbf{R}_{a a}, \mathbf{R}_{a b}, \mathbf{R}_{b a}, \mathbf{R}_{b b}$ are, respectively, the input, inverse collateral, direct collateral and output dynamic stiffness matrices (all fourth order).

All four matrices can be expressed by the sum or the difference of two matrices (see Eq. (8.1))

$$
\begin{align*}
& \mathbf{R}_{b b}=\frac{1}{2}\left(\overline{\mathbf{R}}_{b b}+\overline{\overline{\mathbf{R}}}_{b b}\right) ; \\
& \mathbf{R}_{a a}= \mathbf{I} \mathbf{R}_{b b} \mathbf{I} ; \\
& \mathbf{R}_{b a}=\frac{1}{2}\left(\overline{\mathbf{R}}_{b b}-\overline{\overline{\mathbf{R}}}_{b b}\right) \mathbf{I} ;  \tag{11.9}\\
& \mathbf{R}_{a b}= \mathbf{R} T_{b a}=\frac{1}{2} \mathbf{I}\left(\overline{\mathbf{R}}_{b b}-\overline{\overline{\mathbf{R}}}_{b b}\right) ; \\
& \mathbf{I}=\left[\begin{array}{cccc}
-1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right] . \tag{11.10}
\end{align*}
$$

Using the Eqs. (11.9), we shall define the blocks of a transition matrix for a cylindrical shell:

$$
\left[\begin{array}{l}
\mathbf{q}\left(\xi_{1}\right) \\
\mathbf{Q}\left(\xi_{1}\right)
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{W}_{11} & \mathbf{W}_{12} \\
\mathbf{W}_{21} & \mathbf{W}_{22}
\end{array}\right]\left[\begin{array}{l}
\mathbf{q}\left(-\xi_{1}\right) \\
\mathbf{Q}\left(-\xi_{1}\right)
\end{array}\right],
$$

where blocks $\mathbf{W}_{i j}$ defined from Eqs. (5.16), and (5.17).
Note that the use of the reflection symmetry of the shell has allowed us to reduce the order of the matrix from eight to four.

### 11.3 Dynamic Stiffness and Transition Matrix for Cylindrical Panel

Let us consider a cylindrical panel (Fig. 11.4) with boundary conditions of the first type (Navies conditions) along two opposite edges $a b$ and $c d$. The panel is also a reflection symmetry element with a plane of symmetry $\Pi$.

We will search for a particular solution of system (11.1) in a form satisfying the boundary conditions of the first type

$$
\begin{align*}
& u(\gamma, \xi, \omega)=C e^{\lambda \varphi} \cos \alpha \xi \sin \omega t \\
& v(\gamma, \xi, \omega)=B e^{\lambda \varphi} \sin \alpha \xi \sin \omega t  \tag{11.11}\\
& w(\gamma, \xi, \omega)=A e^{\lambda \varphi} \sin \alpha \xi \sin \omega t
\end{align*}
$$

where $\xi=\frac{x}{r}, \alpha=\frac{m \pi r}{l}, l$ is the length of the panel, $m=0,1,2, \ldots$ is the number of node lines in a circular direction.

The displacement vector is

$$
\begin{equation*}
\mathbf{q}(\gamma, \xi)=[u(\gamma, \xi), \nu(\gamma, \xi), \omega(\gamma, \xi), \vartheta(\gamma, \xi)]^{T} \tag{11.12}
\end{equation*}
$$

where $\theta=\frac{1}{r}\left(\frac{\partial w}{\partial \varphi}-\nu\right)$ is the angle of rotation of the shell section around the $x$ axis.

The vertex angle of the panel is $\varphi_{0}$ (Fig. 11.4). The coordinate of the input section of the panel is $\varphi=-\frac{\varphi_{0}}{2}$ and of the output section $\varphi=\frac{\varphi_{0}}{2}$.

Fig. 11.4 A cylindrical panel and its plane of symmetry


We will write the displacements in (11.11) in the form

$$
\left.\begin{array}{rl}
u(\varphi, \xi) & =u(\varphi) \cos \alpha \xi \\
\nu(\varphi, \xi) & =v(\varphi)  \tag{11.13}\\
\omega(\varphi, \xi) & =\omega(\varphi) \\
\theta(\varphi, \xi) & =\theta(\varphi)
\end{array}\right\} \times \sin \alpha \xi
$$

The force vector is

$$
\left.\begin{array}{rl}
\mathbf{Q}(\varphi, \xi)= & {\left[T_{2}(\varphi, \xi), T_{21}^{\circ}(\varphi, \xi), N_{2}^{\circ}(\varphi, \xi), M_{2}(\varphi, \xi)\right]^{T}} \\
& T_{2}(\varphi, \xi)=T_{2}(\varphi) \cos \alpha \xi \\
& T_{21}(\varphi, \xi)=T_{21}(\varphi)  \tag{11.15}\\
& N_{2}^{\circ}(\varphi, \xi)=N_{2}^{\circ}(\varphi) \\
& M_{2}(\varphi, \xi)=M_{2}(\varphi)
\end{array}\right\} \times \sin \alpha \xi .
$$

The dynamic stiffness of the panel and its transition matrix are determined from Eqs. (11.8)-(11.10). However, matrix I now has another view

$$
\mathbf{I}=\left[\begin{array}{cccc}
\mathbf{I} & \mathbf{0} & \mathbf{0} & \mathbf{0}  \tag{11.16}\\
\mathbf{0} & -\mathbf{I} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{I} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & -\mathbf{I}
\end{array}\right]
$$

All matrices are of the fourth order.

### 11.4 Dynamic Stiffness and Transition Matrices for Circular Ring with Symmetric Profile

Let us study the spatial vibrations of a ring. It is assumed that a ring can be considered as a curvilinear rod for which the technical theory of bending is valid. It is assumed that a ring has a symmetric profile. One of the main axes of the cross section is perpendicular to the plane of the ring.

Figure 11.5 shows a ring, its main sizes, and the coordinate system. The numbers mark the directions of the displacements in the gravity center for the ring sections and the rotation angle of the section with respect to the coordinate line $\varphi$.

The equations for the displacement vector are provided below:

$$
\mathbf{q}=\left[\begin{array}{c}
u(\varphi)  \tag{11.17}\\
v(\varphi) \\
w(\varphi) \\
\vartheta(\varphi)
\end{array}\right]=\left[\begin{array}{c}
u \sin s \varphi \\
\nu \sin s \varphi \\
w \sin s \varphi \\
\vartheta \sin s \varphi
\end{array}\right],
$$



Fig. 11.5a, b A circular cylindrical ring (a) and coordinate system (b)

The force vector is

$$
\mathbf{Q}=\left[\begin{array}{l}
Q_{x} \sin s \varphi  \tag{11.18}\\
Q_{y} \sin s \varphi \\
Q_{z} \sin s \varphi \\
M_{y} \sin s \varphi
\end{array}\right]
$$

The dynamic stiffness matrix for the ring is

$$
\mathbf{R}^{*}=\left[\begin{array}{cccc}
\mathbf{R}_{11} & 0 & 0 & \mathbf{R}_{14}  \tag{11.19}\\
0 & \mathbf{R}_{22} & \mathbf{R}_{23} & 0 \\
0 & \mathbf{R}_{32} & \mathbf{R}_{33} & 0 \\
\mathbf{R}_{41} & 0 & 0 & \mathbf{R}_{44}
\end{array}\right]
$$

This matrix was obtained from Eq. (7.16) at $\Omega=0$ and $n=s$.
The transition matrix of the ring is:

$$
\left[\begin{array}{l}
\mathbf{q}_{b}  \tag{11.20}\\
\mathbf{Q}_{b}
\end{array}\right]=\mathbf{W}\left[\begin{array}{l}
\mathbf{q}_{a} \\
\mathbf{Q}_{a}
\end{array}\right]
$$

Thereby

$$
\mathbf{W}=\left[\begin{array}{cc}
\mathbf{E} & \mathbf{0}  \tag{11.21}\\
\mathbf{R}^{*} & \mathbf{E}
\end{array}\right]
$$

Both in the case of a shell and for a circular ring, it is necessary to consider the second type for displacement and forces vectors. For that in Eqs. (11.18), (11.19), it is necessary to replace $\sin s \varphi$ with $\cos s \varphi$ and, conversely, to replace s with -s in (11.20) and (11.21).

### 11.5 Vibrations of Cylindrical Shell with Ring Ribbing under Arbitrary Boundary Conditions

The cylindrical shell with ring ribbings (Fig. 11.6a) is a regular system with reflection symmetry elements. The distance between the ribbings is the same and is equal to $l$. The stiffness and inertia parameters of the first and last ribbings are two times less than the parameters of the intermediate ribbings.

As was shown in Chap. 8 for a system with reflection symmetry elements, it is most convenient to use mixed matrices. The application of this method makes it possible to reduce twice the order of the matrices for eigenvalues problem.

Let us consider a regular element of the system shown in Fig. 11.6b. This element consists of two ribbings and a section of the cylindrical shell. The stiffness and inertia parameters of the ribbings coincide with the same parameters of the end ribbings, and therefore there are half as many corresponding parameters of the intermediate ribbings. We will take into account the ribbing's end thickness (b) and the eccentricity ( $e$ ) with which the ribbing is fixed to the shell [59]; the eccentricity can be positive or negative.

We will determine the dynamic stiffness matrix of the regular element as a sum of the dynamic stiffness matrices of the ring ribbing and the section of the shell. To this end, we must find first this matrix for the shell in the axes passing through the gravity center of the ribbing cross sections.

The dynamic stiffness matrix of the shell is determined from Eq. (11.9).
Let us now transition to coordinate systems passing through the gravity center of the left and right ribbings (Fig. 11.7).

In the new axes, the dynamic stiffness matrix of the shell is determined from Equality (A.5)

$$
\begin{aligned}
& \mathbf{R}_{a a}^{\circ}=\boldsymbol{\Gamma}_{a}^{T} \mathbf{R}_{a a} \boldsymbol{\Gamma}_{a} ; \mathbf{R}_{a b}^{\circ}=\boldsymbol{\Gamma}_{b}^{T} \mathbf{R}_{a b} \boldsymbol{\Gamma}_{a} ; \\
& \mathbf{R}_{b a}^{\circ}=\boldsymbol{\Gamma}_{a}^{T} \mathbf{R}_{b a} \boldsymbol{\Gamma}_{b} ; \mathbf{R}_{b b}^{\circ}=\boldsymbol{\Gamma}_{b}^{T} \mathbf{R}_{b b} \boldsymbol{\Gamma}_{b},
\end{aligned}
$$

$\mathbf{N}$ are the transformation matrices determined from Eqs. (A.6) and (2.27).
From Eq. (A.1) we have


Fig. 11.6 A cylindrical shell with circular ribbings


Fig. 11.7 Relative position of ring ribbings and longitudinal section of a shell

$$
\begin{aligned}
& \mathbf{q}_{1}=\mathbf{L}_{a}^{T} \mathbf{q}_{a} \\
& \mathbf{q}_{2}=\mathbf{L}_{b}^{T} \mathbf{q}_{b}
\end{aligned}
$$

where $\mathbf{N}_{a}=\mathbf{L}_{a}^{-1}, \mathbf{N}_{b}=\mathbf{L}_{b}^{-1}$, and $\mathbf{q}_{a} \mathbf{q}_{b}$ are six-dimensional displacements vectors in the axes $O_{a} X_{a} Y_{a} Z_{a}$ and $O_{b} X_{b} Y_{b} Z_{b}$ and $\mathbf{q}_{1}, \mathbf{q}_{2}$ are the vectors at the input and the output.

Let us now determine matrix $\mathbf{N}_{a}$. From Eq. (A.1):

$$
\mathbf{N}_{a}=\left[\begin{array}{cc}
\boldsymbol{\theta} & \boldsymbol{\theta} \mathbf{V}_{\mathbf{1}}  \tag{A.2}\\
\mathbf{0} & \boldsymbol{\theta}
\end{array}\right]
$$

In our case $\boldsymbol{\theta}=\mathbf{E}$, therefore

$$
\begin{gather*}
\mathbf{N}_{a}^{T}=\left[\begin{array}{cc}
\mathbf{E} & \mathbf{0} \\
\mathbf{V}^{T} & \mathbf{E}
\end{array}\right],  \tag{11.22}\\
\mathbf{V}=\left[\begin{array}{ccc}
0 & e & 0 \\
-e & 0 & -\frac{b}{2} \\
0 & \frac{b}{2} & 0
\end{array}\right] . \tag{11.23}
\end{gather*}
$$

However, not all six component vectors $\mathbf{q}_{a}$ are independent. For a circular ring, the rotation angles $\theta_{x}$ and $\theta_{z}$ can be expressed through displacements $u, \nu$, and $w$ [112]

$$
\begin{align*}
& \theta_{x}=-\frac{v}{r k}+\frac{1}{r k} \frac{\partial w}{\partial \varphi}  \tag{11.24}\\
& \theta_{z}=-\frac{1}{r k} \frac{\partial u}{\partial \varphi}
\end{align*}
$$

Setting

$$
\begin{array}{ll}
u(\varphi)=u \sin s \varphi ; & Q_{x}(\varphi)=Q_{x} \sin s \varphi \\
\nu(\varphi)=v \sin s \varphi ; & \vartheta(\varphi)=\vartheta \sin s \varphi,  \tag{11.25}\\
w(\varphi)=w \sin s \varphi ; & \theta_{z}(\varphi)=\theta_{z} \sin s \varphi
\end{array}
$$

we can reduce the order of matrix $\mathbf{N}_{a}$ to four using (11.24):

$$
\mathbf{N}_{a}=\left[\begin{array}{cccc}
1 & -\frac{s b}{2 r k} & 0 & 0  \tag{11.26}\\
0 & 1-\frac{e}{r k} & 0 & 0 \\
0 & \frac{s e}{r k} & 1 & 0 \\
-e & 0 & -\frac{b}{2} & 1
\end{array}\right]
$$

And analogously

$$
\mathbf{N}_{b}=\left[\begin{array}{cccc}
1 & \frac{s b}{2 r k} & 0 & 0  \tag{11.27}\\
0 & 1-\frac{e}{r k} & 0 & 0 \\
0 & \frac{s e}{r k} & 1 & 0 \\
-e & 0 & & \frac{b}{2}
\end{array}\right]
$$

It is obvious that

$$
\begin{aligned}
& \mathbf{N}_{a}=\mathbf{I} \mathbf{N}_{b} \mathbf{I} \\
& \mathbf{N}_{a}^{T}=\mathbf{I} \mathbf{N}_{b}^{T} \mathbf{I}
\end{aligned}
$$

The dynamic stiffness matrix of the shell in axis $O_{a} X_{a} Y_{a} Z_{a}$ and $O_{b} X_{b} Y_{b} Z_{b}$ are:

$$
\begin{align*}
& \mathbf{R}_{b b}^{\circ}=\frac{1}{2} \mathbf{N}^{T}{ }_{b}(\overline{\mathbf{R}}+\overline{\overline{\mathbf{R}}}) \mathbf{N}_{b} \\
& \mathbf{R}_{a a}^{\circ}=\mathbf{I} \mathbf{R}_{b b}^{\mathbf{o}} \mathbf{I} \\
& \mathbf{R}_{b a}^{\circ}=\frac{1}{2} \mathbf{N}_{b}(\overline{\mathbf{R}}-\overline{\mathbf{R}}) \mathbf{I} \mathbf{N}_{a}^{T}  \tag{11.28}\\
& \mathbf{R}_{a b}^{\circ}=\left[\mathbf{R}_{b a}^{\circ}\right]^{T}
\end{align*}
$$

The dynamic stiffness of the regular element is

$$
\begin{align*}
\mathbf{R}_{a a}^{e l} & =\mathbf{R}^{r}+\mathbf{R}_{a a}^{\circ} \\
\mathbf{R}_{a b}^{e l} & =\mathbf{R}_{b \alpha}^{\circ}  \tag{11.29}\\
\mathbf{R}_{b a}^{e l} & =\mathbf{R}_{b a}^{\circ} \\
\mathbf{R}_{b b}^{e l} & =\mathbf{R}^{r}+\mathbf{R}_{b b}^{\circ},
\end{align*}
$$

where $\mathbf{R}^{r}$ is the dynamic stiffness matrix of the ring.
Let us now rearrange the components of the vectors in such a way that the first are components of the displacements of the first group ( $v$ and $w$ ) and the second are components of the second group $(u, \vartheta)$.

$$
\mathbf{q}_{1}=[v, w]^{T}, \mathbf{q}_{2}=[u, \vartheta]^{T}
$$

and

$$
\mathbf{Q}_{1}=\left[\mathbf{T}_{12}^{\circ}, \mathbf{N}_{1}^{0}\right]^{T}, \mathbf{Q}_{2}=\left[\mathbf{T}_{1}, \mathbf{M}_{1}\right]^{T}
$$

By using the elements of matrix (11.29), let us write in block form the dependence between the forces and the displcements.

$$
\left[\begin{array}{c}
-\mathbf{Q}_{1 a} \\
-\mathbf{Q}_{2 a} \\
\mathbf{Q}_{1 b} \\
\mathbf{Q}_{2 b}
\end{array}\right]=\left[\begin{array}{cccc}
\mathbf{R}_{11}^{e l} & -\mathbf{R}_{12}^{e l} & \mathbf{B}_{11}^{e l} & \mathbf{B}_{12}^{e l} \\
\mathbf{R}_{21}^{e l} & \mathbf{R}_{22}^{e l} & \mathbf{B}_{21}^{e l} & \mathbf{B}_{22}^{e l} \\
\mathbf{B}_{11}^{e l} & -\mathbf{B}_{12}^{e l} & \mathbf{R}_{11}^{e l} & \mathbf{R}_{12}^{e l} \\
\mathbf{B}_{21}^{e l} & \mathbf{B}_{22}^{e l} & \mathbf{R}_{21}^{e l} & \mathbf{R}_{22}^{e l}
\end{array}\right]\left[\begin{array}{c}
\mathbf{q}_{1 a} \\
\mathbf{q}_{2 a} \\
\mathbf{q}_{1 b} \\
\mathbf{q}_{2 b}
\end{array}\right]
$$

The characteristic equation of the mixed matrix is

$$
\operatorname{Det}\left[\mathbf{N}-\lambda \mathbf{D}^{*}\right]=0
$$

and the elements of matrices $\mathbf{N}$ and $\mathbf{P}^{*}$ are determined from Eq. (7.3). Both these two matrices are symmetric and of the fourth order.

The division of a ribbed shell into regular elements permits one to facilitate considerably a solution to the problem of finding the natural frequencies. This is particularly important when some additional elastic-mass inclusions (masses, rods, springs with masses, blades, etc.) have been added to the ring ribbing. In this case, the dynamic stiffness of the ring are determined by taking into account these inclusions. Obviously, the condition for the identity of all elements remains.

In the often case of boundary conditions of the first type, the characteristic values of the ribbed shell is determined from Eq. (7.43)

$$
\lambda=\cos \frac{\pi m}{n}(m=1,2, \ldots, n-1) .
$$

### 11.6 Vibrations of Cylindrical Shell with Longitudinal Ribbing of Nonsymmetric Profile

The free vibrations of a closed cylindrical shell supported by longitudinal ribbings of stiffness (Fig. 11.8a,b) can be treated analogously. The structure itself is a system with rotary symmetry; however, the ribbing can have an asymmetric profile.

A most complete solution of this problem is provided in [73] and [59]. However, only ribbings with a symmetric profile were considered in these studies. Thus the axis of symmetry coincided with the radius of the shell. Here we consider a more general case.

Fig. 11.8a, b A shell with longitudinal ribbings of stiffness (a) and a regular element (b)

(a)

(b)

The shell with the ribbings is presented in Fig. 11.8a. Figure 11.8b shows a regular element of the system consisting of one ribbing and a cylindrical panel. Both external and internal ribs of the shell is possible.

### 11.6.1 Dynamic Stiffness and Transition Matrices for Longitudinal Stiffening Ribs

A longitudinal ribbing is a rectilinear beam with a hinged support at its ends (Fig. 11.9a). It may have no symmetrical profile. In studying ribbing vibrations, the inertia of the rotation and the displacement deformation are taken into account.

Let us introduce the displacement vector

$$
\mathbf{q}=\left[\begin{array}{c}
u \sin \alpha \xi \\
v \sin \alpha \xi \\
\omega \sin \alpha \xi \\
\theta \sin \alpha \xi
\end{array}\right],
$$

where $u, v$, and $w$ are the displacement of the gravity center of the ribbing in the coordinate system $O X Y_{1} Z_{1}$ (Fig. 11.9b), $Y_{1}, Z_{1}$ are the principal axes of the cross section of the ribbing, $\theta$ is the rotation angle of the cross section of the ribbing about the $x$ axis, and $\xi$ and $\alpha$ are determined from Eq. (11.11).

Force vector $\mathbf{Q}$ corresponds to displacement vector $\mathbf{q}$.

$$
\mathbf{Q}=\left[\begin{array}{c}
Q_{x} \sin \alpha \xi \\
Q_{y 1} \sin \alpha \xi \\
Q_{z 1} \sin \alpha \xi \\
M_{x} \cos \alpha \xi
\end{array}\right]
$$

The matrix of dynamic stiffness of the ribbing is

$$
\mathbf{R}_{r i b}=\left[\begin{array}{cccc}
R_{11} & 0 & 0 & 0 \\
0 & R_{22} & 0 & 0 \\
0 & 0 & R_{33} & 0 \\
0 & 0 & 0 & R_{44}
\end{array}\right]
$$


(b)
where

$$
\begin{aligned}
& R_{11}=-E^{\prime} F\left[\left(\frac{\alpha}{r}\right)^{2}-\frac{\rho_{1} \omega^{2}}{E^{\prime}}\right] \\
& R_{22}=E^{\prime} J_{z}\left[\left(\frac{\alpha}{r}\right)^{4}-\frac{S_{1}}{E^{\prime}}\left(\frac{\alpha \omega}{r}\right)^{2}\left(1+\frac{E^{\prime} K_{1 z}}{G}\right)-\frac{S_{1} F}{E^{\prime} J_{z}} \omega^{2}\right], \\
& R_{33}=E^{\prime} J_{y}\left[\left(\frac{\alpha}{r}\right)^{4}-\frac{S_{1}}{E^{\prime}}\left(\frac{\alpha \omega}{r}\right)^{2}\left(1+\frac{E^{\prime} K_{1 y}}{G}\right)-\frac{S_{1} F}{E^{\prime} J_{y}} \omega^{2}\right], \\
& R_{44}=G J_{p}\left[\left(\frac{\alpha}{r}\right)^{2}-\frac{\rho_{1} \omega^{2}}{G}\right],
\end{aligned}
$$

The effect of the displacement has been taken into account in the coefficients $K_{1 y}$ and $K_{1 z}$.

The transition matrix of the ribbing is

$$
\mathbf{W}_{r i b}=\left[\begin{array}{ll}
\mathbf{E} & 0 \\
\mathbf{R}_{r i b} & \mathbf{E}
\end{array}\right]
$$

Its order is $(8 \times 8)$.

### 11.6.2 Numerical Calculation of Shell with Longitudinal Ribbing

Unlike the problem considered in the preceding subsection, the regular element in this problem is not reflection symmetric [59].

Here we use the results obtained in Chap. 7 (Sect. 7.1).
The transition matrix of the regular element shown in Fig. 11.8b can be presented in the form of the multiplication of two matrices

$$
\begin{equation*}
\mathbf{W}=\mathbf{W}_{\mathbf{0}} \mathbf{W}_{\mathrm{rib}}^{\prime} \tag{11.30}
\end{equation*}
$$

Here $\mathbf{W}_{0}$ is the transition matrix for a cylindrical panel, matrix $\mathbf{W} 0$ was determined in Sect. 11.3. $\mathbf{W}_{\text {rib }}^{\prime}$ is the transition matrix for the ribbing; it is necessary to take into account the rotation $\alpha$ between the ribbing and the panel. Then from Eqs. (2.27) and (9.37):

$$
\mathbf{W}_{\text {rib }}^{\prime}=\mathbf{N}^{T} \mathbf{W}_{\text {rib }} \mathbf{N}
$$

The natural frequencies are determined from the equation

$$
\operatorname{det}\left[(\mathbf{W}-\mathbf{E})^{2}+4 \sin ^{2} \frac{\pi s}{n} \mathbf{W}\right]=0
$$

$(s=1,2, \ldots, n / 2 ; n=$ the number of elements $)$.

Table 11.1 Frequencies of vibrations of a shell with longitudinal ribbings $\omega_{m s} \mathrm{cek}^{-1}$

| $m$ | 1 | 2 |
| :--- | :--- | :--- |
| 1 | 9540 | 26369 |
| 2 | 4926 | 14730 |

Two equal vibration frequencies $\omega$ correspond to each pair of integer values $m$ and $s$, but the natural modes determined from Eq. (7.13) will be different for each of these frequencies.

An example for calculating a shell with outside supports (Fig. 11.10) is provided in Table 11.1.

Dimensions of ribbing and shell (in centimeters): shell radius $r=4.9 \mathrm{~cm}$, shell length $l=39.4 \mathrm{~cm}, h=0.165 \mathrm{~cm}, H=0.8 \mathrm{~cm}, e=0.63 \mathrm{~cm}, b=0.12 \mathrm{~cm}$, $b_{1}=-0.17 \mathrm{~cm}, d=0.6 \mathrm{~cm}, h_{1}=0.15 \mathrm{~cm}$, number of ribbings $n=15$, density of shell and ribbing material. $\rho=2.6 \times 10^{-2} \mathrm{n} / \mathrm{cm}^{3}$, elasticity module $E=$ $0.7 \cdot 10^{5} \mathrm{n} / \mathrm{cm}^{2}$.

All frequencies are multiple. In the case of ribbings with a symmetric profile, the phase displacement between the maximum values of the different component of the displacement vectors is equal to zero or is a multiple of $\pi / 2$. The presence of a ribbing in an asymmetric profile leads to a phase displacement that differs from the provided values. For example, in the problem under consideration, the phase displacement between the maximal discrete values $\theta[k]$ and $\nu[k]$ is $\approx 24^{\circ}$, which corresponds to the angle between two neighboring ribbings ( $\nu[k]$ is measured in the direction of the line tangent to the shell, and $k$ is the number of the ribbing).

Fig. 11.10 Relative positioning of ribbing section and shell


# Appendix A <br> Stiffness and Inertia Matrices for a Ramified System Consisting of Rigid Bodies Connected by Beam Elements 

Let us consider a system consisting of rigid bodies connected by beam elements. In order to obtain the stiffness and inertia matrices for this system, let us consider first a beam element connecting two rigid bodies [15].

Let us choose a stationary coordinate system $\left(x_{1} y_{1} z_{1}\right)$ fixed to body 1 (Fig. A.1); the zero of the coordinate system $\mathrm{O}_{1}$ is located at the center of mass of the body. Let us assume that this body is linked to an elastic beam element; its fixing point $O_{1}^{\prime}$ is at a distance from the center of mass equal to radius vector $\rho_{1}$. Let us now choose a local coordinate system linked by a beam element $\left(x_{1}^{\prime} y_{1}^{\prime} z_{1}^{\prime}\right)$ whose beginning is at the fixing point $O_{1}^{\prime}$ and the coordinate axes run along its main central axes as shown in Fig. A.1. Each node of the system has six degrees of freedom. The ratios between the shifts along the coordinate axes $\mathbf{X}^{\prime}\left(x_{1}^{\prime} y_{1}^{\prime} z_{1}^{\prime}\right)$ and the rotations around them $\boldsymbol{\Psi}$, and the corresponding forces $\mathbf{F}_{\mathbf{X}}^{\prime}$ and the moments $\mathbf{F}_{\boldsymbol{\Psi}}^{\prime}$, are written with the help of the stiffness matrix $\mathbf{K}_{b}$ for the beam element in the local coordinate system


Fig. A. 1 Three-dimensional finite beam element and its local coordinates systems

$$
\left[\begin{array}{c}
\mathbf{F}_{\mathbf{X}}^{\prime}  \tag{A.1}\\
\mathbf{F}_{\Psi}^{\prime}
\end{array}\right]=\mathbf{K}_{b}\left[\begin{array}{c}
\mathbf{X}^{\prime} \\
\mathbf{\Psi}
\end{array}\right], \quad \mathbf{K}_{b}=\left[\begin{array}{ll}
\mathbf{K}_{11 b} & \mathbf{K}_{12 b} \\
\mathbf{K}_{21 b} & \mathbf{K}_{22 b}
\end{array}\right] .
$$

where $\boldsymbol{\Psi}=\left[\theta_{x}, \theta_{y}, \theta_{z}\right]$ is the vector of the angular rotations. (Here the first end of the beam reaches body 1 and the second one reaches body 2 .)

The relative displacement of the beam element and the body can be determined using the following matrices: $\boldsymbol{\theta}$ is the matrix of the directional cosine angles between axes $\left(x^{\prime} y^{\prime} z^{\prime}\right)$ and $(x y z)$ for the first and second ends of the beam, respectively

$$
\boldsymbol{\theta}^{(i)}=\left[\begin{array}{lll}
\alpha_{x x^{\prime}} & \alpha_{y x^{\prime}} & \alpha_{z x^{\prime}} \\
\alpha_{x y^{\prime}} & \alpha_{y y^{\prime}} & \alpha_{z y^{\prime}} \\
\alpha_{x z^{\prime}} & \alpha_{y z^{\prime}} & \alpha_{z z^{\prime}}
\end{array}\right]^{(i)}, \quad(i=1,2)
$$

and $\rho_{1}, \rho_{2}$ is the matrix of the shifts of the coordinate system origin for the first and second ends of the beam

$$
\boldsymbol{\rho}_{1}=\left[\begin{array}{ccc}
0 & \rho_{z} & -\rho_{y} \\
-\rho_{z} & 0 & \rho_{x} \\
\rho_{y} & -\rho_{x} & 0
\end{array}\right]_{1}
$$

$\rho_{x}=x-x^{\prime}, \rho_{y}=y-y^{\prime}, \rho_{z}=z-z^{\prime}$ (index " "" has been omitted for the sake of simplicity). Analogous ratios can also be written for matrix $\boldsymbol{\rho}_{2}$ of the second end of the beam.

Matrix $\boldsymbol{\theta}$ is characterized by the rotation of the coordinate axes of the beam element in relation to the body. It can be represented as a product of the three orthogonal matrices $\boldsymbol{\theta}_{1}, \boldsymbol{\theta}_{2}, \boldsymbol{\theta}_{3}$ describing the consecutive angles $\theta_{x}, \theta_{y}, \theta_{z}$ of rotation around the coordinate axes

$$
\begin{aligned}
\boldsymbol{\theta}_{1} & =\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 \cos \theta_{x} & -\sin \theta_{x} \\
0 & \sin \theta_{x} & \cos \theta_{x}
\end{array}\right], \boldsymbol{\theta}_{2}=\left[\begin{array}{ccc}
\cos \theta_{y} & 0 & \sin \theta_{y} \\
0 & 1 & 0 \\
-\sin \theta_{y} & 0 \cos \theta_{y}
\end{array}\right], \\
\boldsymbol{\theta}_{3} & =\left[\begin{array}{ccc}
\cos \theta_{z}-\sin \theta_{z} & 0 \\
\sin \theta_{z} & \cos \theta_{z} & 0 \\
0 & 0 & 1
\end{array}\right], \\
\boldsymbol{\theta} & =\boldsymbol{\theta}_{1} \boldsymbol{\theta}_{2} \boldsymbol{\theta}_{3} .
\end{aligned}
$$

If there is no rotation, then $\boldsymbol{\theta}=\mathbf{E}$, where $\mathbf{E}$ is the identity matrix.
In the general case, the shift of the beam in the local coordinate system $\left(x^{\prime} y^{\prime} z^{\prime}\right)$ can be carried over into a stationary coordinate system (Oxyz) linked to the body using the transformation matrix $\Gamma$, which takes into account both the transfer of the origin of the coordinates and the rotation of the axes. Or in block form

$$
\begin{align*}
{\left[\begin{array}{l}
\mathbf{X}^{\prime} \\
\Psi^{\prime}
\end{array}\right] } & =\left[\begin{array}{cc}
\boldsymbol{\theta} & \theta \rho_{\mathbf{1}} \\
\mathbf{0} & \boldsymbol{\theta}
\end{array}\right]\left[\begin{array}{l}
\mathbf{X} \\
\Psi
\end{array}\right]=\Gamma_{\mathbf{1}}\left[\begin{array}{l}
\mathbf{X} \\
\boldsymbol{\Psi}
\end{array}\right],  \tag{A.2}\\
\Gamma_{1} & =\left[\begin{array}{cc}
\boldsymbol{\theta} & \boldsymbol{\theta}_{\rho_{\mathbf{1}}} \\
\mathbf{0} & \boldsymbol{\theta}
\end{array}\right] .
\end{align*}
$$

for the first end of the beam and, analogously, for the second end. Then the transformation matrix for the whole beam has the following block-diagonal form:

$$
\Gamma=\left[\begin{array}{lll}
\Gamma_{1} & \\
& & \\
& \Gamma_{2}
\end{array}\right] .
$$

The transformation of the force factors in the node as written in the stationary coordinate system is

$$
\left[\begin{array}{l}
\mathbf{F}_{X}^{\prime} \\
\mathbf{F}_{\theta}^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
\boldsymbol{\theta} & \mathbf{0} \\
\boldsymbol{\theta}_{\boldsymbol{\rho}} & \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\mathbf{Q}_{X} \\
\mathbf{Q}_{\theta}
\end{array}\right] .
$$

Analogously for the first and second ends of the beam.
Taking into account that

$$
\boldsymbol{\theta}^{T} \boldsymbol{\theta}^{-T}, \boldsymbol{\rho}^{T}=-\boldsymbol{\rho},(\boldsymbol{\rho} \boldsymbol{\theta})^{T}=\boldsymbol{\theta}^{T} \boldsymbol{\rho}^{T}=-\boldsymbol{\theta}^{T} \boldsymbol{\rho}
$$

the reverse transformation has the form

$$
\left[\begin{array}{l}
\mathbf{Q}_{X}  \tag{A.3}\\
\mathbf{Q}_{\theta}
\end{array}\right]=\left[\begin{array}{cc}
\boldsymbol{\theta}^{T} & \mathbf{0} \\
(\boldsymbol{\theta} \boldsymbol{\rho})^{T} & \boldsymbol{\theta}^{T}
\end{array}\right]\left[\begin{array}{c}
\mathbf{F}_{X}^{\prime} \\
\mathbf{F}_{\theta}^{\prime}
\end{array}\right]=\boldsymbol{\Gamma}\left[\begin{array}{c}
\mathbf{F}_{X}^{\prime} \\
\mathbf{F}_{\theta}^{\prime}
\end{array}\right]
$$

In particular, force $\mathbf{F}_{X}$, which acts on the beam element, generates a moment (at $\boldsymbol{\theta}=\mathbf{E}$ ) in the ( $x, y, z$ ) axes:

$$
\mathbf{Q}_{\theta}=\boldsymbol{\rho} \times \mathbf{F}_{x} .
$$

Or in matrix form

$$
\mathbf{Q}_{\theta}=\boldsymbol{\rho}^{T} \mathbf{F}_{x}
$$

From (A.1) and (A.3) we find

$$
\left[\begin{array}{l}
\mathbf{Q}_{X}  \tag{A.4}\\
\mathbf{Q}_{\theta}
\end{array}\right]=\boldsymbol{\Gamma}^{T} \mathbf{K}_{b}\left[\begin{array}{l}
\mathbf{X}^{\prime} \\
\boldsymbol{\Psi}^{\prime}
\end{array}\right]=\boldsymbol{\Gamma}^{T} \mathbf{K}_{b} \boldsymbol{\Gamma}\left[\begin{array}{l}
\mathbf{X} \\
\boldsymbol{\Psi}
\end{array}\right]
$$

From which it follows that the stiffness matrix for the beam element has been carried over to node O :

$$
\begin{equation*}
\mathbf{K}=\boldsymbol{\Gamma}^{T} \mathbf{K}_{\mathbf{b}} \boldsymbol{\Gamma} \tag{A.5}
\end{equation*}
$$

Obviously, this transformation can be written in the following way as a block product:

$$
\begin{array}{ll}
\mathbf{K}_{11}=\boldsymbol{\Gamma}_{1}^{T} \mathbf{K}_{11 b} \boldsymbol{\Gamma}_{1}, & \mathbf{K}_{12}=\boldsymbol{\Gamma}_{1}^{T} \mathbf{K}_{12 b} \boldsymbol{\Gamma}_{2} \\
\mathbf{K}_{22}=\boldsymbol{\Gamma}_{2}^{T} \mathbf{K}_{22 b} \boldsymbol{\Gamma}_{2}, & \mathbf{K}_{12}=\mathbf{K}_{21}^{T}
\end{array}
$$

Using (A.4), a simple algorithm in analytical form for determining the endelement stiffness matrix can be proposed (Appendix B).

The compliance matrix $\mathbf{e}=\mathbf{K}^{-1}$ can be written in the following form in the stationary coordinate system by taking into account (A.5)

$$
\mathbf{e}=\mathbf{K}^{-\mathbf{1}}=\boldsymbol{\Gamma}^{-\mathbf{1}} \mathbf{e}_{\mathbf{b}}\left(\boldsymbol{\Gamma}^{T}\right)^{-\mathbf{1},} \quad \boldsymbol{\Gamma}^{-\mathbf{1}}=\left[\begin{array}{c}
\boldsymbol{\theta}^{T}  \tag{A.6}\\
\boldsymbol{\rho}^{T} \boldsymbol{\theta}^{T}
\end{array} \boldsymbol{\theta}^{T}\right] .
$$

Knowing the stiffness (compliance) matrix for each end element, the corresponding matrices for the whole system can be found from the compatibility condition for the forces (shifts) in the decomposition nodes. So the stiffness (compliance) matrix for each $i$ th node is obtained as a sum of the matrices for all beams participating in the given node

$$
\begin{equation*}
\hat{\mathbf{K}}_{i i}=\sum_{\mathbf{s}} \boldsymbol{\Gamma}_{\mathbf{s}}^{T} \mathbf{K}_{\mathbf{s}} \boldsymbol{\Gamma}_{\mathbf{s}} \tag{A.7}
\end{equation*}
$$

where s is the number of end elements included in the $i$ th node.
Blocks $\hat{\mathbf{K}}_{i j}$ reflect the links between nodes $i$ and $j$

$$
\hat{\mathbf{K}}_{i j}=\boldsymbol{\Gamma}_{i}^{T} \mathbf{K}_{i j} \boldsymbol{\Gamma}_{j} .
$$

In this way, we found all the blocks that form the stiffness matrix of the endelement model.

Definition A subsystem is called partial if it was obtained by rigid fixing of all remaining subsystems (nodes).

Therefore, we can consider the $i$-th node a partial subsystem that is described by matrix $\mathbf{K}_{i i}$.

Example. Let us consider as an example two flat beams linked at point $C$ under a certain angle (e.g., $3 \pi / 4$ ) (Fig. A.2)

The general (stationary) coordinate system is chosen at the linkage point as shown in Fig. A.2. Therefore, it coincides with the main inertia axes for beam $A$. For beam $A$, the rotation matrix $\boldsymbol{\theta}=\mathbf{E}$ is at end 2 . If, in addition to that, the center of inertia of the cross section coincides with point $\mathbf{C}$, then the displacement matrix $\boldsymbol{\rho}_{\mathbf{2}}^{\mathbf{A}}=\mathbf{E}$ and the transformation matrix $\boldsymbol{\Gamma}_{\mathbf{2}}^{\mathbf{A}}=\mathbf{E}$. End 1 of beam A remains unchanged, so that for it the transformation matrix $\Gamma_{\mathbf{1}}^{\mathbf{A}}=\mathbf{E}$. As regards beam $B$, its main central axes at end 1 must be turned around the $z$ axis at an angle of $3 \pi / 4$ until they coincide with the general coordinate system. Therefore, the rotation matrix $\boldsymbol{\theta}$ will have an angle $\theta_{z}=\varphi=3 \pi / 4$.

Fig. A. 2 Flat beams linked under a certain angle


In order to obtain the stiffness matrix of the linked system, it is necessary to perform certain matrix transformations:

- for beam A, its source stiffness matrix (2.29) is:

$$
\mathbf{K}^{A}=\left[\begin{array}{ll}
\mathbf{K}_{11}^{A} & \mathbf{K}_{12}^{A} \\
\mathbf{K}_{21}^{A} & \mathbf{K}_{22}^{A}
\end{array}\right] .
$$

For the first end, its transformation matrix is $\boldsymbol{\Gamma}_{1}^{A}=\mathbf{E}$, and for the second end as we have just shown - also $\Gamma_{\mathbf{2}}^{\mathbf{A}}=\mathbf{E}$. Therefore, the stiffness matrix for beam A will not change since $\Gamma^{A}=\mathbf{E}$.

- For beam $B$, its source stiffness matrix is analogous to

$$
\mathbf{K}^{B}=\left[\begin{array}{l}
\mathbf{K}_{11}^{B} \\
\mathbf{K}_{12}^{B} \\
\mathbf{K}_{21}^{B}
\end{array} \mathbf{K}_{22}^{B} .\right] .
$$

For the first end of the rotation matrix

$$
\boldsymbol{\theta}_{1}^{B}=\left[\begin{array}{cc}
\cos \varphi & -\sin \varphi \\
\sin \varphi & \cos \varphi
\end{array}\right] .
$$

As we have presumed above, the shift matrix for it is $\boldsymbol{\rho}_{1}^{B}=\mathbf{E}$. Then the transformation matrix for the first end is $\boldsymbol{\Gamma}^{B}{ }_{1}=\boldsymbol{\theta}^{B}{ }_{1}$. End 2, as above, remains unchanged: for this end, the transformation matrix is $\boldsymbol{\Gamma}^{B}{ }_{2}=\mathbf{E}$. Therefore, matrix $\mathbf{K}^{\boldsymbol{B}}$ must be multiplied from the left and the right into the following transformation matrix

$$
\Gamma^{B}=\left[\begin{array}{ll}
\theta_{1}^{B} & \\
& \mathbf{E}
\end{array}\right],
$$

and into its transposed matrix

$$
\begin{aligned}
\hat{\mathbf{K}}^{\mathbf{B}} & =\left[\begin{array}{ll}
\mathbf{A}_{1}^{B^{\mathrm{tr}}} & \\
& \mathbf{E}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{K}_{11}^{B} & \mathbf{K}_{12}^{B} \\
\mathbf{K}_{21}^{B} & \mathbf{K}_{22}^{B}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{A}_{1}^{B} & \\
& \mathbf{E}
\end{array}\right]= \\
& =\left[\begin{array}{cc}
\mathbf{A}_{1}^{B^{\mathrm{tr}}} \mathbf{K}_{11}^{B} \mathbf{A}_{1}^{B} & \mathbf{A}_{1}^{B^{\operatorname{tr}}} \mathbf{K}_{12}^{B} \\
\mathbf{A}_{1}^{B} \mathbf{K}_{21}^{B} & \mathbf{K}_{22}^{B}
\end{array}\right] .
\end{aligned}
$$

And finally, the stiffness matrix for the linked system in Fig. A.2a will take the following form:

$$
\mathbf{K}=\left[\begin{array}{ccc}
\mathbf{K}_{11}^{A} & \mathbf{K}_{12}^{A} &  \tag{2.27}\\
\mathbf{K}_{21}^{A} & \mathbf{K}_{22}^{A}+\boldsymbol{\theta}_{1}^{B t r} \mathbf{K}_{11}^{B} & \boldsymbol{\theta}_{1}^{B}
\end{array} \boldsymbol{\theta}_{1}^{B t r} \mathbf{K}_{12}^{B}\right] .
$$

## Appendix B <br> Stiffness Matrix for Spatial Finite Element

General view for stiffness matrix for spatial beam finite element is (Fig. A.1):

$$
\begin{aligned}
& \mathbf{K}=\left[\begin{array}{ll}
\mathbf{K}_{11} & \mathbf{K}_{12} \\
\mathbf{K}_{12}^{T} & \mathbf{K}_{22}
\end{array}\right], \\
& \mathbf{K}_{11}=\left[\begin{array}{cccccc}
\frac{E S}{a} & & & & & \\
& \frac{12 E I_{z}}{a^{3}} & & & & -\frac{6 E I_{z}}{a^{2}} \\
& & \frac{12 E I_{y}}{a^{3}} & & \frac{6 E I_{y}}{a^{2}} & \\
& & & \frac{6 E I_{y}}{a} & \\
& -\frac{6 E I_{z}}{a^{2}} & & & \frac{4 E I_{y}}{a} & \\
& & & & \frac{4 E I_{z}}{a}
\end{array}\right] \\
& \mathbf{K}_{12}=\mathbf{K}_{21}^{T}=\left[\begin{array}{ccccccc}
-\frac{E S}{a} & & & & & \\
& -\frac{12 E I_{z}}{a^{3}} & & & & -\frac{6 E I_{z}}{a^{2}} \\
& & -\frac{12 E I_{y}}{a^{3}} & & \frac{6 E I_{y}}{a^{2}} & \\
& & & -\frac{6 E I_{y}}{a} & & \\
& & \frac{6 E I_{y}}{a^{2}} & & & \frac{2 E I_{y}}{a} & \\
& & & & & \frac{2 E I_{z}}{a}
\end{array}\right] \\
& \mathbf{K}_{22}=\left[\begin{array}{cccccc}
\frac{E S}{a} & & & & & \\
& \frac{12 E I_{z}}{a^{3}} & & & & \frac{6 E I_{z}}{a^{2}} \\
& & \frac{12 E I_{y}}{a^{3}} & & -\frac{6 E I_{y}}{a^{2}} & \\
& & & & \frac{6 J_{x}}{a} & \\
& & & \frac{6 E I_{z}}{a^{2}} & & \frac{4 E I_{y}}{a} \\
& & & & \frac{4 E I_{z}}{a}
\end{array}\right]
\end{aligned}
$$

## Appendix C <br> Stiffness Matrix Formation Algorithm <br> for a Beam System in Analytical Form

Using the results of Appendix A, an analytical algorithm for the formation of the stiffness matrix for an end-element beam system can be proposed in a general form.

1. In each node $i$ of the system (Figs. A. 1 and A.2), it is necessary to define a (general) coordinate system ( $x_{i o}, y_{i o}, z_{i o}$, linked to this node. The end element $t$ of the beam enters into node $i$ with its first or second end. To be more specific, let us assume that this is end 1 .
2. Let us determine the rotation matrix $\boldsymbol{\theta}_{t i}$. It depends on the rotation angles $\theta_{x}, \theta_{y}, \theta_{z}$ of the local coordinate system of the $t$-th beam element and the general coordinate system ( $x_{i o}, y_{i o}, z_{i o}$ )

$$
\begin{aligned}
\boldsymbol{\theta}_{t i} & =\boldsymbol{\theta}_{\mathbf{1}} \boldsymbol{\theta}_{\mathbf{2}} \boldsymbol{\theta}_{3}, \\
\boldsymbol{\theta}_{1} & =\left[\begin{array}{cc}
1 & 0 \\
0 & 0 \\
0 & \cos \theta_{x} \\
0 \sin \theta_{x} & \cos \theta_{x}
\end{array}\right], \boldsymbol{\theta}_{2}=\left[\begin{array}{ccc}
\cos \theta_{y} & 0 & \sin \theta_{y} \\
0 & 1 & 0 \\
-\sin \theta_{y} & 0 & \cos \theta_{y}
\end{array}\right], \\
\boldsymbol{\theta}_{3} & =\left[\begin{array}{ccc}
\cos \theta_{z} & -\sin \theta_{z} & 0 \\
\sin \theta_{z} & \cos \theta_{z} & 0 \\
0 & 0 & 1
\end{array}\right] .
\end{aligned}
$$

3. Let us calculate the shift matrix $\rho$ for both ends of a beam (if needed):

$$
\boldsymbol{\rho}_{1}=\left[\begin{array}{ccc}
0 & \rho_{z} & -\rho_{y} \\
-\rho_{z} & 0 & \rho_{x} \\
\rho_{y} & -\rho_{x} & 0
\end{array}\right]_{1}
$$

where $\rho_{\mathrm{x}}, \rho_{\mathrm{x}}, \rho_{z}$ are the coordinates of the beam ends in the coordinate system $\left(x_{i o}, y_{i o}, z_{i o}\right)$. Let us form the transformation matrix for the first end of the beam included in node $i$

$$
\boldsymbol{\Gamma}_{1 i}=\left[\begin{array}{cc}
\boldsymbol{\theta} & \boldsymbol{\theta} \mathbf{V}_{\mathbf{1}} \\
\mathbf{0} & \boldsymbol{\theta}
\end{array}\right]_{i}
$$

Similarly, let us do the same for the transformation matrix $\boldsymbol{\Gamma}_{2 j}$ for the second end of this beam, which is now included in another node $j$.
5. Let us find the transformation matrix for beam $t$

$$
\left[\begin{array}{ll}
\mathbf{K}_{11}^{\prime} & \mathbf{K}_{12}^{\prime} \\
\mathbf{K}_{21}^{\prime} & \mathbf{K}_{22}^{\prime}
\end{array}\right]_{t}=\left[\begin{array}{lll}
\boldsymbol{\Gamma}_{1 i} & \\
& \boldsymbol{\Gamma}_{2 j}
\end{array}\right]^{-1}\left[\begin{array}{ll}
\mathbf{K}_{11} & \mathbf{K}_{12} \\
& \mathbf{K}_{21} \\
\mathbf{K}_{22}
\end{array}\right]_{t}\left[\begin{array}{lll}
\boldsymbol{\Gamma}_{1 i} & \\
& \boldsymbol{\Gamma}_{2 j}
\end{array}\right] .
$$

If node $i$ contains several beams, it is necessary to sum up their transformation matrices $\mathbf{K}_{11}^{\prime}$. Matrices $\mathbf{K}^{\prime}{ }_{12}$ and $\mathbf{K}^{\prime}{ }_{21}$ reflect the link between nodes $i$ and $j$. Matrix $\mathbf{K}^{\prime}{ }_{22}$ is now related to node $j$.

The inertia matrix $\mathbf{M}$ is formed similarly. However, very often it is presumed to be a diagonal one.

## Appendix D <br> Stiffness Matrices for a Planetary Reduction Gear Subsystems

The stiffness matrices for a differential gear and epicycle are

$$
\mathbf{K}_{S}=\left[\begin{array}{llll}
a_{1} & & \\
& & a_{1} & \\
& & a_{2}
\end{array}\right], \mathbf{K}_{E p}=\left[\begin{array}{llll}
b_{1} & & \\
& b_{1} & \\
& & b_{2}
\end{array}\right]
$$

The linkage matrices for differential gear-satellites are

$$
\mathbf{K}_{S C_{i}}=\left[\begin{array}{ccc}
-\alpha_{i} h_{1} \cos \gamma & \alpha_{i} h_{1} \sin \gamma & -r_{3} \alpha_{i} h_{1} \\
-\beta_{i} h_{1} \cos \gamma & \beta_{i} h_{1} \sin \gamma & -r_{3} \beta_{i} h_{1} \\
r_{1} h_{1} \cos \gamma & -r_{1} h_{1} \sin \gamma & -r_{1} r_{3} h_{1}
\end{array}\right] .
$$

Epicycle-satellite linkage matrix

$$
\begin{aligned}
\mathbf{K}_{E p C_{i}} & =\left[\begin{array}{ccc}
-\alpha_{i} h_{2} \cos \gamma & -\alpha_{i} h_{2} \sin \gamma & r_{3} \alpha_{i} h_{2} \\
-\beta_{i} h_{2} \cos \gamma & -\beta_{i} h_{2} \sin \gamma & -r_{3} \beta_{i} h_{2} \\
r_{2} h_{2} \cos \gamma & r_{2} h_{2} \sin \gamma & -r_{3} r_{2} h_{2}
\end{array}\right], \\
\alpha_{i} & =\cos \frac{2 \pi(i-1)}{n}, \beta_{i}=\sin \frac{2 \pi(i-1)}{n}(i=1 \ldots 3) \\
\alpha_{1} & =h_{1}+h_{7} \frac{2}{3}, \alpha_{2}=h_{1} r_{1}^{2}+h_{12} \frac{1}{3} \\
b_{1} & =h_{2}+h_{9} \frac{4}{3}, b_{2}=h_{2} r_{2}^{2}+h_{9} \frac{4}{3} r_{2}^{2} .
\end{aligned}
$$

Satellites stiffness matrices
$\begin{aligned} & \mathbf{K}_{C_{1}} \\ & \mathbf{K}_{C_{2}} \\ & \mathbf{K}_{C_{3}}\end{aligned}=\left[\begin{array}{ccc}\left(h_{1}+h_{2}\right) \operatorname{Cos}^{2} \gamma+h_{6} & \left(h_{1}-h_{2}\right) \cos \gamma \sin \gamma & \left(h_{1}-h_{2}\right) r_{3} \operatorname{Cos} \gamma \\ & \left(h_{1}+h_{2}\right) \sin ^{2} \gamma+h_{6} & \left(h_{1}+h_{2}\right) r_{3} \sin \gamma \\ \text { symm. } & \left(h_{1}+h_{2}\right) r_{3}^{2}\end{array}\right]$.
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Dynamic stiffness/transition matrix
for circular ring with symmetric profile, 215-217, 216f
for closed cylindrical shells, 211-213, 212f
for cylindrical panel, 214-215, 214f

## F

FEM, see Finite-element method (FEM)
FEM for beam systems
beam systems, 68-70
and its subsystems, 68f
dispersion equation for FE-model of beam
beam divided into $n$ finite beam elements, 61f
dispersion curve for FEM of beam/Bernoulli beam, 63 f
FEM solution for dispersion equations, $62 t$
frequency equation in case of fixed ends, 63-64
models with distributed parameters and at different FE-mesh, 64-68
recommendations, 66-67
Timoshenko-Rayleigh beam, high-frequency vibrations, 68
Finite-element method (FEM), 7, 25, 41, 87
See also Fundamentals of FEM, analytical approaches
Fractal curve (Koch's curve), 73
Fractals, 3, 73-74
See also Self-similar systems
Free ring connection, blades with, 147-149
Fundamental matrices for systems with regular structure
matrices of dynamic compliance/stiffness, 118-119
mixed dynamic matrix, 119-121
transition matrix
general condition of the quadrupole, 122
as generalization of quadrupole theory, 121
Fundamentals of FEM, analytical approaches
boundary conditions/ways of subsystems connecting, 29-30
FEM of shell of a nuclear reactor, 26 f
stiffness matrix for assembled system, 28-29
identically positioned finite elements at different boundary conditions, 29 f
stiffness matrix for beam finite element, 26-28
finite element of a beam and its local coordinates system, 27f

## G

Galois, E., 8
Gas-turbine engine (GTE), 35, 35f
Geometric grating, 47

Graph theory, 4
Group representation theory, $1-2,79,87,89$, 95
GTE, see Gas-turbine engine (GTE)

## J

Jordan's diagonal blocks, 136

## K

Kron, G., 4

## M

Matrix methods, 5-6
Matrix of dynamic compliance (MDC), 119, 121, 130, 193
Matrix of dynamic stiffness (MDS), 119, 124
MDC, see Matrix of dynamic compliance (MDC)

MDM, see Mixed dynamic matrix (MDM)
MDS, see Matrix of dynamic stiffness (MDS)
Mechanical regular structures, 1
generalized projective operators of symmetry/modes, 2
group representation theory, 1-2
methods of structural mechanics, 1
Mechanical systems, hierarchical structure/simulation methods
coefficients of dynamic compliance
collateral dynamic compliance, 20-21
principal dynamic compliance, 18-19
coefficients of dynamic stiffness, 16
dimension reduction of dynamic compliance matrix
additional connections imposed on system, 21-22
frequency equation, 21
dynamic compliance evaluation, experimental methods
pair-wise ring shrouding of blades, 23f, 24f
fundamentals of FEM, analytical approaches
boundary conditions/ways of subsystems connecting, 29-30
FEM of shell of a nuclear reactor, 26 f
stiffness matrix for assembled system, 28-29
stiffness matrix for beam finite element, 26-28
models with lumped parameters, 8-12
See also Models of mechanical systems with lumped parameters
reduction of models with lumped parameters
dynamic condensation, 14
method of synthesis of the vibration modes, 15
Rayleigh-Ritz method, 14-15
stiffness matrix condensation in case of additional connections, 13
stiffness matrix condensation with existence of inertia-free elements, 13-14
simulation of real structure, approaches, 7-8
weak interactions between subsystems, decomposition methods, 34 t
coefficients of dynamic interactions, 31-34
decomposition by integration of the elements, 36
decomposition by partition into independent substructures, 34-36
elimination of substructures, 36
weak interaction coefficients/criteria for ill-conditions of matrices, 37
Mixed dynamic matrix (MDM), 119-121, 124, 201
Models of mechanical systems with lumped parameters
discrete models
components of rocket, $8,8 \mathrm{f}$
differential equations, forms, 9
gas turbine engine with casing, $8-9,8 \mathrm{f}$
problem of accuracy, 9
rotor of turbo-driven pump, $8,8 \mathrm{f}$
static stiffness coefficients for a beam, $11-12,12 \mathrm{f}$
static stiffness/compliance coefficients, 9-11

## N

Network theory, methods, 4
Novozhilov, V. V., 209

## P

Partial subsystems, 228
Planetary reduction gear, generalized modes in decomposition of stiffness matrix, 109-111
dynamic model of, 108-109
forced vibrations, 112-113
free vibrations, 111-112
vibrations interaction at violation of symmetry, 113-114
Principal dynamic compliance, 18-19, 20f, 22-23

## Q

Quadrupole systems, 131
Quadrupole theory, 121-122
Quasi-symmetrical systems
application in areas of engineering, 79
basic properties, 79
effect of FE-mesh on matrix structure square frame, generalized vibration modes, 96-97, 97f
forced vibrations, 104-105
free vibrations, 102-103
hierarchy of symmetries, 105-106
periodic systems from symmetrical elements, 107-108
planetary reduction gear, generalized modes in
decomposition of stiffness matrix, 109-111
dynamic model of, 108-109
forced vibrations, 112-113
free vibrations, 111-112
vibrations interaction at violation of symmetry, 113-114
theory of groups representation
advantages, 80
application to mechanical systems, 86-89
concept and definitions, 80-83
examples of applying groups representation theory, 83-86
vibrations of frames with cyclic symmetry
analysis of forced vibrations, 95
projective operators for frame, generalized modes, 91-95
stiffness and inertia matrices, 89-90
vibrations interaction at slight asymmetry, 100-102
vibroisolation of body on symmetrical frame, 98-100
"Quiet" point, 79

## R

Rayleigh-Ritz method, 14
Real-life structures, complex
matrix methods, 5
methods of dynamic compliances
(stiffness), 5
study of vibrations, 6
Reflection symmetry elements
dynamic characteristics
compressor case model element, 156 f
displacements in symmetric vibrations of a rod, 156 f
dynamic stiffness/compliance matrices, 157-161
mixed matrix for, 158-161
reflection symmetric, 155 f
filtering properties of system, 169-170
finite differences equations, 161-164
numerical examples
single-connectedness systems, 170-175
three-connectedness systems, 179-182
two-connectedness systems, 176-179
special types of boundary conditions, see Boundary conditions of reflection symmetry elements
systems consisting of skew-symmetric (antisymmetric) elements, 182-185
for a closed system, 185
natural frequencies, determination, 185
three-connectedness system/ characteristic values of mixed matrix, 183f, 184f
Ribbed cylindrical shells, vibrations of
dynamic stiffness/transition matrix for
circular ring with symmetric profile, 215-217
closed cylindrical shells, 211-213
cylindrical panel, 214-215
general theory of shells
differential equations of shell for displacements, 209
ring/longitudinal ribbings, force expressions, 210, 211f
with longitudinal ribbing of nonsymmetric profile
dynamic stiffness/transition matrices for, 222-223
numerical calculation of shell, 223-224
shell with ribbings of stiffness and regular element, 221f
with ring ribbing under arbitrary boundary conditions
cylindrical shell with circular ribbings, $218 f$
dynamic stiffness determination, 217-220
elastic-mass inclusions, case, 221
mixed matrices, application of, 217
relative position of ring ribbings and longitudinal section of shell, 218 f
Ribbed laminar systems
two-layer lamina with laminar stiffness ribs, 53f
dispersion surfaces and vibration modes, $54-55,55 \mathrm{f}-57 \mathrm{f}$
equilibrium equation for the $S R$ th node, 53
numbering of the nodes, 54 f
symmetric and skew-symmetric vibrations modes, 54
Rotor systems with periodic structure, vibrations of
with arbitrary boundary conditions
frequencies and normal modes, determination of, 205-207, 206f, 207f
with disks
characteristic values of mixed matrix, 202-203, 203f-204f
rotor with periodic structure and element of rotor, 202f
forward/backward rotor precession, expressions, 201

## S

Self-similar systems
basic concept
fractal curve, deriving at, 73
structures belonging to self-similar structures, 73
theory of fractals, 74
widely used in mechanical engineering, 74
dynamic compliances of, 188-190
in case of single-connectedness, 190
examples
conical shells, 187, 188f
drum-type compressor rotor, 187, 188f
shaft executing bending vibrations, 187 , 188f
spatial crankshaft, 187, 188f
step-up rod, 187, 188f
self-similar drum-type rotor, vibrations of, 196-199, 196f
self-similar shaft with disks, vibrations of, 194-196, 195f
transition matrix for, 195-196
with similar matrix of dynamic compliance, 193-194
block form of matrix equation, 193
transition matrix, 191-193
case of single-connectedness system, 192
characteristic values of matrices, 193
vibrations in
band pass, equation, 76
dispersion curves for real/imaginary wave values, $76 f$
equivalent periodic structure with the same natural frequencies, 76 f
rod with stepwise cross section, 77f
self-similar rod structure with masses, 75f
vibrations of, numerical examples, 190
Single-connectedness systems
reflection symmetry elements, example
multispan regular weightless beam, 172-173
regular multispan beam with distributed mass, 173-175, 174f
single-connectedness chain system, 170-172, 171f
Single-section lamina vibrations with laminar ribbing, 58-60, 58f
comparison of discrete and continuous models, 60 t
continualization, 60
lamina supported by beam stiffness ribbings, 60 f
Square matrix, 81, 122, 162, 192
Static compliance coefficients, 11
Static stiffness coefficients, 9-10
Sylvester's theorem, 136
Symmetric systems, see Quasi-symmetrical systems
Systems with cyclic symmetry
displacement operator for a continual system, 141
examples, 141f
natural frequencies for, 141-143
normal modes, 144
numerical/experimental results for blades with shroud, 148 f
blades shrouded by shelves, 151-153
blades with paired-ring shroud, 149-150, 150f
free ring connection, 147-149
vibrations of blades system
designs of connecting blades to a shroud, 144-145, 144f
natural frequencies for blades system, 145-146
normal modes for blades system, 146-147
Systems with periodic structure
collective vibrations of blades
sin-phased tangential vibrations of blades, 139f
superposition of waves, 139
torsion-axial vibrations of blades, 140 f
torsion-bending vibrations of blades package, 139, 140f
torsion vibrations of blade package, 140f
dynamic compliances and stiffness, 129-131
determination of characteristic values, cases, 129-130
transition to new characteristic values, 131
dynamic compliances of singleconnectedness system
examples, 131
multispan weightless beam with concentrated masses, 134-135, 135f
shaft executing torsion vibrations, 133-134
examples
periodic systems with an axis with constant curve radius, $127,128 \mathrm{f}$
periodic systems with rectilinear axis, 127, 128f
periodic systems with rectilinear axis and a screwlike rotation, 127, 129f
forced vibrations
inhomogeneous systems, solution for, 137
transition matrix, 135-136
vibrations of blades package
determination of natural frequencies, 138
extension-contraction mode of connection, 138
frequency of free vibrations, 138
modes of vibrations, 139
transition matrix for, 137-138
Systems with translational symmetry
dynamic systems, methods of decomposition
topological approach, 4
method of forces (displacements)
wave approach, 3

## T

Theory of continuous group, 2
Theory of fractals, 74
Theory of groups representation
advantages, 80
application of, examples, 83-86
system with cyclic symmetry of type $C_{3 v}, 85-86,85 \mathrm{f}$
two-mass system, 81f, 83-84
application to mechanical systems
generalized projective operators/modes, 87-89
mechanical systems with symmetric structure, features, 86-87
concept and definitions
elements (operations) of symmetry groups and notations, 80-81
irreducible matrix, 81
square matrix, 81
table of characters, 81-82
two-mass symmetric system, example, 81f
Theory of oscillations, 6, 11
Theory of shells, 209-211
Three-connectedness systems, 179-182, 180f
Timoshenko-Rayleigh beam, 68
Translational symmetry systems
dynamic systems, methods of decomposition
topological approach, 4
method of forces (displacements)
wave approach, 3
Transmission matrix, 125
Two-connectedness systems
reflection symmetry elements, example
single-span weightless beam with concentrated masses, 176-177, 176f
torsion-longitudinal vibrations of a crankshaft, 177-179, 178f

V
Vibrations of frames with cyclic symmetry analysis of forced vibrations, 95
projective operators for frame, generalized modes, 91-95
configuration of vibration modes, 92 f
displacement of nodes, 93
stiffness and inertia matrices
FEM in symmetric hexagonal frame, 89, 89f
Vibrations of regular systems with periodic structure
dynamic properties of laminar systems
dispersion equation for ribbed laminar systems, see Ribbed laminar systems
single-section lamina vibrations with laminar ribbing, 58-60, 58f
FEM for beam systems
beam systems, 68-70
dispersion equation for FE-model of beam, 61-64
models with distributed parameters and at different FE-mesh, 64-68
hierarchy of mathematical models
dispersion equation, evaluation, 71-72
first/second level models in hierarchy, 70f, 71f
mechanical systems, specific features
beam systems, analysis, 42
dispersion/frequency equation, analysis, 41-42
vibrations of frames with periodic structure
combining FEM and dispersion equation, 47-50
one-/two-/three-dimensional periodic systems, dispersion equations for, 47
vibrations of grate frames, 50-52
vibrations of self-similar structures in mechanics, see Self-similar systems
wave approach
comparison of dispersion curves for discrete model, 45 f
dispersion curve, 43 f
system properties, determination, 44-47
system with two kinds of alternating disks, 45f
torsional vibrations of a weightless shaft, study, 42, 42f
Vibrations of ribbed cylindrical shells
dynamic stiffness/transition matrix for circular ring with symmetric profile, 215-217
closed cylindrical shells, 211-213
cylindrical panel, 214-215
general theory of shells
differential equations of shell for displacements, 209
ring/longitudinal ribbings, force expressions, 210, 211f
with longitudinal ribbing of nonsymmetric profile
dynamic stiffness/transition matrices for, 222-223
numerical calculation of shell, 223-224
shell with ribbings of stiffness and regular element, 221f
with ring ribbing under arbitrary boundary conditions
cylindrical shell with circular ribbings, 218f
dynamic stiffness determination, 217-220
elastic-mass inclusions, case, 221
mixed matrices, application of, 217
relative position of ring ribbings and longitudinal section of shell, 218f
Vibrations of rotor systems with periodic structure
with arbitrary boundary conditions
frequencies and normal modes, determination of, 205-207, 206f, 207f
with disks
characteristic values of mixed matrix, 202-203, 203f-204f
rotor with periodic structure and element of rotor, 202 f
forward/backward rotor precession, expressions, 201
Vibrations of self-similar systems
drum-type rotor, 196-199, 196f
shaft with disks, 194-196, 195f

## W

Wave approach
application in quantum mechanics, 3
dispersion equations, use of, 3
systems with periodic structure
comparison of dispersion curves for discrete model, 45 f
dispersion curve, 43f
system properties, determination, 44-47
system with two kinds of alternating disks, 45 f
torsional vibrations of a weightless shaft, study, 42, 42f
Wave theory, 117
Weak interaction coefficients, 37
Weak interactions between subsystems, decomposition methods, 34 t
coefficients of dynamic interactions, 31-34
decomposition by integration of the elements
computational model of lathe shaft line, 36, 36f
decomposition by partition into independent substructures
GTE and its subsystems, 35 f
natural frequencies of partial subsystems of GTE and assembled system, 36 f
nonresonance case, 34-35
resonance case, 35
elimination of substructures, 36
weak interaction coefficients/criteria for ill-conditions of matrices, 37
Weakly coupled subsystems, 32


[^0]:    ${ }^{1}$ Usually the wave number is designated as $k$, but to not confuse it to stiffness coefficient here we have designated it through $\kappa$

[^1]:    The all calculations in this section were fulfilled by Dr. Sc. R.S. Akhmetkhanov

[^2]:    ${ }^{1}$ It should be noted, that at use of a part 1 methods (including FEM) there is no necessity to divide the variables on two groups. It turns out automatically by appropriate choice of coordinates axes direction.

