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Preface

Starting in the 1930s, a mathematically rigorous approach to frequentist statistical
inference, now called statistical decision theory, was introduced by Jerzy Neyman,
Egon Pearson, and E.J.G. Pitman and formalized by Abraham Wald (Neyman
and Pearson 1933, Pitman 1939, and Wald 1939, 1950). As far as estimation is
concerned, statistical decision theory examines classes of functions of the data
that can serve as possible estimators of the unknown parameter. These general
estimators are compared through a risk function defined as the expected value over
the sample space of the loss for every possible value of the parameters of interest.
Alternatively, Bayesian decision theory examines estimators that are constructed by
minimizing the expected loss, however now with respect to the parameter’s posterior
distribution. In general, statistical decision theory provides a rigorous foundation to
formulate and solve decision problems under uncertainty.

In the case of the univariate normal distribution, the usual estimator of the
population mean is the sample mean. The sample mean is the maximum likelihood
estimator (MLE), the uniformly minimum variance unbiased estimator (UMVUE),
the best invariant (or equivariant) and minimax estimator for nearly arbitrary
symmetric loss, and is admissible for essentially arbitrary symmetric loss. Pitman
(1939) suggested, on intuitive grounds, the use of best invariant procedures in certain
problems of estimation concerning scale and location parameters. In the same year,
Wald (1939) claimed admissibility for such best invariant estimators; unfortunately,
as Peisakoff (1950) pointed out, there seemed to be a “lacuna” in Wald’s proof. The
possibility that some other estimator has a risk that is uniformly lower than that of
the average existed. Hodges and Lehmann (1950) and Girshick and Savage (1951)
first showed that no such estimator exists using the information inequality and then
Blyth (1951) by using a limit of Bayes-type argument. That is, the usual sample
mean is admissible, at least when estimating one unknown mean. In the bivariate
normal case, the above properties also hold. Stein (1956) proved admissibility using
an information inequality argument. In that same paper, Stein proved a result that
astonished many and which motivates many of the ideas developed in this book.
Stein’s proof made it quite clear that admissibility should fail for any dimension
greater than two.
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viii Preface

In the p-variate normal case, Stein (1956) showed that estimators of the form
(1 —a/®+ |X*)X dominate the MLE/UMVUE, X, for a sufficiently small
and b sufficiently large when p > 3. James and Stein (1961) sharpened the result
and constructed an explicit class of dominating estimators, (1 — a /|| X )X for
0 < a < 2(p — 2). Paradoxically the James-Stein estimator is itself inadmissible
and can be dominated by another inadmissible estimate, its positive part. The James-
Stein estimator can also be regarded as an “empirical Bayes rule,” a term coined by
Herbert Robbins. Ever since the pathbreaking results of Stein, the area of shrinkage
estimation has flourished. The goal of this book is to provide a coherent framework
for understanding this area. Our primary foci are on point and loss estimation for the
mean vector for multivariate normal and spherically symmetric distributions. The
coverage of topics reflects our personal perspective on shrinkage estimation, and we
apologize for omissions. Nevertheless, we hope the material we present provides an
adequate basis for the interested reader to pursue recent developments in shrinkage
estimation. There are many open directions in the area with much more to be done.

Chapter 1 gives an overview of the statistical and decision theoretic terminology
and results that will be used throughout the book. We assume that the reader is
familiar with the basic statistical notions of parametric families of distributions,
likelihood functions, maximum likelihood estimation, sufficiency, completeness,
and unbiasedness. We review the results in Bayesian decision theory, minimaxity,
admissibility, and invariance that will be used later in the book.

Chapter 2 is concerned with estimating the p-dimensional mean vector of a
multivariate normal distribution under quadratic loss from a frequentist perspective.
In Sect. 2.2, we give some intuition into why improvement over the MLE/UMVUE
should be possible in higher dimensions and how much improvement might be
expected. Section 2.3 is devoted to Stein’s unbiased estimation of risk technique
which provides the technical basis of many results in the area of multiparameter
estimation. Section 2.4 is devoted to establishing improved procedures, such as the
classical James-Stein estimator. In Sects. 2.5 and 2.6, we will provide a link between
Stein’s integration by parts lemma and Stokes’ theorem and give insights into the
Stein phenomenon in terms of nonlinear partial differential operators.

The Bayesian approach is well suited for the construction of possibly optimal
estimators. The frequentist paradigm is complementary, as it is well suited for risk
evaluations, but less well suited for estimator construction. In Chap.3 we take a
Bayesian view of shrinkage estimation. In Sect. 3.1 we derive a general sufficient
condition for minimaxity of Bayes and generalized Bayes estimators in the known
variance case; we also illustrate the theory with numerous examples. In Sect. 3.2
we extend the results of the previous section to the case when the variance is
unknown. Section 3.3 considers the case of a known covariance matrix under
and a general quadratic loss. The admissibility of Bayes estimators is discussed
in Sect.3.4. Interesting connections to maximum a posteriori (MAP) estimation,
penalized likelihood methods, and shrinkage estimation are developed in Sect. 3.5.
The fascinating connections to Stein estimation and estimation of a predictive
density under Kullback-Leibler divergence are outlined in Sect. 3.6.
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While Chaps. 2 and 3 consider estimation problems for the normal distribution
setting, Chap. 4 introduces the general class of spherically symmetric distributions.
Point estimation for this broad class is studied in subsequent chapters. In particular,
Chap. 5 extends many of the results from Chaps. 2 and 3 to spherically symmetric
distributions. Section 5.2 is devoted to a discussion of basic domination results
for Baranchik-type estimators, while Sect.5.3 examines more general estimators.
Section 5.4 considers Bayes minimax estimation, and, finally, Sect.5.5 discusses
estimation with a concave loss.

In Chap. 6, we consider the general linear model with spherically symmetric error
distributions when a residual vector is available. The inclusion of the residual term
in estimates yields interesting and strong robustness properties. Section 6.1 gives the
main results in this setting, and Sect. 6.2 discusses an interesting paradox concerning
shrinkage estimators when the scale is known but when a residual vector is available.
Section 6.3 extends some of the Bayes estimation results in Chap. 3 to spherically
symmetric distributions when a residual vector is available. Section 6.4 develops
a class of shrinkage estimators for a class of elliptically symmetric distributions.
Section 6.5 studies improved estimation for concave loss when a residual vector is
present.

Chapter 7 considers the problem of estimating a location vector which is
constrained to lie in a convex subset of R”. Much of the chapter is devoted to one
of two types of constraint sets, balls, and polyhedral cones. However, Sect.7.2 is
devoted to general convex constraint sets and more particularly to a striking result
of Hartigan.

In Chap. 8 we switch gears away from location parameter estimation and focus
on loss estimation and data-dependent evidence reports. In Sect. 8.2, we develop
the quadratic loss estimation problem for a multivariate normal mean. Section 8.3
is devoted to the multivariate normal mean case where the variance is unknown.
Extensions to spherically and elliptically symmetric distributions are given in
Sects. 8.4. In Sect. 8.5 we use loss estimation ideas to develop a modern perspective
on Akaike’s information criterion (AIC), Mallows’ Cp, and estimated degrees
of freedom for model selection and propose generalizations to spherically and
elliptically symmetric distributions. We conclude Chap. 8 by discussing confidence
set assessment and the differential operators and dimension cut-off when estimating
aloss in Sects. 8.6 and 8.7, respectively.

The text is intended for graduate students and researchers who want to learn
about the theory underlying shrinkage estimation. The reader should have some
exposure to graduate-level probability theory, mathematical statistics, and linear
models. The necessary topics from analysis are developed in the Appendix.

This book project has a ridiculously lengthy history that likely dates back to
summers during the late 1990s we spent together in Rouen. Given the duration of
this project, there are many people who have substantially influenced the writing
and rewriting of particular parts of this book. Their contributions are too diverse
to specify, and their influence has been by means of their excellent contributions to
the shrinkage estimation literature. In particular, Charles Stein had an immeasurable
influence on our research; his work and behavior were an inspiration to many. We
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warmly thank our coauthors and colleagues Jim Berger, Jim Booth, Ann Brandwein,
Anirban DasGupta, Persi Diaconis, Ed Green, Tatsuya Kubokawa, Eric Marchand,
Yuzo Maruyama, Christian Robert, Andrew Ruhkin and Rob Strawderman, as well
as our friends Sumanta Basu, Jacob Bien, Ed George, and Gene Hwang, and our late
colleagues Larry Brown and George Casella, who are sorely missed. Also thanks
to our outstanding students in courses at Cornell, Rouen and Rutgers, Ben Baer,
Haim Bar, Didier Chételat, Irina Gaynanova, Daniel Gilbert, Fatiha Mezoued, Raj
Narayanan, Galina Nogin, Ali Righi, Liz Schifano, and Stavros Zinonos. Thanks
also to the National Science Foundation, National Institutes of Health, and Simons
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Chapter 1 ®
Decision Theory Preliminaries Qe

1.1 Introduction

In this chapter we give an overview of statistical and decision theoretic concepts
and results that will be used throughout the book. We assume that the reader is
familiar with the basic statistical notions of parametric families of distributions,
likelihood functions, maximum likelihood estimation, sufficiency, completeness and
unbiasedness at the level of, for example, Casella and Berger (2001), Shao (2003),
or Bickel and Doksum (2001). In the following, we will discuss, often without proof,
some results in Bayesian decision theory, minimaxity, admissibility, invariance, and
general linear models.

1.2 The Multivariate Normal Distribution

For theoretical and practical reasons, the normal distribution plays a central role
in statistics. The central limit theorem is one reason for its importance; given
X1, ..., X, independent and identically distributed (i.i.d.) random variables with
mean p and variances o2 < oo, (X, — w)/(co/ »/n) converges in distribution to
the standard normal distribution, .4#"(0, 1). Hence whatever the distribution of the
X;’s, the distribution of the sample mean X, can be approximated by a normal
distribution with mean equal to y and variance equal to o'>/n. Essentially the same
theorem has been used to provide theoretical justification for the empirical fact that
many observed quantities tend to be approximately normally distributed.

In this section, we recall basic properties of the univariate and multivariate
normal distributions. By definition, the univariate normal distribution .4 (6, 02)
with mean 6 € R and variance 02 > 0 has the density W2m o) ! exp{—(x —
0)2/(20%)} with respect to the Lebesgue measure in R!. For technical reasons, we
also include the case where 0> = 0, which corresponds to the point mass at 6. In

© Springer Nature Switzerland AG 2018 1
D. Fourdrinier et al., Shrinkage Estimation, Springer Series in Statistics,
https://doi.org/10.1007/978-3-030-02185-6_1


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-02185-6_1&domain=pdf
https://doi.org/10.1007/978-3-030-02185-6_1

2 1 Decision Theory Preliminaries

this case, the distribution is singular and has no density with respect to the Lebesgue
measure.

As the distribution of any random vector X € R" is characterized by the
distribution of all linear functions of the form a™X for a € R”", the following
multivariate extension is natural (see, e.g., Johnson and Kotz 1972).

Definition 1.1 A random vector X € R” has a normal distribution if, for all a € R",
a' X is distributed as an univariate normal distribution.

Note that the means and variances of the individual components exist by
definition and so do the individual covariances, by the Cauchy-Schwarz inequality.
Also, the characteristic function of a univariate standard normal .4#"(0, 1) random
variable X is given by ¢x, (1) = E[exp{it X;}] = exp{—1?/2}. Hence, if X =
(X1, ..., X;;) where the X are i.i.d. standard normal, the characteristic function of
X isequal to px (u) = E[exp{i u"X}] = exp{—uTu/2}. Furthermore, if Y = AX+0
where A is a p x n matrix and 6 is a p x 1 vector, gy (v) = E[exp{i v (0 +AX)}] =
exp{i vT0} exp{—vTXv/2} where ¥ = A AT is the covariance matrix and 0, the
mean vector of Y. This shows that the distribution of Y is determined by its mean
vector 6 and its covariance matrix X. Hence Definition 1.1 is not vacuous and
the multivariate normal distribution exists for any mean vector 6 and any positive
semi-definite covariance matrix X (take A = X'!/2). We denote this distribution by
Np (0, X).

It follows from the form of the above characteristic function that, if X is
distributed as 4;,(6, X) and B is a ¢ X n matrix and v is a ¢ x 1 vector, then
Z = BX + v is distributed as A, (07, X¥7) where 7 = B6 + v and X7z =
B X BT. Hence, in particular, all marginal distributions are normal. Specifically,

decomposing
= () =) (B 2)
X2 02 21 X
with dim X; = dim6; = n; and where X; j isn; x n; (1 < i, j < 2), we have
X; ~ M, (0;, ;). Note that X is independent of X» if and only if X¥1» = 0.

We can find the conditional distribution of X given X, as follows. Suppose
there exists an n; x n, matrix A such that X; — A X» is independent of X5,. Then
the distribution of X; — A X is normal with mean 6; — A 6, and covariance matrix
Y11 — A X»;1. Hence the conditional distribution of X; given X7 is normal with
mean 01 + A (X, — 6») and covariance matrix X1 — A X5;. However such an A
is easy to find since cov(X] — A X», Xp) = X1 — A Y. If Xy; is non-singular,
A= X 22_21. If X, is singular then A = X5 ¥, where X, is a generalized
inverse (see Muirhead 1982).

We now consider the existence of a density with respect to the Lebesgue measure
on R" for a random vector X distributed as .4, (6, X'). Note that, when X is singular,
there exists an a € R” such that @ # 0 and Ya = 0 and hence, for any such a,
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Var(a™X) = a" X a = 0. It follows that a™X = a0 almost surely and hence that
X — 6 is almost surely in a proper subspace of R"; thus the distribution of X is
singular and X has no density in R”.

If however X is nonsingular, then a density exists. To see this, let X = A AT for
some nonsingular n x n matrix and let X = A Z 4 6 where Z is a vector of i.i.d.
standard normal random variables in R!, as in the comment after Definition 1.1. The
standard change of variables formula gives the density of X as

1 1
Wexp{—z(x—efxl(x—e)}. (1.1)

It is important to note that, when ¥ = 21, and # = 0, the density (1.1)
is a function of ||x||>. Consequently, for any orthogonal transformation A, the
distribution of ¥ = h(X) is the same as that of X. Many properties of the normal
70, 62 1) follow from this invariance property and hold for other distributions
similarly invariant. We formalize this in the following definition.

Definition 1.2 Let & be the group of orthogonal transformations on R”. A random
vector X € R” (equivalently the distribution P of X) is orthogonally invariant if,
for any h € O, the distribution of Y = h(X) is the same as that of X.

In other words, for any bounded and continuous function f and for any & € O,

| saenare = [ rware. (12

It is worth noting that, if an orthogonally invariant random vector X has a density
f with respect to the Lebesgue measure, it is of the form f(x) = g(||x||2) for a
certain function g from R into R4 (see Theorem 4.2 in Chap. 4). In that case, we
will denote X ~ g(||x|?). Also, if for some fixed 8 € R?, X — 0 is orthogonally
invariant, we will write X ~ g(||x — 9||2).

As a simple example of the use of this notion, note that, if X is orthogonally
invariant and P[X = 0] = O, then the unit vector, which lies on the unit sphere,
X/ X|| is orthogonally invariant as well. We will see in Sect. 1.3 that there exists
only one distribution orthogonally invariant on the unit sphere. It follows that, for
any function ¢ from R" into R¥, the distribution of ¢ (X /X)) does not depend on
the distribution of X as long as X is orthogonally invariant. One of the best known
and most useful of such statistics is the Fisher (F-) statistic

T X012/ ki
[72(X) 12/ k2

where 771 and 7 are orthogonal projections from R” onto orthogonal subspaces of
dimension k1 and kp, respectively.
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1.3 The Uniform Distribution on a Sphere

We already noticed the existence of an orthogonally invariant distribution on the
unit sphere S of R”. A closely related alternative approach is through the uniform
measure og on the sphere Sg of radius R centered at 0 which can be defined for any
Borel set £2 of Sg, as

oR(2) = %k({ru €R"|0<r <R, uc) (1.3)

where A is the Lebesgue measure on R”. Thus the measure of £2 is proportional to
the Lebesgue measure of the cone spanned by £2. The constant of proportionality
n/R is standard and is chosen so that the total surface area of the sphere Sg agrees
with the usual formulas relating og(Sg) to the volume of the ball Bg of radius R,
that is, og(Sgr) = n/R A(BR). For example, for n = 2, or(Sgr) = 2/R AM(Br) =
2m Ror, forn =3,0r(SR) =3/R M(BR) =4nm R%. Asa consequence or(SR) =
o1(S)) R" 1.
The uniform distribution on Sg is naturally defined through o.

Definition 1.3 The uniform distribution % on S is defined, for any Borel subset
£2 of Sg, by

GR(Q)Z or(£2)
or(SR)  o1(S)) R

UR(£2) = (1.4)

The orthogonal invariance of % and ok follows immediately from the orthog-
onal invariance of the Lebesgue measure L. The following lemma establishes a
uniqueness property for Zg.

Lemma 1.1 The uniform distribution % on Sg is the unique orthogonally invari-
ant distribution on Sg.

Proof We follow the approach of Cellier and Fourdrinier (1990) which is adapted
from the proof given by Philoche (1977) and relies on the uniqueness of the Haar
measure on the group & of orthogonal transformations (as it is developed, for
instance, by Nachbin 1965). More precisely, we use the fact that there exists a unique
probability measure v on & which is invariant under left and right translations, that
is, which satisfies

/¢(h—1g)dv<g)=/ $(9)dv(g).
7 7

and

/d’(gh_l)dV(g):/ $(g)dv(g), (1.5)
% o
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for any function ¢ defined on & and for any & € €. This measure is the so-called
Haar measure on O

Clearly, it suffices to consider the case where R = 1, that is, for S| = § and
U = % . Let €(S) be the set of real valued continuous functions on S. For any
f e€(S), forany g € 0 and x € S, define the functions f,(g) and f, (x) by

F:(9) = fod) = f(g7 (). (1.6)

Let f be fixed in €' (S). As the group & operates transitively on S, the integral
fﬁ fx(g) dv(g) does not depend on x € S. Indeed, for any x € S and any y € S,
there exists & € O’such that x = h(y) so that, by (1.5) and (1.6),

[ Felg)dv(g) = / Frin(8) dv(g)
172 172
_ / £ o g)du(g)
173

=/ fy(&)dv(g). (1.7)
o

Similarly, for every orthogonally invariant distribution P on S, the integral
fﬁ fg(x) dP(x) does not depend on g € & since

/;fg(X)dP(X)=/Sf(87](X))dP(X)=/Sf(X)dP(X), (1.8)

according to (1.2). Then, by (1.7), (1.8) and Fubini’s theorem,

/ F)dP(x) = / ( / f(x)dP(x)> dv(g)
S 17 S
- / ( / fg(x)dP(x)> dv(g)
7 N
- / ( f fx(g)dv(g)) dP(x)
S o0

=/ fx(g)dv(g).
o

Therefore, for any f € €(S),

/Sf(x)dP(x)=/Sf(X)d%(x),

which implies that P = 7% . |
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The following result, mentioned in Sect. 1.2, is then immediate.

Lemma 1.2 If X € R”" is an orthogonally invariant random vector such that
P[X = 0] = 0 then X/||X|| is distributed as %.

It is worth noting that og (and hence %g) can be expressed through the usual
parametrization in terms of n-dimensional spherical coordinates. Indeed let V =
(0, 7)""% x (0, 27) and for (t1,...,th—1) € V, @r(t1, ..., th—1) = (X1, ..., Xn)
with

X1 = R sinty sinty...sint,_p sint,_q
Xp = R sinty sinty...sint,_» coSt,_|

X3 = R sinty sinty...cost,_» (1.9)

Xp—1 = R sint) cost
X, = R costy.
Note that pgr maps V onto Sg, except for the set A of ogr—measure 0, where
A={x=((x1,...,x,) €R" | x1 =0,x2 <0and |x|| = R}.
Lemma 1.3 For any Borel subset S2 of Sg,

or(2) = R"*I/ sin 2 ¢ sin" 3 ty...sint,_odti dty ... dt,_, .
o' ()
(1.10)
Proof The usual n-dimensional spherical coordinates express x asr @1 (t1, ..., I,—1)

and the set on the right hand side of (1.3) can be written as (0, R] X (pEl(.Q).
Hence, recalling that the Jacobian of the transformation in (1.9) is = 1sin" 2 1y
sin" 3 ty...sint,_ (see e.g. Muirhead 1982), we have

or(£2)

=1 (0. R x ¢ @)

R
n _ . on— . on— .
—/ r' 1/ sin 2t sin" 3ty .. .sinty_n dty dta .. .dte_1 dr
RJo vz (@)
_ pn—1 on—2 - n—3 .
=R sin 11 sin tr...sint,_p dty dto .. .dt,_q.
O

An immediate consequence is that, if X is distributed as Zg, then the angles f; are
independent with density proportional to sin” =1 ¢ on (0, ) for 1 <i <n—2and



1.3 The Uniform Distribution on a Sphere 7

ty—1 is uniform on (0, 277). Note that (%g)r>o is a scale family of distributions in
the sense that Zg (§2) = 21 (£2/R) since, in (1.9) we have, gz)El(.Q) = (pl_l (£2/R).

We will have occasion to use the following lemma which is just a re-expression
in terms of og of the usual formula for integration in n-dimensional spherical
coordinates.

Lemma 1.4 For any Lebesgue integrable function h, we have

/ h(x)dx =/OO/ h(x)dogp(x)dR.
R7 0 SR

Proof Lemma 1.3 implies that
f h(x) dog(x)
SR
:/ h(pr(ti, ... ta_1)) R"Vsin" 21 .. sinty_n dty, ..., dta—1  (1.11)
\%4

and the result follows. O

Corollary 1.1 The area measure of the unit sphere in R" is given by

27'[”/2
r'(n/2)

o1(S1) =

Proof We apply Lemma 1.4 with h(x) = (27r)™"/? exp {—|x||>/2}. Then

1 2 *
1= exp —H dx = — exp{—r?/2 o1 (S) r" ! dr
rr (2)"/? 2 o Qm)n/?

where we used the fact that /(x) is a function of || x| and that o,(S,) = o1(S;) L.
Letting r = r2/2 reduces the integral to a multiple of a gamma function. More
precisely, we have

o1(S1)

which is the desired result. m]

~1/2 of the normal density

It is worth noting that the normalizing constant (277)
is usually obtained through Lemma 1.4 in dimension 2.
It is convenient to extend the notions of uniform measure and distribution on Sg

to any sphere in R”.
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Definition 1.4 For any R > 0 and forany 6 € R", let Sgg = {x € R" | |lx —
0| = R} be the sphere of radius R and center 6. The uniform distribution %z ¢
(respectively the uniform measure og g) on Sgg is the uniform distribution %z
(respectively the uniform measure o) translated by 6, that is,

2 -0
Ur,0(82) = (T) ,

for any Borel set 2 of Sg ¢. For completeness, we denote the point mass at 6 as
o0

Note that the definition of %z ¢ (and o g) can be extended to be a distribution
(measure) on R” by Zr 9(A) = %r.9(A N Sgp) for any Borel set A of R".

Formula (1.10) is an example of what is sometimes called superficial (or natural)
measure on an n — 1 dimensional submanifold of R”. Briefly, let O be an open set
in R"~! and ¢ be a differentiable function mapping O into R” with rank n — 1.
Let g = +/det(JTJ) where J is the n x (n — 1) Jacobian matrix of ¢. Then the
superficial measure o on ¢(O) is defined by

U(.Q)Zf g(tl,...,tn_l)dtl...dtn_l
o 1(2)

for any Borel set £2 in ¢(O).

It is easy to check that, for the transformation given by (1.9), the function g is
the integrand in the right hand side of (1.10). The superficial measure is connected
in an essential way to Stokes’ theorem which we will use extensively. There is more
discussion in Sects. 2.5 and A.5. See also Stroock (1990).

1.4 Bayesian Decision Theory

In this section, we introduce loss functions, risk functions, and some results in
Bayesian decision theory. Suppose X ~ fp(x) where fp(x) is a density with respect
to a o -finite measure © on 2" a measurable subset of R” (2" is the sample space)
and 0 € §2 a measurable subset of R” (£2 is the parameter space). We require that
fo(x) be jointly measurable on 2~ x £2.

In the problem of estimating a measurable function g(8) from R? into g(£2) C
R, an estimator is a measurable function 8(X) from R” into 2 C R¥ (2 is the
decision space). Typically we would require & C g(§2) but, occasionally, it is more
convenient to allow Z to contain g(£2).

The measure of closeness of an action d € & to the “true value” of g(#) is given
by a (jointly measurable) loss function L (6, d), where, forany 6 € §2, L(0, g(0)) =
0 and, for any d € 2, L(0,d) > 0. Hence there is no loss if the “correct decision”
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d = g(0) is made and is a nonnegative loss for whatever decision is made. A larger
value of the loss corresponds to a worse decision.

A simple example for the case of g(£2) C R!' and 2 c R'is L(6,d) =
(d — g(0))2, the so called squared error loss. Another common choice is L(6, d) =
|d — g(@)| or, more generally, L(0,d) = p(g(6),d) where p(g(8),g®)) = 0
and p(g(#),d) is monotone nondecreasing in d when d > g(6), and monotone
nonincreasing in d when d < g(#), a so called bowl-shaped loss.

In higher dimensions, when 2 C R¥ and 2 ¢ R¥, similar examples would be

k

LO,d)=ld — gO)|* =) (di — g(6))*

i=1
(the sum of squared errors loss or quadratic loss),

k

LO.d) = |d; - g(®)|

i=1
(the sum of absolute errors loss) and
L(0,d) = (d—g(0)'0(d —g®)),

where Q is a positive semidefinite matrix (the weighted quadratic loss).

To help in the assessment of estimators (or, more generally, decision procedures),
it is useful to introduce the risk function Z(0,8) = E¢[L(0,§(X))]. The risk
function only depends on the estimator §(-) (and not just on its value, §(x), at a
particular observation, X = x) and, of course, on 6.

Frequentist decision theory is mainly concerned with the choice of estimators
which, in some sense, make Z (6, §) small. Bayesian decision theory, in particular,
is largely focused on minimizing the average of Z(6,§) with respect to some
(positive) weight function (measure) 7, referred to as the prior measure or prior
distribution. It suffices for our purpose to suppose that the prior measure 7 is a
finite measure on £2 and, without loss of generality, to assume it is a probability
measure (i.e. 7(£2) = 1).

Definition 1.5 (Bayes procedures) For any (measurable) function § from 2" into
2 the Bayes risk of § (with respect to ) is

r(m,8) = / R0, 8)dr(6)
2

=/ [/ L(H,S(x))fe(x)dM(X)}dﬂ(9). (1.12)
2 A



10 1 Decision Theory Preliminaries

A (proper) Bayes procedure, &, (X), with respect to the (proper) prior r, is any
estimator &, such that

r(m) =r(m, 8y) =i%1fr(7r, 8). (1.13)

The quantity r () is referred to as the Bayes risk of  or simply the Bayes risk.

In certain settings, it is not necessary to require that 7 be a finite measure but
only to require that there exists a §(X) such that (1.12) is finite. Note also that the
joint measurability of fy(X), and also of L (6, §(X)), implies that the double integral
in (1.12) makes sense.

It is helpful to define joint and marginal distributions as follows.

Definition 1.6
(1) The joint distribution of (X, 0) is

P[X €A, 0 € B]= / |:/ So(x) du(x)] dm (). (1.14)
B A

(2) The marginal distribution of 6 is the prior distribution 7 (-) since

P[o eB]:/ U fg(x)du(x)] dn(@):/dn(@):n(B). (1.15)
B s B

(3) The marginal distribution of X is

M(A) = P[X € A]

:f |:/ fg(x)d,u(X)i|d7T(9)
2LlJa

- /A [ /9 fg(x)dn(ﬁ)] dj(x) by Fubini’s theorem
Z/Am(x)du(x) (1.16)
where
m(x) =/;2f9(x)d71(9).

Hence it follows that the marginal distribution of X is defined and is absolutely
continuous with respect to u, and has density m.

Definition 1.7 The posterior distribution of 6 given x is defined such that (for

m(x) # 0)
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dw(@]x) = %dﬂ(@). (1.17)

Note that the posterior distribution as defined in (1.17) is absolutely continuous
with respect to the measure 7, and hence, has density

fo(x)

m(x)

with respect to 7. It is well defined for all x such that m(x) > 0, and hence M-
almost everywhere.

The above observations and (again) Fubini’s theorem allow an immediate
convenient re-expression of (1.12).

Lemma 1.5 The Bayes risk in (1.12) may be expressed as
r(m,§) = / |:/ L0, 8(x))dn(0|x)] dM(x)
Z LI

:/ U L(9,8(x))d7r(9|x):|m(x)du(x). (1.18)

It follows that a Bayes estimate 8, (x) may be calculated, for p-almost every x,
by minimizing the so-called posterior loss function or posterior expected loss of §.

Lemma 1.6 Suppose that there exists an estimator with finite Bayes risk and that,
for M -almost every x, there exists a value &, (x) minimizing

fo(x)

m(x)

E[L(®, 8(X))|x] =/ L0, 5(x)) dn (). (1.19)
2

Then, provided it is a measurable function, 6, (X) is a Bayes estimator and E[L(0,
8(X))|x] is said to be the posterior risk.

For details on the measurability aspects of Bayes estimators, see Brown and Purves
(1973).

Corollary 1.2 Under the assumptions of Lemma 1.6,

(1) ifLO,d) = (d — g®)TQ(d — g(0)) where Q is positive (semi) definite, the
Bayes estimator is given by 6, (X) = E[g(0)|X] and

2) if LO,d) = (d — g(0))TQO)(d — g(0)) where Q(0) is positive definite, the
Bayes estimator is given by

82 (X) = (E[QO)|IX) ™ E[Q(©) g(6)|X].

Uniqueness of the Bayes estimator follows under the assumption of strict
convexity of L(6,d) in d, finiteness of the integrated risk of §,(X) and absolute
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continuity of p with respect to the marginal distribution M of X (i.e. u and M are
mutually absolutely continuous).

It is often convenient to deal with prior measures 7 that are not finite. In such
cases, there is typically no procedure é(-) for which (1.12) is finite. However, it is
often the case that the posterior distribution given formally by (1.17) exists and is
a finite measure that can be normalized to be a probability distribution. In such a
case, an estimator &, (X) minimizing (1.19) is called a generalized Bayes (or formal
Bayes) estimator.

Example 1.1 (Normal location families) Suppose X ~ Jl/p(G,azlp) with o2
known and the prior measure 7 (not necessarily finite) satisfies

p
m(x)szp<«/%a> exp<—2l7||x—9||2)dn(9)<oo

for all x € RP. Note that the marginal m is an analytic function since it can be
expressed as

1 p 1
’"(’“)=<ma> exp(—ﬁ||x||2>

/ Lee L x10) dx(0)
xp | —— xp | ——
Rpep 52 exp | ——5x T(H),

which shows that it is proportional to the Laplace transform of a density with

respect to 7. Then, for a loss of the form L(0,d) = (d — g(0))TQ(d — g(9)),

where Q is positive definite, the Bayes (or generalized Bayes) estimator and the

posterior risk involve derivatives of m; more specifically, the gradient Vm(x) =

(3/0x1m(x), -+, d/dx,m(x)) and the Laplacian Am(x) = }_7_, 82/9x} m(x).
Indeed we have

5 (X) = EI6]X]
Jir® = X) exp (=52 11X = 011) d(®)

S &xp (= 5211X = 0112) d(®)

, Vm(X)
O” —_—
m(X)

=X+ , (1.20)

where the interchange of integration and differentiation is justified by standard
results for exponential families. See Brown (1986) and also Lemma A.4 in the
Appendix. Expression (1.20) is due to Brown (1971) and is also useful in analyzing
the risk properties of Bayes estimators. Similar expressions for spherically symmet-
ric location families will be developed in Chaps. 5 and 6.
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Consider now the posterior risk E[||6 — 8 (X)||2| x]. According to (1.20), we

have

”}

ELI6 — 82 (02| ] = E [He Cx-

m(X)
—E[ 10— x)?+o* Vm(X)H _ xyr Y ’x .
m(X) m(X)
Now
E[( )TVm(X) }: Vm(x) ||?
m(X) m(x)
since, by (1.20),
oo o} o
m(x)
Hence
2 _ _ 2 _ -
E[lI6 — 8- (X)1*| x]1 = E[16 — X)|I*| x] m(X)
Also
4 Am(x)

E [||9 — X||2‘x] —polto
m(x)

since, again by standard results for exponential families,

Am(x) A [ppexp (‘#HX - 9||2> dm(9)
m(x) S €XP (-2—(172||x _9||2> dn(0)

 Jro dexp (=5 llx = 01) d (@)
Jir exp (=32l = 6112) d7©)
Jro (575 = &) exp (= 55allx = 611) dx®)
S xp (= 5511 - 9||2) 210

60— X|?
:E[” 4II _p2 }
o o
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Therefore the posterior risk equals

Am(x) H Vm(x)
B m(x)

EQl6 — 8- (X)I?| x] = po? + o* {
m(x)

2
} . (1.21)

Now suppose 6 ~ 4, (v, 21 p) (i.e. 7 is a normal distribution with mean vector
v and covariance matrix 72 I »). Then the marginal m(x) equals

1 p 1 p 1 1
———lx — 6] ——— 116 —v|*) a0
( TM) ( Tﬂ) /Rpexp( 5 lix ||>exp( 5l vn)

B 1 P 1 )
- (N/—zn\/iaufz) P (‘2(02“2)””' >

since the convolution of .45,(0, 0% 1,) and A, (v, T2 1,) is N,(v, (6% + T2) ).
Hence the Bayes estimator is

o (—(X —v))

o2+ 12

‘L’2 T 02

Vv
O'2+T2 O—2+r2
1:2

—_ (X — 1.22

L g O ) (1.22)

0.2
=V+(l—m>(X—V)

If the generalized prior distribution 7 is the Lebesgue measure (dw(6) = d6),
then m(X) = 1 and the generalized Bayes estimator is given by

52 (X) = X +

Vi
57,(X)=X+o2T=X.

It is often convenient, both theoretically and for computational reasons, to
express (proper and generalized) prior distributions hierarchically, typically in two
or three stages. The first stage of the hierarchy is often a conjugate prior, i.e. one
such that the posterior distribution is in the same class as the prior distribution. In
Example 1.1, the class of 6 ~ A}, (v, 21 p) priors is a conjugate family since the
posterior is given by

sz—i—azv o2?
o2+ 12 702—1—12 Pl

9|x~J1/,,< I
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At the second stage, one could put a prior (or generalized prior) distribution on
the first stage prior variance 72. A convenient way to do this in certain settings
(see, for example, Chap. 4 where this device is used to produce improved shrinkage
estimators for the normal model) is as follows.

Suppose the first stage prior variance 2 is expressed as > = o2 (1 — A)/A for
0 <A < 1.Theno? 4 72 = 0%/ and

2x+0%v

. =(1-MNx+rv=v+1=2)x—-v).

Hence a second stage prior H()) with prior density h(A) for 0 < A < 1
(hierarchical, generalized, or proper) leads to the marginal density

1 A r/2 A
m(x):/ < ) exp <——||x—v||2> h()) da
o \2mo? 202

and the Bayes estimator

5 Vm(X)
m(X)

5;(X)=X+o

JEap/2+1 exp (—#nx _ v||2) h(L) d
=X-— P - ; (X —v)
Jo AP/% exp —5ez|IX = vI2) h(}) di

=v+ E[1-M)X](X—-v).

Empirical Bayes estimators are closely related to hierarchical Bayes estimators.
If the first stage prior w(8|7) is viewed as specifying a class of priors indexed by a
parameter 7, then the first stage marginal

m(XIf)=/f9(X)d7T(9IT)

may be viewed as a likelihood depending on the data x and the parameter t.
One may choose to estimate the parameter t in a classical frequentist way such
as a maximum likelihood estimator (MLE) or perhaps a UMVU estimator, and
then calculate a Bayes estimator by the first stage Bayesian model substituting the
estimated . Such estimators are called empirical Bayes estimators.

For example, in the above normal model, the first stage marginal distribution
(parametrized by 72 with v fixed and known) is

X|t2 ~ N, (0% +TDI,).
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Since v is fixed and known, || X — v||*isa complete sufficient statistic and the MLE
of 12 is 72 = max(0, ||X — v||?/p — ¢2), giving an empirical Bayes estimate of 6

(based on (1.22))

~2

T
858 (X) =V+m(X—V)

+(1 po’ ) (X —v)
=V _—_——— — V).
X —vi2),

Alternatively, the UMVU estimator of 1/(0? + 72) is 1/(c24+12) = (p —
2)/|1X — v]||?, so a different empirical Bayes estimator based on (1.22) would be

(p—2)0?
”+<1_ ||X—v||2>(x_”)'

The first of these is a version of the James-Stein positive-part estimator while the
second is the classical James-Stein estimator. The risk properties of these estimators
are examined in Chap. 2, when the distribution of X is normal, and in Chap. 5, when
the distribution of X is spherically symmetric.

1.5 Minimaxity

In the development of Bayes estimators, the risk function was integrated with
respect to a prior. Minimax estimation takes another approach and does not depend
on a prior.

Definition 1.8 An estimator §p(X) is minimax if

sup Z(0, 8p) = inf sup Z(0, 3),
0eR 8€Z e

where ¥ is the class of all estimators.

It is occasionally useful to take & to be a subset of the class of all estimators (for
example, all linear estimators) in which case 8y would be said to be minimax in Z.

We give two results which have proved useful for finding minimax estimators
(see Lehmann and Casella (1998) for proofs).

Lemma 1.7 If a proper prior w has an associated Bayes estimator §; (X) and if
SUpgen Z(0, 6z) = r(mw, 87)(= r(w)), then 5;(X) is minimax. The prior 7 is also
least favorable in the sense that r (', 8;) < r(m, 8;) for all prior distributions 7’.

One easy and useful corollary of this result is that a Bayes estimator with constant
(finite) risk is minimax. The second result is more useful in the case where the
parameter space is noncompact.
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Lemma 1.8 If 60(X) is an estimator such that supg.o Z (0, 80) = r and if there
exists a sequence of priors (wt,) such that lim,_, oo 1 (7w, 85,) = r then §o(X) is
minimax. The sequence of priors (7w,,) is what is known as a least favorable sequence
in the sense that, for any prior mw, we have r () <r.

This second result is useful for establishing minimaxity of the usual estimator X
in the normal location problem.

Example 1.2 (Minimaxity of X for X ~ ,/1@(«9,021), o2 known) Let X ~
Np(0,0%1,) with o known and loss equal to L(0,d) = ||d — 0]|*. Suppose
the sequence of priors, (,), on 6 is .4},(0, nl,). Then the posterior distribution
is Ap(n/(n + o) X, n 02/(11 +0?) I) and the posterior risk is n 02/(n +0?) p
which is also the Bayes risk. Since r (77,) = [n62/(n+02) p] > po? = Z(6, X),
it follows that X is minimax.

Example 1.3 (Minimaxity of X for X ~ f(||X —0||?)) Similarly, if X ~ f(]|X —
01)%) where E[||X — 0]|*)] = po? < oo, then the sequence of priors 7, (0) =
f*(0), where f*" is the n-fold convolution of f with itself, leads to a proof that X
is minimax. To see this, note that, if Uy, ..., U, are i.i.d. copies of Uy ~ f(||u||2),
then® = >1_, U; ~ £(]|6]]*). Also Uy = X —6 ~ f(||uol|?) and is independent
of =37 Uiand X = (X —0) +6 = Y i ,U;. It follows that the Bayes
estimator corresponding to 7, may be represented as

8z, (X) = E[0]X]

n n
=F |:Z U; ZU{|
i=1 i=0
=nkE |:U1
i

n
>u]

=0

n n
:n+1E|:§Ui

n
z}
i=0

n

X
n+1

The corresponding Bayes risk is

n
— X -0
n+1

() ()

ELEX[|15,, (X) — 0]1°1] = E° [E’“f’[
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0 n 2 2 1 ? 2

- F [P(?) o+ (i51) "9“}
n 2 5 1 2 2
=p<_n+l> o +(_n+l> pno

— pa?=E[X —0|].

Hence X is minimax and (7r,,) is a least favorable sequence.

Example 1.4 (Minimaxity of X in the unknown o case) In this example, we assume

(X,U) ~ Npqi (06, 0)", 02I) when dim X = dim 6 = pand dim U = dim 0 =
k. Suppose the loss is ||§ —8]|>/o>. We need the following easy result (see Lehmann
and Casella 1998).

Lemma 1.9 Suppose §(X) is minimax in a problem for X ~ f with f € .
Suppose Fy C Fi and SUP f¢ 7, Z(f,8) = SUp fe 7, X(f,8). Then §(X) is
minimax for f € F1.

The argument of Example 1.2 suffices to show that X is minimax for any fixed
o2. Since the risk of X is constant and equal to p for the entire family for the scale
invariant loss ||8 — 6]|2/o2, it follows that X is minimax in the unknown scale
case.

1.6 Admissibility

An admissible estimator is one which cannot be uniformly improved upon in terms
of risk. An inadmissible estimator is one for which an improved estimator can be
found. More formally we have the following definition.

Definition 1.9

(1) 8(X) is inadmissible if there exists an estimator §’(X) for which Z(0,68') <
Z(0, 8) for all 6 € §2, with strict inequality for some 6.
(2) 6(X) is admissible if it is not inadmissible.

The most direct method to prove that an estimator is inadmissible is to find a
better one. Much of this book is concerned with exactly this process of finding
and developing improved estimators, typically by combining information from all
coordinates. Hence, in a certain sense, we are more concerned with inadmissibility
issues than with admissibility.

Proving admissibility can often be difficult but there are a few basic techniques
that can sometimes be applied with reasonable ease. The most basic is the following.

Lemma 1.10 A unique (proper) Bayes estimator is admissible. (Here uniqueness is
meant in the sense of probability 1 for all fp, 6 € §2).
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Typically, a minimax estimator in a location parameter problem is not proper
Bayes so Lemma 1.10 will be of little help in this setting.

A general sufficient condition for admissibility of generalized Bayes estimators
has been given by Blyth (1951). To apply Blyth’s method for a target generalized
prior density g(6), select an increasing sequence of proper prior densities approach-
ing g, 81 < g < --- < g. Each g, is not necessarily normalized, so it just
satisfies [, g,(0)d6 < oo for any fixed n. Let 8, and §, be the generalized Bayes
estimator with respect to g(8) and the proper Bayes estimator with respect to g, (),
respectively. The non-standardized Bayes risk difference between 6, and J,, with
respect to g, (6) is given by

An =/ (%6, 5) — %0, 5,)] 8n(0)d6. (1.23)
2

Blyth (1951) showed under certain conditions that if A, — 0 asn — 00, 8 is
admissible. The following version of Blyth’s methods is from Brown and Hwang
(1982).

Theorem 1.1 Suppose that the parameter space 2 is open, and the estimators with
continous risk functions form a complete class. Suppose X has a density f(||x—0]]),
where f(-) is strictly positive. Assume that there is an increasing sequence (g,)n>1
of proper densities such that fnengl 81(0)d6 > c for some positive c and that A, —

0 asn — oo. Then 8, is admissible under quadratic loss L(0,d) = ||d — 0%

Proof Suppose that 8 is inadmissible and let 8’ be such that Z(0, ') < Z(0, &5)
for all 6 with strict inequality for some 6. Let §” = (8, +8")/2. Then, using Jensen’s
inequality,

20,5") = f 18"(r) — 012 £ (Ix — Oldx
1
<3 (/ [18¢(x) — 01 £ (llx — Ol)dx +/ 18" (x) — 012 £ (llx — 9||>dx)
Z VA

1
=3 [(%20,8) + %0, 5)]
E %(05 5g),

for any 6. Since Z(0,8”) and Z(6, 8,) are both continuous functions of 6, there
exists an € > 0 such that Z(0, 8”) < Z(6, 84) — € for ||0| < 1. Then

A, =/Q[%(e,ag)—%(e,agn)]gn(e)de
> / (%0, 84) — Z(0,8")]gn(0)dO
2

- /nm 1[‘%)(9’ 8¢) — #(0,8")1g1(0)do
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>e€c
>0, (1.24)
which contradicts A,, — 0. d

A good choice of the sequence of proper priors approaching the target prior is
critical for proving the admissibility of a generalized Bayes estimator. For example,
when p = 1 under normality and spherical symmetry, Blyth (1951) showed that the
most natural estimator X, which is generalized Bayes with respect to g(0) = 1, is
admissible by using a sequence of conjugate priors.

However, even in 2 dimensions, a sequence of normal priors with covariance
equal to multiples of the identity, fails to show admissibility of X and the
technique completely fails in 3 and higher dimensions. An alternative sequence for
2 dimensions was found by James and Stein (1961) to demonstrate admissibility.
Under spherically symmetry, James and Stein (1961) showed for p = 2 that
gn(0) = h2(0) works where

1 ey <1
ha(0) = {1— 'kiig”i” L < 0] <n/2
(101D
Toltiegrom 101 > /2

and a(n, ||0]]) is chosen so that, for fixed 0, a(n, [|0])[0] " {log 0]}~ — 1 as
n — ooand hy < hyp < --- < 1. On the other hand, Stein (1956) showed that
when p > 3 the standard estimator X is inadmissible under normality (and more
generally under the condition that the fourth moment exists). Brown (1966) showed
the dimension cutoff of p = 3 for inadmissibility of the best equivariant estimator
(6(X) = X in the spherically symmetric case) was quite general.

Brown (1971) gave very general conditions on the generalized prior which gives
admissibility under quadratic loss for normal families and which resolves most
admissibility issues in the multivariate normal case (with o2 known). Here is a
version of Brown’s result.

Theorem 1.2 Let X ~ 4,(6, o21). Suppose 1 is a generalized prior distribution
and loss is L(0, d) = ||d — 0||%. Define, for ||x|| =r,

i(r) = f m(x) d% ()
and
m(r) = / (1/m(x)) d% (x)

where %, is the uniform distribution on the sphere of radius r and m(x) is the
marginal distribution.
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(1) (Admissibility) If |16 (x) — x|| is uniformly bounded and
o0
/ P~ @) dr = o0
C

for some ¢ > 0, then 5, (X) is admissible.
(2) (Inadmissibility) If

o
/ rl_pm(r) dr < oo
C

for some ¢ > 0, then 6, (X) is inadmissible.

Although Brown (1971) is quite general, the proof of the deep result depends on
complex analytical concepts, solutions of the exterior Dirichlet problem for a class
of elliptic boundary value problems, and may be difficult to apply. Brown’s result
involves a continous time Markov process on the sample space. In contrast, Eaton
et al. (1992) develops an approach to admissibility which involves a discrete time
Markov chain on the parameter space.

In the setting of estimating the natural mean vector of an exponential family
under a quadratic loss function, Brown and Hwang (1982) gave a sufficient
condition for generalized Bayes estimators to be admissible when the generalized
prior density g(0) is differentiable. Here is a version of their result for the normal
case.

Theorem 1.3 Let X ~ A,(0,0°1,) and L(0,d) = ||d — 0| Let 8, be the
generalized Bayes estimator which is given by

5 Vmg(X)

5;(X)=X+0o s (5

=X + 0% Vliogmg(X),

where mg is the marginal distribution under the prior density g. Assume that g
satisfies

g(®)
D Jig:161>1) T maxiiog 19T Toa3

2) [z Wgﬂ%d@ < 00, and
(3) sup{R(0,d,) : 0 € K} < oo for all compact sets K.

}2<OO,

Then 64(X) is admissible.

Without loss of generality, we assume that ¢ = 1. The proof uses the following
notation and results:

(i) for a measurable function v (-) and for x € R?,

1 P 1
m(y|x) = <E> /Rp v (0) eXp(—EIIX - 9|I2) o,
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(i) [, m(W|x)dx = [, ¥ () d6, and
(iii) if ¥ () is (weakly) differentiable, Vom (¥ |x) = m (Vo |x).

Note that m(y|x) = Ex[¥(6)] where § ~ .4}, (x, I,,). In an abuse of notation,
we occasionally use m (0 ¥ |x) = E,[6 ¥ (0)].

Result (ii) follows from Fubini’s theorem. Result (iii) follows from the fact
that, for any 1 < i < p, denoting 6_; = (61,...,0i—1, 6it1,...,0,) and
X_j = (xl, e X1 Xid 1y oo s xp),

ad _ ' ' 1 p _1 a2
8—xim(¢IX) = pr v (0) (0 — xi) (E) eXp( Sllx =0l )d9

_ e ol — 002 ae
_/Rp—lfmwe)(e’ x’)meXp< y i 9’))d9’
b " i — o) oo
<m) exp(_EHX—Z_ —l”) —i
—/ fiw(e)# (—1( ~—9~>2)de~
Y T Nor A WA l

1 \"! 1
2
(E) eXP(—EHX—i — 0l )d9—i

]
=m (a—ellﬁ‘x> .

The first equality follows from the standard interchange of differentiation and
integration for exponential families. The third equality follows from Stein’s lemma
(Theorem 2.1) in one dimension applied to the inner integral.

In the following, it should be clear from the context whether the symbol V refers
to V, or Vg and we omit the subscript in most of the proof.

Proof The key insight of the proof lies in the decomposition of A,, given by (1.23)
using the triangle and Cauchy-Schwarz inequalities. Take the sequence of priors
gn(6) = h;(6) g(6) where

1 el <1
ha (@) = y1—E0L 1 <o) <n
0 e > n
forn =1,2,3,.... The Bayes risk difference between §, and J,,

A, = /Rp (20, 58,) — %0, 84,)] 24(6)d6



1.6 Admissibility 23
can be expressed, thanks to (i) and Fubini’s theorem, as
Ay = me ([18:00) = 012 = 185, (x) = 0112] gal) dx
= [ (1801 = 184, GO = 2856) = 8, 00)0] g ) i
RP
= /R {18001 = 15, N i) = 265 ) = 85, () ' mOga )|
= /R I8P = 13, 1P = 2B 6) = 84, 085, () | (g )dx
= [ 18600 = 84, P e o) d
since m (0 gn|x) = 8, (x) m(gy |x). Note we have also used the factorization
m(h(x) ¥ |x) = h(x) m@y|x). (1.25)

Then, as

3g(x) = x + Vlogm(g|x), 8g,(x) = x + Vlogm(g,|x) and g, = ghﬁ ,

we have
Vm(glx) Vm(gh2x)|*
An:/ SRR S ‘ m(g h2|x) dx
re || m(glx) m(g h;|x)
m(g Vh2|x) |
52/ T8 ) ‘m(ghﬁbc)dx
re || m(g hg;|x)
m(Vglx)  mh2Velx) |?
—l—Z/ §0) n 2g m(ghi|x)dx
re || m(glx) m(g h;|x)
=2(An+ By,
since

Vgn =V(ghl) =hiVg+gVh2 and [a+b|*< 2(lal*+ 5% .
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To show A,, — 0 note that

lm(g Viy 1)|1> = 4 m(g hyVhy, 1))
< 4{m(g hy |[Vhy|| |x)}? (by Jensen’s inequality)
< 4{[m'*(g by |x)1[m'*(g [[Vhu|I* [x)]}*( by Cauchy-Schwarz)
=4[m(ghy |01 m(g | Vha|* [0)].

Hence

2

h,Vh
m(g hnVhy|x) m(g h2Jx) dx

m(g hj|x)

An=4/
RP

< 4f m(g [|Vha|? [x) dx
RP

=4 [ 1Vh @)1 g@)do.
RP
where equality follows by property (ii). Calculating the gradient term gives

VA, (0)]%

1
) Iii<jo)i<n]

< ! 1
~ 116112 max{log |0, log 2}?

(1<l - (1.26)

Since ||Vh, (9)]|> — 0 for all 6, Condition (1) and (1.26) imply, by the dominated
convergence theorem, A, — 0 asn — oo.

Next, note that, since g, — g, the integrand b, (x) of B, tends to zero for all
x € R? and, using the factorization property in (1.25), can be expressed as

2
(Velx) 12, 2
| (55852 1 = 1 V)|

m(h? g|x)

2
m(Vg|x) Vg
_ H’”(g{ mighy ~ ?} ‘X)H

m(h2 g|x)

bn(x) =

By Jensen and Cauchy-Schwarz inequality applied as above, it follows that

2

bu(x) =m <‘ 8

{m(Vg|x) B 3}
"| m@lx)y g
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Now, as 0 < h,, < 1, we have

m(Vgly) Vgl
brl) = m (Hg{ miglo ?} x)
~(Ivel? lm(Vglx)?
=m xX)-—-
g m(g|x)

where equality follows by expanding and using the factorization property in (1.25).

Hence
x>
and it follows that

Vgl? Vgl?
B,,f/ m Vgl . dx=/ IVgll 46 < oo
R? 8 RP 8

by condition (2). Therefore B, — 0 as n — oo by the dominated convergence
theorem.

Finally, A, + B, — 0 asn — oo and J, is admissible by Blyth’s method
(Theorem 1.1) . d

Ivgl?

by(x) <m (
8

As an application of Theorem 1.3 it is a easy to show that the estimator X is
admissible for p = 1 and p = 2. Indeed, if g = 1, then §4(X) = X since Vg =0
and the conditions of Theorem 1.3 are trivial to verify. In the general case with
p > 3,8,(X) = X is inadmissible. In this case, Condition (2) holds but Condition
(1) fails.

Consider the class of priors with g(0) < ||9||2_17 ~¢ for some ¢ > 0 and with
Vg(@)/g@) > = O(]|0||~1). In this case, the conditions of Theorem 1.3 are easy
to check. Hence §,(X) is admissible.

In the case where g(0) < ||0]>77,

2

2
—oqel™, and |28

36;06;

= 0(llo]™2),

H Vg(©®)
g(0)

it can be shown, using an extension of Lemma 3.4.1 of Brown (1971) that the
conditions of Theorem 1.3 are satisfied. Hence 8, (X) is admissible. If g(8) ~ [|10]]"
as ||| — oo and is smooth, Brown (1971, 1979) show that §,(X) — X ~r X/ X 1%
as || X|| - oo. Thecaser =2 — p givesaform X ~ (1 — (p — 2)/ 1X11%) X that
motivates the James-Stein estimator.
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Maruyama (2009) extends Brown and Hwang’s decomposition method to the
spherically symmetric case and gives a condition for admissibility as strong as that
of Brown (1971) under normality. A minimization problem that corresponds to the
A, term in Brown and Hwang is formulated with clever use of an assumption that
the target prior is regularly varying. Maruyama’s construction also works well for
proving that the corresponding B, approaches 0 as n — oo in the spherically
symmetric case. As a result, Maruyama gives a strong sufficient condition for
the admissibility of generalized Bayes estimators by using an adaptive sequence
of proper priors. Maruyama and Takemura (2008) deals with the same problem
as Maruyama (2009) and give a sufficient condition for admissibility without the
assumption that the target prior is regularly varying.

1.7 Invariance

Large classes of problems are invariant under a variety of groups of transformations
on the sample space 2, associated groups of transformations acting on the
parameter space £2, and the action space Z. In such cases, it seems natural to
search for (optimal) procedures that behave in a manner consistent with the group
structure. There is also a (generalized) Bayes connection, in that optimal procedures,
when they exist, can be viewed as generalized Bayes estimators with respect to right
invariant Haar measure which may be considered a natural “objective” prior. Almost
all the problems considered in this book are invariant under the location or location-
scale group (when o2 is unknown).

We give a brief discussion of some of the general theory (for more details, see
e.g. Lehmann and Casella 1998 and Schervish 1997). Suppose X € 2 ~ Py
with 6§ € £ is an identifiable family and G is a group of one-to-one and onto
transformations on 2. Suppose also that, for all 6 € £2 and g € G, if X ~ Py,
then there exists a ' € £2 such that gX ~ Py . In this case, we may associate
a transformation g on £2 defined as g6 = 6’. It can be shown that g is one-to-
one and onto. The collection G = {g|g € G} also forms a group of one-to-one
transformations acting on £2. Under these conditions, the statistical model is said to
be invariant under G.

As an example, suppose the distributions of X form a location parameter family
in R? with density f(x —6). The location group G in R? consists of transformations
of the form g, : x > x +a wherea € R”. If X ~ f(x — 0), then X = ga(X) ~
f(X — (0 +a))sothat g, : 6 — 0 + a. In this case, G and G essentially coincide
although they act on different (but equivalent) spaces.

If the statistical problem is to estimate /(6), under the loss function L(6, d),
the problem is said to be invariant if there is a g* acting on the action space 2
corresponding to each g € G such that L(6,d) = L(g#0, g*d) for every 6 € £2,
d € 2 and g € G. In the above location problem, if 2(0) = 6 and L(0,d) =
p(l|d — 01]%), the transformation g corresponding to g, is g : d — d + a, so that
essentially G = G = G*.
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An estimator, 8, is said to be equivariant if (g X) = g*§(X) for all g € G and
X € Z . In the above location problem, this implies that §(X 4+ a) = §(X) + a.
Choosing a = — X, this implies 6 (X) = X + §(0).

The following is a key property of equivariant estimators in invariant problems.

Lemma 1.11 If the problem is invariant and § is equivariant, then the risk of § is
constant on orbits of G, i.e. (g3 0,8) = %0, 8) forall0 € 2 and g € G. If the
group G acting on 2 is transitive (i.e. for all 01,0, € £2, there exists g € G such
that 6, = g6) then it follows that the risk of an equivariant estimator is constant
on §2.

Proof The lemma immediately follows from the equalities

#(g0,8) = EglL(g0,38(X))]
= Ey[L(g0,48(g X))] since g X ~ Py
= Eg[L(g0, g*8(X)] since § is equivariant
=%, 5) since the problem is invariant. O
This constancy of risk holds in location problems because the group G is
transitive: for any 61, 6, € R?, 6, = 61 + (6, — 61) so that gg,_4,01 = 65.
The risk constancy of equivariant estimators gives hope of finding a best one,
or minimum risk equivariant (MRE) estimator, since all that is required is the
existence of an estimator that attains the infimum among the set of constant risks.

The following lemma settles the issue for the location problem with quadratic loss;
the proofs of these results are given in Lehmann and Casella (1998).

Lemma 1.12

(1) For the multivariate location problem with loss L(0, d) = ||d — 0||?, the MRE
80(X) exists and is unique provided Ey[||X| |2] < 0.

(2) 80(X) = X — Eo[X]

(3) 80(X) = [p 0 F(X=60)dO [ [5, f(X —6)d0, i.e. & is the generalized Bayes
estimator with respect to the Lebesgue measure on RP (this is known as the
Pitman estimator).

(4) The MRE coincides with the UMVUE of 6 provided the UMVUE exists and is
equivariant.

Things are somewhat simpler in the spherically symmetric case (see the comment
after Definition 1.2).

Lemma 1.13 If X ~ f(||x — 0||?) and L0, d) = ||d — 6||? then

(1) d0(X) = X is MRE;
(2) the MRE is also UMVUE provided the family of distributions is complete.
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See also Sect. 4.5.4. For a general location-scale family

nx—mP+HmP>
- ,

1
Mih~aﬁ%f< -
the results for estimation of the parameter 6 under loss L((0, o2),d) = |ld —
6||?/o? are quite similar. In particular, the family is invariant under the group
of transformations g, p p(x,u) = (@ + bx,b Pu), where a € R?, b > 0, P
orthogonal, is such that g, p(6,02) = (a + b6, b?> o), and thus G is transitive.
Similarly, g;"’b’Pd =a+ bd and §(X, U) is equivariant if 6(a + b X, b PU) =
a+bs(X,U).

Choosing P such that Pu = (||u||,0,...,0)", b = 1/||u]|, and a = —x/||ul|,
implies

S(X,U) = [i+8(0 (1,0 O)T)}/[L}
0 Lo o U ||
=X+c|lU|l

where ¢ = §(0, (1,0, ...,0)") € R? is arbitrary.
Lemma 1.14 Suppose (X, U) has the density function

1 [lx = 011> + [|ul?
ap+kf o2

and the invariant loss is

d—0]?
L(@. 0%, d) = L0
o

Then

(1) 80(X) = X is MRE and unbiased.

(2) The MRE is also the UMVUE provided the family of distributions is complete.

(3) 80(X) is generalized Bayes with respect to the right invariant prior on (0, o) e
R? x RT, that is,

-0 2 2
1 8 e (Y 1 g g

8o(X) = —— :
ffa%#fclx O Hlull )%2 do do2

The minimaxity of the MRE of the location parameter in the location and
location-scale families follows also from the so-called Hunt-Stein theorem since
the location and location-scale groups are amenable. See Kiefer (1957), Robert
(1994), Lehmann and Casella (1998), Bondar and Milnes (1981), and Eaton (1989)
for details.



Chapter 2 ®
Estimation of a Normal Mean Vector I Chock or

2.1 Introduction

This chapter is concerned with estimating the p-dimensional mean vector of a
multivariate normal distribution under quadratic loss. Most of the chapter will be
concerned with the case of a known covariance matrix of the form ¥ = o2/ p and
“usual quadratic loss,” L(#,8) = |18 — 0> = (8 — 6)"(8 — ). Generalizations
to known general covariance matrix X, and to general quadratic loss, L(0,§) =
6 —6) Q@ —6), where Q is a p x p symmetric non-negative definite matrix
will also be considered. Let X ~ .4,(8, ead ») Where o2 is assumed known and
it is desired to estimate the unknown vector & € RP. The “usual” estimator of
6 is 6o(X) = X, in the sense that it is the maximum likelihood estimator (MLE),
the uniformly minimum variance unbiased estimator (UMVUE), the least squares
estimator (LSE), and under a wide variety of loss functions it is the minimum
risk equivariant estimator (MRE), and is minimax. The estimator §o(X) is also
admissible under a wide class of invariant loss functions if p = 1 or 2. However,
Stein (1956) showed that X is inadmissible if p > 3 for the loss L(0, §) = ||§ —6]>.
This result was surprising at the time and has led to a large number of developments
in multi-parameter estimation. One important aspect of this “Stein phenomenon”
(also known as the Stein paradox at one time, see Efron and Morris 1977) is
that it illustrates the difference between estimating one component at a time and
simultaneously estimating the whole mean vector. Indeed, if we wish to estimate any
particular component, 6;, of the vector 8, then the estimator §p; (X) = X; remains
admissible whatever the value of p (see for example Lehmann and Casella (1998),
Lemma 5.2.12). James and Stein (1961) showed that the estimator SL{S(X) =
(1 —ao? /| X||>)X dominates 8o(X) for p > 3 provided 0 < a < 2(p — 2).
They also showed that the risk of 51{52()() =(1-(p—20?/IXI*) X at6 =0
is equal to 22 for all p > 3 indicating that substantial gain in risk over the usual
estimator is possible for large p, since the risk of §o(X) is equal to the constant

po’.
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In Sect.2.2, we will give some intuition into why improvement over 8y(X)
should be possible in higher dimensions and how much improvement might be
expected. Section 2.3 is devoted to Stein’s unbiased estimation of risk technique
which provides the technical basis of many results in the area of multi-parameter
estimation. Section 2.4 is devoted to establishing improved procedures such as the
James-Stein estimator. In Sect. 2.5, we will provide a link between Stein’s lemma
and Stokes’ theorem while, in Sect.2.6, we will give some insight into Stein’s
phenomenon in terms of nonlinear partial differential operators.

2.2 Some Intuition into Stein Estimation

2.2.1 Best Linear Estimators

Suppose X is a p-dimensional random vector such that E[X] = 6 and Cov(X) =
0?1 p where 6 is unknown and o2 is known. We do not require at this point that
X have a multivariate normal distribution. Consider estimators of 6 of the form
84(X) = (1 — a) X under quadratic loss L(6,8) = |8 — 0]> = >7_,(8; — 6)*.
The risk of §,(X) is given by

P
R®.8,) = E [Z (1 —a)X; - enz}

i=1

p p
=D Var((l-a)X)+ ) (EL1—a)Xi —6])°
i=l

i=1

P
= _a)2pa2+a229i2

i=1

=(1—-a)’pc’+a|0)>.

The optimal choice of a, agp,, which minimizes R(8,d,) is obtained by
differentiating R (6, §,) with respect to a and equating the result to 0, that is,

0
SRO.6) =20 -0a) po’ +2a 6|
=0
and solving for a gives

po

Aopt = —FH———5 -
T po?+ 0|2
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We see that a,,, depends on the unknown, 6 but since
2 2 2
E|X|*=po”+ 101",
we may estimate a,p, as

. po?
Aopt = 507
X112

and hence approximate the best linear “estimator”

po?
) X)=|1———1|X
o (X0 ( poz+||9||2>

by

5 (X)—(l paz)x
1xi2)

This is in fact a James-Stein type estimator
By (X) = 875020,

which is close to the optimal James-Stein estimator (as we will see in Sect.2.4
1) IJ, s ,(X) is optimal if X is normal). Hence, the James-Stein estimator can be viewed

as an approximation to the best linear “estimator” that adapts to the value of ||6 2.

Itis worth noting that a,p; = pa?/(po?+]16)%) can typically be better estimated
for large values of p since E|IX|?/p = 0%+ ||8)|*/p and (if we assume X; are
symmetric about 6; and that the X; — 6; are independent)

X2 Var(X| — 0% 40?02
Var(ll [ >= ar(X1 — 61) n I ||2o
P p P

which tends to O uniformly as p — oo provided 16112/ p is bounded. This helps
to explain why there is a dimension effect and that it is easier to find dominating
estimators for large p.

It is also interesting to note that normality plays no role in the above discussion
indicating that we can expect James-Stein type estimators to improve on §o(X) in
a fairly general location vector setting. This will be discussed further in Chaps. 5
and 6 for spherically symmetric distributions.

Note also, since the estimators are generally shrinking X toward 0, we expect the
largest gains in risk to occur at 6 = 0. In particular the risk of §,,,, (X) at the true
value of 9 is given by

!
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pa?llo)? 16112
i o = RO X S e
po2+ o] po2+ o]

R(9, d4,,) =
Hence, when |02 is large, there is very little savings in risk, but when ||0]|? is close
to 0, the improvement is substantial.
We will see later in Sect. 2.4 that this is also true for James-Stein-type estimators
in the sense that there is very little savings in risk for large ||0||> but substantial
savings for small ||6|? and especially so for large p.

2.2.2 Some Geometrical Insight

The argument here closely follows the discussion presented by Brandwein and
Strawderman (1991a). We again suppose E[X] = 6 € R? and Cov(X) = o2 I
with o2 known. Since E[||X||*] = [|10]|> + p o2, it seems that X is“ too long” as an
estimator of 6 and that perhaps the projection of 6 onto X or something close to it
would be a better estimator than X. Again, the projection of # onto X will depend
on 6 and so will not be a valid estimator, but perhaps we can find a reasonable
approximation. Since the projection of 8 on X has the form (1 — a) X we are trying
to approximate the constant a. Note E(6 — X)™0 = 0, and hence we expect 8 and
X — 6 to be nearly orthogonal which implies that we expect 0 < a < 1.

In what follows, we assume that 8 and X —6 are exactly orthogonal. The situation
is shown in Fig. 2.1.

From the two right triangles in Fig. 2.1 we note

IA—a) X[+ [YIP=1161> and fa X[|*+ Y] =[IX — 0|
Since
E|X|*=0l>+ po® and E|X—0|*=po?,
reasonable approximations are
1> = |X|* — po® and X —0|* = po?.
Hence we have as approximations
I(1—a) X|>+ [YI* = |X|I* — po® and [aX|*+[Y]|* = po?.
Subtracting to eliminate ||Y ||, that is,

1A —a) X|> = llaX|* = (1 -2a)X|* = |X|*-2po?,
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aX

Fig. 2.1 Observation vector X in p dimensions with mean 6 orthogonal to X — 6

we obtain a = p o2 /|| X||>. Hence, we may approximate the projection of @ on X as

2

_ ~(1_Po" _oJS
(1 a)X_<1 ”X||2)X_5p (X), 2.1

remarkably the same James-Stein estimator suggested in Sect.2.2.1. Once again,
note that normality plays no role in the discussion. Stein (1962) gave a similar
geometric arguement to contruct confidence sets for 9, centred at (2.1), as the
orthogonal projection of 6 on X. For more on the geometrical explanation of the
inadmissibility of X as a point estimator see Brown and Zhao (2012).

2.2.3 The James-Stein Estimator as an Empirical Bayes
Estimator

Assume in this subsection that X ~ _4,(0, 21 p) with (02 known) and that the
prior distribution on 6 is </Vp (O, 21 p). As indicated in Sect. 1.4, the Bayes estimator
of 6 for quadratic loss is the posterior mean of 6 given by §(X) = E[6 | X] =
(1—02/(t%2+02)X.

If we now assume that 72 is unknown we can derive an empirical Bayes estimator
as follows; the marginal distribution of X is .4}, (0, (02 +1H1 p) and hence || X 12,



34 2 Normal Mean Vector [

which is distributed as (o2 + 72) times a chi-square with p degrees of freedom, is a
complete sufficient statistic for o2+12. 1t follows that (p—2) /|| X ||? is the UMVUE
of 1/(c2 + 72) and that S;EZ(X) =1 —(p—2)02/|IX|*) X can be viewed as an
empirical Bayes estimator of 6.

Here we have explicitly used the assumption of normality but a somewhat
analogous argument will be given in Sect.5.1 for a general multivariate location
family.

2.3 Improved Estimators via Stein’s Lemma

In this section, we restrict our attention to the case where X ~ .4,(6, o1 p) with
o2 known and where the loss function is L(6, §) = ||§ — 6||%>. We will be concerned
with developing expressions for the risk function of a general estimator of the form
§(X) = X + 0% g(X) for some function g from R” into R”. This development is
due to Stein (1973, 1981).

Through

L©,8) =X +a%g(X) - 0|
=IX —01* +o*eX)*+20% (X —0)"g(X), 2.2)

we will see that the risk of § is finite if and only if Egl[]| g(X)|I*1 < oo. Indeed,
considering the expectation of the cross product term in (2.2), we have

Egl|(X —0)"g(X)[] < (EslIl(X — 6)171)* (Eo Ll g X)I1P1)/?,

by the Cauchy-Schwarz inequality. Therefore, as Ey[||(X — 6)]|?] < oo, it suffices
that Eg[|lg(X)|?] < oo to have Eg[||X 4+ g(X) — 0]|*] < oo, that is, R(9, X +
g(X)) < oo.
Conversely, assume that R(9, X + g(X)) < oo. As
lgXOI? = 11X +g(X) =0 — (X =)
=X +g(X) = 01>+ X — 0> —2(X —6)"(X + g(X) — )
then applying the above argument gives Eg[||g(X)||>] < oo since, by assumption,

Eg[IIX + g(X) — 0]?] < oo, Eg[(X — 6)||?)] < oo and hence using again the
Cauchy-Schwarz inequality

Egl|(X —0)"(X +g(X) — )1 < (Ealll(X —0)121) > (EolI1X + g(X) —6]21)/*.

Under this fineteness condition the risk function of § is given by

R(6,8) = po? + o Eglllg(X) 1?1+ 202 Eg[(X — 0)"g(X)].
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Stein’s lemma in (2.7) below allows an alternative expression for the last
expectation, that is, Eg[(X — 6)Tg(X)] = 02 Eg[divg(X)] where divg(X) =
le aix, gi (X) under suitable conditions on g. The great advantage that Stein’s
lemma gives is that the risk function can be expressed as the expected value of a

function of X only (and not ), that is,
R(®,8) = Eglpo® +o* |g(X0)|* +20* divg(X)], (2.3)

and hence the expression
2 4 2 :
po?+o* [1gCOI + 2divg ()]

can be interpreted as an unbiased estimate of the risk of § (see Corollary 2.1
(3)). Actually, as X is a complete sufficient statistic, this unbiased estimator
is the uniformly minimum variance unbiased estimator of the risk. To see that
Eo[(X —0)Tg(X)] = 02 Ep[divg(X)] is quite easy if g is sufficiently smooth.
Suppose first that p = 1 and g is absolutely continuous. We show in Sect. A.5 in the
Appendix that lim,_, + o, g(x) exp{—(x — 0)2/202} = 0 as soon as Eg[|g'(X)|] <
oo (see also Hoffmann 1992 where g is assumed to be continuously differentiable).
Then a simple integration by parts gives

l o0
El(X —0)g(X)] = 517 /_ = O)g(@) exp(—(x —6)°/207) dx

! /OO azg(x) <_—d exp{—(x — 9)2/202}) dx

- Qra?)l/2 J_ dx
2 00
-2 = / g/ (x) expl{—(x — 0)?/20%} dx
Qro)12 J_o
= Eglg'(X)].
In higher dimensions, let ¢ = (gi,..., gp) be a function from R” into R”.
Also, for any x = (x1,...,x,) € R? and for fixed i = 1,...,p, set x_; =
(X1, ..., Xi—1, Xi41, ..., Xp) and, with a slight abuse of notation, x = (x;, x_;).

Then, using the independence of X; and X_;, we have
Eol(Xi — 6)) 8i(X)] = Eo[Eol(Xi — 60;) gi(Xi, X—)| Xi]]
= Eg[Eolo” 81 (Xi, X—)| X—i1]
= 02 Egl9ig:(X)].

Now, summing on i gives Eg[(X — 0)Tg(X)] = o2 Eg[divg(X)].



36 2 Normal Mean Vector I

However, we wish to include estimators such as the James-Stein estimators

2
575 (x :(1—ﬂ>x 24

where the coordinate functions of g(X) = (a 02/||X||?) X are not smooth, since g
explodes at 0. For this reason, Stein considered a weaker regularity condition for his
identity to hold, that he called almost differentiability. In his proof, he essentially
required that g(x) = (g1(x), g2(x), ..., gp(x)) be such that, foreachi =1, ..., p,
the coordinate g; (x) is absolutely continuous in x; for almost every x_;. Formally,
he stated: “A function 4 from R? into R? is said to be almost differentiable if there

exists a function Vh = (Vih, ..., V,h) from R? into R? such that, for all z € R?,
1
h(x +z2) — h(x) =/ ZTVh(x +tz)dt, (2.5)
0
for almost all x € R”. A function g = (g1, ..., gp) from R? into R? is said to

be almost differentiable if all its coordinate functions g;’s are” (see Sect. A.1 in the
Appendix for a detailed discussion).

We will establish Stein’s identity under the weaker notion of weak differentiabil-
ity which is of more common use in analysis and also in statistics (see e.g. Johnstone
1988). To this end, recall that the space of functions # from R? into R such that &
is locally integrable is defined by

L, (RP) = {h "R > R | / |h(x)|dx <oo VK C R? with K compact} .
K

Definition 2.1 A locally integrable function / from R” into R is said to be weakly
differentiable if there exist p locally integrable functions 914, ... d,h such that, for
anyi =1,...,p,

/ h(x) 3_g0(x) dx = —/ oih(x) p(x)dx (2.6)
RP ax; RP

for any infinitely differentiable function ¢ with compact support from R? into R.

Note that weak differentiability is a global, not local, property. The functions
d;h in Definition 2.1 are denoted, as the usual derivatives, by d/dx;. The vector
oh = (01h,...,0ph) = (0h/0x1,...,0h/0x,) denotes the weak gradient of A
and the scalar divg = Zle 0d; g;i denotes the weak divergence of g. The following
proposition establishes a link between weak differentiability and those aspects of
almost differentiability that Stein used (and we will use) in the proof of Stein’s
lemma.

Proposition 2.1 (Ziemer 1989) Let h be a locally integrable function from RP
into R. Then h is weakly differentiable if and only if there exists a representative
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ho which is equal to h almost everywhere such that, for any i = 1,..., p, the
function ho(x;, x—;) is absolutely continuous in x; for almost all values of x_; and
whose (classical) partial derivatives belong to L }OC(RP ). Also the classical partial
derivatives of hg coincide with the weak partial derivatives of h almost everywhere.

Proposition 2.1 is essentially Theorem 2.1.4. of Ziemer (1989) who deals with
functions 4 in L' (£2) where £2 is an open set of R” (and, more generally, in L9 (£2)
with ¢ > 1). However, his proof relies only on local integrability of /4 and its partial
derivatives. So, the apparently stronger statement of Proposition 2.1 follows from
his arguments. See also Theorem 8.27 of Bressan (2012).

As indicated in Proposition 2.1, the key feature of weak differentiability is the
local integrability of the function and of all its partial derivatives. For the functions
h of interest to us, the representative hg is the function itself so that the weak
differentiability follows from the local integrability of 4 and its derivatives and its
absolute continuity along almost all lines parallel to the axes. In particular, as the
weak partial derivative is unique up to pointwise almost everywhere equivalence,
the weak partial derivative of a continuously differentiable function coincides with
the usual derivative (see e. g. Hunter 2014, Chap. 3).

As an example, consider the shrinkage factor A(x) = x/||x||> of the James-
Stein estimator in (2.4). In Sect. A.2 in the Appendix, we show that i is weakly
differentiable if and only if p > 3 and that div 2(x) = (p — 2)/||x||*>. We also show
that % is not almost differentiable in the sense of Stein given above. This last fact is
due to the requirement that 4 be absolutely continuous in all directions while weak
differentiability, in contrast, only requires absolute continuity in directions parallel
to the axes. Again we note that Stein only used absolute continuity in the coordinates
directions.

We give now a precise statement of Stein’s lemma for weakly differentiable
functions along the lines of Stein (1981). Note that we will see, in Sect. 2.5, that
it is closely related to Stokes’ theorem, which will provide an alternative proof.

Theorem 2.1 (Stein’s lemma) Let X ~ %(6,021 p) and let g be a weakly
differentiable function from RP into RP. Then

Egl(X — 6)"g(X)] = 0 Egldivg(X)], 2.7
provided, foranyi =1, ..., p, either
Eg[|(Xi — 01)gi(X)|] <00 or Epl|igi(X)]] < o00. (2.8)

Formula (2.7) is often referred to as Stein’s identity.
Proof Letx = (x1,...,xp) € R” and set

Ix — 612

1
px) = o7 and ¢((x) = G o)l exp(—¢(x)) .
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Equality (2.7) is equivalent to
Eo[Vo(X)"g(X)] = o2 Ep[divg(X)]. (2.9)

For fixedi = 1,..., p,setx_; = (x1,...,X;—1, Xi+1, ..., Xp) and, with a slight
abuse of notation, set x = (x;, x_;). Note that

0p(x)  dpx
Bx,- B axi

¢ (x)

so that ¢ (x) can be written as

¢(x>=/xi _09G) yw dE =/°°M¢(fi,x_ndii, (2.10)
i ,

o0 0%, ; 0x;
noticing that, by assumption, limy;| 0 @(x1, ..., Xp) = 00 implies
Iim ¢(xj,x_;) = ; lim exp (— <p(xi,x_,-)) =0. 2.11)
|x;|— 00 QR o?)P/? x>0
Fixing i € {l,..., p} and assuming first Eg[|d;g;(X)|] < oo, we can write

using (2.10), for almost every x_;,

[

00 ax;

:/0 ag,-<x,~,x_,~>/xf _09Qi X)) e
xi oo 8; Iy V—1 1 ]

—0 0 i
©0gi(xi, x—;) [ dp(Xi, x_; - -
+/ 8i(xi, x l)f QO(X,~X l)qj(xi,x_i)dxi dx;
0 0x; X 0x;
0 = 0
dp(Fi, x_i) dgi (X, x_; _
Z/ _MM,M)/ i x—i) s,
oo 0%; % 0x;

© 9o (F;, X_; ~ % 9o X ~
+/ ‘p(xz~x i) ¢(xi’x—i)/ &i(xi, x_j) dx; di;.
0 8x,’ 0 ax,-

2.12)

Now, according to Proposition 2.1, as g is weakly differentiable, we may assume
without loss of generality that, for each i = 1, ..., p, the function g;(x;, x_;) is
absolutely continuous in x; for almost all values of x_; so that
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0 Xi
a . X i a . X B
_/ dei — / dei = gi(Xi, x_)) — g (0, x_;).
X 0x; 0 0x;

i

Then (2.12) becomes

— ¢ (xi, x—i)dx;

o O

/w 9gi (xi, x—;)

2 dp(xi, x—
=/ (l)(x—_)C)Wxi,x—i)[gi(xi,x—i)—gi(O,x—i)]dxi

—0o0 0x;
® dp(x;, x_;)

:/ T b (xgy x—i) gi(xi, x—i) dxi
oo 0x;

since, using again (2.11),

_foo 3§0(Xi’.x—i) b et v s = /°° P (xj, x_;) dxi = 0.

—oo 0Xx; —oo 0Xx;

Finally, integrating with respect to x_; gives

Ee[agi(x)] Z/]R 0810 X0) oy vy x_pydvi dx

0x; ax;

0@ (xi, x—;)
=/ T (i, x—) i (i, x—) dox dx
RP E)xi

dp(X
- Ee[ ‘gi ) gi(X)]

and hence, summing on i gives (2.9), which is the desired result.
To show (2.7) assuming Eg[|(X; —6;)"g:(X)|] < cofori € {1, ..., p},itsuffices
to essentially reverse the steps in the above argument. O

The following corollary is immediate from Stein’s lemma and the above discus-
sion. Recall that L(0,d) = ||d — 6|1>, R(0,8) = Eg[L(0,8(X))] = Ep[||6(X) —
01?1, and Eg[|lg(X)||?] < oo implies that for any i = 1,...,p, Eg[|(X; —
;) gi(X)[] < oco.

Corollary 2.1 Let g(X) be a weakly differentiable function from R? into RP such
that Eg[||g(X)||?] < oo. Then

(1) RO, X +0%g(X)) = Eglpo® +o* (Jg(XI* +2divg(X));

(2) 8§(X) = X + 02 g(X) is minimax as soon as ||g(X)||* +2div g(X) < 0 a.e. and
dominates X provided there is strict inequality on a set of positive measure; and

(3) po?4o* (lg(X)?+2divg(X)) is an unbiased estimator (in fact the UMVUE)
of R(O, X + 0% g(X)).
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We note once again that 6(X) is minimax since it dominates (or ties) the
minimax estimator X. In the next few sections we apply the above corollary to
show domination of the James-Stein estimators and several others over the usual
estimator in three and higher dimensions.

2.4 James-Stein Estimators and Other Improved Estimators

In this section, we apply the integration by parts results of Sect.2.3 to obtain
several classes of estimators that dominate the classical minimax estimator 8o(X) in
dimension 3 and higher. The estimators of James and Stein, Baranchik, and certain
estimators shrinking toward subspaces are the main application of this section.
Bayes (generalized, proper, and pseudo) are considered in Chap. 3. Throughout this
section, except for Theorem 2.4, let X ~ .4},(6, o2 I,) and loss be L(0,8) = ||6 —
6|?. According to Corollary 2.1 it suffices to find weakly differentiable functions
g from R? into R? such that Eg[||g(X)||*] < oo and [|g(X)||> + 2 div g(X) < 0
(with strict inequality on a set of positive measure) in order to show that §(X) =
X + 02 g(X) dominates X.

2.4.1 James-Stein Estimators

The class of James-Stein estimators is given by

2

575 (X) = (1 - ﬂ) X, 2.13
a0 X2 @19

The basic properties of § ‘{ $(X) are given in the following result.
Theorem 2.2 Under the above model

(1) The risk ofBQJS(X) is given by
1
R(,8]5) = po? +o* (a2—2a(p—2))E9|:Wi| (2.14)

for p > 3.

2) SJS(X) dominates §0(X) = X for 0 < a < 2(p — 2) and is minimax for
0<a<2(p-—2)forall p>3.

(3) The uniformly optimal choice of aisa = p — 2 for p > 3.

(4) The risk at 0 = 0 for the optimal James-Stein estimator 8;52(X) is?2 02f0r all
p >3

Proof Observe that §/5(X) = X + o2g(X) where g(X) = —a/|X|?>X. As
noted in Sect.2.3, g(X) is weakly differentiable if p > 3. Also Eolllg(X)|?] =
a® Eg[1/||X||?] is finite if p > 3 since ||X||?/o% has a non-central x? distribution
with p degrees of freedom and non-centrality parameter A = 16112/202. Indeed
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by the usual Poisson representation of a non-central x2, we have || X||?/o? | K ~
X242k Where K ~ Poisson (& = [|0]|2/202) and hence,

E [ o } E |:E|: !
0 Tvn2 = L) 2
X1l Xp+2K

1 1
K =E, < < o0
p+2K—2|"p-2

(2.15)
if p> 2.
Also, according to (A.18), for any x # O,
X p—2
wvl——)=—-—=. (2.16)
(IIXII2> llx1?
Hence,

1
lg()|I> + 2divg(x) = (a* — 2a (p — 2)) e

and by Corollary 2.1, for p > 3,
1
RO,8]5) =po?+o*@®—2a(p—2) Eé)(W) )

This proves (1).
Part (2) follows since a2 — 2 a (p—2)<0for0 <a <2(p—2)and hence for
sucha > 0,

R(6,8]5) < po? = R(8, ). (2.17)

The minimaxity claim for 0 < a < 2(p — 2) follows by replacing < by <
in (2.17). It is interesting to note that R(G, 8215)_2)) = R(9, 8y) = po? and, more
generally, R(6, 82(p—2)—a) = R(6, 575).

Part (3) follows by noting that, for all 8, the risk of R(6,8/5) is minimized by

choosing a = p — 2 since this value minimizes the quadratic a> — 2a (p — 2).
To prove part (4) note that || X 1> /o2 has a central chi-square distribution with p

degrees of freedom when 6 = 0. Hence, Eq [02/]| X|?] = E[l/xg] =(p-2)"
and therefore, provided p > 3,

2
p—2

R(0,87%) = po’+((p—2° -2(p -2

=po’—(p-2o’

=202,
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Hence we have that 81{52 = (1—(p—2) o/ X||?) X is the uniformly best estimator
in the class of James-Stein estimators. This is the estimator that is typically referred
to as the James-Stein estimator. Also note that at 6 = 0 the risk is 2 o> regardless of
p and so, large savings in risk are possible in a neighborhood of 8 = 0 for large p.

In Theorem 2.2, the fact that p > 3 is crucial (which is coherent with the
admissibility of X for p = 1 and p = 2). Actually, a crucial part of the proof
uses Stein’s identity, which fails to hold if p = 1,2 with A(x) = x/|x||*. Indeed,
when p = 1, h(x) = 1/x and div(x) = —l/x2 so that Eo[XTh(X)] = 1
and Ep[divh(X)] = —oo. When p = 2, we also have Eg[XTh(X)] = 1 while
Ep[divh(X)] = O since, for any x # 0, divh(x) = 0. It is interesting to note
that, while the divergence of % exists and is 0 almost everywhere, & is not weakly
differentiable since its partial derivatives are not locally integrable as shown in
Sect. A.1 in the Appendix.

We may use (2.15) to give upper and lower bounds for the risk of 54{ S based on
the following lemma.

Lemma 2.1 Let K ~ Poisson(). Then, for b > 1, we have

—A

1—e
1 [ 1 i| 0 1
—— < E, = s = .
b+ A b+ K (b—l)l_f +1 b—1+21

Proof The first inequality follows directly from Jensen’s inequality and the fact that
E) (K) = A. The second inequality follows since (also by Jensen’s inequality)

1
1 —_
Ek[ }:EA o2l
b+K K+1+1
B [ ]

(b—DE; [ ! ]+1

<

|_|

1—e
A

-l

and E; [(K + 1)7'] = (1 — exp(—=1)) /A
Now, since y/[(b — 1)y + 1] is increasing in y and (1 — exp(—1))/A < A~!, we
have
1—e~* 1
*

Hence the third inequality follows. O
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The following bounds on the risk of § aJ 5 follow directly from (2.14), (2.15) and
Lemma 2.1.

Corollary 2.2 (Hwang and Casella 1982) For p > 4and0 <a <2(p — 2), we

have

(a2 —2a(p— 2))02
p—4+106]?/02

5 (a2 —2al(p —2))(72

0"+ <R0.8]°) <po’+
P p—2+ 01202 @0 =»p

We note in passing that the upper bound may be improved at the cost of added
complexity by using the second inequality in Lemma 2.1. The improved upper
bound has the advantage that it is exact at & = 0. The lower bound is also valid
for p = 3 and is also exact at 6 = 0.

2.4.2 Positive-Part and Baranchik-Type Estimators

James-Stein estimators are such that, when ||X||> < ao?, the multiplier of X
becomes negative and, furthermore, lim|x |0 ||8aj S(X)| = oo. It follows that, for
any K > 0, there exits n > 0 such that || X|| < n implies ||5L{S(X)|| > K. Hence
an observation that would lead to almost certain acceptance of Hy : 6 = 0 gives
rise to an estimate very far from 0. Furthermore the estimator is not monotone in
the sense that a larger value of X for a particular coordinate may give a smaller
estimate of the mean of that coordinate. For example, if X = (Xo,0,...,0) and
—vao? < Xy <0,then (1—ao?/|X|?) Xo > 0 while,if 0 < Xo < vao?2, then
(1—ao?/IXI?) Xo <O.

This behavior is undesirable. One possible remedy is to modify the James-Stein
estimator to its positive-part, namely

2
/5 (X) = (1 _ %) X (2.18)
X1/ 4
where 1 = max(t, 0). The positive past estimate is a particular example of a

Baranchik-type estimator of the form

2 X 2
58, (X) = (1 - %) X (2.19)

where, typically 7(-) is continuous and nondecreasing. The r(-) function for 85+ is
given by

2
XIZif 0 < 1X)? < ao?
1 if |X|>=ac?.

r(IX|1%) = {
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We show in this section that, under certain conditions, the Baranchik-type estimators
improve on X and that the positive-part James-Stein estimator improves on the
James-Stein estimator as well.

We first give conditions under which a Baranchik-type estimator improves on X.

Theorem 2.3 The estimator given by (2.19) with r(-) absolutely continuous, is
minimax for p > 3 provided

(1) 0<a=<2(p—2)
2) 0<r()<1;and
(3) r(-) is nondecreasing.

Furthermore, it dominates X provided that both inequalities are strict in (1) or in
(2) on a set of positive measure, or if r'(-) is strictly positive on a set of positive
measure.

Proof Here 82 ,.(X) = X 4+ 02 g(X) where g(X) = (—ar(|XII")/IIX]*) X. As
noted in Sect. A.2 of the Appendix, g(-) is weakly differentiable and

div g(X) = —a [r(1X 1) div (15 ) + 5 VraIx 1>
= —a [raxX 1P & +2rax13)| .

Hence,
llg(X)II* + 2 divg(X) (2.20)
2rX1® 2a(p —2)rdIXIP) o2
- - X
X2 X2 X
r(I1X11%)

=X ——5—(@*—2a(p—2) —4ar' (X"

<0.
The first inequality being satisfied by Conditions (2) while the last inequality uses
all of Conditions (1), (2), and (3). Hence, minimaxity follows from Corollary 2.1.

Under the additional conditions, it is easy to see that the above inequalities become
strict on a set of positive measure so that domination over X is guaranteed. O

As an example of a dominating Baranchik-type estimator consider

5(X) = (1 _ L) X
B b+ X|?

for0 <a <2(p—2)and b > 0.Here r(|X||>) = | X||>/(| X||> 4+ b) and is strictly
increasing.
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The theorem also shows that the positive-part James-Stein estimator dominates
X for0 < a <2 (p —2). In fact, as previously noted, the positive-part James-Stein
estimator even improves on the James-Stein estimator itself. This reflects the more
general phenomenon that a positive-part estimator will typically dominate the non-
positive-part version if the underlying density is symmetric and unimodal. Here is a
general result along these lines.

Theorem 2.4 Suppose X has a density f(x — 0) in R? such that the function f is
symmetric and unimodal in each coordinate separately for each fixed value of the
other coordinates. Then, for any finite risk estimator of 0 of the form

5(X) = (1 —B(XZ,Xg,...,Xf,))X,
the positive-part estimator

54(X =(1—B(X2,X2,...,X2>) X
+(X) 1 X3 r)),
dominates §(X) under any loss of the form L(0, §) = ZZP:1 a; (6; — 9,-)2 (a; > 0 for
all i) provided Pg[B(XZ, X§, X%,) >1]>0.

Proof Note that the two estimators differ only on the set where B(-) > 1. Hence the
ithtermin R(6, §) — R(0, 84) is

ai Eg [{(1 — BOX], ... X)) XF —26,X; (1 — B(X], ...,xf,)} 13>1(X)]

> 204, Ey [Xl-(l — B(X2,.... X§)13>1(X)] .

Therefore it suffices to show that, for any nonnegative function H (X LD '¢ f,),
6; Eg [X,~H(X2, el X%)] > (. This follows by symmetry if whenever 6; > 0, then
EolX; | X? =t} X; =t; j#il >0foralli (1 <i < p)andall (t1,...,1,).
However this expression is proportional to

L6 | [f (=002 (2= 0202 .. (Lt | =62, .., (tp — 6))?)
—f (=02 (=0 . (= 1 | =0)% ... (tp —6,)?)] =0

since, for 6; > 0, (| #; | —61)> < (= | i | —6;)? and since f(X7, X3,..., X3) is
nonincreasing in each argument. Hence the theorem follows. O

For the remainder of this current section we return to the assumption that X ~
Np(0,0°1).

The positive-part James-Stein estimators are inadmissible because of a lack of
smoothness which precludes them from being generalized Bayes. The Baranchik
class however contains “smooth” estimators which are generalized (and even
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proper) Bayes and admissible. Baranchik-type estimators will play an important
role in Chap. 3.

We close this subsection with a generalization of the Baranchik result in
Theorem 2.3. It is apparent from the proof of the theorem that it is only necessary
that the second expression in (2.20) be nonpositive (and negative on a set of
positive measure) in order for §(X) to dominate X. In particular it is not necessary
that r(-) be nondecreasing. The following result (see Efron and Morris 1976
and Fourdrinier and Ouassou 2000) gives a necessary and sufficient condition
for the unbiased estimator of risk difference, R(0,65) — R(0, X), for §(X) =
(L —ar(IXI*/1X|?) X, to be nonpositive. The proof is by direct calculation.

Lemma 2.2 Let g(X) = —a (r(||X||2)/||X||2) X where r(y) is an absolutely
continuous function from R into R. Then on the set where r(y) # 0,

ar’(y)  2(p=2r©)
y y
) d

— _4a2r2(y)ypT_ |:y_p22 < ! — ! )i| a.e.,
dy 2(p—=2) ar()

llg()II* +2divg(x) = a { - 4r’<y>}

where y = ||x||%

The following corollary broadens the class of minimax estimators of Baranchik’s
form.

Corollary 2.3 Suppose §(X) = (1 —ar(1X[*)/1X %) X with

-1
ar(y) = [ + 22 H(y)}

1
2(p=2)

where H(y) is absolutely continuous, nonnegative and nonincreasing. Then §(X)
is minimax provided Eg [r2(||X||2)/||X||2] < oo. If in addition H(y) is strictly
monotone on a set of positive measure where r(y) # 0, then 6(X) dominates X.

Proof The result follows from Corollaries 2.1 and 2.2 by noting that

1 1
_ v (p=2)/2 _
HoY=y (2(p ~2) ar(y)) '

O

An application of Corollary 2.3 gives a useful class of dominating estimators due
to Alam (1973).

Corollary 2.4 Let §(X) = (1 —a f(IX1?)/(IX1*)™+!) X where f(y) is nonde-
creasing and absolutely continuous and where 0 < a f(y)/y* <2(p —2—271)
for some © > 0. Then §(X) is minimax and dominates X if 0 < a f(y)/y® on a set
of positive measure.
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Proof The proof follows from Corollary 2.3 by letting

af (=22 ( 1 - )
_ d Hy)=-y " - '
ar(y) % an ) y 2(p—=2) af®)

Clearly r is bounded so that Eg [r?(|X[*)/1 X[*] < co and H(y) > 0. Also
-2 1 4
H'(y) = p—y_”/2< S )
2 2(p=2) af(

7—1 T £T
-2 (ZTY y'f (y)>
g (af(y) PTG

4 2a f(y)
<0
since f/(y) >0and0 <a f(y)/y" <2(p—2-27). |

A simple example of a minimax Baranchik-type estimator with a nonmonotone
r(-)is givenby r(y) = yl_f/(l +y)for0<t<land0 <a <2(p—2—-271).To
see this, apply Corollary 2.4 with f(y) = y/(1+y) and note that f(y) is increasing
and 0 < f(y)/y" = r(y) < L. Note also that r'(y) = y "[(1 — 1) — 7 y]/(1 + y)*,
hence r(y) is increasing for 0 < y < (1 — r)/t~! and decreasing for y > (1 —
)/t L.

We will use the above corollaries in Chap. 3 to establish minimaxity of certain
Bayes and generalized Bayes estimators.

2.4.3 Unknown Variance

In the development above, it was tacitly assumed that the covariance matrix was
known and equal to a multiple of the identity matrix o> I - Typically, this covariance
is unknown and should be estimated. The next result extends Stein’s identity (2.7)
to the case where it is of the form o2 I, with o> unknown.

Lemma 2.3 Let X ~ 4,0, o2l p) and let S be a nonnegative random variable
independent of X such that S ~ o> x,?. Denoting by Eg ;2 the expectation with
respect to the joint distribution of (X, S), we have the following two results, provided
the corresponding expectations exist:

(1) ifg(x,s) is a function from RP x Ry into R? such that, for any s € R4, g(-, s)
is weakly differentiable, then

1
Ey o2 [;(X —0)"g(X, S)] = Ey ,2[divxg(X, S)]

where div, g(x, s) is the divergence of g(x, s) with respect to x;
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(2) if h(x,s) is a function from RP x Ry into R such that, for any x € RP,
h(x, |u ||2) is weakly differentiable as a function of u, then

1 d _
Ey . [? h(X, S)i| =Ep [2 SgX )+ Uk =2)S "h(x, S)] :

Proof Part (1) is Stein’s lemma, from Theorem 2.1. Part (2) can be seen as a
particular case of Lemma 1(ii) (established for elliptically symmetric distributions)
of Fourdrinier et al. (2003), although we will present a direct proof. Part (2) also
follows from well known identities for chi-square distributions.

The joint distribution of (X, §) can be viewed as resulting, in the setting of
the canonical form of the general linear model, from the distribution of (X, U) ~
N ((8,0),0%1,44) with S = ||U]||?. Then we can write

1 1
Ey . [0—2 h(X, S)] = Ep [0—2 UT h(X, ||U||2)]

s

_ . 2
—E, |:d1vU<||U||2 hX U ))}

according to Part (1). Hence, expanding the divergence term, we have

k—2 Ut

1
E. —h(X,S)}:E [ hX, U +
0.0 [02 “ol ol U112

duh(X, ||U||2>}

k—2

9
— EQ’Uzl: h(X. ) +2 2h(X, S)]

since

9
ayh(X, |U|II?) =2 —h(X, S
vh(XWUID =2 55hX.9)]

O

The following theorem provides an estimate of risk in the setting of an unknown
variance when the loss is given by

2

18 — 617 _29" . (2.21)
o
Theorem 2.5 Let X ~ 4,(6, o? Ip) where 0 and o? are unknown and p > 3
and let S be a nonnegative random variable independent of X such that S ~
02)(,?. Consider an estimator of 6 of the form ¢(X,S) = X + Sg(X,S) with
Eg’gz[S2 llg(X, $)||?] < oo, where Ey ,2 denotes the expectation with respect to
the joint distribution of (X, S).
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Then an unbiased estimator of the risk under loss (2.21) is

0
80X, =p+S {(k +2) [1lg(X, HII* +2divyg(X, S) +2 SoglleX, HIFT .
(2.22)

Proof According to the expression of ¢(X, S), its risk R(6, ¢) is the expectation of

1 S 52
— X = 011> + 25 (X =60)'g(X, )+ — llg(X, IZ. (2.23)
o o o

Clearly,

1 2
Egor| 5 IIX =017 | = p

and Lemma 2.3 (1) and (2) express, respectively, that
1 T .
Eg ;2 ?(X —0) g(X,S) | = Ey ,2[divxg(X, $)].

With h(x, s) = 5% ||g(x, 5)||> we have

s? 2 2 d 2
Ego2| 118X I | =Ey 2| S) K+ 2D 18X, HIIT+28 Slg (X I | -

Therefore R(0, ¢) = Ey ,2[80(X, §)] with §o(X, S) given in (2.22), which means
that 8o(X, S) is an unbiased estimator of the risk ||¢(X, S) — 0]|?/o 2. |

Corollary 2.5 Under condition of Theorem 2.5, if, for any (x,s) € RP x Ry,

(i) 8/ds ||lg(x,s)||*> < 0and
(ii) (k+2)]lg(x, )|1> + 2diveg(x,s) +2 <0,

then ¢(X, S) is minimax. It dominates X if either inequality is strict on a set of
positive measure.

In the following corollary, we consider an extension of the Baranchik form in
Theorem 2.3.

Corollary 2.6 Let

_ aSr(||X||2/S>>

$(X, 9 =1
x5 < X112

If r is nondecreasing and if 0 < ar(|X|?/S) < 2(p —2)/(k + 2), then (X, S)
dominates X and is minimax.
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Proof Straightforward calculations show that the term in curly brackets in (2.22)
equals

r(1X12/S)

iz G+ 2ar(XIP/S) = 2(p = 2)

r'(1X17/5)
o UXIE/S)
S

—4 (1+ar(||X||2/S)). (2.24)

Therefore, if 0 < a r(||X||2/S) <2(p—2)/(k+2),then 5(X, S) dominates X and
is minimax. a

Note that, in the case r = 1, the bound on the constant a is 2 (p — 2)/(k + 2).
This is the estimator developed by James and Stein (1961) using direct methods.

2.4.4 Estimators That Shrink Toward a Subspace

We saw in Sect.2.4.1, when o2 is known, that the James-Stein estimator shrinks
toward 6 = 0 and that substantial risk savings are possible if 6 is in a neighborhood
of 0. If we feel that 6 is close to some other value, say 6, a simple adaptation of the
James-Stein estimator that shrinks toward 6y may be desirable. Such an estimator is
given by

7S a 0’2
87%9,(X) =60 + (1 - m) (X — 6o). (2.25)
It is immediate that R(8, 37% (X)) = R(6 — 6o, 8]5) since
JS ao’ 2
R(6.8;%,) = Egllfo + (1 + m) (X —60) — 0|

E ||(1+“02)X © — 00|12
= Ey—q —= | X -0 -6
0 | X |12

= R(6 — 6o, 515 (X)).

JS
’8aﬂo

and a = p — 2 is the optimal choice of a. Furthermore the risk of § ijQO(X ) at

Hence, for p > 3 dominates X and is minimax for 0 < a < 2(p — 2),

6 = 6 is 202 and so large gains in risk are possible in a neighborhood of 6. The
same argument establishes the fact that, for any estimator, §(X), we have R(6, 6y +
3(X —6p)) = R(6 — 6y, §(X)). Hence any of the minimax estimators of Sects. 2.4.1
and 2.4.2 may be modified in this way and minimaxity will be preserved.
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More generally, we may feel that 8 is close to some subspace V of dimension
s < p. In this case, we may wish to shrink X toward the subspace V. One way to
do this is to consider the class of estimators given by

ao?r(|X — PvX|?
IX — Py X|?

PyX + (1 - ) (X - PvX) (2.26)

where Py X is the projection of X onto V.

A standard canonical representation is helpful. Suppose V is an s-dimensional
linear subspace of R? and V= is the p — s dimensional orthogonal complement of
V.Let P = (P} P>) be an orthogonal matrix such that the s columns of the p x s
matrix Py span V and the p — s columns of the p x (p — s) matrix P> span V.

For any vector z € R”?, let
()=
W

where Wy is s x 1 and W is (p — s) x 1. Then Pyz = PiW; and ||Pyz|? =
IPyWi]2 = W] Also Pyiz = PyWs and ||Py.z||? = |[P2Wa|? = [|Wall?.
Further, if X ~ 4,,(8, a%I), then

=)~ () (6))
Y, %23 01y
where Pjv; = Py6 and Py, = Py,16 so that
IPyXI? = I%,  IPyoX|? = Y2l
and
IPv(X =0)> = [Y1 —vil®>,  [[Pyr(X = 0)]> = [[Y2 — v*.

The following result gives risk properties of the estimator (2.26).

Theorem 2.6 Let V be a subspace of dimension s > 0. Then, for the estimator
(2.26), we have
2
. }

where Y, and vy are as above. Further, if p — s > 3 and a and r(y) satisfy the
assumptions of Theorem 2.3 (or Corollary 2.3 or Corollary 2.4) with p—s in place of
P, then 6(X) is minimax and dominates X if the additional conditions are satisfied.

aozr(nquZ))

R(0,8) =so’+E H(l -
[ 12112
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Proof The proof involves showing that the risk decomposes into the sum of two
components. The first component is essentially the risk of the usual estimator in a
space of dimension s (i.e. of V) and the second represents the risk of a Baranchik-
type estimator in a space of dimension p — s. The risk is

_ ao?r(|X=Py X|?) 2
R0.8) = E9|:HPVX n (1_W) (X—PyX) — eH ]

= ao’r(|IX-PyX|% 7
= E9|:H(PVX—PV9) +(1—W> (X—PVX)_(Q_PVQ)H i|

= Eg[|l Py (X — 0)]1%]

+E9H ‘(1 - %)(X — PvX) — (6 — Pve)‘ﬂ

2 2 2
= EylIY1 = vil*1 + E, |:H<1 — etz )) Y, - V2H :|

2 2
=502+ B[l (1 - 22D )y, — vy

This gives the first part of the theorem. The second part follows since Y, ~
Np—s(v2, 0% I,_), with p — s > 3. O

For example, if we choose r(y) = 1 the risk of the resulting James-Stein type
estimator

110'2
Py X + <1 — —||X — PvX||2> (X — PyX)
is
pot+ot@®—2a(p—s—2)Ey [;]
IX — PyX|?

This estimator is minimax if 0 < a < 2(p — s — 2) and dominates X if
0 <a < 2(p—s—2)provided p —s > 3. The uniformly best choice of a
is p—s — 2. If in fact & € V, the risk of the corresponding optimal estimator
is (s + 2) 02, since in this case vy = Py.160 = 0and Ey [02||X - PVX||_2] =
Eo[o21%2II72] E [1/;(1%,5] — (p—s—2)"1.1f0¢V, then 1> # 0 and || Y>|? has a
non-central chi-square distribution with p —s degrees of freedom and non-centrality
parameter ||v2|>/2 0.

One of the first instances of an estimator shrinking toward a subspace is due to
Lindley (1962). He suggested that while we might not have a good idea as to the
value of the vector 6, one may feel that the components are approximately equal.
This suggests shrinking all the coordinates to the overall coordinate mean X =

p! l.p: | Xi which amounts to shrinking toward the subspace V of dimension one
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generated by the vector 1 = (1,..., 1)™. The resulting optimal James-Stein type
estimator is

e _(p—3)02) 5
5(X)_X1+(1 X —qp) XX

Here, the risk is equal to 3 o2 if in fact all coordinates of 6 are equal. If the dimension
of the subspace V is also at least 3 we could consider applying a shrinkage estimator
to Py X as well.

In the case where o~ is unknown, it follows from the results of Sect.2.4.3 that
replacing o2 in (2.26) by S/(k + 2) results in an estimator that dominates X under
squared error loss and is minimax under scaled squared error loss (provided r(-)
satisfies the conditions of Theorem 2.6).

It may sometimes pay to break up the whole space into a direct sum of several
subspaces and apply shrinkage estimators separately to the different subspaces.

Occasionally it is helpful to shrink toward another estimator. For example, Green
and Strawderman (1991) combined two estimators, one of which is unbiased,
remarkably by shrinking the unbiased estimator toward the biased estimator to
obtain a Stein-type improvement over the unbiased estimator.

The estimators discussed in this section shrink toward some “vague” prior
information that 6 is in or near the specified set. Consequently it shrinks toward
the set but does not restrict the estimator to lie in the set. In Chap. 7 we will consider
estimators that are restricted to lie in a particular set. We will see in Chap. 7 that,
although vague and restricted constraints seem conceptually similar, it turns out that
the analyses of risk functions in these two settings are quite distinct.

2

2.5 A Link Between Stein’s Lemma and Stokes’ Theorem

That a relationship exists between Stein’s lemma and Stokes’ theorem (the diver-
gence theorem) is not surprising. Indeed, Stein’s lemma expresses that, if X has a
normal distribution with mean 6 and covariance matrix proportional to the identity
matrix, the expectation of the inner product of X — 6 and a suitable function g is
proportional to the expectation of the divergence of g. On the other hand, when
the sets of integration are spheres S, ¢ and balls B, ¢ of radius r > 0 centered at 6,
Stokes’ theorem states that the integral of the inner product of g and the unit outward
vector at x € Sy, which is (x — 8)/|lx — 68|, with respect to the uniform measure
equals the integral of the divergence of g on B,y with respect to the Lebesgue
measure.

Typically, Stokes’ theorem is considered for a more general open set §2 in R?
with boundary 9£2 which could be less smooth than a sphere, and where the function
g is often smooth. For example, Stroock (1990) considers a bounded open set §2 in
R? for which there exists a function ¢ from R? into R having continuous third
order partial derivatives with the properties that 2 = {x € R? | ¢(x) < 0} and the
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gradient d¢ of ¢ vanishes at no point where ¢ itself vanishes. Further he requires
that g has continuous first order partial derivatives in a neighborhood of the closure
2 of £2. For such an open set, its boundary is 82 = {x € R? | ¢(x) = 0}. Then,
Stroock states that

/ nT(x)g(x)da(x)zf divg(x) dx 2.27)
a0 o)

where n(x) is the outer normal (the unit outward vector) to 52 at x € 952 and o
is the surface measure (the uniform measure) on d£2. He provides an elegant proof
of Stokes’ theorem in (2.27) through a rigorous construction of the outer normal
and the surface measure. It is beyond the scope of this book to reproduce Stroock’s
proof, especially as the link we wish to make with Stein’s identity only needs to deal
with £2 being a ball and with 92 being a sphere. Note that Stroock’s conditions are
satisfied for a ball of radius » > 0 centered at & € R? with the function ¢(x) =
|[x — 6] — r. In that context, Stokes’ theorem expresses that

/ ( x =0 ) gx)doyg(x) =/ divg(x) dx (2.28)
50 \lx — 0] 50

where o, ¢ is the uniform measure on S; .

In the following, we will show that Stein’s identity for continuously differentiable
functions can be derived in a straightforward way from this ball-sphere version of
Stokes’ theorem. Furthermore, and perhaps more interestingly, we will see that the
converse is also true: Stein’s identity (for which we have an independent proof in
Sect. 2.3) implies directly the classical ball-sphere version of Stokes’ theorem.

Proposition 2.2 Let X ~ 4,(6, o2l p) and let g be a continuously differentiable
function from RP into R? such that either

Eo[|(X —0)"g(X)|]] <00 or Eg[|divg(X)|]] < oo. (2.29)
Then Stein’s identity in (2.7) holds, that is,
Eo[(X — 6)"g(X)] = 0 Egldivg(X)]. (2.30)

Proof Integrating through uniform measures on spheres (see Lemma 1.4), we have

1 Ix — 62 J
Qronyp2 SP\ T2 )Y

o0 _ T
_ / / < x—0 ) 2(x) doyp(¥) Yoa (1) dr (2.31)
0o Js \lx =20l

Eg2[(X —0)'g(X)] = A;{ (x —0)'g(x)
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where

1 r?
wGZ(V) = m r exp (—m) (232)

and o, g is the uniform measure on S; g. Then applying Stokes’ theorem in (2.28) to
the inner most integral in (2.31) gives

Ey 2[(X —0)"g(X)] = /Oo/ divg(x) dx V,2(r) dr . (2.33)
0 Br,@

Now, applying Fubini’s theorem to the right-hand side of (2.33), we have

oo

/ / divg(x)dx Y2 (r)dr =/ divg(x) Y2 (r)drdx
0 Bro RP |

[x—=61

[ w0 g [ o0 (-33)] 4
= ivg(x) ————= | —o“ exp| — X
RP Q2w o?)p/2 P\ 7252 [

. 1 Ilx — 61
— g2 _
=0 /Rv divg(x) RETOTE exp( 752 dx

= 0% Ey p2[divg(X)] (2.34)

since, according to (2.32),

9 1 ) r? _
ar {—@mz)m [—“ exp (‘ﬁ)“ =Va2().

Therefore combining (2.33) and (2.34) we have that
Eg o2[(X —0)"g(X)] = 67 Eg ,2[dive(X)],

which is Stein’s identity in (2.39).
To show Stein’s identity in (2.7) assuming Eg[|divg(X)|] < oo, it suffices to
essentially reverse the steps in the above development. O

Note that using Stokes’ theorem in the proof of Proposition 2.2 allows the weaker
condition (2.29) instead of Condition (2.8) used in Theorem 2.1.

Kavian (1993) showed that (2.27) and (2.28) continue to hold for weakly
differentiable functions g, provided that g behaves properly in a neighborhood of
the boundary. See also Lepelletier (2004). However, Stokes’ theorem may fail if
g is not sufficiently smooth in a neighborhood of the boundary. For example, it
is clear that a weakly differentiable function may be redefined on the boundary
of the ball B,y without affecting either its weak differentiability or the integral
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of the right-hand side of (2.28). But, by properly defining g on S, the integral
over S, on the left-hand side of (2.28) may take on any value. For this reason,
we develop the following version of Stokes’ theorem (for balls and spheres) which
will hold simultaneously for almost all » as long as the function g is weakly
differentiable. It will be extensively used in extending Stein’s lemma to general
spherically symmetric distributions in Chaps.5 and 6. Interestingly, the proof is
based on Stein’s lemma and completeness of a certain exponential family. We
provide an extension to general smooth open sets in Sect. A.5 of the Appendix.

Theorem 2.7 (Fourdrinier and Strawderman 2016) Let g be a weakly differen-
tiable function from RP into RP. Then (2.28) holds for almost every r.

Proof Since g is weakly differentiable, the functions (X —0)Tg and divg are locally
integrable. The same is true for the functions g, = g h, where, forn € N, i, is a
smooth cutoff function such that 4, (x) = 1 if |x|| < n, h,(x) =0if |x|| > n + 1,
hy, € €, and h,(x) < 1 for all x. Thus g, is weakly differentiable and we have
Eg[|(X —0)"g,(X)|] < oo or Eg[|divg,(X)|] < oo. Hence, Stein’s lemma applies
to gn, so that (2.39) holds for g, that is,

Egl(X — 6)"g.(X)] = 6> Egldivg,(X)]. (2.35)

Then, as in (2.31), with 1,2 given in (2.32),

[e’) -0 T
Ey 2[(X — 0)gu(X)] = f f <X—> gn(X)doyg(x) Y, 2(r)dr  (2.36)
' 0 Js.o \Ix—20

and, as in (2.33), we also have
o
o’ Ey 52[divg,(X)] = / / divg,(x) dx Y 2 (r)dr. (2.37)
0 37,9

Hence, it follows from (2.35), (2.36), and (2.37) that, for all o2,

o0 _ T o0
/ f (u) n () doy. (x) Yy (r) dr = / / divgn (x) dx v, (r) dr
0 Js.o \llx—0 0 JB.g

Therefore, since the family {,2(r)},2. defined in (2.32) is proportional to a
family of densities that is complete as an exponential family, we have

T
/ <i> 2n(x) do g (x) = / divg, (x) dx (2.38)
Sr.o ”-x - 0” B o

for almost every 0 < r < n. Now, since g,(x) = g(x) for |x|| < n, it follows
that (2.38) holds for g for almost every r > 0. O
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As a first corollary, it follows that the classical (ball-sphere) version of Stokes’
theorem holds for every » when g is continuously differentiable.

Corollary 2.7 Let g be a continuously differentiable function from RP into RP.
Then (2.28) holds for every r > 0.

Proof Because g is continuously differentiable, both sides of (2.38) are continuous.
Then, since the equality holds almost everywhere, it must hold for all » > 0. O

Note that the proof of Proposition 2.2 remains valid when (2.28) holds for
almost every r > (. Hence the following corollary follows from Theorem 2.7 and
Proposition 2.2.

Corollary 2.8 (Stein’s lemma) Let X ~ .4,(0, ozlp) and let g be a weakly
differentiable function from R? into R? such that either Eg[|(X — 0)"g(X)|] < 00
or Ep[|divg(X)|] < oco. Then Stein’s identity in (2.7) holds, that is,

Egl(X —0)"g(X)] = 0 Eg[divg(X)]. (2.39)

Note that, as in Proposition 2.2, Corollary 2.8 uses the weaker condition (2.29)
instead of Condition (2.8) which was used in Theorem 2.1.

We have seen for balls and spheres that Stokes’ theorem can be directly
derived from Stein’s identity, for weakly differentiable functions. This result will
be particularly important for proving Stein type identities for spherically symmetric
distributions in Chaps. 5 and 6. Note that we have in fact obtained a stronger result. It
is actually shown that, any time Stein’s identity is valid, then the version of Stokes’
theorem given in Theorem 2.7 holds as well. This result is particularly interesting
when the weak differentiability assumption is not met. For example, Fourdrinier
et al. (20006) noticed that this may be the case when dealing with a location parameter
restricted to a cone; Stein’s identity (2.7) holds but the weak differentiability of the
functions at hand is not guaranteed (see also Sect. 7.3).

2.6 Differential Operators and Dimension Cut-Off When
Estimating a Mean

In the previous sections, when estimating the mean 6 in the normal case, the
MLE X is admissible when p < 2, but inadmissible when p > 3. Although
specific to the normal case, this result can be extended to other distributional
settings (such as exponential families) so that this dimension cut-off should reflect a
more fundamental mathematical phenomenon. Below, we give an insight into such
phenomena in terms of nonlinear partial differential operators.

Indeed, when estimating € under quadratic loss, improvements on X through
unbiased estimation techniques often involve a nonlinear partial differential operator
of the form
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Ag(x) = kdivg(x) + lg()])? (2.40)
for a certain constant k. A sufficient condition for improvement is typically
Hg(x) <0 (2.41)

for all x € R? (with strict inequality on a set of positive Lebesgue measure). We
will see that (2.41) does not have a nontrivial solution g (i.e. g is not equal to 0
almost everywhere) when the dimension p < 2, even if we look for solutions with
smoothness conditions as weak as possible. Consequently, a necessary dimension
condition for (2.41) to have solutions g £ 0 is p > 3.

Here is a precise statement of this fact.

Theorem 2.8 Let k € R be fixed. When p < 2, the only weakly differentiable
solution g with ||g||> € L}, (RP) of

#g(x) = kdivg(x) + llg)[* <0, (2.42)

forany x € R?, is g =0 (a.e.).

Note that, in Theorem 2.8, the search for solutions of (2.42) is addressed in
the general setting of weakly differentiable functions. The proof will follow the
development in Blanchard and Fourdrinier (1999). However, in that paper, the g’s
are sought in the much larger space of distributions 2’ (R?) introduced by Schwartz
(see Schwartz 1973 for a full account). Note also that the condition ||g||> € L }OC (RP)
is not restrictive. Any estimator of the form X + g(X) with finite risk must satisfy
Eglllg(X)|I*] < oo and hence ||g||> must be in L} _(RP).

The proof of Theorem 2.8 is based on the use of the following sequence of so-
called test functions. Let ¢ be a nonnegative infinitely differentiable function on R4
bounded by 1, identically equal to 1 on [0, 1], and with support on the interval [0, 2]
(supp(¢) = [0, 2] ), which implies that its derivative is bounded. Associate to ¢ the
sequence {¢,},>1 of infinitely differentiable functions from R? into [0, 1] defined

through

Vn>1 VxeR’ ¢,(x)= (p(”ji—”) . (2.43)

Clearly, for any n > 1, the function ¢, has compact support By,, the closed ball of
radius 2n and centered at zero in R”. Also, an interesting property that follows from
the uniform boundedness of ¢’, is that, forany 8 > 1 and forany j = 1,..., p,
there exists a constant K > 0 such that

Dok
ox j

K ,_
)| < ;gof ') (2.44)
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Note that, as all the derivatives of ¢ vanish outside of the compact interval [1, 2] and
@ is bounded by 1, (2.44) implies

gk
8)Cj

K
x)] < - Ic,(x). (2.45)

where 1l ¢, is the indicator function of the annulus C, = {x € R? | n < ||x|| < 2n}.

Proof of Theorem 2.8 Let g be a weakly differentiable function g, with ||g||> €
L} (RP), satisfying (2.42). Then, using the defining property (2.6) of weak

loc
differentiability (see also Sect. A.1), we have, for any n € N* and any 8 > 1,

/ 1P of (0 dx < —k / divg (x) ¢ (x) dx
RP RP

14
0
—k —g;(x) 9P (x) dx
i§=1 pr axigl( ) @y, (x)

P
0
. B
k;/w 8i(x) o, (x)dx
= k/ g"(x) 89P (x) dx
RP

< k/];R g (Ol 19¢f () dox . (2.46)

Then, using (2.44), it follows from (2.46) that there exists a constant C > 0 such
that

C
/ lg()I? ¢f (x)dx < = / gl P~ (x) dx
RP n Jre

c 12 12
5—(/ wfz(x)dX> (/ ||g(x)||2¢,'?<x>dx> ,
n RP RP

(2.47)

when applying Schwarz’s inequality with 8 > 2 and using

@)l of ' x) = o> () llg )l 0P (x) .

Clearly (2.47) is equivalent to

2
/ le@IP f 0y dx = < / oF 2 (x) dx. (2.48)
RP n RP
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Thus, since ¢, = 1 on B, and ¢,, > 0,
f g2 dx = f lg)II* ¢f (x) dx < f IgG)I* @ (x)dx . (2.49)
B, B, RP
Then, since supp (¢,) = Bz, and 0 < ¢,, < 1, using (2.48) gives
2

c? C
/ lg @O dx < —2/ i P()dx < — | dx=An""?  (250)
B, n RP n Bon

for some constant A > 0. Letting n go to infinity in (2.50) shows that, when p < 2,
g = 0 almost everywhere, which proves the theorem in that case. It also implies that
lgll?> € L'(RP) when p = 2.

In the case p = 2, the result will follow by applying (2.45). Indeed, it follows
from (2.45), (2.49) and the first inequality in (2.47) that, for some constant C > 0,

C
/ Ilg(x)llzdxi—/ g o)1l dx
n Cp

c 12 12
5—(/ dx) (/ ||g(x>||2dx> 2.51)
n n C’l

by Schwarz’s inequality. Now, since p = 2,

f dx < f dx «n?. (2.52)
Cp By,
Hence (2.51) and (2.52) imply that
1/2
/B lg@)*dx < A (/C Ilg(X)Ilde> ; (2.53)

for some constant A > 0. Since as noted above, ||g||*> € L' (R?), we have
im [ g0o1P dx =0
n— oo Cn

and consequently (2.53) gives rise to

0= lim / lg ()7 dx = / lg)IP dx .
n—o0 Jc RP

Thus g = 0 almost everywhere and gives the desired result for p = 2 is obtained.
0



2.6 Differential Operators and Dimension Cut-Off When Estimating a Mean 61

Such a dimension cut-off result implies that the usual Stein inequality 2 divg(x)
+|1g(x)]]* < 0, for any x € R”, has no nontrivial solution g, with lgl? e L}OC(RP)
when p < 2. This reinforces the fact that the MLE X is admissible in dimension p <
2 when estimating a normal mean. Blanchard and Fourdrinier (1999) (to which we
refer for a full account of the dimension cut-off phenomenon) also considered more
general nonlinear partial differential inequalities. We will again use their technique
in Chap. 8 (for loss estimation) to prove that, for an inequality of the form k Ay (x)+
yz(x) < 0, the same dimension cut-off phenomenon occurs for p < 4 (there is no

nontrivial solution y, with y2 € L}OC(RP), when p < 4).



Chapter 3
Estimation of a Normal Mean Vector 11 Chock or

As we saw in Chap.2, the frequentist paradigm is well suited for risk evalua-
tions, but is less useful for estimator construction. It turns out that the Bayesian
approach is complementary, as it is well suited for the construction of possibly
optimal estimators. In this chapter we take a Bayesian view of minimax shrinkage
estimation. In Sect.3.1 we derive a general sufficient condition for minimaxity
of Bayes and generalized Bayes estimators in the known variance case, we also
illustrate the theory with numerous examples. In Sect. 3.2 we extend these results
to the case when the variance is unknown. Section 3.3 considers the case of a
known covariance matrix under a general quadratic loss. The admissibility of Bayes
estimators in discussed in Sect.3.4. Interesting connections to MAP estimation,
penalized likelihood methods, and shrinkage estimation are developed in Sect. 3.5.
The fascinating connections between Stein estimation and estimation of a predictive
density under Kullback-Leibler divergence are outlined in Sect. 3.6.

3.1 Bayes Minimax Estimators

In this section, we derive a general sufficient condition for minimaxity of Bayes and
generalized Bayes estimators when X ~ JV,,(G, o2l p), with known 02, and the loss
function is ||6 — 6 ||2, due to Stein (1973, 1981). The condition depends only on the
marginal distribution and states that a generalized Bayes estimator is minimax if
the square root of the marginal distribution is superharmonic. Alternative (stronger)
sufficient conditions are that the prior distribution or the marginal distribution is
superharmonic. We establish these results in Sect. 3.1.1 and apply them in Sect. 3.1.2
to obtain classes of prior distributions which lead to minimax (generalized and
proper) Bayes estimators. Section 3.1.3 will be devoted to minimax multiple
shrinkage estimators.

© Springer Nature Switzerland AG 2018 63
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Throughout this section, let X ~ .4,(6, o2l p) (with o2 known) and the loss be
L(6,8) = |8 — 0]|2. Let 6 have the (generalized) prior distribution 7 and let the
marginal density, m(x), of X be

lx=61%

m(x) =K e 202 dm(9). (3.1)
RP

Recall from Sect. 1.4 that the Bayes estimator corresponding to 7 (6) is given by

, Vm(X)

$:(X)=X+o (0

(3.2)

Since the constant K in (3.1) plays no role in (3.2) we will typically take it to be
equal to 1 for simplicity. It may happen that an estimator will have the form (3.2)
where m (X) does not correspond to a true marginal distribution. In this case we will
refer to such an estimator as a pseudo-Bayes estimator, provided x — Vm(x)/m(x)
is weakly differentiable. Recall that, if 5, (X) is generalized Bayes, x +— m(x)
is a positive analytic function and so x +— Vm(x)/m(x) is automatically weakly
differentiable.

3.1.1 A Sufficient Condition for Minimaxity of (Proper,
Generalized, and Pseudo) Bayes Estimators

Stein (1973, 1981) gave the following sufficient condition for a generalized Bayes
estimator to be minimax. This condition relies on the superharmonicity of the square
root of the marginal. Recall from Corollary A.2 in Appendix A.8.3 that a function
f from R? into R which is twice weakly differentiable and lower semicontinuous
is superharmonic if and only if, for almost every x € R”, we have Af(x) < O,
where Af is the weak Laplacian of f. Note that, if the function f is analytic, the
last inequality holds for any x € R”.

Theorem 3.1 Under the model of this section, an estimator of the form (3.2) has
finite risk ing[||Vm(X)/m(X)||2] < 00 and is minimax provided x + /m(x) is
superharmonic (i.e., Av/m(x) <0, for any x € R?).

Proof First, note that, as noticed in Example 1.1, the marginal m is a positive
analytic function, and so is /m.

Using Corollary 2.1 and the fact that §;(X) = X + o2g(X) with g(X) =
Vm(X)/ m(X), the estimator &, (X) has finite risk if Ey [||Vm(X)/m(X)||2] < o0.
Also, it is minimax provided, for almost any x € R”,

_IVm@)|?

D) = Vm) _y.

2 00) + 2div oy
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Now, for any x € R?,

[V (x)||? Lo M) Am(x) - [V (x)||?

2x) = m2(x) m2(x)

where

P52
Am(x) = Z ﬁm(x)
i=1 i

is the Laplacian of m(x). Hence, by straightforward calculation,

2m(x) Am(x) — [|[Vm(x)|>

PD(x) = 200 (3.3)
4 Am(x)
Vm@x)
Therefore Z(x) < 0 since x — +/m(x) is superharmonic. |

It is convenient to assemble the following results for the case of spherically
symmetric marginals. The proof is straightforward and left to the reader.

Corollary 3.1 Assume the prior density w(0) is spherically symmetric around 0
(i.e., w(0) = (|6]1%)). Then

(1) the marginal density m of X is spherically symmetric around 0 (i.e., m(x) =
m(||x||?), for any x € RP);
(2) the Bayes estimator equals

m'(IX]1*)

S:(X)=X+20> ———°2
X)=X+207 X P)

and has the form of a Baranchik estimator (2.19) with

m'(t)

ar(t)=-2 )

vVt >0;

(3) the unbiased estimator of the risk difference between 6, (X) and X is given by

2X) =40 p—— 2 12X
@y=d s axn T L axe m(IX[2)

2
m'(|X]1%) »m"(IX]%) _IXIP <m’(IIX|I2)> }
While, in Theorem 3.1 minimaxity of §; (X) follows from the superharmonicity
of /m(X), it is worth noting that, in the setting of Corollary 3.1, it can be obtained
from the concavity of 1 > m!/2(r2/2=P)),
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The following corollary is often useful. It shows that /m(X) is superharmonic
if m(X) is superharmonic, which in turn follows if the prior density m(0) is
superharmonic.

Corollary 3.2

(1) A finite risk (generalized, proper, or pseudo) Bayes estimator of the form (3.2)
is minimax provided the marginal m is superharmonic (i.e. Am(x) < 0, for any
x € RP).

(2) If the prior distribution has a density, 7w, which is superharmonic, then a finite
risk generalized or proper Bayes estimator of the form (3.2) is minimax.

Proof Part (1) follows from the first equality in (3.3), which shows that superhar-
monicity of m implies superharmonicity of 1/m. Indeed, the superharmonicity of m
implies the superharmonicity of any nondecreasing concave function of m.

Part (2) follows since, for any x € R?,

1
Am(x) = Ax/ exp<——2||x — 9||2) 7(0)do
RP 26

1
Z/ Axexp<——2||x—6||2>n'(9)d6
RP 20
1 2
= Agexpl—5—llx — 0l 7 (0)do
RP 20

1
Z/ exp(—=—llx — 0]1%) Ag7(0) db
RP 20’2

where the second equality follows from exponential family properties and the last
equality is Green’s formula (see also Sect. A.9). More generally, any mixture of
superharmonic functions is superharmonic (Sect. A.8). O

Note that the condition of finiteness of risk is superfluous for proper Bayes
estimators since the Bayes risk is bounded above by p o2, and Fubini’s theorem
assures that the risk function is finite a.e. (7). Continuity of the risk function implies
finiteness for all 6 in the convex hull of the support of 7 (see Berger (1985a) and
Lehmann and Casella (1998) for more discussion on finiteness and continuity of
risk).

As an example of a pseudo-Bayes estimator, consider m (X) of the form

1
mX)=—-=—.
ax1»?
The case b = 0 corresponds to m(X) = 1 which is the marginal corresponding to
the “uniform” generalized prior distribution () = 1, which in turn corresponds
to the generalized Bayes estimator §o(X) = X. If b > 0, m(X) is unbounded in a
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neighborhood of 0 and consequently is not analytic. Thus, m(X) cannot be a true
marginal (for any generalized prior). However,

Vm(X) = i
TP
and
Vm(X)  —2b
mX) X2

which is weakly differentiable if p > 3 (see Sect. 2.3). Hence, for p > 3, the James-

Stein estimator
2bg?
8I5(X) = (1 — —) X
2 X2

is a pseudo-Bayes estimator. Also, a simple calculation gives

(=2b)[p -2+ 1)]

AmX) = T X

It follows that m(X) is superharmonic for 0 < b < (p — 2)/2 and similarly that
/m(X) is superharmonic for 0 < b < p — 2. An application of Theorem 3.1 gives
minimaxity for 0 < b < p —2 which agrees with Theorem 2.2 (with a = 2b), while
an application of Corollary 3.2 establishes minimaxity for only half of the interval,
ie.0 < b < (p — 2)/2. Thus, while useful, the corollary is considerably weaker
than the theorem.

Another interesting aspect of this example relates to the existence of proper
Bayes minimax estimators for p > 5. Considering the behavior of m(x) for
x|l > R for some positive R, note that

1 00 rp_l o
/ m(x) dx :/ s 94X 0‘/ —55dr 2/ rP=20=1 gy
lxlI>R Ixi=r (IXI%) R T R

and that this integral is finite if and only if p — 2b < 0. Thus, integrability of
m(x) for ||x|| > R and minimaxity of the (James-Stein) pseudo-Bayes estimator
corresponding to m(X) are possible if and only if p/2 < b < p — 2, which implies
p=5.

It is also interesting to note that superharmonicity of m(X) (i.e. 0 < b <
(p — 2)/2) is incompatible with integrability of m(x) on ||x|| > R (i.e. b >
p/2). This is illustrative of a general fact that a generalized Bayes minimax
estimator corresponding to a superharmonic marginal cannot be proper Bayes (see
Theorem 3.2).
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3.1.2 Construction of (Proper and Generalized) Minimax
Bayes Estimators

Corollary 3.1 provides a method of constructing pseudo-Bayes minimax estimators.
In this section, we concentrate on the construction of proper and generalized Bayes
minimax estimators. The results in this section are primarily from Fourdrinier et al.
(1998). Although Corollary 3.1 is helpful in constructing minimax estimators it
cannot be used to develop proper Bayes minimax estimators as indicated in the
example at the end of the previous section. The following result establishes that a
superharmonic marginal (and consequently a superharmonic prior density) cannot
lead to a proper Bayes estimator.

Theorem 3.2 Let m be a superharmonic marginal density corresponding to a prior
7. Then 1 is not a probability measure.

Proof Assume r is a probability measure. Then it follows that m is an integrable,
strictly positive, and bounded function in C* (the space of functions which have
derivatives of all orders). Recall from Example 1.1 of Sect. 1.4 that the posterior
risk is given, for any x € R”, by

2

o 4o m(x) Am(x) — [|[Vm(x)|?

m?(x)

Hence, the Bayes risk is

X)Am(X) — [Vm(X)|?
rr) = E" | po? +a4m( )Am(X) — [[Vm(X)| 7
m2(X)
where E™ is the expectation with respect to the marginal density m. Also, denoting
by E” the expectation with respect to the prior r, we may use the unbiased estimate
of risk to express r () as

2m(X)Am(X)—||Vm(X)|?
) = B[ Byt 4 o AR O]

— gm [paz g Zm(X)Am(X)—HVm(X)HZ] 7

m?(X)

since the unbiased estimate of risk does not depend on 6, by definition. Hence, by
taking the difference,

g |:Am(X)i| —0
m(X)

Now, since the marginal m is superharmonic (Am(x) < 0 for any x € RP),
strictly positive and in C®°, it follows that Am = 0. Finally, the strict positivity
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and harmonicity of m implies that m = C where C is a positive constant (see
Doob 1984), and hence, that fRP m(X) dx = oo, which contradicts the integrability
of m. O

We now turn to the construction of Bayes minimax estimators. Consider prior
densities of the form

B /°° ( ||9||2> o
w(0) =k exp — v h(v)dv (3.4
0

2020
for some constant k and some nonnegative function 4 on R™ such that the integral

exists, i.e. w(#) is a variance mixture of normal distributions. It follows from
Fubini’s theorem that, for any x € R”,

m(x) = /oomv(x)h(v) dv
0

where

VO =k Ty gy Y T

Lebesgue’s dominated convergence theorem ensures that we may differentiate
under the integral sign and so

Vm(x) = /000 Vimy(x) h(v) dv (3.5)
and
Am(x) = /Ooo Amy(x) h(v) dv (3.6)
where
Vmy(x) = —% exp (—%) (1 +v)~P2 1y
and

Then the following integral

I;(y) = /0 exp(—y/(1 4+ ) (1 +v) ™7 h(v) dv
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exists for j > p/2. Hence, with y = ||x||2/202, we have
m(x) =k 1p,(y) (3.7

k
Vm(x) = ) Ipjpr1(y)x
k
Amx) = == [pLpjp+1(0) =2y Ipja42(3)]

o2

2 k2 2
([Vm(x)||” =2 PR I%H(y).
Note that

2
IV I? _ 2 1ppn®) y 2y _ Il
m?(x) o? Ié(y) 4

IA

o o

since 11 ,(y) < I;(y). Hence,

g [ IV Ix11?
ol ————| < Eo| — | < 00,
m2(x) ot
which, according to Theorem 3.1, guarantees the finiteness of the risk of the

Bayes estimator §,(X) in (3.2). Furthermore, the unbiased estimator of risk
difference (3.3) can be expressed as

PX) = =5 [P Lppp+1() =25 L2 /12 () (3.8)

~2 [y 2 0/2,00)]

_ 20O [ 2y 0ppa ) yIppi1 ()
RN IIS)) Ip/a41(y) Ip/2(y)

Then the following intermediate result follows immediately from (3.2) and Theo-
rem 3.1 since finiteness of risk has been guaranteed above.

Lemma 3.1 The generalized Bayes estimator corresponding to the prior den-

sity (3.4) is minimax provided

21pp02(0)  Ippy1(y)
Ipp+1(y) Iy (y)

<P (3.9)
y

The next theorem gives sufficient conditions on the mixing density 4(-) so that
the resulting generalized Bayes estimator is minimax.

Theorem 3.3 Let h be a positive differentiable function such that the function
-+ DE )/ h(v) = 11 (v) + Ip(v) where [, (v) < A and is nondecreasing while
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0<lh <BwithA+2B < (p— 2)/2. Assume also that limy_, oo h(v)/(v +
NP2~V = 0 and that fooo exp(—y/(1 + v)) (1 + v) P2 h(v)dv < oc. Then the
generalized Bayes estimator (3.2) for the prior density (3.4) corresponding to the
mixing density h is minimax. Furthermore, if h is integrable, the resulting estimator
is also proper Bayes.

Proof Via integration by parts, we first find an alternative expression for
o
I(y) = / exp(—y/(1 +v)) (1 + v) * h(v) dv.
0

Letting u = (1 + v) %21 (v) and dw = (1 + v)~2 exp(—y/(1 4+ v)) dv, so that
du = (—k+2)(1 +v) 1 h) + (1 +v) %20 (v) and w = exp(—y/(1 +v))/y,
we have, fork > p/2 4+ 1,

LIi(y) =

(14 v) 2 exp(—y/(1 + v)) h(v) ‘oo
y 0

k—2 [
+— exp(—i> 1+ v)_k‘H h(v)dv
y Jo 14w

L[ y k+2
——/ exp(——) (1+v) " h'(v) dv
y Jo 1+

e Y h(0 k—2
()
y

Ii—1(y)

1

—— /OO exp<—L) (1+v) 21 (v) dv. (3.10)
y Jo 1+v

Applying (3.10) to both numerators in the left-hand side of (3.9) we have

2 —eVh(0) p 1 [ y _
[ +5’p/2+1(y)—;/0 eXp<—T>(1+v) p/zh/(v)dv]

Ip241(y) y I+v
1 [—eYh©) p-2 1/00 < y ) —p/241 4/ ]
- + I,72(y)—— exp[——— )1 +v)7P h(v)dv
Ip/Z(y)|: y 2y TN P

p+2 200" eXp(‘liﬁ) (L+ 07 PP ) dv
S —
2y Yippr1(y)

Jo? e"p(_l%v) (14 v)=P2 1 p' ) dv
_|_
yIp(y)

since 1,/2+1(y) < Ip;2(y). Then it follows from Lemma 3.1 that §, (X) is minimax
provided, for any y > 0,
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where

V) (V)
Ty ="2E, [(V ERT7) } " E”/z[(v o h(V)}

and where E ,z [f (V)]s the expectation of f (V) with respect to the random variable
V with density g (v) = exp(—y/(1 + v)) (1 4+ v) ¥ h(v)/Ix(y). Now upon setting
—(+1) k' (v)/h(v) = I;(v)+I(v) and noting that g,f (v) has monotone decreasing
likelihood ratio in k, for fixed y, we have

Jp =2E,) p [1(V) + (V)] = Ey » [1(V) + (V)]

<2E) i VD] = Ep p [+ 2E 15 [(V)]

since I, > 0. Also

E}V,/Q_H [1(V)] < E[,/z (V)]
since /1 is nondecreasing. Then

T < OO 4 2E . (V)] <A+2B <P =2
/2[1( )]+ /2+1[2( )] + 5

since /] < A and I, < B and by the assumptions on A and B. The result follows.
O

The following corollary allows the construction of mixing distributions so that
the conditions of the theorem are met and the resulting (generalized or proper) Bayes
estimators are minimax.

Corollary 3.3 Let v = 1 + Y2 be a continuous function such that 1 < C and is
nondecreasing, while 0 < Y < D, and where C < —2D. Define, forv > 0, h(v) =

exp[ fvz W du] where vy > 0. Assume also that limy_, », h(v)/(1 +

VP27V = 0and that 1,5 (y) = [;° exp(—y/(1 +v)) (1 + v) P2 h(v) dv < oo.
Then the Bayes estimator corresponding to the mixing density h is minimax.
Furthermore if h is integrable the estimator is proper Bayes.

Proof A simple calculation shows that

h -2
~wHn ;’)) =)+ +

Setting [1(v) = ¥1(v) + (p — 2)/2 and I,(v) = ¥ (v), the result follows from
Theorem 3.1 with A = (p —2)/2+ C and B = D. O
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Note that finiteness of /,/2(y) in Corollary 3.2 is assured if we strengthen the
limit condition to limy_ o 2 (v)/(1 4+ v)P/>~ 1€ = 0 for some € > 0, since this
implies that, for 2(v)/(1 + v)P/2 < M/(1 + v)'*€ for some M > 0 and any v > 0.
Thus

Iyp(y) = /0 ooexp(—y/(l+v))<1+v)—”/2h(v>dv < fo w(1+v)—"/2h<v)dv

|, arom
< dv
o (I+uv)lte

< 0.

3.1.3 Examples

An interesting and useful class of examples results from the choice

v(v) =a+ B/v+y /v’ (3.11)

for some («, B, y) € R3. A simple calculation shows

v 2 _
h(v)=exp[—/ a+'8/”+7;/j_ 1+(P 2)/2dui|
vo

o (v+ l)ﬁ_“_y_p%zv”_ﬁ exp <Z> . (3.12)
v
Example 3.1 (The Strawderman 1971 prior) Suppose « < Oand 8 = y = 0 so
that 2(v) o« (v + 1)"¢=P=2/2 Let ¥ (v) = ¥ (v) = a and ¥»(v) = 0 so that C =
D = 0. Then the minimaxity conditions of Corollary 3.1 require lim,_, o, 2 (v) /(1 +
V)P271 = limy_ oo (v 4+ 1) "¢~ P=2 = 0 and this is satisfied if « > 2 — p. Also

o0
Ipp(y) = f exp(=y/(1+v) (1 + ) P2 h(v) dv
0
oo
o f exp(—y/(1 +v) (1 +v) """ h(v) dv
0
o0
< / (1+v)"* P hv)dv
0
< 00
if @ > 2 — p as above. Hence in this case the corresponding generalized Bayes
estimator is minimax if 2 — p < @ < 0 (which requires p > 3).

Furthermore it is proper Bayes minimax if fooo(l +0)"4=P=2/2 4y < 0o which
is equivalent to 2 — p/2 < « < 0. This latter condition requires p > 5 and
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demonstrates the existence of proper Bayes minimax estimators for p > 5. We
will see below that this is the class of priors studied in Strawderman (1971) under
the alternative parametrization A = 1/(1 + v).

Example 3.2 Consider v (v) given by (3.11) witha < 0, 8 < 0 and y < 0. Here
we take Y1 (v) = ¥ (v), Y2(v) =0, and C = D = 0. The minimaxity conditions of
Corollary 3.2 require

lim A(v)/(1 4+ v)?*7 " = lim (v 4+ P27V =PT2y7 P exp(y /v) = 0.
vV—>00 V—> 00

This implies 2 — p < o < 0. The finiteness condition on
o0
Ip(y) = [0 exp(—y/(1+ ) (1 +v)"?* h(v) dv
00 y
x / e T (v 4 D)7 =PHL Y =B exp(y Jv) dv
0

also requires 2 — p < a < 0. Therefore, minimaxity is ensured as soon as 2 — p <
o <0.
Furthermore, the minimax estimator will be proper Bayes if

o0 o0
/ h(v)dv « f (1 + v)P=2r=P=2/2 Y= exp(y Jv) dv < c0.
0 0

This holds if 2 — g < o < 0 as in Example 3.1.

Example 3.3 Suppose o <0, 8 > 0, and y < 0 and take
Y1(v) = a+ (y/v)(A/ + B/y)0,-2y/p1(V)

Yo (v) = (v/v)(1/v+ B/y) 1[—2y/8.001(V) ,

for C = and D = —B%/4y.

Note first that ¥1 (v) is monotone nondecreasing and bounded above by «; also,
0 < Y < —ﬂ2/4y. Therefore, we require C = o < —2D = p2/2y.
The conditions limy_oc 2(v)/(1 + v)P/>71 = 0 and [y~ exp(—y/(1 + v)) (1 +
v)"P/2 h(v) dv < oo are, as in Example 3.2,2 — p <o < 0.

Thus, 8, (X) is minimax for 2 — p < a < B%/2y < 0. The condition for
integrability of 4 is also, as in Example 3.2,1.e. 2 — g <a < p?2y <.

In this example, ¥ (v) is not monotone but is increasing on [0, —2y/B) and
decreasing thereafter. This typically corresponds to a non-monotone 7 (|| X||?) in the
Baranchik-type representation of 5, (X).

For simplicity, in the following examples, we assume o> = 1.
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Example 3.4 (Student-t priors) In this example we take ¥ (v) as in Examples 3.2
and 3.3 with the specific choiceso = (m—p+4)/2 < 0,8 = (m (1—¢)+2)/2, and
y = —m@/2 < 0, where m > 1. In this case h(v) = C v~ "*t2/2 exp(—m ¢ /2 v),
an inverse gamma density. Hence, as is well known, 7 (f) is a multivariate-z
distribution with m-degrees of freedom and scale parameter ¢ if m is an integer
(see e.g. Muirhead 1982, p.33 or Robert 1994, p.174). If o2 # 1, the scale of the
t-distribution is ¢ o.

For various different values of m and ¢, either the conditions of Example 3.2 or
the conditions of Example 3.3 apply. Both examples require « = (m—p+4)/2 <0,
orequivalently 1 <m < p —4 (sothat p > 5),andy = —m¢/2 < 0.

Example 3.2 requires § = (m (1 —¢)+2)/2 < 0, orequivalently, ¢ > (m+2)/m.
The condition for minimaxity 2 — p < o < 0 is satisfied since it is equivalent to
m > — p. Furthermore the condition for proper Bayes minimaxity, 2 — g <a <0,
is satisfied as well since it reduces to m > 0. Hence, if ¢ > (m + 2)/m, the scaled
p-variate ¢ prior distribution leads to a proper Bayes minimax estimator for p > 5
andm < p — 4.

On the other hand, when ¢ < (m 4 2)/m, or equivalently, 8 > 0, the conditions
of Example 3.3 are applicable. Considering the proper Bayes case only, the
condition for minimaxity of the Bayes estimator is

2
P __momptd B LmA-e)+2)"
2 2 “2y T2y 4 me ’

The first inequality is satisfied by the fact that m > 0. The second inequality can
be satisfied only for certain ¢ since, when ¢ goes to 0, the last expression tends
to —oo. A straightforward calculation shows that the second inequality can hold
only if

-2 2\2
o=P=2 1 1_<m_+2> > 0.
m p—

In particular if ¢ = 1 (the standard multivariate r), the condition becomes 2—p/2 <
z é’ 4 < _ L1 Asm > 1 this is equivalent to m + 2/m < p — 4, which requires
p>7f0rm—10r2 and p > m + 5form > 3.

An alternative approach to the results of this section can be made using
the techniques of Sect.2.4.2 applied to Baranchik-type estimators of the form
(1 —ar(IX|I®/1X ||2) X. Indeed any spherically symmetric prior distribution will
lead to an estimator of the form ¢ (|| X ||*) X. More to the point, for prior distributions
of the form studied in this section, the r(-) function is closely connected to the
function v — —(v + 1)’ (v)/ h(v). To see this, note that
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462 Vm(X)

8 (X) = nX)

I
— <1 _ M) X from (3.2) with y = | X|[?/202
Ipp(y)

_f_1(r-2 22 e T (1 4 v) P2 [(w + DA ()/ h(v)]dv — e h(0) Y
B 2 Ip2(y)
202 [p—2 [_(V + l)h’(V)] e 27 h(0)

— — +
2 /2 2 ’
X2\ 2 » h(V) 1o (L)

where E ,f (f) is as in the proof of Theorem 3.1, the second to last equality following
from (3.4).
Hence, the Bayes estimator is of Baranchik form with

X2
p—2 ”X“z V +Dh(V) e P h(0)
2 p/2 |:_ ]

2y =
ar(|X|7) =2 +EZ% ") /2(”X”

0
Recall, as in the proof of Theorem 3.1, that the density gi'(V) has a monotone
decreasing likelihood ratio in k, but notice also that it has a monotone increasing
likelihood ratio (actually as an exponential family) in y.
_ D' @)
h(v)

Hence, if is nondecreasing, it follows that r is nondecreasing since

e /1,2(y) is also nondecreasing. Then the following corollary is immediate from
Theorem 3.3.

Corollary 3.4 Suppose the prior is of the form (3.4) where —(v + 1) h' (v)/ h(v) is
nondecreasing and bounded above by A > 0. Then, the generalized Bayes estimator
is minimax provided A < pT_z

Proof As noted, r(-) is nondecreasing and is bounded above by p — 2 + 2A <
2(p —2). |

Corollary 3.3 yields an alternative proof for the minimaxity of the generalized
Bayes estimator in Example 3.1.

Finally, as indicated earlier in this section, an alternative parametrization has
often been used in minimaxity proofs for the mixture of normal priors, namely A =
ﬁ, or equivalently, v = %

Perhaps the easiest way to proceed is to reconsider the prior distribution as
a hierarchical prior as discussed in Sect. 1.7. Here the distribution of 6 | v ~
A5(0, vo2X) and the unconditional density of v is the mixing density h(v). The
conditional distribution of 6 given X and v is t/l/p(ﬁ o2l p). The Bayes

estimator is

’ l+v
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82 (X) = E@ | X)
=E[E@ | X.V) | X]

= E[{5X | X]
= (1 - E[t5 | XDX
=(1—E[r| XDX.

Note also that the Bayes estimator for the first stage prior

1—A
o
A

01~ N, 2D (3.13)
is (1 — 1) X. Therefore, in terms of the A parametrization, one may think of E[A | X]
as the posterior mean of the shrinkage factor and of the (mixing) distribution on A
as the distribution of the shrinkage factor.

In particular, for the prior distribution of Example 3.1 where the mixing density
onvis h(v) = C (1 + v)"*~P=2/2 the corresponding mixture density on A is
given by g(A) = C)L‘HPT_Lz = CAP and (B = a + p/2 — 3). The resulting prior is
proper Bayes minimax if 2 — p/2 < o < 0 or equivalently, —1 < § < /2 — 3 (and
p = 5). Note that, if p > 6, § = 0 satisfies the conditions and consequently the
mixing prior g(A) = 1 on 0 < A < 1, i.e. the uniform prior on the shrinkage factor
A gives a proper Bayes minimax estimator. This class of priors is often referred to
as the Strawderman priors.

To formalize the above discussion further we present a version of Theorem 3.3
in terms of the mixing distribution on A. The proof follows from Theorem 3.3 and
the change of variable A = 1/(1 + v).

Corollary 3.5 Let 0 have the hierarchical prior 6 | A ~ 4, (0, ({1 — A}/1) o? Ip)
where . ~ g(X) for 0 < A < 1. Assume that lim)_,¢ g()x))»”/zJrl = 0 and that
fol e AP2g(M)d) < oo. Suppose 1g'(1)/g (L) can be decomposed as T +I5()
where I{(X) is monotone nonincreasing and I{(.) < A*, 0 < [5(A) < B* with
A*+2B* < p/2 —3.

Then the generalized Bayes estimator is minimax. Furthermore, if fol gA)dr <
o0, the estimator is also proper Bayes.

Example 3.5 (Beta priors) Suppose the prior g(1) on A is a Beta (a, b) distribution,

ie. g(A) = K1 1 - 2)P~L. Note that the Strawderman (1971) prior is of this

B =a—1-(b— . Letting
Ty = A;’ (S) and [5(A) = 0, we see that the resulting proper Bayes estimator is
minimax for0 <a < p/2—2andb > 1.

form if b = 1. An easy calculation shows

It is clear that our proof fails for 0 < b < 1 since in this case Ag’(1)/g(A) is not
bounded from above (and is also monotone increasing). Maruyama (1998) shows,
using a different proof technique involving properties of confluent hypergeometric
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functions, that the generalized Bayes estimator is minimax (in our notation) for
—p/2 <a<p/2—2andb > (p+2a+2)(3p/2 + a)~!. This bound in b is
in (0, 1) fora < p/2 — 2. Hence, certain Beta distributions with 0 < b < 1 also
give proper Bayes minimax estimators. The generalized Bayes minimax estimators
of Alam (1973) are also in Maruyama’s class.

3.1.4 Multiple Shrinkage Estimators

In this subsection, we consider a class of estimators that adaptively choose a point
(or subspace) toward which to shrink. George (1986a,b) originated work in this
area and the results in this section are largely due to him. The basic fact upon
which the results rely is that a mixture of superharmonic functions is superharmonic
(see the discussion in the Appendix), that is, if m(x) is superharmonic for each
o, then f mgy(x) dG(a) is superharmonic if G(-) is a positive measure such that
[ mq(x)dG(a) < oo. Using this property, we have the following result from
Corollary 3.1.

Theorem 3.4 Let my(x) be a family of twice weakly differentiable nonnega-
tive superharmonic functions and G(x) a positive measure such that m(x) =
[ mg(x)dG(x) < oo, forall x € RP.

Then the (generalized, proper, or pseudo) Bayes estimator

L, Vm(X)

(X)=X+o p"ee

is minimax provided E[|Vm|?*/m?] < oc.
The following corollary for finite mixtures is useful.

Corollary 3.6 Suppose that m;(x) is superharmonic and E[||Vm;(X) ||2/mi2(X)] <
oo fori = 1,...,n. Then, if m(x) = Z;’Zlmi(x), the (generalized, proper, or
pseudo) Bayes estimator

§(X) = X + o2 I

= Y7 (X + o2 2Ky Wi (X)

where Wi(X) = mij(X)/ > ;_;mi(X) for0 < Wi(X) < 1,7, Wi(X) = 1lis
minimax. (Note that Eg[|[Vm(X)||>/m*(X)] < Y1_; EollIVmi(X)|?/m*(X:)] <
00.)
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Example 3.6

ey

@

Multiple shrinkage James-Stein estimator. Suppose we have several possible
points X1, X3, ..., X, toward which to shrink. Recall that m;(x) = (1/||x —
X;|1?)(P=2/2 is superharmonic if p > 3 and the corresponding pseudo-Bayes
estimator is 8 (X) = X; + (1 — (p —2)0?/|IX — X;|?) (X — X;). Hence, if
m(x) = !, mi(x), the resulting minimax pseudo Bayes estimator is given
by

n ) 2
5 =Y [xi (- ﬁ)(x - X»} Wi (X)

i=1

where W;(X) o (1/1X — X;|1)"""* and Y7_, W;(X) = 1. Note that
W; (X) is large when X is close to X; and the estimator is seen to adaptively
shrink toward X;.

Multiple shrinkage positive-part James-Stein estimators. Another possible
choice for the m; (x) (leading to a positive-part James Stein estimator) is

202

mi(x) = .
(nx—lx,-nf) if lx — X;|> > (p —2) o

C exp (L5255 if o = X < (p — 207

where C = (1/(p —2) 02)(,7—2)/2 eP=2/2 5o that m; (x) is continuous. This
gives

(p—z)o2>
X)) =X+ (11— ————— X —X;
0 ( x—x2), XX

since

Vim; (X) [ XK X~ X)) < (p - 2)02,

— = (p=2) ~

m;(X) XX, 2 otherwise.

The adaptive combination is again minimax by the corollary and inherits the

usual advantages of the positive-part estimator over the James-Stein estimator.
p=2

Note that a smooth alternative to the above is m; (x) = (m) * for
A

some b > 0.

In each of the above examples we may replace (p —2)/2 in the exponent by a /2

where 0 < a < p — 2 (and where 0 < ||x — X,-||2 <(p-2) ol is replaced by
0 < |lx — X;|I* < ao? for the positive-part estimator). The choice of p — 2 as an
upper bound for a ensures superharmonicity of m;(x). A choice of a in the range
of p—2 < a <2(p—2) seems also quite natural since 4/m; (x) is superharmonic
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(but m; (x) is not) for a in this range so that each §; (X) is minimax. Unfortunately
minimaxity of §(X) = >/, W;(X)8;(X) does not follow from Corollary 3.3 for

p—2 < a < 2(p—2) since it need not be true that \/> "7, m;(x) is superharmonic
even though /m; (x) is superharmonic for each i.

(3) A generalized Bayes multiple shrinkage estimator. If 7;(8) is superharmonic
then 7(0) = Y _7_, 7 (#) is also superharmonic as is m(x) = Y ;_, m;(x).

For example, ; (0) = (l/b + 160 — X; ”2)11/2’ forb>0and0 <a <p—2,isa
suitable prior. Interestingly, according to a heuristic of Brown (1971), m(x) in this
case should behave for large |lx||> as >0, 1/ (b + ||lx — Xi||2)a/2, the “smooth”
version of the adaptive positive-part multiple shrinkage pseudo-marginal in part (2)
of this example.

By obvious modifications of the above, multiple shrinkage estimators may be
constructed that shrink adaptively toward subspaces. Further examples can be found
in George (1986a,b), Ki and Tsui (1990) and Wither (1991).

3.2 Bayes Estimators in the Unknown Variance Case

3.2.1 A Class of Proper Bayes Minimax Admissible Estimators

In this subsection, we give a class of hierarchical Bayes minimax estimators for the
model

X~ Npy0,0%1,) S~a*xf, (3.14)
where S is independent of X, under scale invariant squared error loss

I8(X,S) — 0]

L0,5(X,9)) = 2 (3.15)

We reparameterize o as 1/n and consider the following hierarchically, on the
unknown parameters, structured prior(6, i), which is reminiscent of the hierarchical
version of the Strawderman prior in (3.13),

Olr, n ~ JV,,(O, % 1_TAIP>
b c
n ~ Gamma (E, 5) (3.16)
A~4+a))4, 0<i<l.
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Lemma 3.2 For the model (3.14) and loss (3.15), the (generalized or proper) Bayes
estimator of 0 is given by

8(X,S) = (1 - X r(1X|%, S)) X (3.17)

where

<||X||2+c)/s Al (1 B!
P 5= IX11> + ¢ X4/ 4 (L B+l (3.18)
C
where
b k+b-2

A:% and B:% (3.19)

provided A > —1,A — B <0, and c > 0.

Proof Under the loss in (3.15) the Bayes estimator for the model in (3.16) is given
by

5(X.S) = ElOnlX, S1 (3.20)
’ E[n|X,S] ’

Expressing the expectation in the numerator of (3.20) gives

p/2
E[67|X,S] = f ffRe P/2+1<1_)

n A _
% exp(_z |:||)C _ 9”2 4 m ”9”2D n(k+b 2)/2

XA CHO2 exp (=2 (S +c)) dO dip i

00 1
- / / (1 = W)a%y8 exp (—ﬁ (S + A(Ix )% + c))) dndy (3.21)
o Jo 2

upon integrating with respect to 6 and evaluating with the constants in (3.19).
Similarly, for the denominator in (3.20)

eois= [ e (725)

A _
xexp(——[ux—en + 5 191 D (k+b=2)/2
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x A bta)/2 exp (—2 (S+ A c)) do dndx

/ / exp -2 (S + A(lx ] + c))) dndh. (3.22)

Therefore from (3.21) and (3.22) the Bayes estimator in (3.20) has the form

N
§(X,8)=(1- X2,S>X
(X, 9) ( ||X||2r(” 1<, 8)

where

||X||2 fooo f] T}B )\A—H CXp(—ﬁ (1 + A HXHZJFC)) d77 d)»

r(IXI2, 8) = = I anAAexp( (1H|\x\|+c))dndx

X1/ JOXP+S o0 1 At exp<—’7—25 1+ u)) dn du

CAIXI1P+0S f(”X” +C)/Sfoo B yA exp(—%(l—l—u))dndu

B+1
(X 112+¢c)/S pA+1 (L
xi2 Jo (m) du

TIXIZHc  qxi+oss 4A (] B+1
f <u+1> du

’

with the change of variable u = A (| X||> +¢)/S is made in the next to last step. O
The properties of (|| X ||%, S) in Lemma 3.2 are given in the following result.

Lemma 3.3 The function r(|| X ||?, S) given in (3.18) satisfies the following proper-
ties:

@A) r(IX |, S) is nondecreasing in || X||? for fixed S;

(i) r(|X|1%, S) is nonincreasing in S for fixed | X ||?; and
(i) 0<r(IXI>, ) <A+ 1/B-—A-1)=(p+a+b+2)/(k—a—4)
provided the conditions of Lemma 3.2 hold.

Proof Note first that fotuf(u) du/fot f()du is nondecreasing in ¢ for any
integrable nonnegative function f(-). Hence Part (i) follows since r(|| X ||2, S) is
the product of two nonnegative nondecreasing functions || X ||2/ ||X||2 + ¢ and
RS oy duy [ f ) dufor £y = ut (14~

Part (ii) follows from a similar reasoning since the first term is constant in S and
(X% +c¢)/Sis decreasing in S.
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To show Part (iii) note that, by Parts (i) and (ii),

0<r(X|%S) < lim r(X[?%5)
X )|?— o0
S—0

B+1
o A+1 1
- o A 1 B+1
Jo~u (m) du
f()l AB*A*Z(] _ )\)A‘I’l

fol AB=A=1 (] — )4
A+1

B-A-1

p+a+b+2
k—a—4 "~

expressing the beta functions and according to the values of A and B. O

We also need the following straightforward generalization of Corollary 2.6. The
proof is left to the reader.

Corollary 3.7 Under model (3.14) and loss (3.15) an estimator of the form

85(X,S) = (1 r(1X|%, S)> X

X112

is minimax provided

i) r(IX |, S) is nondecreasing in || X||? for fixed S;
(i) r(|X|1%, S) is nonincreasing in S for fixed | X ||*; and
(i) 0 <r(IX[% 8 <2(p—2)/(k+2).

Combining Lemmas 3.2 and 3.3 and Corollary 3.7 gives the following result.

Theorem 3.5 For the model (3.14), loss (3.15) and hierarchical prior (3.16), the
generalized or proper Bayes estimator in Lemma 3.2 is minimax provided

p+a+b+2<2(p—2)
k—a—4 ~— k+2 °

(3.23)

Furthermore, if p > 5, there exist values of a > —2 and b > 0 which satisfy (3.23),
i.e. such that the estimator is proper Bayes, minimax and admissible.

Proof The first part is immediate. To see the second part, note that it suffices, if
a=—-2+¢e¢b=24,fore,§ > 0, that

p p+e+d 2(p—2)
< <
k—2 k—2—€¢~ k+2
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equivalently p > 4 %. Hence, for p > 5 and k sufficiently large, k > 23 p —
4)/(p — 4), there are values of a and b such that the priors are proper. O

Note that there exist values of a and b satisfying (3.23) and the assumptions of
Lemma 3.2 whenever p > 3.

Strawderman (1973) gave the first example of a generalized and proper Bayes
minimax estimators in the unknown variance setting. Zinodiny et al. (2011) also
give classes of generalized and proper Bayes minimax estimators along somewhat
similar lines as the above. The major difference is that the prior distribution on
n (= 1/0?) in the above development is also hierarchical, as it also depends
on A.

3.2.2 The Construction of a Class of Generalized Bayes
Minimax Estimators

In this subsection we extend the generalized Bayes results of Sect. 3.1.2, using the
ideas in Maruyama and Strawderman (2005) and Wells and Zhou (2008), to consider
point estimation of the mean of a multivariate normal when the variance is unknown.
Specifically, we assume the following model in (3.14) and the scaled squared loss
function in (3.15).

In order to derive the (formal) Bayes estimator we reparameterize the model
in (3.14) by replacing o by n~!. The model then becomes

X~ Np@,072,), S~ sH 7 pkexp(s n?/2),
O~Np (0, v 21y, v~h(), n~n%,n>0, (3.24)

for some constant d. Under this model, the prior for 6 is a scale mixture of normal
distributions. Note that the above class of priors cannot be proper due to the
impropriety of the distribution of . However, as a consequence of the form of this
model, the resulting generalized Bayes estimator is of the Baranchik form (3.17),
with (| X ||%, ) = r(F), where F = ||X||%/S.

We develop sufficient conditions on k, p, and 2 (v) such that the generalized
Bayes estimators with respect to the class of priors in (3.24) are minimax under
the invariant loss function in (3.15). Maruyama and Strawderman (2005) and Wells
and Zhou (2008) were able to obtain such sufficient conditions by applying the
bounds and monotonicity results of Baranchik (1970), Efron and Morris (1976),
and Fourdrinier et al. (1998).

Before we derive the formula for the generalized Bayes estimator under the
model (3.24), we impose three regularity conditions on the parameters of priors.
These conditions are easily satisfied by many hierarchical priors. These three
conditions are assumed throughout this section.
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Cl: A>1whereA=%;

C2: fol A5 2h (%) dAr < 0o0; and

. ; hv)
C3: hm,,_mo W =0.

Now, as in Sect. 3.1, we will first find the form of the Bayes estimator and then
show that it satisfies some sufficient conditions for minimaxity. We start with the
following lemma that corresponds to (3.2) in the known variance case and (3.18) in
the previous subsection.

Lemma 3.4 Under the model in (3.24), the generalized Bayes estimator can be
written as

r(F)
S(X,)=X—-R(F)X=X— TX, (3.25)
where F = ||X||%/S,

o WP+ By (152 aa

R(F) = (3.26)

Jo APP2 (142 F)=4 h (%) di.
and
r(F) = F R(F). (3.27)

Proof Under the loss function (3.15), the generalized Bayes estimator for the
model (3.24) is

E(L1X, )
8(X,S) = 0127
E(5IX,$)

S ) JERIOPA e IS [ (L e P HIX=01P) g 4
0 o ¢ Rr Gry2) 2 € ndv

IS h) [SImA~ 1635 [ (

15 o= 321X =01 g1 gty

2mvn—2

P _1 1206y IXI2
RO () [P aAA T2e 2T ST dntd

=|! 1 X112
2
JECTh ) () B [0 A7 272 SHED anav

1 fooo(ﬁ)h(w(p%v)gu + Ay .
foooh(v)(ﬁ)g(l + HLV)—A dv

(3.28)

Letting 2 = (1 + v)~L 8(X,S) = (1 — R(F))X, which gives the form of the
generalized Bayes estimator. O
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Recall from Stein (1981) that when o2 is known the Bayes estimator under
squared error loss and corresponding to a prior 7 (f) is given by (3.2), that is,
ST(X) = X + owm”zg).

The form of the Bayes estimator given in (3.25) gives an analogous form with
the unknown variance replaced by a multiple of the usual unbiased estimator. In

particular, define the “quasi-marginal”

M(x,s)=//fx(x)fs(s)n(9,02)d9d02

where

1 p/2 _ 1 9 2
fx(x):<27mz> ¢ Ol

and

_ 1 kj2—1, _2\—k/2 —5>5
fs(s) = —2’</2F(k/2)s (02 K2 207,

A straightforward calculation shows M(x, s) is proportional to

o0 o0 2
/ h(v)/ [(nz)A‘%e‘%”ZS/ (B P10 g .
0 0 re 27VN T2

It is interesting to note the unknown variance analog of (3.2) is

1 VxM(X, S)

(X, S) =X — —— 70
2 VsM(X, S)

Lastly, note that the exponential term in the penultimate expression in the rep-
resentation of §(X, S) in (3.28) (that comes from the normal sampling distribution
assumption) cancels. Hence there is a sort of robustness with respect to the sampling
distribution. We will develop this theme in greater detail in Chap. 6 in the setting of
spherically symmetric distributions.

3.2.2.1 Preliminary Results

The minimax property of the generalized Bayes estimator is closely related to the
behavior of the r(F) and R(F) functions, which is in turn closely related to the
behavior of

= e 3.29
gw)y=—-(w+ )h(v)' (3.29)
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Fourdrinier et al. (1998) gave a detailed analysis of the type of function in (3.29).
However, their argument was deduced from the superharmonicity of the square root
of a marginal condition. Baranchik (1970) and Efron and Morris (1976) gave certain
regularity conditions on the shrinkage function r(-) such that an estimator

0(X,S) =X — @X (3.30)

is minimax under the loss function (3.15) for the model (3.14). Both results require
an upper bound on r(F) and a condition on how fast R(F) = r(F)/F decreases
with F. Both theorems follow from a general result for spherically symmetric
distributions given in Chap. 6 (Proposition 6.1), or by applying Theorem 2.5 in a
manner similar to that in Corollary 2.3. The proofs are left to the reader.

Theorem 3.6 (Baranchik 1970) Assume that r(F) is increasing in F and 0 <
r(F) <2(p —2)/(k 4+ 2). Then any point estimator of the form (3.30) is minimax.

Theorem 3.7 (Efron and Morris 1976) Define ¢, = fT_; Assume that 0 <
r(F) < 2cy, that for all F withr(F) < 2c,

FP/2=1r(F)
Q= r(F)/e)tt2e

is increasing in F, 3.31)

and that, if an Fy exists such that r (Fo) = 2ck, then r(F) = 2 ¢y forall F > F.
With the above assumptions, the estimator (X, S) = X — r(F)/F X is minimax.

Consequently, to apply these results one has to establish an upper bound for r (F')
in (3.27) and the monotonicity property for some variant of r (F). The candidate we
use is 7(F) = F¢r(F) with a constant c¢. Note that the upper bound 2 ¢ is exactly
the same upper bound needed in Corollary 3.7(iii). We develop the needed results
below.

First note that if 2(v) is a continuously differentiable function on [0, co), and
regularity conditions C1, C2 and C3 hold, then the integrations by parts used in
Lemmas 3.5 and 3.6 are valid.

Lemma 3.5 Assume the regularity conditions C1, C2 and C3, and that g(v) < M,
where M is a positive constant and g(v) is defined as in (3.29). Then, for the r (F)
function (3.27), we have

+

2 [rors

—1+M
0=<r(F) < ,
- M

S| —

where A is defined in condition C1.

Proof By the definition in (3.26), R(F) > 0. Then r(F) = FR(F) > 0. Note that

folkg_l(l +AF)"Ah(552) da B Flgfl,A,h(F)

r(F)=F~—— 1o = F7 T3
Jo 227714+ AF)~Ah(:52) da 5-2.A.h
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where we are using the notation
! o —A -2
Iy an(F) = AY(1 4+ AF) h(T)dA.
0

Using integration by parts, we obtain
1 1-A
1, (1—2 (1+2F)
— p/2—1
Flp_y 55 (F) /0,\ h( - )d|: - }

by, (1=2) (L+rF)=4 1 [1 a4
—A77ly 14+ AF)" A1+ AF
(A) gt gTg ) QA TNAEAR)
1—2 1 1=
(B—l)ﬁ—zh ST s (=2 | an
2 A A2 A

By C1 and C3, we know that the first term of the right hand side is nonpositive.
The second term of the right hand side can be written as N; + N, + N3 + N4 where
g —1

1 1 p » 1—A
__ | AF—A(__1>/\7—2h ") dr= 1 F),
| A—1/0(+ (3 A a—1/5-2an®
No=—— | Q+rF) 2220 [ —=) (=) ax
2 —1/0 (25 ( A )(V)
Az a0 (F) [) 2520+ aF) A (2R (AFE) i
Jo AT+ AF)~AR(E) da

A—1
M
< Ip 5 4 p(F),
A—-1277>%
L (5 = Dr(F)
N3 = j‘ — 1 an(F) = : a—1 g-2an)
and
v = B2 ) F 1A 4R A (A5 (hdn
4 =
A—1 Iy 5 44 (F)
Iy anB)F [ (A4 AR a3 g () (52
Iy 5 4 n(F)

T A-1

Mr(F)
A1 [t-2an(F).

=
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Combining all the terms, we get the following inequality

A=vrE) = (2= 1)+ M+ (2 1)) 4 () = o) < 20 M
—Dr — — ——1)r r r .

—\2 2 T A- % -M
Therefore, we have the needed bound on the r(F') function. |

We will now show that under certain regularity conditions on g(v), we have the
monotonicity property for 7(F) = F¢r(F) with a constant c¢. This monotonicity
property enables us to establish the minimaxity of the generalized Bayes estimator.
The following lemma is analogous to Theorem 3.3 in the known variance case.

Lemma3.6 Ifg(v) = —(v + 1)’};{;; = 1y (v) + L (v) such that 1, (v) is increasing

invand0 < b (v) <c, then7(F) = F°r(F) is nondecreasing.

Proof By taking the derivative, we only need to show (since r(F) = FR(F))
0 < FR(F)+ (1+c)R(F), (3.32)
which is equivalent to

/ /
Ig_l’A’h(F)Ig_z,A,h(F) - Ig_lA’h(F)Ig—l,A,h(F)+(1+C) Iy g 4 n(F)

0<F 5 -
Iy F) Iy 5 44 (F)
2

72,A,h(

This in turn equivalent to

_Fl/gf],A,h(F)Ig_z’AJ'l(F)

= _FI%—z,A,h(F)Ig—l,A,h(F) + A+ p o g 4 (F)p_y 4, (F). (3.33)

Now note that

di.

l—k> ALF

1
—FI;’A’h(F):/O A1+ AF) 4k (T o

Define the intergral operator

F
Jo (f () = / W1+ 104 f (o) du.
0

Therefore,

— F —
L) [ oo (5 o
u 0 u
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and

A F— F A F—
I (2 “ :/ w1+ u)A 2y “) du.
1+u u 0 1+u u

Also, note that

A F — 1 1—A\ AMLF
A i “ =F”+1/ A1+ AF) A —Z i,
14u u 0 » J1+AF

and
F _
f (h ( u)) = F g n(F).
u

Now, with this new notation, it follows that (3.33) is equivalent to

TGk ) Taa(ah ()

+ (1 +o0). (3.34)

Ty (h(57) Ty (57

u u

Using integration by parts, we have

Au F—u F a _A F—u Au
Ja h = u(A+u)""h du
1+u u 0 u 1+u

F _
- (T”) (1 +u)yNE

F _ _ _
+[ A4+u)™ [(a + Du®h (F ”) +uty (M) (-f)} du.
0 u u u

Hence, (3.34) is equivalent to

—F2h0)(1 4 F)~4 (g)
Ty (h(FF) 2

u

p_ _ _ n(E=ey
foFug '+ u) Ah(%) I:h((F—:u)) TF)} du

+

SN A+ wAR(E) du

B —F’z’—lh(O)(1+F)‘A+<p 1)

Jp o (h(E)) 2
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Jo w37+ 0 AR ")[MF G F)}

_l’_
S w20+ w=AR(E) du

+{+o0). (3.35)

Since —(v + 1A' (v)/ h(v) = 11 (v) + [r(v) (3.35) is equivalent to

—hO)(1+ F)A Tp (D) . Ty (h(ED L (E)
Iy _y s n(F) Ty (h(52) Ty (h(5)

_ —h@(+F)A Ty ()1 (F) . Iy (5L (E)

e (336
Ty 2anP) Ty () Ty By TR0

It is clear that Ig_l’A,h(F) < Ig—z,A,h(F)’ so we then have

~hO1+F)™* _—hO1+F)~*
Ip_yan(F)  — Ip_p g p(F)

which accounts for the first terms on the left and right hand sides of (3.36). As for
the second term on each side of (3 36) note that the hypothesis /1 (v) is increasing in
v implies that for all fixed F, [; (£ ) is decreasing in u. When ¢ < u, we have

(At uf2h() M < Fy _ (1w~ h(5) e < F)
T+ AE2nED = F)  A+0- AR 1 < F) |

By a monotone likelihood ratio argument, we have

U L N R e UG

Tg1 () JEWE 1+ 0 Ah(E) du

< foFug—z(l +u) AR () du _ Jg—z(h(F;u)ll(%))
T U2 wAR(ER du - J%—Z(h(F;u))

Finally, note that since 0 < I(v) < c for the third term on each side of (3.36) we
have

g (L) ,
0< ya— <c fori =1,2.
Jp_i(h(F)

Therefore we established the inequality (3.36) and the proof is complete. O
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3.2.2.2 Minimaxity of the Generalized Bayes Estimators
In this subsection we apply Lemmas 3.4, 3.5, 3.6 and Theorems 3.6 and 3.7 to show
minimaxity of the generalized Bayes estimator (3.25).

Theorem 3.8 Assume that g(v) = —(v + 1) K’ (v)/ h(v) is increasing in v, g(v) <
M, where M is a positive constant, and

p—2+2M <2p—2
k+34+d—-2M — k+2°

Then §(X, S) in (3.25) is minimax.

Proof Let l>(v) = 0 and /1 (v) = g(v). By applying Lemma 3.6 to the case ¢ = 0,
we have r(F ) increasing in F. Applying the bound in Lemma 3.5, we can get 0 <
r(F) < 2 Therefore by Lemma 3.4, §(X, S) is minimax. |

Itis 1nterest1ng to make connections to the result in Faith (1978). Faith (1978)
considered generalized Bayes estimator for .4},(6, I,,) and showed that when g(v) is

increasing in v and M < pT—Z’ the generalized Bayes estimator would be minimax.
By taking k — o0, we deduce the same conditions as Faith (1978). The next lemma
is a variant of Alam (1973) for the known variance case.

Theorem 3.9 Define c;, = ZT_; If there exists b € (0, 1] and ¢ = 4&((’;—?)% such

that 0 < r(F) < (2 — b)c, and FCr(F) is increasing in F, then the generalized
Bayes estimator § (X, S) in (3.25) is minimax.

Proof By taking the derivative of the Efron and Morris’ condition, (3.31) can be
satisfied by requiring

0<2 (% _ 1) R(F) (2 - Q) T 4 (F)(1 + r(F)). (3.37)

Since r(F) < (2 —b)cy, then (3.37) is satisfied at the point where r'(F) > 0. Since
r(F) < 2 —b)c, with 8 = (2 — b)cy

4r'(F)(1 + B) < 4r'(F)(1 + r(F)), (3.38)
at the point where r'(F) < 0. We now have

0 < (4+4B)(cR(F) + R(F) + FR'(F))

— 2 (_ _ 1) R(F) +4r' (F)(1 + B)

§2<§—I>R(F)<2 Al )>+4 r/(F)(1+ r(F))
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since Fr(F) is increasing in F. Thus, for all values of F', we have proven (3.37),
and combining with the bound on the r (F') function, we have proven the minimaxity
of the generalized Bayes estimator. O

It is interesting to observe that by requiring a tighter upper bound on r(F), we
can relax the monotonicity requirement on r(F). The tighter the upper bound, the
more flexible  (F) can be. This result enriches the class of priors whose generalized
Bayes estimators are minimax. Direct application of Lemmas 3.4, 3.5, 3.6, and 3.9
gives the following theorem.

Theorem 3.10 [f there exists b € (0, 1] such that g(v) = L1(v) + L(v) < M,
.. . . _ p— p—2+2
and 11 (v) is increasing in v, 0 < [H(v) < ¢ = 4+4(2_h)%, and Trd o =

(2_}&#, then the generalized Bayes estimator §(X, S) in (3.25) is minimax.

3.2.2.3 Examples of the Priors in (3.24)

In this subsection, we will give several examples to which our results can be
applied and make some connection to the existing literature found in Maruyama
and Strawderman (2005) and Fourdrinier et al. (1998).

Example 3.7 Maruyama and Strawderman (2005) considered the priors with

P
h(v) o« v2(1 + v)=@ 52 for b > 0 and show that r(F) < ,(Jrzj—a:l] (in terms
2t3-a—3

of the Maruyama and Strawderman (2005) notation d = 2e + 1). Condition C1
is equivalent to the condition that d + k + p > —1. C2 and C3 are equivalent
here, and both are equivalent to the condition that a + % + 1 > 0. Then, using
Theorem 3.8, we have g(v) = a + 2 — bv~!. The condition that g(v) is increasing
in v is equivalent to the condition that b > 0. Clearly, we can let M = a + 2. Then
the condition of Theorem 3.8 is that

k d 1 S4+a+1

k d 1
22 2 2t27a=3

< 2c¢g.

A close examination of the Maruyama and Strawderman (2005) proof shows that
their upper bound on r(F) is sharp. This implies that our bound in Lemma 3.5
cannot be relaxed.

Example 3.8 Generalized Student-¢ priors correspond to a mixing distribution of
the form

h(v) =c(v+ 1)‘3_“_”_1%21)7’_’33% .

Consider the following two cases. The first case where @ < 0, 8 < Oand y < 0
involves the construction of a monotonic r(-) function. The second case where o <
0,8 > 0and y < 0 does not require the r(-) function to be monotonic. In both
cases,
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nh(v) =B -a—y— 2=

2)ln(l+v)+(y—/3)lnv+%

and

g(v)=<p7—2+a+y_ﬁ>+(1+v)<ﬂ—y)+y(1+v)=p—2+a+g+L
2 v v2 2 v o2

Clearly, g(v) is monotonic in the first case, and minimaxity of the generalized Bayes
estimator follows when

+

+

=
—o

-2
1

- +

STE

Wl— | =3
DI N
s | R
[SIEc e

in addition to the conditions C1, C2, and C3. In the limiting case where m — oo, C1
holds trivially. Both C2 and C3 can be satisfied by « > 2 — p. The upper bound on
R(F) can be satisfied by any « < 0. Consequently, the conditions reduce to those
in Example 3.4 for the case of known variance.

Next we consider spherical multivariate Student-¢ priors with f degrees of

freedom and a scale parameter T and with o = fop+d _p +4 , B = W and
y = —— . The case of t = 1 is of particular interest but does not necessarily give

a monotomc r(-) function. However, we can use the result in Theorem 3.10 to show
that the generalized Bayes estimator is minimax under the following conditions for
f < p — 4, suppose there exists a constant b € (0, 1] such that

1
pHf+7 <(2_b)p—2
k+1+d—f— %— k+2’
1 b(p —2
s sc= —(p ) (3.39)
2f 44402 - b3

Condition (3.39) can be established by observing that for this case,

p—2 B v f 1 f
£ = L A T I
§v) 2 +a+v+v 2+ + 212

is clearly nonmonotonic. We then let M = i +1 ~|— 21f and apply Lemma 3.5 to get
the upper bound on r (-). We deﬁnell(v) = g(v) when v < f and/{(v) = f—i—l

otherwise. We also define /> (v) = 2f when v < f and L) = ; — ﬁ otherwise.
By applying Lemma 3.6, we get condition (3.39).

The spherical multivariate Cauchy prior corresponds to the case f = 1. If k =
O(p) and d = 3, then condition (3.39) reduces to p > 5, Z k+2 < 2-b k+2, and

1 o b(p=2
2 S 484
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3.3 Results for Known X and General Quadratic Loss

3.3.1 Results for the Diagonal Case

Much of this section is based on the review in Strawderman (2003). We begin with a
discussion of the multivariate normal case where ¥ = diag(olz, e, 03) is diagonal,
which we assume throughout this subsection. Let

X ~ N0, %) (3.40)

and the loss be equal to a weighted sum of squared errors loss
p
L©®,8)=((—0)"DS—0) = Z(ai —0)%d; . (3.41)
i=l

The results in Sects.2.3, 2.4 and 3.1 extend by the use of Stein’s lemma in a
straightforward way to give the following basic theorem.

Theorem 3.11 Let X have the distribution (3.40) and let the loss be given
by (3.41).

(1) If8(X) = X + Xg(X), where g(X) is weakly differentiable and E||g||> < oo,
then the risk of 8 is

R(5,0) = E¢(( —0)"D(5 — 6))

P .
=tr(XD) + Ey |:Z oj'd; (8;2 X)+ 2%)] :

i=1 !

(2) If @ ~ 7(0), then the Bayes estimator of 0 is (X)) = X + ¥ vm"z%), where
m(X) is the marginal distribution of X.
(3) If0 ~ 7 (0), then the risk of a proper (generalized, pseudo-) Bayes estimator of

the form 8, (X) = X + X&) is given by

R, 0) = tr(X D)

P 4 3. 2 2v. P 4 3. N2

wn(X) Y otdiam(X) /02X, Y. otdi (0m(X)/9X:)
i=1 i=1

i m2(X) - 2(X)

)4

> otdi02y/m(X) /%X,
_ i=1
=tr(XD)+4Eg T
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f o} d; 32 m(X) /92X,
i=1
@ If T
Sm (X) is minimax.

is nonpositive, the proper (generalized, pseudo) Bayes

The proof follows closely to that of corresponding results in Sects. 2.3, 2.4 and 3.1.
The result is essentially from Stein (1981).

A key observation that allows us to construct Bayes minimax procedures for
this situation, based on the procedures for the case ¥ = D = I, is the following
straightforward result from Strawderman (2003).

P
Lemma 3.7 Suppose n(X) is such that An(X) = Y 8°n(X)/9*X? < 0 (i.e. n(X)
i=1

)4
is superharmonic). Then n*(X) = n(X~'D~V2X) is such that > ai4di8277* (X)/
i=1
32X; < 0.
Note, that for any scalar a, if 7(X) is superharmonic, then so is (a X). This leads
to the following result.

Theorem 3.12 Suppose X has the distribution (3.40) and the loss is given
by (3.41).

(1) Suppose Vm(X) is superharmonic (m(X) is a proper, generalized, or pseudo-
marginal for the case ¥ = D = I). Then

(Vm(ZJ]Dl/zX))

m(Z-1D-1/2X)

is a minimax estimator.
Q) Ifvm(X 1) is spherically symmetric and superharmonic, then

2m'(XT X 'p-lx-1x)p-lx-1x

Sm(X) =X
m(X) + m(XTX-1D-1x-1x)

is minimax.

(3) Suppose the prior distribution w(0) has the hierarchical structure 0|A ~
Np(0, Ay) for k. ~ h(X), 0 <X <1, where A) = (c/M)XDX — X, cis such
that Ay is positive definite, and h()) satisfies the conditions of Theorem 3.12.
Then

Vm(X)
m(X)

0z (X)=X+2X

is minimax.
(4) Suppose m;(X),i = 1,2... k are superharmonic. Then the multiple shrinkage
estimator
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k

> Vm (D712 X)
i=

i

1
k
> mi(X-1D-12X)
=1

is a minimax multiple shrinkage estimator.

Proof Part (1) follows directly from Parts (3) and (4) of Theorem 3.11 and
Lemma 3.7. Part (2) follows from Part (1) and Part (2) of Theorem 3.11 with a
straightforward calculation.

For Part (3), first note that 0 |A ~ .4, (0, A;) and X —6|1 ~ 4,(0, ). Thus, X —
6 and 6 are conditionally independent given A. Hence we have X|1 ~ .4,,(0, A; +
). It follows that

! A
m(X)ocf AP exp [—— (XT):*D—lz—lx)}h(,\)d,\
0 C

but m(X) = n(X" X 'D7'271X /c), where /5 (X" X) is superharmonic by
Theorem 3.11. Hence, by Part (2), 5, (X) is minimax (and proper or generalized
Bayes depending on whether /(1)) is integrable or not).

Since superharmonicity of 1(X) implies the superharmonicity of /5 (X), Part
(4) follows from Part (1) and the superharmonicity of mixtures of superharmonic
functions. |

Example 3.9 (Pseudo-Bayes minimax estimators) When ¥ = D = o2, we saw
1

in Sect. 3.3 that by choosing m(X) = TX® the pseudo-Bayes estimator was the
James-Stein estimator §,,(X) = (1 — ﬁ;‘]i)X . It now follows from this and part

(2) of Theorem 3.12 that m(X" X~ 'D1x-1X) = (1/X" 2~ 'D"1x~1X)? has
2D~ x-1 )X.

associated with it the pseudo-Bayes estimator §,,(X) = (1 — S RU RS

This estimator is minimax for 0 < b < 2(p — 2).

Example 3.10 (Hierarchical proper Bayes minimax estimator)  As suggested by
Berger (1976) suppose the prior distribution has the hierarchical structure 8|A ~
A5(0, Ay) where Ay = ¢c¥YDXY — X, ¢ > l/min(al.zd,-) and h(1) = (1 + b)Ab
forO0 <A <land -1 < b < @. The resulting proper Bayes estimator will be
minimax for p > 5 by part (3) of Theorem 3.12 and Example 3.9. For p > 3, the
estimator &, (X) given in part (3) of Theorem 3.12 is a generalized Bayes minimax
estimator provided —% <b< @.

It can be shown to be admissible if the lower bound is replaced by —2, by the
results of Brown (1971). Also see the development in Berger and Strawderman
(1996) and Kubokawa and Strawderman (2007).
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Example 3.11 (Multiple shrinkage minimax estimators) It follows from Exam-
k b
_ 1 ;
ple 3.9 and Theorem 3.12 that m(X) = i; I:(X—v,-)TZ"ID’lz"l(X—U,-)] satisfies

the conditions of Theorem 3.12 (4) for 0 < b < (p — 2)/2. and hence

]b+1

-

I
<N

2b

[T (x - vi)]/[(X —v)" T ID Iyl (x — )
(X)) = X——-

k
) 1/[(X — )T D E (X — )]
i=1
(3.42)
is a minimax multiple shrinkage (pseudo-Bayes) estimator.

If, as in Example 3.11 we used the generalized prior

k

1 b
ORDD [(9 — ) =D 1x-1— v,~)i| ’

i=1

the resulting generalized Bayes (as opposed to pseudo-Bayes) estimators is minimax
for0 <b < (p—2)/2.

3.3.2 General X and General Quadratic Loss

In this section, we generalize the above results to the case of
X~ 0,5, (3.43)
where X' is a general positive definite covariance matrix and the loss is given by
L©,8)=6—-0)"06—0), (3.44)

where Q is a general positive definite matrix. We will see that this case can be
reduced to the canonical form ¥ = I and Q = diag(dy,d>,...,dp) = D. We
continue to follow the development in Strawderman (2003).

The following well known fact will be used repeatedly to obtain the desired
generalization.

Lemma 3.8 For any pair of positive definite matrices, X and Q, there exits a
non-singular matrix A such that AXAT = I and (AT)_lQA_1 = D where D
is diagonal.

Using this fact we can now present the canonical form of the estimation problem.
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Theorem 3.13 Let X ~ 4,(0, X') and suppose that the loss is L1(8,0) = (8 —
0)'Q(8—0). Let A and D be as in Lemma 3.8 and let Y = AX ~ N}, (v, I,), where
v=A0and Lr(5,v) = (§ —v)"D(§ — v).

(1) If 61(X) is an estimator with risk function R1(81,0) = E9gL1(61(X), 0), then
the estimator 53(Y) = A8 (A7 Y) has risk function Ry(82,v) = R1(61,0) =
EgLy(82(Y), v).

(2) 81(X) is proper or generalized Bayes with respect to the proper prior distribu-
tion w1 (0) (or pseudo-Bayes with respect to the pseudo-marginal m1 (X)) under
loss Ly if and only if 8:(Y) = A81(A~'Y) is proper or generalized Bayes with
respect to wa(v) = mi(A~') (or pseudo-Bayes with respect to the pseudo-
marginal m»(Y) = m(A~'Y)).

(3) 81(X) is admissible (or minimax or dominates 8} (X)) under L if and only
if $(Y) = A81(A~YY) is admissible (or minimax or dominates &) =
ASF(ATYY) under L»).

Proof To establish Part (1) note that the risk function
Ry(82,v) = EgL2[82(Y), v]
= Egl(52(Y) = v)"D(82(Y) — v)]
= Egl(A81(A™1(AX)) — A9)'D(AS81(A™1(AX)) — A0)]
= Ep[(61((X) —6)"ATDA(51(X) — 6)]
= Egl(81((X) —0)"Q(81(X) — 6)]
= R1(31,0).

Since the Bayes estimator for any quadratic loss is the posterior mean and 6 ~
m1(@)and v = A6 ~ mr(v) = T1(A~ ) (ignoring constants), then Part (2) follows
by noting that

8,(Y) = E[v|Y]1=E[A0]Y] = E[AO|AX]=A E[0]X]=A 8,(X) = A8 (A"'Y).

Lastly, Part (3) follows directly from Part (1). O

Note that if 3'!/2 is the positive definite square root of ¥ and A = PX /2
where P is orthogonal and diagonalizes X¥'/2QX1/2 then this A and D =
PX1/2Q x1/2 PT satisfy the requirements of the theorem.

Example 3.12 Proceeding as we did in Example 3.9 and applying Theorem 3.13,
m(X*"Xx 107 'x-1x) = (X" 1'Q"'x-1X)"b has associated with it, the
pseudo-Bayes minimax James-Stein estimators is

Su(X)=[1- 260X X
e (xTz-1Q-1x-1x) )™

forO0 <b <2(p—2).
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Generalizations of Example 3.10 to hierarchical Bayes minimax estimators and
generalizations of Example 3.11 to multiple shrinkage estimators are straightfor-
ward. We omit the details.

3.4 Admissibility of Bayes Estimators

Recall from Sect. 2.4 that an admissible estimator is one that cannot be dominated
in risk, i.e. 8(X) is admissible if there does not exist an estimator §'(X) such that
R(9,8) < R(9,9) for all 8, with strict inequality for some 6. We have already
derived classes of minimax estimators in the previous sections.

In this section, we study their possible admissibility or inadmissibility. One
reason that admissibility of these minimax estimators is interesting is that, as we
have already seen, the usual estimator p(X) = X is minimax but inadmissible if
p > 3. Actually, we have seen that it is possible to dominate X with a minimax
estimator (e.g., S(JPS_Z) (X)) that has a substantially smaller risk at 6 = 0. Hence, it
is of interest to know if a particular (dominating) estimator is admissible.

Note that a unique proper Bayes estimator is automatically admissible (see
Lemma 2.6), so we already have examples of admissible minimax estimators for
p=5.

We also note that the class of generalized Bayes estimators contains all admis-
sible estimators if loss is quadratic (i.e., it is a complete class; see e.g., Sacks
1963; Brown 1971; Berger and Srinivasan 1978). It follows that if an estimator
is not generalized Bayes, it is not admissible. Further, in order to be generalized
Bayes, an estimator must be everywhere differentiable by properties of the Laplace
transform . In particular, the James-Stein estimators and the positive-part James-
Stein estimators (for a # 0) are not generalized Bayes and therefore not admissible.

In this section, we will study the admissibility of estimators corresponding to
priors which are variance mixtures of normal distributions for the case of X ~
Ap(8, I and quadratic loss ||§ — 0|1 as in Sect.3.1.2. In particular, we consider
prior densities of the form (3.4) and establish a connection between admissibility
and the behavior of the mixing (generalized) density /(v) at infinity. The analysis
will be based on Brown (1971), Theorem 1.2. An Abelian Theorem (see, e.g.,
Widder (1946), Corollary 1.a, p. 182) along with Brown’s theorem are our main
tools. We use the notation f(x) ~ g(x) as x — a to mean lim,_,, f(x)/g(x) = 1.
Here is an adaptation of the Abelian theorem in Widder that meets our needs.

Theorem 3.14 Assume g : RT — R has a Laplace transform f(s) =
fooo g(®)e™S" dt that is finite for s > 0. If g(t) ~ t¥ as t — Oy for some y > —1,
then f(s) ~s~ YTV (y +1)ass - oo

The proof is essentially as in Widder (1946) but the assumption of finiteness of
the Laplace transform at s = 0 allows the extension fromy > 0toy > —1.
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We first give a lemma which relates the tail behavior of the mixing density 4 (v)
to the tail behavior of 7 (]|6|%) and m(||x||?) and also shows that ||§(x) — x|| is
bounded whenever % (v) has polynomial tail behavior.

Lemma 3.9 Suppose X ~ A,(0,1,), L(6,8) = ||6 — 0\1% and 7 (9) is given
by (3.4) where h(v) ~ K v* as v — oo witha < (p — 2)/2 and where v—P/% h(v)
is integrable in a neighborhood of 0. Then
(D) (@) ~ K (181" T ((p~2)/2~a)as |0]> — oo,

m(x) ~ K([x[*)*~ =22 T ((p =2)/2 —a) as ||x]|* — oo,

and therefore (|| x||?) ~ m(||x||?) as ||x||*> = oo,
2) I6(x) — x|| is uniformly bounded, where § is the generalized Bayes estimator

corresponding to .

Proof First note that (with ¢ = 1/v)

00 2
70) =7*0)*) = / exp {—@z} 12 2h(1/1) dt
0

P4

and g(¢) = tg’zh(l/t) ~ Ktz "% ast — 0j. Therefore, by Theorem 3.14,
-2
@) ~ K(91H* = r (’%2 - a) as |02 — oo. Similarly

o2 _p 1
m(x) = / e 20+ (1 4+ v) 2 h(v)dv | for t =
0 14+v

= /oo 52, (—1 t_t) dr.
I

2oy (11 A e .
We note that as t — 04,127 “h )~ ) ~r2 . Thus, again by

Theorem 3.14,

. —2
m@) ~ K(|x[>)~"=° (”T - a) as ]2 — oo,

and Part (1) follows.
To prove Part (2) note that

_ Vm(x)
S(x)—x = )

12 (P
- I exp{—zP?L) }<1+v> T hydv
= — X.
2 P
fooo exp{fzﬂﬂv) } (14+v) 2 h(v)dv

The above argument applied to the numerator and denominator shows
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2
)4
(xI1>*"2 I'(5-a)
||5(x)—x||2~[ T } [lx 12

_p 5
<172 r(%&=—a)

2
-2 1 2
~ (PT —a) W as ||.X|| — Q.
Since §(x) — x is in ¥ and tends to zero as || x||> — oo, the function is uniformly
bounded. |

The following result characterizes admissibility and inadmissibility for general-
ized Bayes estimators when the mixing density 4(v) ~ v* as v — 0.

Theorem 3.15 For priors 7w (0) of the form (3.4) with mixing density h(v) ~ v? as
v — 00, the corresponding generalized Bayes estimator § is admissible if and only
ifa <O.

Proof (Admissibility if a < 0) By Lemma 3.9, we have m(r) = m*(r?) ~ K*
(r2)*=P=2/2 with m(x) = m*(||x||?). Thus, for any € > 0, there is an ro > 0
such that, for r > rg, m(r) < (1 + €)K*r?*=P=2 _Since ||5(x) — x| is uniformly
bounded,

00 oo
/ PR dr = (KF(1 4 ) / rm @D dr = oo
ro "o

if a > 0. Hence, §(x) is admissible if a < 0, by Theorem 1.2.
(Inadmissibility if a > 0) Similarly, we have, for r > r,

2) [);2 —a

m(r) =

)

e K

m(r) < ————r P2,
T (1 -e)K*

and
o0 ] o0
/ ' Pm (r)dr < —*/ =029 gp < 00
0 K ro

if a > 0. Thus & (x) is inadmissible if a > 0. |

Example 3.13 (Continued) Recall for the Strawderman prior that h(v) = C(1 +
—a—(ﬁ) a — p—2
V) 7 ~vtasv — oofora = —(a + ).
The above theorem implies that the generalized Bayes estimator is admissible if
and only if o + "’T_z >0orl— g < «. We previously established minimaxity when
2—p<a<0Oforp>3 andpropriety0fthepri0rwhen2—g <a <O0forp>>5.
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Note in general that for a mixing distribution of the form A(v) ~ Kv* as v —
00, the prior distribution 7 (6) will be proper if and only if a < —1 by the same
argument as in the proof of Theorem 3.15. Hence the bound for admissibility, a < 0,
differs from the bound for propriety, a < —1, by 1.

3.5 Connections to Maximum a Posteriori Estimation

3.5.1 Hierarchical Priors

As we have seen in previous sections of this chapter, the classical Stein estimate
and its positive-part modification can be motivated in a number of ways, perhaps
most commonly as empirical Bayes estimates (i.e., posterior means) under a
normal hierarchical model in which 8 ~ _4,(0, v I,) where , viewed as a
hyperparameter, is estimated. In this section we look at shrinkage estimation through
the lens of maximum a posteriori (MAP) estimation. The development of this
section follows Strawderman and Wells (2012).

The class of proper Bayes minimax estimators constructed in Sect. 3.1 relies on
the use of a hierarchically specified class of proper prior distributions 75(6, k). In
particular, for the prior in Strawderman (1971), w5(6, «) is specified according to

Olic ~ Ap(0, 8() L), 7s() = k(1 —a)" o<, (3.45)

where g(k) = (1 — k)/k and the constant a satisfies 0 < a < 1, i.e., wg(k)
is a Beta(1 — a, 1) probability distribution. Suppose a = 1/2; then, utilizing the
transformation ¢ = g(k) > 01in (3.45), we obtain the equivalent specification

3
1 \2
Ol ~ ANp0,¥1,), ms(y) (ﬂ) Iy 0] (3.46)

Two interesting alternative formulations of (3.46) are given below for the case p = 1
and generalized later for arbitrary p. In what follows, we let Gamma(zt, &) denote a
random variable with probability density function

T
gx|t, &) = %)cf_le_)‘S x>0y for >0 and & >0
T

and Exp(&) corresponds to the choice T = 1 (i.e., an exponential random variable
in its rate parametrization).

For p = 1, the marginal prior distribution on 6 induced by (3.46) is equivalent to
that obtained under the specification
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2

Oy, h ~ A0,v¥), ¥|r~Exp (%) , Ala ~HN(a b, (3.47)

where ¢ = 1 and HN(¢) denotes the half-normal density

wor = [ el iy ¢ 0
fx]¢) = n{exp _2C w>0] for ¢ >0.

The marginal prior distribution on 6 induced by (3.46) is also equivalent to that
obtained under the alternative specification

0|1 ~ Laplace(r), Ala ~ HN(@ ™), (3.48)

where o = 1 and Laplace(A) denotes a random variable with the Laplace (double
exponential) probability density function

A oy
FOI =S ).
This result follows from Griffin and Brown (2010). Define
Oy, w ~ AN(0,v%), V]o~Expw), ol|§,a~Gamma(l/2,a) (3.49)

as a hierarchically specified prior distribution for 6, ¥ and w. The resulting marginal
prior distribution for 6, obtained by integrating out ¥ and w, is exactly the quasi-
Cauchy distribution of Johnstone and Silverman (2004); see Griffin and Brown
(2010) for details. Carvalho et al. (2010) showed that this distribution also coincides
with the marginal prior distribution for € induced by taking a = 1/2 in (3.45). The
transformation A = +/2w in (3.49) leads directly to (3.47) upon setting @ = 1; (3.48)
is then obtained by integrating out v in (3.47).

3.5.2 The Positive-Part Estimator and Extensions as MAP
Estimators

Takada (1979) showed that a positive-part type minimax estimator

) X, (3.50)
+

where (1) = max(¢, 0), is also the MAP estimator under a certain class of hierar-
chically specified generalized prior distributions, say 77 (0, k) = (0 |«x)nr (). For
the specific choice ¢ = p — 2 in (3.50), Takada’s prior reduces to

855, (X) = (1 - ——
1 X115
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Olic ~ Np(0, g(k) 1), 77 (k) o (1 — k)PP g iecny. (3.51)

The improper prior (3.51) evidently behaves similarly to Strawderman’s proper
prior (3.45) (i.e., for a = 1/2). Notably, the numerator (1 — )P/ in 7r (k)
explicitly offsets the contribution of (1 — x)~P/? arising from the determinant of
the variance matrix g(x) I, in the conditional prior specification #|«. Under the
monotone decreasing variable transformation ¢ = g(k) > 0, (3.51) implies an
alternative representation that is analogous to (3.46):

| \P/2H
01y ~ Ap(O0, ¥y, mr(p) o yP/? (m) Uy >0)- (3.52)

We observe that the proper prior (3.46) and improper prior (3.52) (almost)
coincide when p = 1; in particular, multiplying the former by v'/? yields the latter.
In view of the fact that (3.46) and (3.47) lead to the same marginal prior on § when
p = 1, one is led to question whether a deeper connection between these two prior
specifications might exist. Supposing p > 1, consider the following straightforward
generalization of (3.47):

p+1 A2 1
01y, A ~ A0, ¥1,), ¥|r ~ Gamma ) , Ala ~HN(ae™1). (3.53)

Integrating A out of the higher level prior specification the resulting marginal
(proper) prior for i reduces to

541
1 2
a(Wla) oy TPyl —— ) o) (3.54)
I+ 2
For « = 1 and any p > 1, we now observe that the proper prior (3.54) is

1/2

simply the improper prior 77 () in (3.52) multiplied by ¢~/ and it reduces to

Strawderman’s prior (3.46) for p = 1.

3.5.3 Penalized Likelihood and Hierarchical Priors

Expressed in modern terms of penalization, Takada (1979) proved that the positive-
part estimator (3.50) is the solution to a certain penalized likelihood estimation
problem in which the penalty (or regularization) term is determined by the
prior (3.51). Penalized likelihood estimation, and more generally problems of
regularized estimation, have become a very important conceptual paradigm in
both statistics and machine learning. Such methods suggest principled estimation
and model selection procedures for a variety of high-dimensional problems. The
statistical literature on penalized likelihood estimators has exploded, in part due
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to success in constructing procedures for regression problems in which one can
simultaneously select variables and estimate their effects. The class of penalty
functions leading to procedures with good asymptotic frequentist properties have
singularities at the origin; important examples of separable penalties include the
least absolute shrinkage and selection operator (LASSO) , Tibshirani (1996),
smoothly clipped absolute deviation (SCAD), Fan and Li (2001), and minimax
concave penalties (MCP) Zhang (2010). In fact, most such penalties utilized in the
literature behave similarly to the LASSO penalty near the origin, differing more
in their respective behaviors away from the origin, where control of estimation
bias for those parameters not estimated to be zero becomes the driving concern.
Generalizations of the LASSO penalty have been proposed to deal with correlated
groupings of parameters, such as those that might arise in problems with features
that can be sensibly ordered, as in the fused LASSO in Tibshirani et al. (2005), or
separated into distinct subgroups as in the group LASSO in Yuan and Lin (2006).
In such problems, the use of these penalties serves a related purpose.

The LASSO was initially formulated as a least squares estimation problem
subject to a £1 constraint on the parameter vector. The more well-known penalized
likelihood version arises from a Lagrange multiplier formulation of a convex
relaxation of a £y non-convex optimization problem. Since the underlying objective
function is separable in the parameters, the underlying estimation problem is
evidently directly related to the now-classical problem of estimating a bounded
normal mean. From a decision theoretic point of view, if X ~ .47(0, 1) for |0] < A,
then the projection of the usual estimator dominates the unrestricted MLE, but
cannot be minimax for quadratic loss because it is not a Bayes estimator. Casella and
Strawderman (1981) showed that the unique minimax estimator of 6 is the Bayes
estimator corresponding to a two-point prior on {—A, A} for A sufficiently small.
Casella and Strawderman (1981) further showed that the uniform boundary Bayes
estimator, A tanh(1x), is the unique minimax estimator if A < A9 =~ 1.0567. They
also considered three-point priors supported on {—X, 0, A} and obtained sufficient
conditions for such a prior to be least favorable. Marchand and Perron (2001)
considered the multivariate extension, X ~ .4,(0, I,) with [|#]]> < A and showed
that the Bayes estimator with respect to a boundary uniform prior dominates the
MLE whenever A < /p under squared error loss.

It has long been recognized that the class of penalized likelihood estimators also
has a Bayesian interpretation. For example, in the canonical version of the LASSO
problem, minimizing

1 P
5||X—e||%+u|0n1, ||9||1=2|9,-| (3.55)
1=

with respect to 6 is easily seen to be equivalent to computing the MAP estimator of
6 under a model specification in which X ~ .4},(8, I,) and 6 has a prior distribution

satisfying 0; id Laplace(}). It is easily shown that the solution to (3.55) is @;(X ) =
sign(X;)(|Xi| —A)+, i =1, ..., p. The critical hyperparameter A, though regarded
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as fixed for the purposes of estimating 6, is typically estimated in some ad hoc
manner (e.g., cross validation), resulting in an estimator with an empirical Bayes
flavor.

The Laplace prior inherent in the LASSO minimization problem (3.55) has
broad connections to estimation under hierarchical prior specifications that lead to
scale mixtures of normal distributions. As pointed out above, the conditional prior
distribution of 6|1 obtained by integrating out v in (3.47) is exactly Laplace(A).
More generally, the conditional distribution for 6|1 under the hierarchical prior
specification (3.53) is a special case of the class of multivariate exponential power
distributions in Gomez-Sanchez-Manzano et al. (2008); in particular, we obtain

m(011) o< AP exp {—Al0]12} (3.56)
a direct generalization of the Laplace distribution that arises when p = 1. Treating
A as fixed hyperparameter, computation of the resulting MAP estimator under the

previous model specification X ~ _4,,(0, I,) reduces to determining the value of 6
that minimizes

1
EIIX—9||§+>»||9||2- (3.57)

The resulting estimator is easily shown to be

A
) X)=|(1- X, 3.58
oL ( ||X||2>+ 5:38)

an estimator that coincides with the solution to the canonical version of the grouped
LASSO problem involving a single group of parameters (see Yuan and Lin 2006)
and equals §(X) = sign(X)(|X| — A) 4+ for the case where p = 1.

Consider the problem of estimating 6 in the canonical setting X ~ .4,,(6, I,). In
view of the fact that (3.53) leads to (3.56) upon integrating out v, our starting point
is the (possibly improper) generalized class of joint prior distributions 7 (6, A|c, 8),
which we define in the following hierarchical fashion

m(@11, o, B) o< AP exp {=A[I16]l2},
7 (e, B) o 7P expl—a(h — £)°), (3.59)
where o, 8 > 0 are hyperparameters. Equivalently,
(0, Me, B) o exp {(—A[|0]|2) exp{—a(r — B)?}. (3.60)
The prior on A is an improper modification of that given in (3.53), in which a location
parameter $ is introduced and the factor A ™7 is introduced to offset the contribution

AP in (3.56). This construction mimics the idea underlying the prior used by Takada
(1979) to motivate (3.50) as a MAP estimator.
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Considering (3.60) as motivation for defining a new class of hierarchical penalty
functions, Strawderman and Wells (2012) propose deriving the MAP estimator for
(6, 1) through minimizing the objective function

1
GO, 1) = EIIX—QII%JH»II@IIH(%(K—/3)2 (3.61)

jointly in & € R? and A > 0, where « > 1/2 and B > O are fixed. The resulting
estimator for 6 takes the closed form

8@B (X) = wy p(IIX112)X, (3.62)
where
0 s<p
W, g(8) = { Vo (l—g) B <s <2aB
1 s > 2ap

for vy, = 2/ (2 — 1). Equivalently, we may write

v l—é) s <2«
o s) «(1-4), g
1 s > 2aB

demonstrating that (3.62) has the flavor of a range-modified positive-part estimator.
A detailed derivation of this estimator is in Strawderman and Wells (2012).

Some interesting special cases of the estimator (3.62) arise when considering
specific values of «, B and p. For example, letting « — 00, we obtain (for § > 0)

sB (x =(1— p ) X: 3.63
&) X2/ (5.63)

upon setting 8 = A, we evidently recover (3.58); subsequently, setting A = /p — 2,
one then obtains an obvious modification of (3.50) for the case where c = p — 2:

* p_2>
) X)=1(1-— X 3.64
rp(0 ( ixis ). .64

In the special case p = 1, the estimator (3.62) reduces to

0 if | X] <8
sM(X) = { 22 (X —sign(X)B) if B < |X| < 2ap . (3.65)
X if |X| > 2eB
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As shown in Strawderman et al. (2013), (3.65) is also the solution to the penalized
minimization problem

1 2
E(X —0)" +p;a,B),

where 8 > 0, > 1/2 and

It

) _ __Z
ot;a,B) =48 ; (1 2a’3)+dz, t e R.

This optimization problem is the univariate equivalent of the penalized likelihood
estimation problem considered in Zhang (2010), who referred to p(¢; «, §) as MCP.
It follows that (3.65) is equivalent to the univariate MCP thresholding operator;
consequently, (3.62) may be regarded as a generalization of this operator for
thresholding a vector of parameters. Zhang (2010) showed that the LASSO, SCAD,
and MCP belong to a family of quadratic spline penalties with certain sparsity
and continuity properties. MCP turns out to be the simplest penalty that results
in an estimator that is nearly unbiased, sparse and continuous. As demonstrated
above, MCP also has an interesting Bayesian motivation under a hierarchical
modeling strategy. Strawderman et al. (2013) undertook a more detailed study of
the connections between MCP, the hierarchically penalized estimator, and proximal
operators for the case of p = 1. They also compared this estimator to several others
through consideration of frequentist and Bayes risks.

3.6 Estimation of a Predictive Density

Consider a parametric model {#, (') e o} where % is the sample space, §2 is
the parameter space and &' = {p(y|u) : n € $2} is a class of densities of &',
with respect to a ¢ -finite measure. In addition, suppose an observed value x of the
random variable X follows a model { 2", (£,,) e o} indexed by the same parameter.
In this section, we examine the problem of estimating the true density p’(.|u) € &’
of arandom variable Y. In this context p’(-|w) is referred to as the predictive density
of Y.

Let the density g(y|x) (belonging to some class of models 4 D £') be an
estimate, based on the observed data x, of the true density p(y|u). Aitchison (1975)
proposed using the Kullback and Leibler (1951) divergence, defined in (3.66) below,
as a loss function for estimating p(y|u).

The class of estimates % can be identical to the class &7, that is, for any y € %

q(ylx) = p(ylu = j1(x))
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where /i is some estimate of w. This type of density estimator is called the “plug-in
density estimate” associated with the estimate ft. Alternatively, one may choose

q(ylx) =/QP(yIM)dJT(MIX)

where dm(u|x) may be a weight function (measure) or an a posteriori density
associated with a priori measure 7 (w). In this case, the class € will be broader
than the class of the models &?’. Aitchison (1975) showed that this latter method
is preferable to the plug-in approach for several families of probability distributions
by comparing their risks induced by the Kullback-Leibler divergence.

3.6.1 The Kullback-Leibler Divergence

First, recall the definition of the Kullback-Leibler divergence and some of its
properties.

Lemma 3.10 The Kullback-Leibler divergence (relative entropy) Dgp (p,q)
between two densities p and q is defined by

Dk (p,q) = Ep [log E} = /log [&] p(x)dx >0 (3.66)
q q(x)

and equality is achieved if and only if p = q, p—almost surely.

Note that the divergence can be finite only if the support of the density p is
contained in the support of the density ¢g. By convention, we define 0 log % =0.

Proof By definition of the Kullback-Leibler divergence we can write

—Dxr(p,.q) = /log [@} p(x)dx
p(x)

< log [/ @ p(x)dx:| (by Jensen’s inequality)
p(x)

= log [/ q(x) dx]

=0.

We have equality, using Jensen’s inequality, if and only if p = ¢, p -almost surely.
Note that the lemma is true if ¢ is assumed only to be a subdensity (mass less than
or equal to 1). O
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The Kullback-Leibler divergence is not a true distance since it is not symmetric
and it does not satisfy the triangle inequality. But it appears as the natural
discrepancy measure in information theory. An important property, given in the
following lemma, is that it is strictly convex.

Lemma 3.11 The Kullback-Leibler divergence is strictly convex, that is to say, if
(p1, p2) and (q1, q2) are two pairs of densities then, forany 0 < A <1,

Dg (A p1+ (1 =A) p2, Aq1 + (1 — 1) q2) < ADkr(p1,q1) + (1 —A)Dgr(p2. q2)
(3.67)
with strict inequality unless (p1, p2) = (q1, q2) a.e. with respect to p1 + pa.

Proof Note that f(¢t) =t log(t) is strictly convex on (0, 00). Let

A 1—A
el o —( )42 1= Ll and t, = P2

aIZM’ 2T+ 0 —g q1 g
From the convexity of the function f it follows that
flaiti +ontr) <oy f(t) +aaf(r2)
and consequently
(o1 + aarr) log(aity + azty) < tiog log(1) + 2z log(z2) -
Substituting the above values of a1, a», f] and #, gives

Ap1+ 0 —=A)p2 P1 2
(Ap1 + (A =A)p2)log ————— < Apjlog— + (1 — X)) prlog —.
Agqr+ (1 —=Nq q1 q

Finally, by integrating the latter term, (3.67) and the strict convexity follow from the
strict convexity of the function f. O

3.6.2 The Bayesian Predictive Density

Assume in the rest of this subsection that p(x|u) and p’(y|u) are densities with
respect to the Lesbegue measure. For any estimator p(-|x) of the density p’(y|u),
define the Kullback-Leibler loss by

(3.68)

KL(u, p(-lx)) = /p/(ylu) log |:p (ylu)] d

p(ylx)

and its corresponding risk as
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B, P) = /;a(xm) [/ P/ (31w log [”A(y'“)} dy} dx. (3.69)
p(ylx)

We say that the density estimate p, dominates the density estimate p; if, for any
w e 2, Zx(u, p1) — Zx(u, p2) < 0, with strict inequality for at least some
value of u.

In the Bayesian framework we will compare estimates using Bayes risk. We will
consider the class, more general than Aitchison (1975), of all subdensities,

—{acror [ qomay <1 foran}.
Lemma 3.12 (Aitchison 1975) The Bayes risk
() = [ o, )0 di
is minimized by

S P pxlw)m () dp
[ p(xlpw) () dp

Ba(yl) = / P () p(uel) dpe = (3.70)

We call p;, the Bayesian predictive density.

Proof The difference between the Bayes risks of p, and another competing
subdensity estimator g is

m(é)—rn(ﬁn):/g /X /p(ym) log 2201 4 p(XIM)dX}N(M)dM

G0yl
).

/g[ /p(ylu) gpf(yn dy} p(x|p) m(p) dx}du
-,

q(ylx)
Rearranging the order of integration thanks to Fubini’sTheorem gives

rn(é)—rnm:f [/ {/ p(ulx) P (1) du}logpf’(y'x) dy}m(x)dx
2 o e q(ylx)
=/ [/ Byl log 22O 4 }m(x)dx
o R

- /l Die (P (%), G(x)) m(x) dx > 0.

/_ fp(ylu) gp”m) dy ¢ p(ulx) m(x) dxi|du.
2 g q(ylx)
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3.6.3 Sufficiency Reduction in the Normal Case

Let X¢) = (X1,...,X,) and Y4,y = (Y1,...,Y,) be independent iid sam-
ples from p-dimensional normal distributions .4}, (i, X1) and A4}, (1, X) with
unknown common mean p and known positive definite covariance matrices X| and
2. On the basis of an observation x(;) = (x1,...,x,) from X, consider the
problem of estimating the true predictive density p’(y(m) i) of you) = is -+ Ym)s
under the Kullback-Leibler loss. For a prior density 7 (u), the Bayesian predictive
density is given by

/ P om0 p eyl ) 7w () d
Pr oy X)) = 2 / . (3.71)

Pl w(w) du
2

For simplicity, we consider the case where X'} = X5 = I,. According to Komaki
(2001) the Bayesian predictive densities satisfy

P’ Yomyl10) _ P'Omln)
/ P Ol Tog =222 gy = | p'Gnlp) log —2"22 45,
Rpm Pr ()’(m) |x(n)) P Dr YmlXn)
(3.72)

where, denoting by ¢, (-, |, X) the density of .4,(u, ), in the left-hand side
of (3.72),

PGl =[] épGir i, 1)

i=1

while, in the right-hand side of (3.72),

p/()_/m“'L) = ¢pmlu, Ip/m)

with y,, = Z;’Ll yj/m. Similarly, prx (¥(m)|x()) corresponds to the conditional
density of the p x m matrix yg,) given the p x m matrix x,) while pr (3, |%n)
corresponds to the conditional density of the p x 1 vector y,, given the p x 1 vector
Xp = Z?:l xi/n.

To see this sufficiency reduction, use the fact that

m m
D Uy = wl® =Y My = Il A m m — ).
i=1

i=1
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Then we can express p'(ym)|it) as

1 | — m
/ _ =2 mo- 2
P emli) = @yl %P (—5 ;_1 Iyi = Ymll ) eXp( 5 (I3m = D )

mP/?

1 & . i
= = exp <_§§ lyi = Ymll ) POml). (3.73)

Similarly, it follows that
p/2

n 1 n . i
(27.[)(11——1);7/2 exp <_§ Z lx; — xm||2) P(Emli) .
i=1

By replacing these expressions in the form of the predictive density in (3.71), we
get

P(xmyln) =

P (Yom) | X))

mP/? 1
= Jax)m-npz P T2

_ mP/? 1
—|@r)m=br/2 xp _E

Finally, for (3.73) and (3.74), it follows that

”y. g2 ) VL2 Gl pGinlin) () de
o [ pGimlp) () dp

i™Ms iMs

lly; — ymuz) } P Gm|Xm)- (3.74)

, P Yomyl0) P’ Gmlpe)
P (Ymyl) log ——————dy P Yomy ) log ————=dy
/ o PO X)) o PGy "

/p (¥m|p) log If((y";'“))dy

Therefore, for any prior 7, the risk of the Bayesian predictive density estimator is
equal to the risk of the Bayesian predictive density associated to 7 in the reduced
model X ~ A, (1, %Ip) and Y ~ A, (u, %Ip). Thus, for the Bayesian predictive
densities, it is sufficient to consider the reduced model.

Now we will compare two plug-in density estimators, p; and p, associated with
the two different estimators of w, §; and 8. That is, fori = 1, 2, define

Pi(Vem X)) = P’ Yomy 1t = 8i (x(n)))- (3.75)
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The difference in risk between p; and p; is given by

AZxi(p2, p1) =  Zx(u, p2) — Zxi (i, p1)

P1Yom) X))
= P(x@mylp) f Py |lw) log —————=dym) dx
/ " o D2(Ym) 1 X)) (m EH

l m
= [P(X(n)lu)/p(y(m)lu)<§ZI|52(X(n)) -yl
i=1

1 m
= 3 2 I81Ga) — i ||2> dy(m) dx(m)
i=1

By the independence of X,y and Y,) this can be reexpressed in terms of
expectations as

AXxL (P2, P1)

1o 2 2
5 2 X Yo | 12X ) = 1+ 1 = Yill2 = 181 (X uy) =+ = i
i=1

m 2 2
= 2 EX Yo |192X) = 1l = 181 (Xuy) — 1l

+Z EX ). Yom ( [(B2(X () — (e — YD ] = [(61 (X)) — ) (e — Yi)])

i=1

|3

(Ex [182X ) = 1IP] = Exq, [181 X = ul?])

(O]

[«%’Q(Sz,u) *«@Q((Slaﬂ)],

which shows that the risk difference between p, and p; is proportional to the risk
difference between & and §.

Note that, by completeness of the statistics X, it suffices to consider only
estimates of y that depend only on X,,.

3.6.4 Properties of the Best Invariant Density

In this subsection, we restrict our attention to location models. We assume X ~
pxlpn) = p(x—p)and Y ~ p'(y|u) = p’(y — u), where p and p’ are two known
possibly different densities. A density g is called invariant (equivariant) with respect
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to a location parameter if, for any a € RP, x € RP,and y € R? gq(y|x + a) =
q(y — alx). This is equivalent to g(y + alx 4+ a) = g(y|x). The following result
shows that the risk of an invariant predictive density is constant.

Lemma 3.13 The invariant predictive densities with respect to the location group
of translations have constant risk.

Proof By the property of invariance, the risk of an invariant density g is equal to

K1, q) = /1OgMp(x —wp'(y—pdydx
q(ylx)

= /10g Ap(y—_m plx — ) p'(y —w)dydx

q(y — plx — w)
log &) ") dZ d 3.76
A(,|)p(z)p(z) 7 dz, (3.76)

by the change of variables z = x —  and z’ = z — . Therefore, the risk Z(u, q)
does not depend on p and it is constant. O

Any invariant predictive density which minimizes this risk is known as the best
invariant predictive density.

Lemma 3.14 The best invariant predictive density is the Bayesian predictive
density py associated with the Lebesgue measure on RP, () = 1, is given by

Jer P'OVI0) p(x|) da

377
Jgp PCxI) dp G717

pu(ylx) =

Proof Let Z = X —u, Z =Y —pu,and T =Y — X = Z' — Z. We will
show that p(z), the density of T, which is independent of i, is the best invariant
density. As noted in the previous section, if ¢ is an invariant predictive density,
q(ylx) = ¢(y — x|0) = g(y — x), by an abuse of notation. Hence,

B, §) — R, p) = fR p /R p [log M] (e — p(y — ) dx dy

gy —x)
—2)
f f [ ]p(z)p (z')dzdZ
Ry JRP —2)
:f |:10g {S(I)]ﬁ(r)dz, (3.78)
RP q()

which is always positive by the inequality in (3.66). The result of the equality
in (3.78), and hence the lemma, follows from the fact that p(t) = p(y — x) =

pu(ylx), that is,
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p(t) = /Rp p(@) p'(z+1)dz
= f p(@p(z+y—x)dz
RP

szp px— ) p'(y—wdu

_ Jrr PO Pl dpe
Jor PR dpa

(3.79)

which is the expression of py given in (3.70) with 7 (u) = 1. |

Murray (1977) showed that py is the best invariant density under the action
of translations and of linear transformations for a Gaussian model. Ng (1980)
has generalized this result. Liang and Barron (2004), without the hypothesis of
independence between X and Y, for the estimation of p’(y|x, 1) showed that
by = S P'Olx, 1) p(xlp) dpe

Jrr P& dpt
We will now show that py is minimax in location problems.

is the best invariant density.

Lemma 3.15 Let X ~ p(x|u) = p(x —p)and Y ~ p(y|pn) = p'(y — ), with
unknown location parameter u € RP. Assuming that E [||X ||2] < 00, then the
best predictive invariant density py is minimax.

Proof We show minimaxity using Lemma 1.8. Consider a sequence {7y} of normal
A5(0, k 1) priors. The difference of Bayes risk between py and py,, is given by

r(pu. ) — r(Pry. k) = / (2w, pu) — (i, pry)] Tc(w) dp

/ / / p”k(y|x)p(y|u)p(xlu)ﬂk(u) dy dx dp
Ry JRP JRP pU(ny)

/RP /RP ’Z}kgl'j)) U P01 pCeli) T (1) du] dy dx

XY Pnk(Y|X)
= Ey; logiﬁU(le) (3.80)

where Ey;” denotes the expectation with respect to the joint marginal of (X, Y),

My (x,y) = /w p(yIn) p(x|w) me(n) du.

Since r(py, ) = Z(u, py) (py has constant risk) it suffices to show (3.80) tends
to 0 as k tends to infinity. By simplifying one gets
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r(ﬁU7 ”k) - r(ﬁﬂk? ﬂk)

— gXY _1 (fp(x,ylpt) () du 1 )}
- T 0,
LU T de [ pGx vl du

i [ P, I () s d
— XY | _ (1) _
~ b i o8 S pGe ylw) me(p) dp oe (/ POcli) i) d“)

1
= Ejfk’Y —log E“'X’yrrk(u) —log (/ p(x|p) m () du)}

where E,,x y denotes the expectation with respect to the posterior of 1 given
(X, Y). An application of Jensen’s inequality gives

r(ﬁUa T[k) - r(pAﬂka T[k)

< Ex." Eppx.y logme(w) — Ex” [ / p(X|) log mi () du] (3.81)

By developing the expectations, it follows that

)fp(x, ylm) i () log (e () d

EXYE XYIOgJTk(M)Z/fm (x,y
e X, Tk My (X, )

dxdy
_ / / / 74 (10) log (i (1) dpt dixdy
_ / 4 (41) log (i (1))d . (3.82)

Similarly, by integrating with respect to y and by interchanging between u and u’
we have

Ex’ U p(X|w) log my (1) du}
= ///f P& pOy I ) (W) p(x ) log my () d ' d pdxdy
= /// () p(x|pw) p(xlp') log m ()dp' dx dp

= //f 7 () p(x| ) p (x| ) log i () dp dxd . (3.83)

By grouping the expressions (3.81), (3.83) and (3.84) and making the changes of
variables z = x — u and 7’ = x — u/ it follows that
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r(pu, wk) — r (P, k)

< / / / pCx|w) p x|y () [log(mi () — log(mi (') | dnd ' dx

= /// () p(x — w)p(x — u') log (Z:((M/))> dudzd?

/f/ (1) p(2)p(z') log < e j_(l;)_ Z,)> dudzdz'. (3.84)

In view of the form 74 (1), the term on the right in (3.84) can be written as

EnkEZ,Z’ 10g ( (1) )

m(n+2Z—2")

1
= EnEzz 5 (In+2 =21 - 11

=EnEzz [ﬁ (”Z”2 + ||Z/||2 +2{u, Z — Z/()i|

— 1 2 m2
=Ezz [ﬂ (1z12 + 1) )]

since E(Z) = E(Z') = Eo(X) (here, Ez 7 denotes the expectation with respect
to p(z,7') = p(2) p(z')). We then see that the limit of the difference of Bayes risks
tends toward zero when k — oco. Therefore, py is minimax by Lemma 1.8. m|

This result is in Liang and Barron (2004), a more direct proof for the Gaussian
case can be found in George et al. (2006) and is given in the next section.

3.6.5 An Explicit Expression for py and Its Risk in the
Normal Case

We now give an explicit expression of py, described the previous subsections, in
the Gaussian setting. Let X ~ 4, (u, vy 1) and ¥ ~ A}, (i, vy Ip).

Lemma 3.16 The Bayesian predictive density associated with the uniform prior on
R?, w(u) = 1, is given by the following expression

pu(ylx) = ! exp <—M> (3.85)
(27) (vy +v0))"? 2 (vy + vy)

Proof For W = (vy X + vx ¥)/(vx + vy) and vy, = (vy vy)/(vx + vy) it is clear
that W ~ 4, (u, vy Ip), by the independence of X and Y. Further, note that
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2 2 2 2
X — - —w —X
llx — wll + ly — wll _ ll I + ly — x| . (3.86)
2Ux 2Uy 2Uw 2(Ux + Uy)

By definition, and through the previous representation, it follows that

/ Py, vy) p(x|p, vy)du
4

pu(ylx) =
f px|p, vy)dp
RP

-/ U (el = ply
rr (27)P (vy vy)P/? 2 vy 2vy

_ 1 exp<_”“‘w”2>exp <_ Ly —xI? ) i
re (2 ﬂ)p(vy Ux)p/z 2vy 2 (vy + Uy)

2 mvy)P? ( Iy — x| )
exp| ———

TPy v\ 200, + vy)

_ 1 exp (_ ly —xI? )
(@7) (vy +v0))"? 2 (vx +vy)

O

Note that the risk of py is constant, as we have previously seen for invari-
ant densities. Given the form of py(.|x) it follows that the Kullback-Liebler
divergence is

KL(pu (1x), )

p(yln, v)
= /p(ylu, vy) log ————dy

pu(yx)
Y
_ g [log pA( e, v)]
pu (Yx)
P vy 1 2 1 2]
=E"|-L1o S 7] R — )
[ 5 o8 nto,  2u I wmll 2(0s - 0y) l Il
_p vy P Ly ( 2 2)}
=-Z1lo S 5} ¢ [p—— ] Y R
5 o8 nto, 2 |:2(Ux o) I wmll [l e Il
p vy )4 DUy 1 2
=|—=1o - = — x|~ 3.87
|: 2 & vy vy 20 2(vy + vy)i| 2(vy + vy) I | ( )
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Hence, we can conclude that the risk of py is

Zx(Pu, w) = EX [KL(py, n, X)|

P Uy P Py PUx
=|—75lo -5+ +
[ 2 %ty 2 2(vx+uy)] 2(0x + vy)
p Uy P Ux
- P = Piog (14 2). 3.88
2 Og(vx+vy> 2 og( +vy) (3.88)

In the framework of the iid sampling model presented in Sect.3.6.3 with X} =
X, = I,, we can express the risk as

L (pu, ) = glog (1 + %) .

A predictive density is called the plug-in relative to an estimator § if it has the
form

Sl = — - ex Ly =8m)?
psly (2711)),)1’/2 p > vy .

The predictive plug-in density, which corresponds to the standard estimator of the
mean, u, 5o(X) = X, is

(27v,)""? 2 vy

We can directly verify that the predictive density py dominates the plug-in density
]350 for any p € RP?. In fact, their difference in risk is

A pu (Y |X)
AR , — EXY (1 L
kL(PU, Ds;) <0g By (V1)

) 1 1 1
=_£10g(UX+v))——|: ——]EX’Y(||Y—X”2)
2 vy 2oy +vy vy

Since EX-Y (||Y — X||2) equals

EXY (1y = wl?) + XY (1% = ul?) = 2 (EX7 @ = ), EXY (X = )

= p(vy + vy),
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we have

A A v v
AdtxL(Pu. Psy) = —g [IOg <1 + —’“) — —"} >0.

Uy

Surprisingly, the predictive density py has similar properties to the standard
estimator, §o(X) = X, for the estimation of the mean under quadratic loss. Komaki
(2001) showed that the density py is dominated by the Bayesian predictive density
using the harmonic prior, 7(1) = |u|> 7. George et al. (2006) extended the
analogy with point estimation. We give some of this development next.

Lemma 3.17 (George et al. 2006, Lemma 2) For W = (v, X 4+ v, Y)/(vx + vy)
and vy = (Vx vy)/(vx +vy), let mz (W; vy) and my (X; vy) be the marginals of W
and X, respectively, relative to the a prior w. Then

_ my (W vy)

Pr(Y1X) = (X ) pu(yl1X) (3.89)

where py (-|X) is the Bayes estimator associated with the uniform prior on RP given
by (3.85). In addition, for any prior measure 7, the Kullback-Leibler risk difference
between py (-|x) and the Bayesian predictive density py (-|x) is given by

Fxr(w, pu) — Exr (i, px) = Ep v, [log mz (W vw)] —Epu, [lOg mz (X Ux)]
(3.90)

where E,, , denotes the expectation with respect to the normal N}, (i, vIp) distri-
bution.

Proof The marginal density of (X, Y) associated with 7 is equal to

Pr(x,y) =/Rp (x|, vy) p(Y|p, vy) T(u) dp

2/ 1 o e —pl? LI lly =l G0 du
Rr (2mvy)P/? 2uy (2mvy)P/2 2uy ‘

Applying (3.85) and (3.86) it follows that

ey = o [ () o (LB g
e Q2r)P (vx vy)P/? Jre 2(vx + vy) 2uy

_ Qmuy)P/? B ly —x|? .
= @07 o2 TP\ T2y oy ) )

= py (yIx) mzg (w; vy).

Since pr (y]x) = pr(x, y)/mx (x), (3.89) follows.
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Hence, we can write the risk difference as

Fxr(w, py) — Xxr.(I4, Px)

P=(ylx)

- dydx
pu(ylx)

=//p(xm,vx)p(ylu, vy) log
mn(W(x,y);vw)d

dx
my (X5 vy) Y

=//p(xlu, vy) p(yli, vy) log

= EXV logm (W (X, Y); vy) — EXY logmz (X; vy)
= EV logmy (W|vy) — EX logm (X |vy).

O

Using this lemma, George et al. (2006) gave a simple proof of the result of Liang
and Barron (2004) for the Gaussian setting. By taking the same sequence of priors
{mc} = A,(0, k1), the difference of the Bayes risk equals (using constancy of the
risk of py)

L (1, pu) — r(my, ﬁnk) = /ﬂk(ﬂ) [E;/_.vu, logmm (W, vy) — Ep v, log my, (X, Ux)] du

) o 1w
= Tk (/’L) E/’-,vw log (271'(1)1‘; +k)) exp _m

B - X2
—E} v, log 12m (v + k) exp _2(1) s, du

PVw

= fﬂk(l/«)[ — p/2logm (vy +k)) — m

PUx
+p/2log2m (vy +k)) + 2(vy + k):| an

p 1 vy +k Py PUx

0. — .
2 % k 2m+h) 200, +6)

Hence, we see that limy_, o0 ¥ (7%, py) — r(7k, pr,) = 0 and so, py is minimax
by Lemma 1.8. George et al. (2006) also show that the best predictive invariant
density is dominated by any Bayesian predictive density relative to a superharmonic
prior. This result parallels the result of Stein for the estimation of the mean
under quadratic loss and the use differential operators discussed in Sect.2.6. The
following lemma from George et al. (2006) allows us to give sufficient conditions
for domination. We use Stein’s identity in the proof.
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Lemma 3.18 Ifmy (z; vy) is finite for any z, then for any vy, < v < vy the marginal
my (z; v) is finite. In addition,

0 Amy (Z; v)
—FE1 V) =E =
v 0gmx(z; v) M’U|: my(Z; v)

_E [ZA«/mn(Z;v)}

Proof For any vy, < v < vy,
o 1 Iz — pll?
m;—;(Z, U) = /lép WCXP <—T JT(M) d/’l'

vy \P/2 1 e llz — pll?
— — P — - - - d
( v ) /]RP (21 vy)P/? exp( v 2vy (i) dpr

Uy \P/2
< (—) my(z; vy) < 00.
v

1 2
- EIIVIOgmn(Z; V)|l

(3.91)

Hence, the marginal m;, is finite. Setting Z’' = (Z — w)//v ~ A(0, I),

9 9
5Eu,v10gmn(2; v) = 5/p(zlu, v) log (mx (z; v) dz)

9
= %/p(z’IO, D log (mx (v/vz' + p; v)) dz’

a/0 A ;
_ EZ/( Jov)mz (VVZ' + w; v) (3.92)
Mz (VVZ' + ;5 v)
where
9 , o 1 IV +p— |17 o
9 my (+/vz +M,U)—£/W CXP{ I w(u)du
1 P lz=w1? 11 2 - p) N
_(zyﬂ,)pﬂ/(_zv 5l 20 28 pzip) m(u')dp
a _ , _ /
= Soma(@ v)—/wmzm/)ﬂ(u’)du'- (3.93)
v 2v
Note that

Vo (z,v) = / @p(zm)n(u)du (3.94)



3.6 Estimation of a Predictive Density 125

and
_ _ 2
Acmy (z,0) = / [T” + %} pEIWT(ydp
0
=2—mzy(z; V). (3.95)
v

It follows that

E @/0v)mz (VZ' 4+ s v) (l Amz(Z;v)  (Z —p, Viegmg(Z; U)))
z my (VVZ' + 1; v) TR 2 g (Z:v) 2v ’

Hence, using Stein’s identity,

(Z — )"V iogmz (Z; v)
Epo 2v

1
=Eu [EAlogmﬂ(Z; v):|

1 (Amz(Z;v) 2
Epv [2 ( ez Wlogmz(Zs vl )]

which is the desired result. O

Lemmas 3.17 and 3.18 gives a result regarding minimaxity and domination from
George et al. (20006). This result reveals parallels to those on minimax estimation
of mean under quadratic loss in Sect.3.1.1. Its proof is contained in the proof of
Theorem 3.17.

Theorem 3.16 Assume that my (z; vy) is finite for any z in RP. If Am, < 0 for
all vy, < v < vy, then the Bayesian predictive density p;(y|x) is minimax and
dominates py (when m is not the uniform itself). If Aw < 0, then the Bayesian
predictive density p, (y|x) is minimax and dominates py (when 7 is uniform).

The next result from Brown et al. (2008) illuminates the link between the two
problems of estimating the predictive density under the Kullback-Leibler loss and
estimating the mean under quadratic loss. The result expresses this link in terms of
risk differences.

Theorem 3.17 Suppose the prior (i) is such that the marginal my (z; v) is finite
for any z € RP. Then,

i RN CE . o
. pu) = B o) = 5 [ 25 (Rlas, X0 = (. ) .
Vw

2
(3.96)
Proof From (3.90) and (3.91) it follows
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R R o9
TxL(w, py) — ZxL (I, Pr) = / —aEu,v[IOgmn(Z; v)] dv
Vuw

/vx [ AV MR (Z; 0)
= | E,., |22

s } dv.  (3.97)

On the other hand, Stein (1981) showed that

. Amz(Z; v)
R (w, X) — ZY (1, = —4PE, 3.98
Q(M ) Q(M Hrv) v m ( )
Hence substituting (3.98) in the integral (3.97) gives (3.96). |

It is worth noting that using (3.88) and (3.96) leads to the following expression
for the Kullback-Liebler risk of py:

1o 1 (% p
S @) dv==| Pa
Z/UW v2( o, X)) dv 2/vw &Y

2 ng

2 Uy

= ZxL(1, pu) - (3.99)

The area of predictive density estimation continues to develop. Recent research
covers the case of restricted parameter (Fourdrinier et al. 2011), general o-
divergence losses (Maruyama and Strawderman 2012; Boisbunon and Maruyama
2014), integrated L1 and L2 losses (Kubokawa et al. 2015, 2017). For a general
review, see George and Xu (2010).



Chapter 4 ®
Spherically Symmetric Distributions oo

4.1 Introduction

In the previous chapters, estimation problems were considered for the normal
distribution setting. Stein (1956) showed that the usual estimator of a location vector
could be improved upon quite generally for p > 3 and Brown (1966) substantially
extended this conclusion to essentially arbitrary loss functions. Explicit results of the
James-Stein type, however, have thus far been restricted to the case of the normal
distribution. Recall the geometrical insight from Sect. 2.2.2, the development did not
depend on the normality of X or even that 6 is a location vector — this suggests that
the improvement for Stein-type estimators may hold for more general distributions.
Strawderman (1974a) first explored such an extension and considered estimation of
the location parameter for scale mixtures of multivariate normal distributions. Other
extensions of James-Stein type results to distributions other than scale mixtures
of normal distributions are due to Berger (1975), Brandwein and Strawderman
(1978), and Bock (1985). In this chapter, we will introduce the general class of
spherically symmetric distributions; we will examine point estimation for variants
of this general class in subsequent three chapters.

4.2 Spherically Symmetric Distributions

The normal distribution has been generalized in two important directions. First, as
a special case of the exponential family and second, as a spherically symmetric
distribution. In this chapter, we will consider the latter. There are a variety of
equivalent definitions and characterizations of the class of spherically symmetric
distributions; a comprehensive review is given in Fang et al. (1990). We now turn
our interest to general orthogonally invariant distributions in R” and a slightly more
general notion of spherically symmetric distributions.
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Definition 4.1 A random vector X € R”" (equivalently the distribution of X) is
spherically symmetric about 6 € R" if X — 6 is orthogonally invariant. We denote
this by X ~ SS(6).

Note that Definition 4.1 states that X ~ SS(0) if and only if X = Z + 6 where
Z ~ $8(0). As an example, the uniform distribution % ¢ (cf. Definition 1.4) on
the sphere Sg g of radius R and centered at 6 is spherically symmetric about 6.
Furthermore, if P is a spherically symmetric distribution about 6, then

P(HC +6) = P(C +0),

for any Borel set C of R” and any orthogonal transformation H.
The following proposition is immediate from the definition.

Proposition 4.1 Ifa random vector X € R" is spherically symmetric about 6 € R"
then, for any orthogonal transformation H, H X is spherically symmetric about H6
(X — 0 has the same distribution as HX — H6).

The connection between spherical symmetry and uniform distributions on
spheres is indicated in the following theorem.

Theorem 4.1 A distribution P in R" is spherically symmetric about 6 € R" if and
only if there exists a distribution p in Ry such that P(A) = fR+ U 9(A) dp(r) for
any Borel set A of R". Furthermore, if a random vector X has such a distribution
P, then the radius || X — 0| has distribution p (called the radial distribution) and
the conditional distribution of X given | X —0|| = r is the uniform distribution %, g
on the sphere S, ¢ of radius r and centered at 6.

Proof Sufficiency is immediate since the distribution % ¢ is spherically symmetric
about 6 for any r > 0.

It is clear that for the necessity it suffices to consider 6 = 0. Let X be distributed
as P where P is $S(0), v(x) = |lx||, and p be the distribution of v. Now, for any
Borel sets A in R” and B in R4 and for any orthogonal transformation H, we have
(using basic properties of conditional distributions )

/ P(HYA) |v=r)dp(r) = P(H '(A) nv~1(B))

B
=PH " (ANHW ' (B))))
= P(ANHW ' (B)))

= P(ANV (B))

=f P(A | v =r)dp(r)
B

where we used the orthogonal invariance of the measure P and the function v. Since
the above equality holds for any B, then, almost everywhere with respect to p, we
have
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PH YA |v=r)=PA|v=r).

Equivalently, the conditional distribution given v is orthogonally invariant on S,.
By unicity (see Lemma 1.1), it is the uniform distribution on S, and the theorem
follows. |

Corollary 4.1 A random vector X € R" has a spherically symmetric distribution
about 6 € R" if and only if X has the stochastic representation X = 0 + R U where
R (R = ||X —0||) and U are independent, R > 0 and U ~ U .

Proof In the proof of Theorem 4.1, we essentially show that the distribution of
(X —0)/1|1X — 0| is % independently of || X — 8||. This is the necessity part of the
corollary. The sufficiency part is direct. O

Also, the following corollary is immediate.

Corollary 4.2 Let X be a random vector in R" having a spherically symmetric
distribution about & € R". Let h be a real valued function on R" such that the
expectation Eg[h(X)] exists. Then

Eg[h(X)] = E[ER,e[h(X)]],

where Epg g is the conditional expectation of X given ||X — 0| = R (ie. the
expectation with respect to the uniform distribution %g g on the sphere Sg g of
radius R and centered at 6) and E is the expectation with respect to the distribution
of the radius || X — 6|

A more general class of distributions where (X — 6)/||X — 6| ~ % but not
necessarily independently of | X — @] is known as the isotropic distributions (see
Philoche 1977). The class of spherically symmetric distributions with a density
with respect to the Lebesgue measure is of particular interest. The form of this
density and its connection with the radial distribution are the subject of the following
theorem.

Theorem 4.2 Let X € R" have a spherically symmetric distribution about 0 € R".
Then the following two statements are equivalent.

(1) X has a density f with respect to the Lebesgue measure on R".
(2) |1 X — 0| has a density h with respect to the Lebesgue measure on R.

Further, if (1) or (2) holds, there exists a function g from R4 into Ry such that
@ =gllx=01%) ae.

and
n/2

_ n—1 2
= —F(n/Z)r g(r°) a.e.

h(r)
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The function g is called the generating function and h the radial density.

Proof The fact that (1) implies (2) follows directly from the representation of X in
polar coordinates. We can also argue that (2) implies (1) in a similar fashion using
the independence of || X — 6||, angles, and the fact that the angles have a density.
The following argument shows this directly and, furthermore, gives the relationship
between f, g, and h.

It is clear that it suffices to assume that & = 0. Suppose then that R = || X || has a
density &. According to Theorem 4.1, for any Borel set A of R", we have

P(XeA)=/ /h () 4 (y) h(r) dr

or ()
/ /h() S ) dr - (by (14)

Ryl
(y) d
/ / ) Gyt 4o dr

Ayl
— 1 — - d by L 1.4
/R AW syt @ Oy Lemmal)

2/ myD
4 o1 ST

This implies that the random vector X has density

h(llxll)

— e — 2
o1 (SD ||x|n 1 = g(lxlI")

fx) =

with A(r) = o1(S1) r"~! g(r?), which is the announced formula for %(r) since
01(S1) = 27"/ /" (n/2) by Corollary 1.1. O

We now turn our attention to the mean and the covariance matrix of a spherically
symmetric distribution (when they exist).

Theorem 4.3 Let X € R" be a random vector with a spherically symmetric
distribution about 6 € R". Then, the mean of X exists if and only if the mean of
R = || X — 0| exists, in which case E[X] = 6. The covariance matrix of X exists if
and only if E[R?] is finite, in which case

E[R?%]
cov(X) = " I,.

Proof Note that X = Z + 6 where Z ~ SS(0) and it suffices to consider the
case & = 0. By the stochastic representation X = R U in Corollary 4.1 with R =
|| X|| independent of U and U ~ %, the expectation E[X] exists if and only if the
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expectations E[R] and E[U] exist. However, since U is bounded, E[U] exists and
is equal to zero since E[U] = E[—U] by orthogonal invariance.

Similarly, E[||X|?] = E[R?*] E[|U|?] = E[R?] and consequently the covari-
ance matrix of X exists if and only if E [R?] < 0o. Now

E[R?%]

cov(RU) = E[R?1E[UU"] = I,.

Indeed E [Ul.z] = F [UJZ] = 1/n since U; and U; have the same distribution by
orthogonal invariance and since Z?:l Ui2 = 1. Furthermore, E[U;U;] = 0, for
i # j,since U;U; has the same distribution as —U; U; by orthogonal invariance.

O

An interesting and useful subclass of spherically symmetric distributions consists
of the spherically symmetric unimodal distributions. We only consider absolutely
continuous distributions.

Definition 4.2 A random vector X € R” with density f is unimodal if the set
{x e R" | f(x) = a}is convex for any a > 0.

Lemma 4.1 Let X € R" be a spherically symmetric random vector about 0 with
generating function g. Then the distribution of X is unimodal if and only if g is
nonincreasing.

Proof Suppose first that the generating function g is nonincreasing. Take the left
continuous version of g. For any a > 0, defining g~'(a) = sup{y > 0| g(y) = a}
we have

(x eR" | g(IxI?) = a} = {x e R" | Ix]I* < g (@)}

which is a ball of radius /g~ !(a) and convex. Conversely suppose that the set
{x € R" | g(Ix> = a} is convex for any @ > 0 and let |x|| < |y|. Then,
for xT = y/|lyllllx]l, we have |xT|| = |lx|| and xT € [—y, y] and hence, by the
unimodality assumption, g([lx[1*) = g(Ix"[1) = g(lyII*). O

Theorem 4.1 showed that a spherically symmetric distribution is a mixture of
uniform distributions on spheres. It is worth noting that, when the distribution is
also unimodal, it is a mixture of uniform distributions on balls.

Theorem 4.4 Let X € R" be a spherically symmetric random vector about 0 € R"
with generating function g. Then the distribution of X is unimodal if and only if
there exists a distribution v in R4 with no point mass at 0 such that

P[X € A] = V0(A) dv(r) 4.1)
Ry
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for any Borel set A of R", where ¥, g is the uniform distribution on the ball B,y =
xeR"[lx -0l =r}

Proof 1t is clear that it suffices to consider the case where 8 = 0. Suppose first that
formula (4.1) is satisfied. Then expressing

1
Vr0(A) = B /Br La(x)dx
gives
1
P[X e A]l = fR+ B, /B, La(x) dxdv (r)

1 r
B /R *(B,) /o /S La(x) doy(x) du dv(r)

© 1
= /R+ /:?u ILA(X)/M B dv(r) do,(x)du

after applying Lemma 1.4 and Fubini’s theorem. Then

P[XeA]=/0 A1A<x>g(||x||2>dou(x)du

= / g(lx)1?) dx
A

again by Lemma 1.4 with the nonincreasing function

S|
gw?) =/ D dv (r). (4.2)

Hence according to Lemma 4.1, the distribution of X is unimodal.

Conversely, suppose that the distribution of X is unimodal. According to the
above, this distribution will be a mixture of uniform distributions on balls if there
exists a distribution v on Ry with no point mass at O such that (4.2) holds. If
such a distribution exists, (4.2) implies that v can be expressed through a Stieltjes
integral as

v(u) = fo AB,) (—dg(r)).

It suffices therefore to show that v is a distribution function on R4 with no point
mass at 0. Note that, as g is nonincreasing, v is the Stieltjes integral of a positive
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function with respect to a nondecreasing function and hence v is nondecreasing.
Since A(B,) = A(B1) r" = no1(S1) r", an integration by parts gives

v(u) = 01(51) /0 r"g(r?) dr — M(B1)" g?). (4.3)

Note that the first term of the right hand side (4.3) is the distribution function of
the radial distribution (see Theorem 4.2) and approaches O (respectively 1) when u
approaches 0 (respectively co). Therefore, to complete the proof it suffices to show
that

lim u"g(u?) = lim u"gw?) =0.
u—0 u—00
Since

o0
/ r"_lg(rz) dr < 0o,
0

we have

r

lim r"e?) du = 0.

r—0o0 }’/2

By the monotonicity of g, we have

r r 1 1
/ u”_lg(uz) du > (r?) u"Vdu = g(rz) r'"— <1 — —) .
r/2 r/2 " 2

Hence, lim r" g(rz) = (. The limit as r approaches O can be treated similarly and
r—>0o0

the result follows. O

It is possible to allow the possibility of a point mass at 0 for a spherically
symmetric unimodal distribution, but we choose to restrict the class to absolutely
continuous distributions. For a more general version of unimodality see Section 2.1
of Liese and Miescke (2008).

4.3 Elliptically Symmetric Distributions

By Definition 1.2, a random vector X € R" is orthogonally invariant if, for
any orthogonal transformation H, HX has the same distribution as X. The
notion of orthogonal transformation is relative to the classical scalar product
(x,y) = X7, xiyi. Itis natural to investigate orthogonal invariance with respect to
orthogonal transformations relative to a general scalar product (x, y)y = x" 'y =
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> 1<i j<n XiT7jyj where I is a symmetric positive definite n x n matrix. We define
a transformation H to be I-orthogonal if it preserves the scalar product in the sense
that, for any x € R" and y € R"*, (Hx, Hy)r = (x,y)r or, equivalently, if it
preserves the associated norm || x| = /{x, x), that is, if | Hx || = ||x||; . Note
that H is necessarily invertible since

kerH={xcR" | Hx=0}={x e R" | |Hx|r =0} = {x e R" | ||x|| =0} = {0}.

Then it can be seen that H is I"orthogonal if and only if (Hx, y)r = (x, H 'y)p,
for any x € R" and y € R" or, equivalently, if HTI'H = T".
In this context, the I"-sphere of radius r > 0 is defined as

SF = (x eR" | x"I'x = r?}.

Definition 4.3 A random vector X € R” (equivalently the distribution of X) is -
orthogonally invariant if, for any I-orthogonal transformation H, the distribution of
Y = HX is the same as that of X.

We can define a uniform measure on the ellipse SrF in a manner analogous
to (1.3) and the resulting measure is indeed [-orthogonally invariant. It is not
however the superficial measure mentioned at the end of Sect. 1.3, but is, in fact,
a constant multiple of this measure where the constant of proportionality depends
on I" and reflects the shape of the ellipse. Whatever the constant of proportionality
is, it allows the construction of a unique uniform distribution on S,F as in (1.4).
The uniqueness follows from the fact that the I-orthogonal transformations form
a compact group. We can then adapt the material from Sects. 1.3 and 4.2 to the
case of a general positive definite matrix I". However, we present an alternative
development.

The following discussion indicates a direct connection between the usual
orthogonal invariance and I™-orthogonal invariance. Suppose, for the moment, that
X € R” has a spherically symmetric density given by g(||x||?). Let X be a positive
definite matrix and A be a nonsingular matrix such that AAT = I'. Standard change
of variables gives the density of ¥ = AX as | 2|~'/2g(yTX~y). Let H be any X!
orthogonal transformation and let Z = HY . The density of Z is | X |™1/?g(z" X" 12)
since H~! is also ¥~! -orthogonal and hence, (H- )T 'H-! = x-1
This suggests that, in general, ¥ = TiX is ¥ ~Lorthogonally invariant if
and only if X is orthogonally invariant. The following result establishes this
general fact.

Theorem 4.5 Let X be a positive definite n x n matrix. A random vector Y €
R" is X~ Lorthogonally invariant if and only if Y = X1/2X with X orthogonally
invariant.

Proof First note that, for any Z’_l-orthogonal matrix H, X~ 12H>~12 is an I,
-orthogonal matrix since
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_ sl2p-1ylp2
= I.

Then, if X is orthogonally invariant, for any Borel set C, of R” we have

PIHXZ'?x eC]=P[ZPHX?Xx € =~ 1/2C]
= P[X € 12C]
= P[x'?x e C].

Hence Y = X'/2X is ¥~ Lorthogonally invariant.

Similarly, for any orthogonal matrix G, X'/2GX~1/? is a X ~lorthogonal
matrix. So, if ¥ = ¥!/2X is ¥~ lorthogonally invariant, then X is orthogonally
invariant. O

Note that, if X is orthogonally invariant and its covariance matrix exists, it is of
the form (721,, by Theorem 4.3. Therefore, if ¥ = 312X the covariance matrix
of Y is 02X, while, by Theorem 4.5, Y is X~ -orthogonal invariant. In statistical
models, it is often more natural to parametrize through a covariance matrix X
than through its inverse (graphical models are the exception) and this motivates the
following definition of elliptically symmetric distributions.

Definition 4.4 Let X be a positive definite n X n matrix. A random vector X
(equivalently the distribution of X) is elliptically symmetric about 8 € R" if X — 6
is X ~Lorthogonally invariant. We denote this by X ~ ES(9, X).

Note that, if X ~ SS(0), then X ~ ES(0, I,,).IfY ~ ES(0, X), then ¥ ~1/2y ~
SS(x~12).

In the following, we briefly present some results for elliptically symmetric
distributions that follow from Theorem 4.5 and are the analogues of those in
Sects. 1.3 and 4.2. The proofs are left to the reader.

For the rest of this section, let X' be a fixed positive definite n x n matrix and

denote by SI)QTl = {x e R" | x"¥~'x = R?} the ¥~ ellipse of radius R and by
% the uniform distributions on S -

Lemma 4.2

. I -1, ) .
(1) The uniform distribution %RE on Sg is the image under the transformation

Y=31X of the uniform distribution Ug on the sphere Sg, that is,
UF (@) = Un(Z~12)

for any Borel set 2 of Sf_l.
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(2) If X is distributed as U7, then

(@) T12Xx /(X" 21 x)V/2 is distributed as % and
(b) X/ (X" X)Y2 is distributed as %> .

Theorem 4.6 A random vector X € R”" is distributed as ES(0, X) if and only if
there exists a distribution p € Ry such that

Pixedl= [ #5Wdpw)
Ry

for any Borel set A on R", where %20 is the uniform distribution %% translated
by 6. Equivalently X has the stochastic representation X = RU where R = | X —
Ollg-1 = ((x —0)"2 " (x — 0))!/? and U are independent, R > 0 and U ~ %*.
For such X, the radius R has distribution p (called the radial distribution).

Theorem 4.7 Let X € R" be distributed as ES(6, X). Then the following two
statements are equivalent:

(1) X has a density f with respect to the Lebesgue measure on R"; and
(2) |X — 0|l -1 has a density h with respect to Lebesgue measure on R..

Further, if (1) or (2) holds, there exists a function g from R into R such that
f) =g(llx = 015-0)
and

27/?
I'(n)2)

h(r) = =172 g ().

Theorem 4.8 Let X € R" be distributed as ES(0, X'). Then the mean of X exists
if and only if the mean of R = || X — 0| x-1 exists, in which case E[X] = 6. The
covariance matrix exists if and only if E[R?] is finite, in which case cov(X) =
E[R*] X/n.

Theorem 4.9 Let X € R" be distributed as ES(6, X) with generating function g.

Then the distribution of X is unimodal if and only if g is nonincreasing. Equivalently
there exists a distribution v € R with no point mass at 0 such that

P[X € A] :/ V5% (A)dv(r)
Ry

for any Borel set A of R", where “//rxg is the uniform distribution on the ball (solid
ellipse)

BY ={xeR"||lx -0y <r}.
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4.4 Marginal and Conditional Distributions for Spherically
Symmetric Distributions

In this section, we study marginal and conditional distributions of spherically
symmetric distributions. We first consider the marginal distributions for a uniform
distribution on Sg.

Theorem 4.10 Ler X = (X[, X3)" ~ Ug in R" where dim X; = p and dim

X2 = n — p. Then, for 1 < p < n, X1 has an absolutely continuous spherically
symmetric distribution with generating function ggr given by

I'(n/2) R*™"

2_ 2\ (n—p)/2—1
I'((n— p)/2)nr? (R™ — 1 I%) Tpg(x1)- 4.4)

gr(lxl?) =

Proof The proof is based on the fact that RY/||Y|| ~ %g, for any random
variable Y with a spherically symmetric distribution (see Lemma 1.2), in particular
(0, I,), and on the fact that X has an orthogonally invariant distribution in R”.
To see this invariance, note that, for any p x p orthogonal matrix H; and any
(n — p) x (n — p) orthogonal matrix Hj, the matrix

H:(Hl O)’
0 Hy

is a block diagonal n x n orthogonal matrix. Hence

H <X1> - <H1X1> @.5)
X5 H) X,
is distributed as (x], x7)" and it follows that H; X1 ~ X and so X is orthogonally
invariant.

Therefore, if ¥ = (Y], Y))" ~ 4;,(0, I,), then ||Y;||* is independent of ||Y>||*
and, according to standard results, Z = ||Y1||?/|Y||*> has a beta distribution, that
is Beta(p/2, (n — p)/2). It follows that Z' = || X1||?/|IX||> = || X1]|*>/R? has the
same distribution since both X /|| X|| and Y/||Y| have distribution Z%.

Thus || X1|> = R?Z’ has a Beta(p/2, (n — p)/2) density scaled by R%. By a
change of variable, the density of || X || is equal to

2 rP=1(R2 — y2)(n=p)/2-1
h = L .
") B(p/2,(n— p)/2) Rn—2 ©.R)(r)
Hence, by Theorem 4.2, X has the density given by (4.4). 0

Corollary 4.3 Ler X = (X|, X3)" ~ S8(0) in R" where dim X\ = p and dim
X> =n — p and where 6 = (67, 60;)".



138 4 Spherically Symmetric Distributions

Then, for 1 < p < n, the distribution of X is an absolutely continuous
spherically symmetric distribution SS(01) on R? with generating function given
by f gr(1X1 —611%) dv(R) where v is the radial distribution of X and gg is given
by (4.4).

Unimodality properties of the densities of projections are given in the following
result.

Corollary 4.4 For the setup of Corollary 4.3, the density of X1 is unimodal
whenever n — p > 2. Furthermore, if p = n — 2 and X =~ %R, then Xi
has the uniform distribution on Bp g, in R"2,

In this book, we will have more need for the marginal distributions than the
conditional distributions of spherically symmetric distributions. For results on
conditional distributions, we refer the reader to Fang and Zhang (1990) and to Fang
et al. (1990). We will however have use for the following result.

Theorem 4.11 Let X = (X|, X3)" ~ %o in R" where dim X\ = p and dim
X, =n— p and where § = (07, 92T T, Then the conditional distribution of X given
X is the uniform distribution on the sphere in R? of radius (R? — | X2 — 92||2)1/2
centered at 0.

Proof First, it is clear that the support of the conditional distribution of X given
X, is the sphere in R? of radius (R?> — || X2 — 6,]|%)!/? centered at ;. It suffices
to show that the translated distribution centered at O is orthogonally invariant. To
this end, note that, for any orthogonal transformation H on R?, the block diagonal
transformation with blocks H and I,,_,, denoted by H, is orthogonal in R”. Then

H((X1—6D", (X2 — 92)T)T ~ (X1 =0)", (X2 —6)")" ~ Ur.g
that is,
(HX1 =60, (X2 =62)")" ~ (X1 = 6", (X2 = 62)")" ~ Uryo -
Hence
H(X1 —0D)|(X2 —62) ~ (X1 —0D|(X2 — 62) ,

and therefore, the distribution of X given X» is orthogonally invariant, since 6, is
fixed. The lemma follows. |

When properly interpreted, Corollaries 4.3 and 4.4 and Theorem 4.11 continue
to hold for a general orthogonal projection 7 from R” onto any subspace V of
dimension p. See also Sect. 2.4.4 where the distribution is assumed to be normal.
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4.5 The General Linear Model

This section is devoted to the general linear model, its canonical form and the issues
of estimation, sufficiency and completeness.

4.5.1 The Canonical Form of the General Linear Model

Much of this book is devoted to some form of the following general problem.
Let (X", UTT be a partitioned random vector in R” with a spherically symmetric
distribution around a vector partitioned as (87, 0")T where dimX = dim@ = p
and dimU = dim0O = k with p + k = n. Such a distribution arises from a
fixed orthogonally invariant random vector (X, U;)" and a fixed scale parameter o
through the transformation

(XLUD" =0 (Xp, Up)" + (8,007, (4.6)

so that the distribution of (X — )7, UT)" is orthogonally invariant. We also refer to
0 as a location parameter.

We will assume that the covariance matrix of (X', UT)T exists, which is equiva-
lent to the finiteness of the expectation E[R?] where R = (| X — 0> + |U||*)!/?
is its radius (in this case, we have cov(XT, UN)T = E[R?]1,/n). Then it will be
convenient to assume that the radius Ry = (| Xol> + |Uol®)'/? of (XT, Uy’
satisfies E[Ré] = n since we have

cov(X", UM = % cov(X(, U =02 1.

Note that when it is assumed that the distribution in (4.6) is absolutely continuous
with respect to the Lebesgue measure on R”, the corresponding density may be
represented as

a2 2
L (=0t ) wn

o’ o

where g is the generating function.

This model also arises as the canonical form of the following seemingly more
general model, the general linear model. For an n x p matrix V (often referred to as
the design matrix and assumed here to be full rank p), suppose that an n x 1 vector
Y is observed such that

Y=VB+e, (4.8)
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where § is a p x 1 vector of (unknown) regression coefficients and ¢ is an n x 1 vector
with a spherically symmetric error distribution about 0. A common alternative
representation of this model is ¥ = 5 + ¢ where ¢ is as above and 7 is in the
column space of V.

Using partitioned matrices, let G = (G| G3)" be an n x n orthogonal matrix
partitioned such that the first p rows of G (i.e. the rows of G| considered as column
vectors) span the column space of V. Now let

X\ (G (6
<U>—GY_(G2)V,3+G£—<O>+GS 4.9)

with 8 = G1 VB and G,V B = 0 since the rows of G, are orthogonal to the columns
of V. It follows from the definition that (X7, UT)T has a spherically symmetric
distribution about (97, 0T)". In this sense, the model given in the first paragraph
is the canonical form of the above general linear model.

This model has been considered by various authors such as Cellier et al. (1989),
Cellier and Fourdrinier (1995), Maruyama (2003b), Maruyama and Strawderman
(2005), and Fourdrinier and Strawderman (2010). Also, Kubokawa and Srivastava
in (2001) addressed the multivariate case where 6 is a mean matrix (in this case
where X and U are matrices as well).

4.5.2 Least Squares, Unbiased and Shrinkage Estimation

Consider the model in (4.9). Since the columns of G{ (the rows of G1) and the
columns of V' span the same space, there exists a nonsingular p x p matrix A such
that

V= G{A, which implies A = GV, 4.10)
since G1G| = Ip. So

6 = AB, thatis, B = A™'6. 4.11)

Noting that V'V = ATG{G] A = A"A, it follows that the estimation of 6 by
é(X, U) under the loss

L©B,0)=0—-6)"0—-0)=16-0|> 4.12)
is equivalent to the estimation of 8 by

B(Y)=A"19(GY,GrY) = (G1V) ' O(G Y, GoY) (4.13)
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under the loss
L*B.B) =B~ PAAB~B) =B~ V'V~ p) (4.14)
in the sense that the resulting risk functions are equal,
R*(B. B) = EIL*(B. B(Y))] = E[L(6,0)] = R(,9).
Actually, the corresponding loss functions are equal. To see this, note that

L*(B. B(Y)) = (B(Y) — p)'ATAB(Y) ~ B)
= (ABW) = BN (ABY) — B)
= O(X,U0) =)' O(X,U) - )
=L6,0(X,U)),
where (4.13) and (4.11) were used for the third equality.
Note that the above equivalence between the estimation of 6, the mean vector of

X, and the estimation of the regression coefficients 8 also holds for the respective
invariant losses

L©,6,0%) = %(é—@)%é—@): 01—2||é—9||2 (4.15)
and
L*(8, B, 0%) = é (B—BATAB-B) = aiz B-BVVEB—-B). (416)
Additionally, the correspondence (4.13) can be reversed as
0(X,U)=ABGIX +GIU)=G1XB(GT X +GLU) (4.17)

since, according to (4.9),

Y=G" (5) = (gj)(i) = (GTGY) (g) =GIX+GlUu. (4.18)

There is also a correspondence between the estimation of 6 and the estimation of
n in the following alternative representation of the general linear model. Here

% G1\[6 0
= G' (O) - (G:)(O> — (616D (O) —GTO+GL0=GTo
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and
G1n=G1GT9=9.

It follows that the estimation of 6 € R” by é(X , U) under the loss ||é —0]1? (the
loss (4.12)) is equivalent to the estimation of 7 in the column space of V under the
loss || — ]| by

A(Y) =GlO(GY, GaY) (4.19)

in the sense that the risks functions are equal. The easy demonstration is left to the
reader.

Consider the first correspondence expressed in (4.13) and (4.17) between estima-
tors in Models (4.8) and (4.9). We will see that it can be made completely explicit
for a wide class of estimators. First, note that the matrix G can be easily obtained
by the Gram-Schmidt orthonormalization process or by the O R decomposition of
the design matrix X, where Q is an orthogonal matrix such that 9"V = R and R
is an n x p upper triangular matrix (so that G; = Q] and G = Q3}). Second, a
particular choice of A can be made that gives rise to a closed form of G.

To see this, let

A= (V'V)1/2 (4.20)

(a square root of VTV, which is invertible since V has full rank) and set

G =AWVTV) VT = (vTy)"12yT, 4.21)
Then we have
GV =A, vV =GlA, (4.22)
and
GGl =)y "2vTy vty 12 =, (4.23)

Hence, as in (4.10), (4.22) expresses that the columns of G| (the rows of
G1) span the same space as the columns of V, noticing that (4.23) means that
these vectors are orthogonal. Therefore, completing G| through the Gram-Schmidt
orthonormalization process, we obtain an orthogonal matrix G = (G{G})", with
G1in (4.21), such that

Ty 1/2
GV = ((V ‘0/) ) . (4.24)
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The relationship linking A and G in (4.21) is an alternative to (4.10) and is true
in general; that is,

G1=A(V'V)"' VT orequivalently A = (V'G)~'VTV.

Indeed, we have V'V = ATA so that (V'V)~"!(ATA) = 1I,. Hence,
(VTV)~1 AT = A~!| which implies V (V'V)"! AT =V A~ = GTAA™! = GT,
according to (4.10).

As a consequence, if ,éls is the least squares estimator of 8, we have

Bis(¥) = (V'V)T' vy (4.25)
so that the corresponding estimator fo of 6 is the projection Bo(X, U) = X since
(X, U)=ABs(Y) =AWV V) 'WVY=G Y =X. (4.26)

From this correspondence, the estimator éo(X ,U) = X of 0 is often viewed as the
standard estimator. Note that, with the choice of A in (4.20), we have the closed
form

Bis(Y) = (VTV)~12x (4.27)

Furthermore, the correspondence between é(X , U) and ,BAI‘Y (Y) can be specified
when 6(X, U) depends on U only through || U ||, in which case, with a slight abuse
of notation, we write 0(X, U) = (X, ||U||?). Indeed, first note that

IX1I> = (A Bis(Y) (A Bis(Y))
= (Bis (V)" ATA (B5(Y))
= (Bis (V)" VTV (Bi5(Y))
= (V Bis(Y)"V (Bis(Y))
= |V Bis (). (4.28)
On the other hand, according to (4.9), we have | X||> + |U|> = |G Y|?* = ||Y]>
Hence,
o> = 1r1I* - 1xi?
= Y1> = IV Bis (D)2
=Y -V B MI? (4.29)
since Y — V Bls(Y ) is orthogonal to V BIS(Y ). Consequently, according to (4.13)

and (4.10), Equations (4.29) and (4.26) give that the estimator ,3 (Y) of B corre-
sponding to the estimator 6 (X, ||U %) of 6 is
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BY) = (G V)T A(GLV Bis(X), Y =V s (4.30)
Note that, when ones chooses G as in (4.21), B (Y) in (4.30) has the closed form
By = (VIVTR((VIVR B, Y = V A1)
= (VT V)_1/29<(VT V)“12yTy, Y — V,(?;S(Y)Hz) L @31

In particular, we can see through (4.28), that the “robust” Stein-type estimators
of 0,

6, (X, U = (1 —a M) X (4.32)
X2

have as a correspondence the “robust” estimators of 8

1Y — V Bis (V)12
IV Bis(Y)]I?

1Y =V Bis (M 4
=(l—a——F—F— B (V) (4.33)
( IV Bis (1) ) l

Br(¥) = (G V)~ <1 —a )Gl V Bis(Y)

(note that the two GV terms simplify). We use the term “robust” since, for
appropriate values of the positive constant a, they dominate X whatever the
spherically symmetric distribution, as we will see in Chap. 5 (see also Cellier et al.
1989; Cellier and Fourdrinier 1995).

According to the correspondence seen above between the risk functions of the
estimators of 6 and the estimators of 8, using these estimators in (4.33) is then
a good alternative to the least squares estimator: they dominate the least squares
estimator of B simultaneously for all spherically symmetric error distributions with
a finite second moment (see Fourdrinier and Strawderman (1996) for the use of
these robust estimators when o2 is known and also Sect. 5.2).

4.5.3 Sufficiency in the General Linear Model

Suppose (XT, UT)T has a spherically symmetric distribution about (87, 0")T with
dim X =dim6 = p > 0 and dim U = dim 0 = k > 0. Furthermore, suppose
that the distribution is absolutely continuous with respect to the Lebesgue measure
on R" for n = p + k. The corresponding density may be represented as in (4.7). We
refer to 6 as a location vector and to o as a scale parameter. As seen in the previous
section, such a distribution arises from a fixed orthogonally invariant random vector
(Xy. Uy)" with generating function g through the transformation
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(3)=7(2)+(5)

Each of 6,07 and g(-) may be known or unknown, but perhaps the most
interesting case from a statistical standpoint is the following.

Suppose 0 and o2 are unknown and g(-) is known. It follows immediately from
the factorization theorem that (X, ||U||?) is sufficient . It is intuitively clear that
this statistic is also minimal sufficient since dim(X, ||U||?) = dim(8, 0'?). Here is a
proof of that fact.

Theorem 4.12 Suppose that (X*, U is distributed as (4.7). Then the statistic
X, U ||2) is minimal sufficient for (6, 0?) when g is known.

Proof By Theorem 6.14 of Casella and Berger (2001), it suffices to show that if, for
all (0,0%) € R? x R,
g (W)

llc =112 +llu2 ||
8 ( )

where c¢ is a constant then x; = x, and ||« ||2 = ||u2||2. Note that 0 < ¢ < oo since
otherwise (4.7) cannot be a density.
Letting 2 = 1/02, (4.34) can be written, for all T > 0, as

—c (4.34)

g(t?v?) = cg(?v3) (4.35)

where v? = [|x; — 01|? + ||lu1 ||> and v = |lx2 — 61> + ||u2]||? for each fixed 6 € R?.
First, we will show that v% = v%. Note that

1=/ g(Ix|I* + lull?) dx du
RP xRk
o0
=K / Pl o2y dr (by Theorem 4.2)
0
o0
= Kvp+k/ Pl o212y dr (4.36)
0
for any v > 0. Then it follows from (4.35) and (4.36) that
k o0
1= va+ /0 Pl e (it dr
k o0
= cher /0 P e ity dr

k
i

=c—
V)

(4.37)



146 4 Spherically Symmetric Distributions

Let F(b) = fob tP*=1g(12) dt and choose b such that F is strictly increasing at
b. Suppose v; > vy. Then, for any v > 0,

b/v
F(b) = vPtk / PRl o212y dr
0

and consequently

b/vi F(b
/ Pl g3 dr = ®)
0

n
Vj

b/vy
= c/ gPHk=l g(v%r2)dr
0

A

b/vy
C/o il g(v%rz)dr

F(b)

=c
n
v

It follows that c v} ty vy 1~ 1, which contradicts (4.37). A similar argument

would give ¢ vf+k/v§+h < 1for vy < vy and v; = vy. Now, setting § = x—lerxz in

the expressions for vy and vo implies [|u;||? = ||u%||. It then follows that ||l x; —6|2 =
lx2 — 6| for all & € RP, which implies x; = x; by setting 6 = x; (or x1). |

In the case where @ is unknown, o2 is known, and the distribution is multivariate
normal, X is minimal sufficient (and complete). However, in the non-normal case,
(X, ||U||?) is typically minimally sufficient, and may or may not be complete, which
is the subject of the next section.

4.5.4 Completeness for the General Linear Model

The section largely follows the development in Fourdrinier et al. (2014). In the
case where both 6 and o2 are unknown and g is known, the minimal sufficient
statistic (X, ||U||?) can be either complete or incomplete depending on g. If g
corresponds to a normal distribution, the statistic is complete by standard results
for exponential families. However, when the generating function is of the form
Kg®)1 (@) with 0 < r1 < rp < oo and K is the normalizing constant,
(X, |U|1?) is not complete. In fact incompleteness of (X, |U %) follows from the
fact that the minimal sufficient statistic, when @ is known, o2 is unknown and gis
known, is incomplete.
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Theorem 4.13

) If X ~ f(x —0) with & € RP where f has compact support, then X is not
complete for 6.

) If X ~ 1/of(x/o), where f has support contained in an interval [a, b] with
0 <a < b < oo, then X is not complete for o.

Before giving the proof of Theorem 4.13, note that if the generating function is
of the form K g(¢)1,,,,1(¢) for 0 < r; < r» < oo and the value of 0 is assumed to
be known and equal to 6y, then T = || X — 6p||> + ||U||?> is minimal sufficient and
has density of the form K /o P ((PHR/2 o1 /o)1, o2 2y (T).

Therefore, T is not a complete statistic for o2 by Lemma 4.13 (2). It follows
that there exists a function A (-) not equal to zero a.e. such that E;[h(T)] = 0 for
all o > 0. Since E2[h(BT)] = Eﬂaz[h(T)], it follows that E_2[h(B T)] = O for

all 62 > 0, B > 0, and also that M(t) = fol E2[h(Bt)Im(B)dB = O for any
function m(-) for which the integral exists. In particular, this holds when m(-) is
the density of a Beta(k/2, p/2) random variable (where finiteness of the integral
is guaranteed since E 2[h(B T)] is continuous in B). Now, since B = \U*>/T
has a Beta(k/2, p/2) distribution, |U||*> = BT, and M(c?) = Ex[h(BT) =
Ep2[R(|UH] = 0.

Since the distribution of ||U||?> does not depend on 6, it follows that when
both 6 and o2 are unknown, E, 2[A(|U|*)] = 0. Hence, (X, |U|?), while
minimal sufficient, is not complete for the case of a generating function of the form
gy (T) with0 < 7] < 1p < 00.

Note that whenever 6 is unknown, o2 is known, and (X, ||U||?) is minimal
sufficient (so the distribution is not normal, since then X would be minimal
sufficient) ||U||? is ancillary and the minimal sufficient statistic is not complete.

Proof of Theorem 4.13 First, note that part (2) follows from part (1) by the standard
technique of transforming a scale family to a location family by taking logs.

We will show the incompleteness of a location family in R when F has bounded
support. We show first that, if F is a cdf with bounded support contained inside
[a, b], the characteristic function (c.f.) f is analytic in C (the entire complex plane)
and is of order 1 (i.e., |f(n)| is O exp(|n|'*#) forall € > 0 and is not O (exp(|n|'~¢)
for any € > 0).

To see this, without loss of generality assume 0 < a < b < co. Then

A

R b
1l < / exp(In1X) dF (x)

IA

b
eXp(blnI)/ dF(x)

exp(b|n))
O (exp(|n|'™)).
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for all & > 0. Also, if n = —iv for v > 0, then
) b b
|f(n)] = / exp(vx) dF(x) > exp(av) dF(x) = exp(av).
a a

However, exp(av) is not O(exp(vl’g) for any ¢ > 0. Hence f(n) is of order 1.

In the step above, we used 0 < a < b < oo. Note that if either a and/or b is
negative then the distribution of X is equal to the distribution of z 4 6y where 6
is negative and where the distribution of z satisfies the assumptions of the theorem.
Hence Eexp(inx) = Eexp(inz)ei”‘)o, so |Eexp(inx)| < exp(|n|b) exp(lin]|Bol)
which is O exp(|n|'*€) for all € > 0.

Similarly, for n = —iv (recall y < 0),

|E exp(inx)| = E exp(tvz) exp(—v6p)

RGN

v

exp(av)
= exp(v(a + |6o])

and this is not O(exp”H‘) for any ¢ > 0. O

Note that f (n) exists in all of C since F has bounded support and is analytic by
standard results in complex analysis (See e.g. Rudin 1966). To complete the proof
of Theorem 4.13 we need the following lemma.

Lemma 4.3 If X ~ F(x) where the cdf F has bounded support in R and F is not
degenerate, then the characteristic function f(n) has at least one zero in C.

Proof This follows almost directly from the Hadamard factorization theorem which
implies that a function f (z) that is analytic in all of C and of order 1 is of the
form f (z) = exp(az + b)P(2). P(z) is the so called canonical product formed
from the zeros of f (z), where P(0) = 1 and P(z) = 0 for each such root. (See
e.g., Tltchmarsh (1932) for an extended dlscusswn of the form of P(z)) Therefore
e1ther f (z) has no zeros, in Wthh case f (z) = exp(az) (since f O =1=¢ =
= 0)and P(z) = 1, or f (z) has at least one zero. The case where f () =

exp(az) corresponds to the degenerate case where exp(az) = f (z) = Eexp(izx)
with P[X = —ia] = 1. Since F is assumed to not be degenerate, f (z) must have at
least one zero by the uniqueness of the Fourier transform.

To finish the proof of Theorem 4.13 note that, by By Lemma 4.3, there exists an
no such that

fno) = / exp(inox) f(x)dx = 0.

This implies that for any 6 € R,
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_ (/oo exp(inox)f(x) dx> expiUOG

—00

_ / exp(ix (7o + 0)) £ (x) dx

= / " explinox) f(x — 0) dx

= Eglexp(inoX) = Eglexp(i(ao + boi)) X]
= Eg exp(inoX) exp(—boX)]

= Eg[exp(—boX){cosapx + i sinapx}].

Hence, for any 6 € R, we have Eg[exp(—bgx) cos(apx)] = 0.

Additionally, Eg[| exp(—box) cos(apx)|] < oo for all 6 since f(-) has bounded
support. The theorem then follows, since h(X) = e 20X cosagX is an unbiased
estimator of 0, which is not equal to 0 almost surely for each 6. This proves the
result for p = 1. The extension from R to R? is straightforward since the marginal
distribution of each coordinate has compact support. O

4.6 Characterizations of the Normal Distribution

There is a large literature on characterizations of the normal distribution that has had
a long history. A classical reference that covers a number of characterizations of
the normal distribution is Kagan et al. (1973). We give only a small sample of these
characterizations. The first result gives a characterization in terms of the normality
of linear transformations.

Theorem 4.14 Let X ~ ES(O) in R™. If A is any fixed linear transformation
of positive rank such that AX has a normal distribution then X has a normal
distribution.

Proof First note that it suffices to consider the case & = 0. Furthermore it suffices
to prove the result for X ~ SS(0) since an elliptically symmetric distribution is the
image of a spherically symmetric distribution by a nonsingular transformation. Note
also that, if X ~ SS(0), its characteristic function gx () = ¥ (t"t) since, for any
orthogonal transformation H, the characteristic function ¢y x of H X satisfies

prx (1) = ox(H't) = gx (1).
Now the characteristic function ¢4x of AX equals

oax () = E[exp{it"AX}] = E[exp{i(ATt)" X} = W (TAATr). (4.38)
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Also, by Theorem 4.3, Cov(X) = E[Rz]/nln. Hence Cov(AX) =
(E[Rz]/n) AAT and the fact that AX is normal implies that E[R?] < oo and
that Cov(AX) = a AAT for o > 0. This implies that g4 x (t) = exp{—a tTAATt/2}.
Therefore, by (4.38), ¥ (z) = exp{—az/2} and px(t) = exp{—atTt/2}, so X is
normal. m|

Corollary 4.5 Let X ~ ES(0) in R". If any orthogonal projection I1 has a normal
distribution (and, in particular, any marginal), then X has a normal distribution.

The next theorem gives a characterization in terms of the independence of linear
projections.

Theorem 4.15 Let X ~ ES(9) in R". If A and B are any two fixed linear
transformations of positive rank such that AX and BX are independent, then X
has a normal distribution.

Proof As in the proof of Theorem 4.14, we can assume that X ~ S§S(0). Then
the characteristic function gy of X is ¢x(f) = W (t't). Hence, the characteristic
functions g4 x and ppx of AX and BX are pax (1)) = W (1] AA™t)) and ppx () =
¥ (1 BB1y), respectively. By the independence of AX and BX, we have

U(t|AA't + 1, BB 1)) = W (1] AA"t))¥ (1 BB'1p).
Since A and B are of positive rank this implies that, for any # > 0 and v > 0,
U +v) =vw)¥().

This equation is known as Hamel’s equation and its only continuous solution

is ¥ (u) = e* for some o € R (see for instance Feller 1971, page 305). Hence,
ottt . . . .

px() =e for some o < 0 since ¢y is a characteristic function. It follows that

X has a normal distribution. m|

Corollary 4.6 Let X ~ ES(0) in R". If any two projections (in particular, any two
marginals) are independent, then X has a normal distribution.



Chapter 5 ®
Estimation of a Mean Vector for Grechie
Spherically Symmetric Distributions I:

Known Scale

5.1 Introduction

In Chaps.2 and 3 we studied estimators that improve over the “usual” estimator
of the location vector for the case of a normal distribution. In this chapter, we
extend the discussion to spherically symmetric distributions discussed in Chap. 4.
Section 5.2 is devoted to a discussion of domination results for Baranchik type
estimators while Sect. 5.3 examines more general estimators. Section 5.4 discusses
Bayes minimax estimation. Finally, Sect. 5.5 discusses estimation with a concave
loss.

We close this introductory section by extending the discussion of Sect. 2.2 on the
empirical Bayes justification of the James-Stein estimator to the general multivariate
(but not necessarily normal) case.

Suppose X has a p-variate distribution with density f(||lx — 6]|%), unknown
location vector 6 and known scale matrix o>/ p- The problem is to estimate 6 under
loss L(6, 8) = ||8 — 6|%. Let the prior distribution on 6 be given by 7 (8) = f**(6),
the n-fold convolution of the density f(-) with itself. Note that the distribution of 8
is the same as that of ) 7, ¥; where the Y; are iid with density f(-). Recall from

Example 1.3 that the Bayes estimator of 6 is given by

n 1
(X)) =——X=|(1- X
n(X) n+1 ( n+1>

Assume now that n is unknown. Since

E(X"X) = E<Z YiTYi> =(m+D)EXYY))=@n+1)(tro’l)=n+1)pao?,
i=0

© Springer Nature Switzerland AG 2018 151
D. Fourdrinier et al., Shrinkage Estimation, Springer Series in Statistics,
https://doi.org/10.1007/978-3-030-02185-6_5


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-02185-6_5&domain=pdf
https://doi.org/10.1007/978-3-030-02185-6_5

152 5 Spherically Symmetric Case I

an unbiased estimator of n + 1 is X"X/(po?), and so po2/(X"X) is a reasonable
estimator of 1/(n+1). Substituting p 02/(X"X) for 1/(n+1) in the Bayes estimator,
we have that

2

SEB(X) = (1 _ ﬂ)x
XTX

can be viewed as an empirical Bayes estimator of 6 without any assumption on the
form of the density (and in fact there is not even any need to assume there is a
density). Hence this Stein-like estimator can be viewed as a reasonable alternative
to X from an empirical Bayes perspective regardless of the form of the underlying
distribution.

Note that Diaconis and Ylvisaker (1979) introduced the prior f*"(0) as a rea-
sonable conjugate prior for location families since it gives linear Bayes estimators.
Strawderman (1992) gave the above empirical Bayes argument. In the normal case
the sequence of priors corresponds to that in Sect.2.2.3 with t> = no?. The
shrinkage factor p o2 in the present argument differs from (p — 2) o2 in the normal
case since in this general case we use a “plug-in” estimator of 1/(n + 1) as opposed
to the unbiased estimator (in the normal case) of 1/ (02 + 12).

5.2 Baranchik-Type Estimators

In this section, assuming that X has a spherically symmetric distribution with mean
vector 6 and that loss is L(0,8) = ||8 — 0|2, we consider estimators of the
Baranchik-type, as (2.19) in the normal setting, for different families of densities.
In Sect. 5.3, we consider results for general estimators of the form X + g(X).

5.2.1 Variance Mixtures of Normal Distributions

We first consider spherically symmetric densities which are variance mixtures of
normal distributions. Suppose

o) = — - Ix =017 5.1
f(”'x_ ” )_ (27[)]7/2 o Up/2 eXP _T (U), ( . )

where G(-) is a probability distribution on (0, 00), i.e., a mixture of .4,(6, vl)
distributions with mixing distribution G ().

Our first result gives a domination result for Baranchik type estimators for such
distributions. This result is analogous to Theorem 2.3 in the normal case.
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Theorem 5.1 (Strawderman 1974b) Let X have density of the form (5.1) and let

2
8B (x =<1— w)x,
arX) “TIxe

where the function r (-) is absolutely continuous. Assume the expectations E[V] and
E[Vv—1 are finite where V has distribution G. Then 8£r(X) is minimax for the loss
L(,8) = |18 — 0| provided

() 0<a<2(p—2)/E[V'],
2)0<r@) <lforanyt >0,
(3) r(¢) is nondecreasing in t, and
(4) r(t)/t is nonincreasing in t.

Furthermore, 8£r(X) dominates X provided the inequalities in (1) or (2) (on a set
of positive measure) are strict or r'(t) is strictly increasing on a set of positive

measure.

Proof The proof proceeds by calculating the conditional risk given V = v, noting
that the distribution of X|V = v is normal N (0, vip). First note that E[V] <
oo is equivalent to Ep[|| X ||2] < 00 so that the risk of X is finite. Similarly, it
can be seen that E[V~!] < oo if and only if Eolll X721 < oo. Then, thanks
to (2), we have Eo[r2(J| X)X ]72] < oo. Actually, we will see below that, for
any 6, Eg[||X]|72] < EolllX|7%], and hence, Eq[r*(|X|*)[IX[7] < oo which
guarantees that the risk of 85 +(X) is finite. Note that, conditionally on V, || X 1% /V
has a noncentral chi-square distribution with p degrees of freedom and noncentrality
parameter ||0]|2/ V. Hence, since the family of noncentral chi-square distributions
have monotone (increasing) likelihood ratios in the noncentrality parameter (and
therefore are stochastically increasing), || X||>/V is (conditionally) stochastically
decreasing in V and increasing in ||0 ||2.

Hence,
Ol T o | = L0 T
IX012/v X%/ v

1 i 1
E[m}z”[m V}
£y [ erelv]
LV I1x1%/v
£y v ]
LV X112/ v

:EO[W]

and, as a result,

[IA
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This sufficies to establish finiteness of the risk of 85 +(X). We now deal with the
main part of the theorem. Using Corollary 2.1 and Theorem 2.3, we have

R(0,82,) = E{E[IsS,(X) — 011 |V}

221X 11> 2a(p —2) r(I1X11%)
_elE X—92+V2<ar(” - )
{ [” | VI[X|2 EE

)
W) e

since r2(|| X ||%) < r(| X[*) and (]| X||*) > 0. Now, as a consequence of the above
monotone likelihood property, || X||?/V is stochastically decreasing in V. It follows
that the conditional expectation in (5.2) is nondecreasing in V since, if v; < v;, we
have

< R(@,X)—i—E{a |:

IXx12/v

2
X112 v ||X|| A
Ixi=/v _IIXII /V J
- X2 1

r(vy~5—
<E %V:vl
L IXNI=/V J
X2 1

()

SE # =)
L IX)=/V J

F xR
_ g r(|l 2II) :Uz].

LIXI2/V

The first inequality follows since r (]| X ||?) is nondecreasing while the second since
r(t)/t is nonincreasing and || X |12/ V is stochastically decreasing in V. Finally, using
the fact that aV—! — 2(p — 2) is decreasing in V, and the fact that E[g(Y)h(Y)] <
E[g(Y)]E[h(Y)]if g and h are monotone in opposite directions, it follows that

VeI X
R(, RO, X)+aE| ———— -2
©0.57,) < RO, X) +a [ X[ ] [V 2(p )}

< R®.X) (5.3)

by assumption (a). Hence 85 +(X) is minimax, since X is minimax.

The dominance result follows since the inequality in (5.2) is strict if there is strict
inequality in (2) or if r/(-) is strictly positive on a set of positive measure and the
inequality in (5.3) is strict if the inequalities in (1) are strict. |
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Example 5.1 (The multivariate Student-t distribution) The multivariate Student-¢
distribution: If V has an inverse Gamma (v/2, v/2) distribution (thatis, V ~ v/ Xg),
then the distribution of X is a multivariate Student-t distribution with v degrees of
freedom. Since E[V] = E[v/x2] = v/(v—2) forv > 2and E[V~'] = E[x2/v] =
1, the conditions of Theorem 5.1 requires 0 < a < 2(p —2) and v > 2.

Example 5.2 (Examples of the function r(¢t)) The James-Stein estimator has r(¢) =
1 and hence satisfies conditions (2), (3) and (4) of Theorem 5.1. Alsor(¢) = t/(t+Db)
satisfies these conditions. Similarly, the positive-part James-Stein estimator (1 -
a/XTX)+X is such that

t/a for0<t<a
r(t) =
1 fort > a

and

r(t) J1/a forO0<r<a
t 1/t fort >a

hence also satisfies the conditions (2), (3) and (4) of Theorem 5.1.

Itis worth noting, and easy to see, that if the sampling distributionis N (¢, I,) and
the prior distribution is any variance mixture of normal distributions as in (3.4), in
the Baranchik representation of the Bayes estimator (see Corollary 3.1), the function
r(t)/t is always nonincreasing. This fact leads to the following observation on
the (sampling distribution) robustness of Bayes minimax estimators for a normal
sampling distribution. If §7 (X) = (1 — ar(||X||2)/||X||2)X is a Bayes minimax
estimator with respect to a scale mixture of normal priors for a N (0, I,) sampling
distribution, and if () is nondecreasing, this Bayes minimax estimator remains
minimax for a multivariate-r sampling distribution in Example 5.1 as long as the
degrees of freedom is greater than two.

It is also interesting to note that, in general, there will be no uniformly optimal
choice of the shrinkage constant “a” in the James-Stein estimator if the mixing
distribution G(-) is nondegenerate. The optimal choice will typically depend on
[€]12. This is in contrast to the normal sampling distribution case, where G(-) is
degenerate, and where the optimal choice isa = (p — 2)o2.

5.2.2 Densities with Tails Flatter Than the Normal

In this section we consider the subclass of spherically symmetric densities f(||x —
6|%) such that, for any t > 0 for which f(¢) > 0,

LAQ R (5.4)

f@ -
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for some fixed positive ¢, where

1 o
F(t)= 5/ fw)du. (5.5)
t

This class was introduced in Berger (1975) (without the constant 1/2 multiplier).
This class of densities contains a large subclass of variance mixtures of normal

densities but also many others. The following lemma gives some conditions which

guarantee inclusion or exclusion from the class satisfying (5.4) and (5.5).

Lemma 5.1 Suppose X has density f(||x — 0]%).
(1) (Mixture of normals). If, for some distribution G on (0, 00),

x —0?) = L s OOU—I’/ZeX _M dG v
Sl (] =) p 7 (v)

where E [V_”/ 2] is finite, E denoting the expectation with respect to G, then
£ () is in the class (5.4) with ¢ = E[V~=P2T1/E[V=P/2] for p = 3.

(2) If f(t) = h(t)e™* with h(t) nondecreasing, then f(-) is in the class (5.4).

3) If f(t) = e~ 8D where g(t) is nondecreasing and lim;_, o g(t) = oo, then
f (@) is not in the class (5.4).

Proof (1) Applying the definition of F' in (5.5) we have

1 oo
F@) = E,/ f(uw)du
13

1 o0 o0

_ -p/2 _

= N 27‘[)1"/; /() v exp {—u/2v}dG(v)du
1

~ W)

Hence the ratio in (5.4) equals

/Oo pP/2H] exp {—1/2v}dG(v).
0

F(t)y  fo v PP exp{—t/2v) dG(v)
F@&) [ vP2exp{—1/2v} dG(v)
_ o v aGw)
fooo vP/2dG(v)

—p/2+1
_ Etvorey (5.6)
E[V—r/2]
The inequality follows since the family of densities proportional to the function v
v™P/% exp {—t/2v} has monotone (increasing) likelihood ratio in the parameter .
Note that if p > 3, E[V~?/?] < oo implies E[V ~P/?>*1] < co. This completes the
proof of (1).
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(2) In this case it follows

F() 5[ hwe du
f@ h(t)e—at

1 00
> _/ e—a(u—t)du
=5 i

1

2a°

Hence (5.4) is satisfied with ¢ = 1/2a, which proves (2).
(3) In this case it follows

F@ _ o J7 e (—augw) du

lim —— = lim
t—oo f(r) 1—oo  exp{—atg(1)}
o0
= lim exp {—aug(u) +atg(t)} du
11— 00 t
o0
= tlim exp{—a(u+1t)g(u+1t)+atg(t)}du
— 00 0
o
< lim exp {—aug(t)}du
—00

Hence f(¢) is not in the class (5.4), which shows (c). |

Part (2) of the lemma shows that densities with tails flatter than the normal (and
including the normal) are in the class (5.4), while densities with tails “sufficiently
lighter” than the normal are not included. Also the condition in part (3) is stronger
than necessary in that it suffices that the condition hold only for all # larger than
some positive K. See Berger (1975) for further details and discussion.

Example 5.3 Some specific examples in the class (5.4) include (see Berger 1975
for more details)

(1)  f@t)=K/cosht  (c~1)2)
)  f@) =Kt(1+1>)" withm > p/4 (c=m/2)
B  fO=Ke " FP/A+e M (c=a/2)

4  fO=Kt"eforn=0 (c=1).

The latter two distributions are known as the logistic type and Kotz , respectively.
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The following lemma plays the role of Stein’s lemma (Theorem 2.1) for the
family of spherically symmetric densities.

Lemma 5.2 Let X have density f(||x—0|?) and let g(X) be a weakly differentiable
function such that Eg[|(X — 0)Tg(X)|] < oco. Then

FUX =01 . }
————d X
Fax o

Egl(X —6)'g(X)] = Ee[
=CE} |:div g(X)]

where F(t) is defined as in (5.5) and Ej; denotes expectation with respect to the
density

o L g — o)
X — X —
C
and where it is assumed that
C = / F(|lx —0]?) dx < 0o.
RP

Proof Note that the existence of the expectations in Lemma 5.2 will be guaranteed
for any function g(x) such that E@[llg(x)||2] < 00 as soon as E0[||X||2] < o0.
The proof will follow along the lines of Sect. 2.4 making use of Stokes’ theorem. It
follows that

E[(X - 6)'g(X)]

= /Rp(x —0)"g(x) f(lIx — 0] dx

2/00/ (x—@)Tg(x) f(||x—0||2)d0R,9(x) dR (by Lemma 1.4)
0 N

o0 _ T
:/ / ( x -0 ) dogo(x) R f(RY) dR
0 Jspe \Ix =0

o0
= / / divg(x)dxR f(Rz) dR (Stokes’ theorem)
0 Br.o

o0
= / div g(x) Rf(RZ) dR dx (Fubini’s theorem)
RP llx—1l

:/ div g(x) F(llx — 0]|) dx
RP
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— E, [divg(x)F(Hx——GHz)]
f(lx =01
=CEj [div g(X):|

O

Now, with the important analog of Stein’s lemma in hand, we can extend some
of the minimaxity results from the Gaussian setting to the case of spherically
symmetric distributions. The following result gives conditions for minimaxity of
estimators of the Baranchik type.

Theorem 5.2 Let X have density f(||x — 60||%) which satisfies (5.4) for some 0 <
¢ < 00. Assume also that Eo[||X||?] < oo and Eo[|| X || ~2] < oo. Let

- ar(||X||2)>X

B
ar X0 = (1 X2

where 1 (-) is absolutely continuous. Then 85 +(X) is minimax for p > 3 provided

1) 0<a<2c(p-—2),
2) 0<r(®) <1,and
(3) r(-) is nondecreasing.

Furthermore 85 +(X) dominates X provided both inequalities are strict in (1) or
in (2) on a set of positive measure or if r'(+) is strictly positive on a set of positive
measure.

Proof We note that the conditions ensure finiteness of the risk so that Lemma 5.2 is
applicable. Hence we have

F230X1»H L ar(XIHXT(X —6)
R, 58 =E[X—92+‘”(” ) }
0.82,) = Eo| | I X X
ar?(IIX11%) . (r(||X||2)X>F<||X—9||2)]
=RO,X)+aEy| ———— —2d
@ %) +a 9[ X2 \TixiE ) rax—ep

by Lemma 5.2. Therefore the risk difference between 85 ~(X) and X equals

Car?(IX11?) (2(p —2r(IX]1?) , F(IX —0]%
A =abs| Txp T ( X2 A (”X”2)> Fax —9||2>]
‘r(||X||2>< F(IX —9||2)>]
Eo| ——=—a—-2(p—2) ———— =
=abo| T @A Sk Tap
Cr(1X12)
<a E@ _W(a — 2([7 - 2) C)i|

<0.

The domination part follows as in Theorem 5.1. O
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Theorem 5.2 applies for certain densities for which Theorem 5.1 is not applicable
and additionally lifts the restriction that r(¢)/¢ is nonincreasing. However, if the
density is a mixture of normals, and both theorems apply, the shrinkage constant
“a” given by Theorem 5.1 (with a = 2(p — 2)/E[V~']) is strictly larger than that
for Theorem 5.2 ( with @ = 2(p — 2)c) whenever the mixing distribution G (-) is not
degenerate. To see this note that

1 E[v—p/2+l]
il e —
E[V-1] E[V—P/2]
or equivalently
E[V™P? > E[v NE[V—P/*T]
whenever the positive random variable V is non-degenerate. Note also that
E[V~1] < 0o whenever E[V~?/2] < 0o and p=>3.

Example 5.4 (The multivarite Student-t distribution, continued) Suppose X has a
p-variate Student-t distribution with v degrees of freedom as in Example 5.1, so
that V has an inverse Gamma(v/2, v/2) distribution. In this case

2p/2r(p+v)

ELVT"2) = VP20 (3)

=< |19

which is finite for all v > 0 and p > 0.

The bound on the shrinkage constant, “a”, in Theorem 5.1 is 2(p — 2) as shown in

Example 5.1, while the bound on “a”, in Theorem 5.2, as indicated above, is given
by

E[v—p/Q—H]

2(p — Z)W

v
=2(p-2)| ——— 2(p —2).
(p )<v+p_2> <2(p-2)
Hence, for large p, the bound on the shrinkage factor “a” can be substantially less
for Theorem 5.2 than for Theorem 5.1 in the case of a multivariate-r sampling
distribution. Note that, for fixed p, as v tends to infinity the smaller bound tends

to the larger one (and the Student-¢ distribution tends to the normal).

Example 5.5 (Examples 5.3 continued) All of the distributions in Example 5.3
satisfy the assumptions of Theorem 5.2 (under suitable moment conditions for the
second density). It is interesting to note that for the Kotz distribution , the value of ¢
(= 1), as in (5.4), doesn’t depend on the parameter n > 0. Hence the bound on the
shrinkage factor “a” is 2(p — 2) and is also independent of », indicating a certain
distributional robustness of the minimaxity property of Baranchik type estimators
witha < 2(p — 2).
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With additional assumptions on the function F(¢)/f () in (5.4) (i.e. it is either
monotone increasing or monotone decreasing), theorems analogous to Theorem 5.2
can be developed which further improve the bounds on the shrinkage factor “a”.
These typically may involve additional assumptions on the function r(-). We will
see examples of this type in the next section.

5.3 More General Minimax Estimators

We now consider minimaxity of general estimators of the form X + a g(X). The
initial results rely on Lemma 5.2. The first result follows immediately from this
lemma and gives an expression for the risk.

Corollary 5.1 Let X have a density f(||x — 0||?) such that Eo[||X||*] < 0o and let
g(X) be weakly differentiable and be such that Eg[||g(X)|*] < oc.
Then, for loss L(0, 8) = ||8 — 0||%, the risk of X + a g(X) can be expressed as

RO, X +ag(X))=R(O,X)+ Ee[a2 lgX)I* +2a Q(IX — 011 div g(X)]
5.7
where

F(IX—01?

X—0)=—t——""~
ol 1) FAX=01D)

(5.8)

and where F(|X — 0|?) is defined in (5.5).

An immediate consequence of Corollary 5.1 when the density of f satisfies (5.4),
i.e. Q(t) > ¢ > 0 for some constant c, is the following.

Corollary 5.2 Under the assumptions of Corollary 5.1, assume that, for some ¢ >
0, we have Q(t) > c for any t > 0. Then X + g(X) is minimax and dominates X
provided, for any x € R?,

g% +2¢ div g(x) <0

with strict inequality on a set of positive measure.

The following two theorems establish minimaxity results under the assumption
that Q(¢) is monotone.

Theorem 5.3 (Brandwein et al. 1993) Suppose X has density f(||x — 0|%) such
that E0[||X||2] < oo and that Q(t) in (5.8) is nonincreasing. Suppose there exists a
nonpositive function h(U) such that Eg ¢[h(U)] is nondecreasing where U ~ Up g
(the uniform distribution on the sphere of radius R centered at ) and such that
Eg[|h(x)|] < oo. Furthermore suppose that g(X) is weakly differentiable and also
satisfies
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(1) divg(X) < h(X),
2 llgX)I*+2n(X) <0, and
(3) 0<a < Ey(IXI*/p.

Then 6(X) = X + ag(X) is minimax. Also §(X) dominates X provided g(-) is
nonzero with positive probability and strict inequality holds with positive probability
in (1) or (2), or both inequalities are strict in (3).

Proof Note that g(x) satisfies the conditions of Corollary 5.1. Then we have

R(0,8) = R0, X) +a Ela |gX)|* +2 Q(I1X — 6]) div g(X)]
= R0, X) +a E[Egglalg)|* +2 Q (R) div g(X)]]
where Eg g is as above and E denotes the expectation with respect to the radial
distribution. Now, using (1) and (2), we have
R(@#,8) < R(O,X)+aE[Erpol—2ah(X)+2 ORH (X
= R0, X) +2a E[(a — Q(R) Eg g[—h(X)]]
< R0, X) +2aEla — Q(RH)] Eg[~h(X)]
by the monotonicity assumptions on Eg g[A(-)] and Q(¢) as well as the covariance
inequality.
Hence, since —h(X) > 0, we have R(6,8) < R(0, X), provided 0 < a <
E[Q(R?)]. Now E[Q(R*)] = Eo[lX|*1/p by Lemma 5.3 below, hence § is

minimax. The domination result follows since the additional conditions imply strict
inequality between the risks. O

Lemma 5.3 For any k > —p such that E[R**?] < oo,
1
E[R*Q(R?] = —— E[RF?].
Q(R?) PR
In particular, we have
1

1
E[Q(R®)] = — E[R*] = — Eol|IX|*]
)4 p

and, for p > 3,

2
E[Q(R)}z L
R? p—2

Proof Recall that the radial density ¢(r) of R = || X — 6] can be expressed as
@(r) = o (S)rP~! f(r?) where o (S) is the area of the unit sphere S in R?”. By (5.8)
and (5.5), we have
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1 o0
EIRQ(RY)] = 5 /R el [ @

1 o
= —/ / ||x||kdx f(@®)dt by Fubini’s theorem
2Jo Ja,

L[ v
3 / / o (8)r**P=1dgr f(r) dr by Lemma 1.4
0 0

Lo pkEp
= — S 1) dt
2/0 o) o 1)

1 o0
_ *29(r)dr by the change of variable r = r?
k+p Jo

1

k+p
Note that positivity of integrands and E[R**?] < oo implies E[R*Q(R?)] < oo.
O

The next theorem reverses the monotonicity assumption on Q(-) and changes the
condition on the function 4 (X) which, in turn, bounds the divergence of g(X).

Theorem 5.4 (Brandwein et al. 1993) Suppose X has a density f(|x — 0]%)
such that Eo[|X||*] < oo and Eo[1/||X||?] < oo and such that Q(t) in (5.8)
is nondecreasing. Suppose there exists a nonpositive function h(X) such that
Eryp [th(U)] is nonincreasing where U ~ Upg ¢ and such that Eg[—h(X)] < oo.
Furthermore suppose that g(X) is weakly differentiable and also satisfies

(1) divg(X) < h(X),

2) llgX)I*> +2h(X) <0, and

R
@) 0=a = GonamD:

Then 6(X) = X + a g(X) is minimax. Also §(X) dominates X provided g(-) is
nonzero with positive probability and strict inequality holds with positive probability
in (1) or (2), or both inequalities are strict in (3).

Proof As in the proof of Theorem 5.3, we have

R(6,8) < R0, X) +2a E[(a — Q(R?)) Eg o[—h(X)]]

2
— R, X) +2a E[(% - %) ER,g[—th(X)]:|
2
< RO, X) +2a E[% _ %] Enyol—R3 h(X)]

where Ry is a point such that a — Q(R(%) = 0, provided such a point exists. Here we
have used the version of the covariance inequality that states
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Ef(X)g(X) < Ef(X)g(Xo)

provided that g(X) is nondecreasing (respectively, nonincreasing) and f(X)
changes sign once from + to — (respectively, — to +) at Xo. But such a point
Ry does exist provided

a QR
E[ﬁ - T} =0

since Q(Rz) is nondecreasing.

It follows that R(6,8) < R(6, X) provided that a E[ 5] < E[%’?]. However

E[ Q§§2>] = ﬁ by Lemma 5.3 and hence the result follows as in Theorem 5.3. O

Note that the bound on “a” in both of these theorems is strictly larger than the
bound in Theorem 5.2 provided Q(Rz) is not constant. This is so since the bound in
Theorem 5.2 is based on ¢ = inf Q(Rz) while, in these results, the bound is equal
to a (possibly weighted) average of Q(R?).

We indicate the utility of these two results by applying them to the James-Stein
estimator.

Corollary 5.3 Let X ~ f(|lx —0|?) for p > 4 and let §]5(X) = (1 = b/| X|H)X.
Assume also that Eo[||X||*] < oo and Eo[1/|X||*] < oc. Then 85 (X) is minimax
and dominates X provided either

(1) O(RY) is nonincreasing and

Eoll X
0<b<2(p-2) , or
)4

(2) Q(R?) is nondecreasing and

2
0<b< ——
Eo(1/11X11%)
Proof We apply Theorems 5.3 and 5.5 with g(X) = —[2(p — 2)/||X||2]X,
divg(X) = -2(p — 2)2/||X||2 = h(X). It follows from Lemma A.5 in

Appendix A.10 that when p > 4, Ey g[h(U)] is nondecreasing in R and
Eg’R[th(U)] is nonincreasing in R. Hence, if Q(Rz) is nonincreasing, Theo-
rem 5.3 implies that

_2(p—2a

5.(X) = X
¢ X2

JS
X =03 (p-2a(X)

is minimax and dominates X provided 0 < a < Eo[||X||*]/p or equivalently 0 <
2(p—2)a < 2(p—2) Eo(| X||*)/p which is (1) with b = 2 (p — 2) a. Similarly,
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applying Theorem 5.5 when Q(R?) is nondecreasing, we find that 8, (X) is minimax
and dominates X if

- 1
(p =2 Eo(1/11X11?)

which is (2). O

0<a

Example 5.6 (Densities with increasing and decreasing Q(R?)) Note first that
variance mixtures of normal distributions have increasing Q(Rz) since, by (5.6)
and (5.8), Q(Rz) may be viewed as the expected value of V with respect to a family
of distributions with monotone increasing likelihood ratio in r = R?. Note also that
the bound for the shrinkage constant “a” in a James-Stein estimator is the same in
Corollary 5.3 as it is in Theorem 5.1 for mixtures of normals.

We also note that, if we consider f(¢) to be proportional to a density of a positive
random variable, then 2 Q(¢) is the reciprocal of the hazard rate. There is a large
literature on increasing and decreasing hazard rates (see, for example, Barlow and
Proschan 1981).

We note that the monotonicity of Q(¢#) may be determined in many cases by
studying the log-convexity or the log-concavity of f(¢). In particular, if In f(¢) is
convex (concave), then Q(7) is nondecreasing (nonincreasing). To see this, note that

lf,oof(u)du 1 °°f(S+t)dS

@) = =
2 f@ 2Jo  f@®

and hence Q(r) will be nondecreasing (nonincreasing) if % is nondecreasing
(nonincreasing) in ¢ for each s > 0. But, assuming for simplicity that f is
differentiable, for any ¢+ > 0 such that f(¢) > 0,

d(fis+D\  fOf+1)—fls+0)f (1)

E( £ >_ 0
_feED[f s+ (D)
N0 [f(s+t) - f(t)}
ACE )]
- f© [

%mf(s +1t)—d/dtln f(t)}-

This is positive or negative when In f(s + ¢) is convex or concave in f,
respectively. For example if X has a Kotz distribution with parameter n, f(f)
t"e~"/2, Then In f@) = K +nlnt — % which is concave if n > 0 and convex
if n < 0. Hence Q(¢) is decreasing if n > 0 and increasing if n < 0. Of
course the log-convexity (log-concavity) of f(¢) is not a necessary condition for
the nondecreasing (nonincreasing) monotonicity of Q(z). Thus, it is easy to check
that f(1) oc exp(—t?)exp[—1/2 f; exp(—u?) du] leads to Q(t) = exp(t?), which
is increasing. But log f(¢) is not convex.
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An important class of distributions is covered by the following corollary.

Corollary 5.4 Let X ~ f(|lx — 0|%) for p > 4 with f(t) x exp(—pBt%) where
o > 0and B > 0. Then SZS(X) = (1 —b/|X1®)X is minimax and dominates X
provided either

2 p=2 I'((p+2)/2a)
() a <1and0 <b < ﬁuapTWW

2 I'(p/2a)
) a>1and0<b<mm-

Proof By the above discussion, O(R?) is nonincreasing (nondecreasing) for o > 1
(o < 1). Then the result follows from Corollary 5.3 and the fact that

P rgth
EolIXI) = e T 5y

fork > —p. O

The final theorem of this section gives conditions for minimaxity of estimators
of the form X + a g(X) for general spherically symmetric distributions. Note that
no density is needed for this result which relies on the radial distribution defined in
Theorem 4.1.

We first need the following lemma which will play the role of the Stein lemma
in the proof of the domination and minimaxity results.

Lemma 5.4 Let X have a spherically symmetric distribution around 0, and let
g(X) be a weakly differentiable function such that Eg[ |(X — 0)Tg(X)|] < oo.
Then

1
Eol(X —0)"g(X)] = ;E[Rz /B div g(X) d”f/R,e(X):I

R0

where E denotes the expectation with respect to the radial distribution and where
VR0 (+) is the uniform distribution on B g, the ball of radius R centered at 0.

Proof Let p be the radial distribution and according to Theorem 4.1, we have

E[(X —6)"g(X)] 2/ / (x —0)'g(x)dUr,6(x)dp(R)
Ry JSryo

_ R (x — 9)T
- /R+ oR,0(SR,0) N ¥ lx — @ g(x)dog g(x)dp(R)

R
/ _ div g(x) dx dp(R) by Stokes’ theorem
R, OR.0(SR.0) JBr s

L / / div g(x) d ¥ o(x) R*dp(R)
D JRy JBry

since the volume of Bg g equals A(Br,g) = Rog.0(Sr,0)/P- m|
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Theorem 5.5 (Brandwein and Strawderman 1991a) Ler X have a spherically
symmetric distribution around 6, and suppose Eo[|| X ||*]1 < oo and Eo[1/|X*] <
0. Suppose there exists a nonpositive function h(-) such that h(X) is subharmonic
and ER,Q[R2 h(U)] is nonincreasing where U ~ g g and such that Eg[|h(x)|] <
oo. Furthermore suppose that g(X) is weakly differentiable and also satisfies

(1) div g(X) < h(X),

) I8COI* +2h(X) =0, and
3)0=<acx PE/IXID"

Then §(X) = X +a g(X) is minimax. Also §(X) dominates X provided g(-) is non-
zero with positive probability and strict inequality holds with positive probability in
(1) or (2), or both inequalities are strict in (3).

Proof Using Lemma 5.4 and Conditions (1) and (2), we have

R(6,8) = R0, X) +a Eglag(X) | +2(X —6)"g(X)]
< R, X)+2a Eg[ —ah(X)+ (X —60)'g(X)]

= R0, X) + Za{Eg[ —ah(X)] + %E[sz divg(X)d”//R,g(X)“
B

R0

< R(9,X)+2a{E9[—ah(X)] + %E[RZ/ h(X)d"//R,g(X)“.
B

R0

By subharmonicity of & (see Appendix A.8 and Sections 1.3 and 2.5 in du Plessis
1970),

/ hX)dVr.o(X) < / h(X)d%r.0(X).
BRr.o N

Hence,

1 2
R(6,8) < R, X) —|—2a{E9[—ah(X)] + ;E|:R / h(X) daz/R,g(X)“
S

R.0

) < R2/ h(X)dﬁZ/R,g(X)ﬂ
SR.6

) — ER e[th(X)])}

= R(Q,X)+2aE

’E)IQ

%Ig

< R(@,X)+2aE

%IQ

=R©O,X)+2aE (

)] — Ero[R*h(X)]].

"BI—‘
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The last inequality follows from the monotonicity of Egg [th(X )] and the
covariance inequality. Hence R(0, §) < R(f, X) when E [a /RZ—1/ p] < 0 which
is equivalent to (3). The domination part follows as before. O

We note that the shrinkage constant in the above result 1/{pEo[l/|| X 121} is
somewhat smaller than the constant in Theorem 5.4 (a = 1/{(p —2)Eo[1/] X|I*1}),
but Theorem 5.5 has essentially no restrictions on the distribution of X aside from
moment conditions (which coincide in Theorems 5.4 and 5.5). In particular we do
not even assume that a density exists! However there is an additional assumption of
subharmonicity of /.

The following useful corollary gives minimaxity for James-Stein estimators in
dimension p > 4 for all spherically symmetric distributions with finite Eg[|| X 1]
and Eo[1/]| X||?].

Corollary 5.5 Let X have a spherically symmetric distribution with p > 4, and
suppose Eo[||X||?] < oo and Eo[1/]|X||?] < oc. Then

875 (x) = (1 — L)x
a X X2

is minimax and dominates X provided

1

O<a< ————.
pE0(1/1X1?)
Proof Here g(X) = —X/||X||> and is weakly differentiable for p > 3. Then
divg(X) = —(p —2)/|1X||*> and ||g(X)||> = 1/]|X||* so that Conditions (1) and (2)
of Theorem 5.5 are satisfied with h7(X) = —oz/||X||2 where 0 < o < p — 2. Now
the subharmonicity of 4 (X) and its monotonicity condition hold since it is shown in
the appendix that, for p > 4, 1/||X||2 is super-harmonic (so that ER,9[1/||X||2] is
nonincreasing in R) and that RZER’9[1/||U||2] is nondecreasing in R.
Furthermore, it is worth noting that ER,9[1/||U||2] is nonincreasing in |[|6]|
(see Lemma A.5 and remark that follows). Hence, for any 6 € R”, we have
Eg[—h(X)] < oo since

Erol1/1XI21 < Erol1/11X2|I]
so that
Eo[1/1X11”1 < Eol1/11X]%] < o0,

by assumption. O

Example 5.7 (Nonspherical minimax estimators) In Sect.2.4.4, we considered esti-
mators which shrink toward a subspace. Theorem 5.5 allows us to show that
estimators of this type are minimax for general spherically symmetric distributions.
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To be specific, suppose V is a s < p dimensional linear subspace and let

84(X) = Py X + <1 )(X—PVX).

IX — PvX|?

As in the proof of Theorem 2.6, it can be shown that the risk of §,(X) equals

a 2
1—— )Y, — s 5.9
‘( ||Yz||2>2 2 } 69

where Y1, Y3, v; and v; are as in Theorem 2.6.
In the present case, Y> has a spherically symmetric distribution about v, of
dimension p — s. Hence, by Theorem 5.5,

R(0.84(X)) = Ey,[|IY1 — vilI°] + Evzl:

E(0,8,(X)) < Ey,[1Y1 — vi]21+ Ew, (Y2 — v2l*]
= Eg|lX — 0|
= R(0, X),

provided p — s > 4 and

1

0O<a< .
(p—s) Eol1/11X — Py X|?]

5.4 Bayes Estimators

In this section, we consider (generalized) Bayes estimators of the location vector
6 € RP of a spherically symmetric distribution. More specifically let X be a random
vector in R? with density f(]lx — 0]|*) and let 7(0) be a prior density. Under
quadratic loss [|§ — 0|2, the (generalized) Bayes estimator of 6 is the posterior mean
given by

1
Sn(X)zX—i——/ (9—X)f(||X—9||2)n(9)d9 (5.10)
m(X) Jrp
where m(x) is the marginal
m(x) = /RP flix — 0117 (6) do. (5.11)

Recall from Sect.3.1.1 that, in the normal case (that is, f (1) o exp(—t/202)
with o2 known) the superharmonicity of /m(x) is a sufficient condition for
minimaxity of 8 (X). This superharmonicity is implied by that of m(x) and in
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turn by that of 7 (6). While in the nonnormal case minimaxity has been studied by
many authors (for example, see Strawderman (1974b); Berger (1975); Brandwein
and Strawderman (1978, 1991a)) relatively few results on minimaxity of Bayes
estimators are known. The primary technique to establish minimaxity is through
a Baranchik representation of the form (1 —ar (|| X 12)/11X11*)X. The minimaxity
conditions are essentially those developed in Theorems 5.3 and 5.4 and most of the
derivations are in the context of variance mixtures of normals. See Strawderman
(1974b), Maruyama (2003a) and Fourdrinier et al. (2008) for more discussion and
results on Bayes estimation in this setting.

The main difficulty in using Theorem 5.1 with mixtures of normals densities for
the sampling distribution is to prove the monotonicity (and boundedness) properties
of the function r(-). Maruyama (2003a) and Fourdrinier et al. (2008) consider
priors which are mixtures of normals as well. Their main condition for obtaining
minimaxity of the corresponding Bayes estimator is that the mixing density g of the
sampling distribution has monotone nondecreasing likelihood ratio when considered
as a scale parameter family. In Fourdrinier et al. (2008), explicit use is made of that
monotone likelihood ratio property for the mixing (possibly generalized) density &
of the prior distribution.

The main result of Fourdrinier et al. (2008) is the following. Consult that paper
for the somewhat technical proof.

Theorem 5.6 Let X be a random vector in RP (p > 3) distributed as a variance
mixture of multivariate normal distributions with density

Y Lllx =617 d 5.12
f(x)—/o WGXP B gw)dv (5.12)

where g is the density of a known nonnegative random variable V. Let w be a
(generalized) prior with density of the form

9)—/oo 1 ! ”9”2)h(t)dt (5.13
TO= )0 @ P\ T2 o

where h is a function from R into R such that this integral exists.
Assume that the mixing density g is such that

o0 o
E[V]:/ vg(v)dv < oo and E[V_p/2]=/ v g(v)dv < oo.
0

0
(5.14)
Assume also that the mixing function h of the (possibly improper) prior density 7 is
absolutely continuous and satisfies

lim — = ¢ (5.15)
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for some B < p/2 — 1 and some 0 < ¢ < o0. Assume, finally, that h and g have
monotone increasing likelihood ratio when considered as a scale parameter family.
Then, if there exist K > 0, to > 0 and a < 1 such that

h(t) <Kt ™™ for0 <t <1, (5.16)

the (generalized or proper) Bayes estimator 8y, with respect to the prior distribution
corresponding to the mixing function h is minimax provided that B satisfies
E[V‘P/Z-‘rl] 1
(p 2)[E[V]E[V_p/2] 2} <p (5.17)
For priors with mixing distribution /4 satisfying (5.16) and (5.17) an argument as
in Maruyama (2003a) using Brown (1979) and a Tauberian theorem suggests that
the resulting generalized Bayes estimator is admissible if 8 < 0. Maruyama and
Takemura (2008) have verified this under additional conditions which imply, in the
setting of Theorem 5.6, that Eo[I1XII°] < 0.
As an illustration assume that the sampling distribution is a p-variate Student-
t with ng degrees of freedom which corresponds to the inverse gamma mixing
density (ng/2, no/2), that is, to g(v) p~(0+2)/2 exp(—ng/2v). Let the prior be
a Student-¢ distribution with n degrees of freedom, that is, with mixing density
h(r) o t~t+2)/2 exp(—n/2t). It is clear that Conditions (5.14) and (5.15) are
satisfied with ng > 7. It is also clear that Condition (5.16) holds for any o < 1.
Finally a simple calculation shows that

E[V—P/2t]] ny — 2

E[VIE[V=P/2] ~ p+no—2

so that Condition (5.17) reduces to
2(ng — 2
n < (p_z)[L_l} _a
p+no—2

Note that, as n > 0, this condition holds if and only if p > 5 and

nog >3+ pL.
p—4
Other examples (including generalized priors) can be found in Fourdrinier et al.
(2008).

In the following, we consider broader classes of spherically symmetric dis-
tributions which are not restricted to variance mixtures of normals. Minimaxity
of generalized Bayes estimators is obtained for unimodal spherically symmetric
superharmonic priors 7 (||6 [1%) under the additional assumption that the Laplacian
of 7(||6)|?) is a nondecreasing function of 16/12. The results presented below are
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derived in Fourdrinier and Strawderman (2008a). An interesting feature is that their
approach does not rely on the Baranchik representation used in Maruyama (2003a)
and Fourdrinier et al. (2008). Note, however, that the superharmonicity property of
the priors implies that the corresponding Bayes estimators cannot be proper (see
Theorem 3.2).

First note that, for any prior 7 (0), the Bayes estimator in (5.10) can be written as

VM (X)

82(X) = nX)

(5.18)

where, for any X € R?,

M(x) = / F(llx — 6% 7 (60)d6
RP

with F given in (5.5). Thus §; (X) has the general form 8, (X) = X + g(X) (with
g(X) = VM(X)/m(X)). If the density f(|lx — 6]|%) is as in Sect.5.2.1, that is,
such F(¢)/f() = ¢ > 0 for some fixed positive constant ¢, then Corollary 5.2
applies and 6, (X) = X 4+ g(X) = X + VM (X)/m(X) is minimax provided, for
any x € R?,

2¢ divg() + g <
In particular, it follows that if

AM (x) VM(x)-Vm(x) |[VMx)|?
c —2c
m(x) m2(x) m2(x)

2
E(;[ ] < 00,
8, 1S minimax.

For a spherically symmetric prior 77(||0]|?), the main result of Fourdrinier and
Strawderman (2008a) is the following.

<0 (5.19)

and

‘ m(X)

Theorem 5.7 Assume that X has a spherically symmetric distribution in R? with
density f(||x —01%). Assume that 0 € R? has a superharmonic prior 7w (||0|?) such
that 7w (||0|1?) is nonincreasing and Am(||0]|?) is nondecreasing in ||0||>. Assume
also that

| %
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Then the Bayes estimator §; is minimax under quadratic loss provided that f(t) is
log-convex, ¢ = %8; > 0and

/Oo FOP2dr < 4c/oo — 1 (OtP?dt < 0. (5.20)
0 0

To prove Theorem 5.7 we need some preliminary lemmas whose proofs are given in
Appendix A.9. Note first that it follows from the spherical symmetry of 7 that, for
any x € R?, m(x) and M (x) are functions of t = ||x ||2. Then, setting

m(x) =m(t) and M(x)= M),
we have

Vm(x) =2m'(t)x and VM(x)=2M(t)x. (5.21)

Lemma 5.5 Assume that 7' (t) < 0, for any t > 0. Then we have M'(t) < 0, for
anyt > 0.

Lemma 5.6 For any x € R?,
o0
x - Vm(x) = —2/ Hu,t)u?’? f'(u) du

0
and

o0

x-VM(x) = / Hu,t)ul? f(u)du
0

where, for u > 0 and fort > 0,

Hu, 1) =A(B)/ x- 07 (1617 dY, s, (6) (5.22)
B i,

and ¥V Ju,x 1S the uniform distribution on the ball B ;  of radius Ju centered at x
and A(B) is the volume of the unit ball.

Lemma 5.7 For any t > 0, the function H(u,t) in (5.22) is nondecreasing in u
provided that An(||9||2) is nondecreasing in ||6 ||2.

Lemma 5.8 Let h(||0 — x||?) be a unimodal density and let () be a symmetric
function. Then

/ x-0v@) h(16 —x|*)d6 >0
Rp

as soon as \ is nonnegative.
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Proof (Proof of Theorem 5.7) By the superharmonicity of 7(|6]%), we have
AM (x) < 0for all x € R? so that by (5.19), it suffices to prove that

—2¢VM®x)-Vm&) + [IVM@)|? <0 (5.23)

for all x € RP. Since m and M are spherically symmetric, by (5.21), (5.23)
reduces to —2cM'(t)m’(t) + (M’(z‘))2 < 0 where t = |x||>. Since M'(t) <
0 by Lemma 5.5, (5.23) reduces to —2cm’(t) + M'(t) > 0 or, by (5.21), to
—2cx-Vm(x)+x-VM(x) > 0or, by Lemma 5.6, to

[ ()
J )

4cE|:H(u, t) i| + E[h(u,t)] =0, (5.24)

where E denotes the expectation with respect to the density proportional to
uP/’? f (u). Since, by assumption, A (||0]|?) is nondecreasing in [|0]|%, H (u, t) is
nondecreasing in u by Lemma 5.7. Furthermore f’(u)/f (1) is nondecreasing by
log-convexity of f so that (5.16) is satisfied as soon as

S )
S

4cE[H(u,t)]E|: i| + E[H(u,t)] > 0. (5.25)

Finally, as 7/ (]|0]|?) < 0 by assumption, Lemma 5.2 guarantees that H (i, 1) < 0
(note that V Jix has a unimodal density) and hence (5.25) reduces to

f'(w)
J )

which is equivalent to (5.20). |

4cE|: i|+1§0

Several examples of priors and sampling distributions which satisfy the assump-
tions of Theorem 5.7 are given in Fourdrinier and Strawderman (2008a). We briefly
summarize these.

Example 5.8 ( Priors related to the fundamental harmonic prior) Let JT(||0||2) =

1 C
<—2> withA >0and0 <c < £ —1.
A+ 6]

Example 5.9 (Mixtures of priors) Let (7y)qea be a family of priors such that the
assumptions of Theorem 5.7 are satisfied for any « € A. Then any mixture of the

form / 7o (1011*) dH (a) where H is a probability measure on A satisfies these

A
assumptions as well. For instance, Example 5.8 withc = 1, p > 4, A = « and the
1—v

gamma density o —> ma_”e_ﬂ“ with 8 > 0and 0 < v < 1 leads to the
—v
prior

9 2
0117277 P17 (v, BlIO12),
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where
o0
I'(v,y) =/ e *x'ldx
)7

is the complement of the incomplete gamma function.

Example 5.10 (Variance mixtures of normals) Let

o [ u NP2 —ull0*
n<||9||>—/0 <E> exp(T> h(u)du

a mixture of normals with respect to the inverse of the variance . As soon as, for any
u>0,
uh’(u
W _
h(u)

’

the prior 7 (]|0 ||2) satisfies the assumptions of Theorem 5.7. Note that the priors in
Example 5.10 arise as such a mixture with /(1) auk—r/21 exp(—A/2u).

Other examples can be given and a constructive approach is proposed in
Fourdrinier and Strawderman (2008a).

We now give examples of sampling distributions which satisfy the assumptions
of Theorem 5.7.

Example 5.11 (Variance mixtures of normals) Let

f@t)=Q@m)" P2 /OO v P2 exp (—L> h(v) dv
0 2v

where £ is a mixing density and let V be a nonnegative random variable with density
proportional to f(¢). If E[V~P/?] < coand E[V] E[V‘p/z]/E[V_P/2+1] < 2then
the sampling density f satisfies the assumptions of Theorem 5.7.

Example 5.12 (Densities proportional to e—ar’ ) Let

f=Ke
where o > 0, % < B < 1 and K is the normalizing constant. Then the sampling
density f satisfies the assumptions of Theorem 5.7 as soon as f is in a neighborhood
of the form |1 — ¢, 1] with € > 0. However, note that these are not satisfied when

B=1/2.

Fourdrinier and Strawderman (2008a) give other examples with densities propor-
tional to e~ +A¢() where ¢ is a convex function.
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5.5 Shrinkage Estimators for Concave Loss

In this section we consider improved shrinkage estimators for loss functions that
are concave functions of squared error loss. The basic results are due to Brandwein
and Strawderman (1980, 1991b) and we largely follow the method of proof in the
later paper. The general nature of the main result is that (under mild conditions) if
an estimator can be shown to dominate X under squared error loss then the same
estimator, with a suitably altered shrinkage constant, will dominate X for a loss
which is a concave function of squared error loss.

Let X have a spherically symmetric distribution around 6, and let g(X) be a
weakly differentiable function. The estimators considered are of the form

(X)) =X +ag(X). (5.26)
The loss functions are of the form
L, $6) :€(||8—9||2), 5.27)

where £(-) is a differentiable nonnegative, nondecreasing concave function (so that,
in particular £/'(-) > 0).

One basic tool needed for the main result is Theorem 5.5, and the other is the
basic property of the concave function £(-) that £(r + a) < £(t) + al/(1).

The following result shows that shrinkage estimators that improve on X for
squared error loss also improve on X for concave loss provided the shrinkage
constant is adjusted properly.

Theorem 5.8 (Brandwein and Strawderman 1991a) Ler X have a spherically
symmetric distribution around 0, let g(X) be a weakly differentiable function, and
let the loss be given by (5.27).

Suppose there exists a subharmonic function h(-) such that Eg, r[R? h(U)] is
nonincreasing where U ~ g . Furthermore suppose that the function g(-)
satisfies Ej[||g(X)| 121 < oo and also satisfies

(1) div g(x) < h(x), for any x € RP,
) g |I> + 2h(x) <0, for any x € R?, and
() 0= = smamm
where Ej refers to the expectation with respect to the distribution whose Radon-
Nikodyn derivative with respect to the distribution of X is proportional to €' (|| X —
o11%).

Then §(X) = X + ag(X) is minimax. Also 6(X) dominates X provided
g(-) is non-zero with positive probability and strict inequality holds with positive
probability in (1) or (2), or both inequalities are strict in (3).
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Proof Note, by concavity of £(-) and the usual identity

R(0,8) = Egl£(||8(X) — 0]1)]
< Egle(l1X —011%)]
+Eg[€ (11X — 011*)(@*|g(X) 1> + 2a(X — 6)'g(X))].

Hence, the difference in risk, R(6, §) — R(0, X) is bounded by

R(6,8) — R0, X) < Eg[€' (11X — 011))(@*1g(X)I1* + 2a(X — 6) g(X))]
= E}[(@*1g(X)I* +2a(X — 6) g(X))]
S 01

by Theorem 5.5 applied to the distribution corresponding to Ej. O



Chapter 6 ®
Estimation of a Mean Vector for Grechie
Spherically Symmetric Distributions II:

With a Residual

6.1 The General Linear Model Case with Residual Vector

In this chapter, we consider the canonical form of the general linear model
introduced in Sect.4.5 when a residual vector U is available. Recall that (X, U)
is a random vector around (@, 0) (such that dim X = dim 6 = p and dim U = dim
0 = k) with a spherically symmetric distribution, that is, (X, U) ~ §5,44(6,0).
Estimation of 6 under quadratic loss ||§—6||? parallels the normal situation presented
in Sects. 2.3 and 2.4 where X ~ 4,(6, 2] p) (with o2 known) and the estimators
of @ are of the form 8§(X) = X + o2g(X). In the case where 0% is unknown (see
Sect. 2.4.3), the corresponding estimators are

S
S(X)=X+ mg(x)

where S ~ o2 sz independent of X. Note that, when (XT,UT)T ~
N (07, 0N, o2 Ipti), S = |U|I>. This most basic case of the general linear
model suggests considering improved shrinkage estimators of the form

(X)) =X+ Mg(X) (6.1
k+2 '

for some function g from R” into R”. In this section,

2 1 2 1 2 1 2
0 = Var(X;) = Var(U;) = —Eg[lIX —0[I"] = - EollIU|I"] = E[R7],
)4 k p+k

where R = (| X — 0|2+ ||U||*)!/?, can be considered as known or unknown. When
o2 is unknown, ||U||?/k is an unbiased estimator of o2. Also, when o2 is unknown,

it is perhaps preferable to use the invariant loss ||6 — 6 |2/o? since the estimator X
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has constant risk p and is minimax for this loss provided the variance of X is finite,
while the minimax risk for the loss ||8 — 6|2 is infinite. Note that domination of an
estimator under one of these losses implies domination under the other.

When o2 is known, estimators of the form §(X) = X + 02g(X) can be used
and we will contrast these estimators with estimators (6.1) in the next section. One
advantage of the estimators in (6.1) is that they share a striking robustness property,
namely that, if [|g(X)||> + 2 div g(X) < 0, then X 4 g(X) |U||>/(k +2) dominates
X for any spherically symmetric distribution of (X, U). In particular, the form of
the density may not be known and indeed there is no need that a density exists. The
proof of this robustness property is given below and follows closely that of Cellier
and Fourdrinier (1995).

Assuming the risk of X is finite (i.e., Eg[[| X — 01>] = Eo[[ X||*] < o0o) the risk
of §(X) is finite if and only if EollIUI*11g(X)|I*] < oo and the difference in risk
between §(X) and X is

A@B)=R(@6,8) — RO, X)

2 4
L. +lgX)I? il } (6.2)

_ _ T
—Ee[2(X 0)'2(X) ;=5 =

The cross product term, that is, the first term in the right-hand side of (6.2) will
be analyzed as in the normal case. The following is the key adaptation of Stein’s
identity.

Lemma 6.1 (Stein type lemma for the general linear model: Cellier and Four-
drinier 1995) Assume that (X,U) ~ SS5(0,0) where dimX = dim6@ = p and
dimU = dim 0 = k. Then, for any weakly differentiable function g from R? into
R? such that

Ep[I(X —0)"g(X)|] < oo,

we have

U 4
Eo[(X — 0)"g(X) |UI?] = Ep [divgoo ! +”2]. (6.3)

Proof We will show that, conditionally on the radius R = || X — 6 12+ |UJI%, (6.3)
holds. First, conditionally on R, the left-hand side of (6.3) is expressed as (see
Corollary 4.2)

Era[(X —0)Tg(X) |U?] = /S (x — )" g (o) ul> d%g.o (x. )
RO
= / (x —0)"g(x) (R* — |lx — 1) dUr o (x, u)
SR.0

= (x—6)"g(x) cg*k(R2—||x—9||2)’</2dx (6.4)

Bro
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since, according to (4.4), X given R has density
k -
YRo() = Cg" (R — e = 01> g, (1)
with

I'((p+k)/2) RZPHH
I'(k/2) aP/2

Pk _
Cp =

Now, note that
(R? = [lx — 02 (x — 0) = Vy (x)

where

_(R2 _ ”x _ 9||2)k/2+1

o= k+2

Hence, using the classical identity
(Vy (1) g(x) = div (y (x) g(x)) — y (x) div g(x),
it follows from (6.4) that
Ero[(X —0)'g(X) |UI?] = A+ B
where
A= Cﬁ’k-/ div (y(x) g(x))dx
Bryo
and

B = Cg’k/B —y((x)divg(x)dx.
R.6

Applying Stokes’ theorem to the integral in (6.6) gives

x—0
lx — ol

A=Cpx y(x)g(x) dogg(x) =0
Sk Sgr.0

since, for any x € Sg g, y(x) = 0. The B term in (6.7) can be expressed as

(R* = |lx = 011>)*

B = di dx =F di X
/BM iv g(x) 12 YRro(x)dx R,G[ ivg(X)
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(6.5)

(6.6)
6.7)

(6.8)

}
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and, finally, the lemma follows from (6.4), (6.5) and (6.8). |

As a consequence of Lemma 6.1, we can derive a sufficient condition of
domination of 8(X) = X + |U||?/(k + 2)g(X) over the usual estimate X.

Theorem 6.1 Let (X, U) ~ §5,44(0, 0) and the loss be given by ||5 —9||2. Assume
that E¢[|| X ||*] < oo and Eg[|U|* |lg(X)|I*] < oc. Then an unbiased estimator of
the risk difference A(0) in (6.2) between §(X) = X 4+ g(X) ||U||2/(k +2)and X is

oy

. 2 M=
[2divg(X) + llg(X)l ](k+2)2‘

(6.9)

A sufficient condition for domination of §(X) over X is that, for any x € RP,
2 divg() +llg@I* <0 (6.10)

with strict inequality on a set a positive measure on RP.

Proof The proof of (6.9) follows immediately from (6.3) and (6.2). The domination
condition (6.10) is a direct consequence of (6.9). |

Remark 6.1 The addition of the residual term U in the estimate yields an interesting
and strong robustness property. Note that the hypotheses in Theorem (6.1) are
independent of the radial distribution and are consequently valid for any spherically
symmetric distribution. This is in contrast with the results of Sect. 6.2 which require
conditions on the radial distribution.

Differential expressions that lead to risk domination results, such as in The-
orem 6.1, have been extended to spherical and ellipitical location models by
several authors (see, for example, Cellier et al. 1989, Chou and Strawderman 1990,
Brandwein and Strawderman 1980, Brandwein and Strawderman 1991a, Cellier and
Fourdrinier 1995, Fourdrinier et al. 2003, Fourdrinier et al. 2006, Kubokawa 1991,
Maruyama 2003a, and Fourdrinier and Strawderman 2008a,b). A notable aspect of
many of the papers, in the presence of a residual vector U, is the development of
robust estimators in the sense that they are minimax for a wide class of spherically
symmetric distributions (see particularly, for example, Cellier et al. 1989, Cellier
and Fourdrinier 1995, and Fourdrinier et al. 2006).

The improved estimators in Sect. 5.3,without residual vector, require two critical
hypotheses. The first is the superharmonicity condition on an auxillary function
h such that ||g|?/2 < —h < —divg. Secondly these estimators require the
assumption that the function R — R’E R.oLh] is nonincreasing. In contrast, the
conditions for improvement of the improved estimator with the residual term
included share the same set of hypotheses as the general Stein type estimators in
the normal case (see Sect.2.3). As a result, estimators which dominate X (through
the differential inequality) in the normal case dominate X simultaneously for all
spherically symmetric distributions (subject to the finiteness of the risk). At this
point, we will focus on the so-called robust James-Stein estimators rather than
discussing general examples as in Sect. 2.3.
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Consider

a U
84 X)=|(1- X
ka5 (X0 ( X2 k+2

where a is a positive constant which is of the form (6.1) with g(X) = —aX /|| X|>.
Note this is the shrinkage in the basic James-Stein estimator in (2.13) with 0> = 1.
Using the divergence calculation of this g(X) from (2.16), the unbiased estimator
of the risk difference implied by (6.9) is,

) B Loy
(@ =2a =) I Gy e

and so it follows that domination occurs for 0 < a < 2(p — 2), and the optimal
constant a (i.e., with minimum risk) is a = p — 2. Note that this optimal a
is independent of the sampling distribution and yields improvement on X for
any spherically symmetric distribution. Hence the best a also has a nice robust
optimality property.

An alternative approach to the results of this section can be based on the
approach used in Lemma 5.2 where a density is assumed, that is, (X,U) ~
f(lx — 6> + |[U||?). This second approach has been used by many authors in this
and more general settings. For spherically symmetric distributions with a density
it is essentially related to the above method. A statement of this connection is
given at the end of this section. The proof is provided in the Appendix. Thus a
straightforward adaptation of the proof of Lemma 5.2 leads to

2 2 2
s 2 [FwX—eu+nUn>. uUn}
Eo[(X —0)"g(X) |UII7] &.mm—9W+mw%1”“mk+z
I Iu|?
=CE; |:d1vxg(X) k+2} (6.11)

where C and Ej are defined in Lemma 5.2. Similarly

U I U|?
&[MMN2£+QJ=E9U%?J+ggmamﬂ

[FAX =01+ 1U1%)
LAUX =612+ U117
[FAX =012+ 101 U2
LAUX =012+ U2 k+2

U2
=Cﬂﬁ[ijgnuxw1. (6.12)

divy (UIIU %) llg(X)Ilz]

nmxwﬂ
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Hence the difference in risk between X +g(X) ||U||?/(k+2) and X can be written as

U 2
c E;[(zdivg<X) +1gC01?) L”z] 6.13)

Note that the normalizing constant
C=/ F(llx — 611> + lul®) dx du . (6.14)
R? xRK

can be expressed, through a straightforward application of the Fubini theorem, as

1 ©
C=—— h(r)d 6.15
ikt " (r)dr (6.15)

where A (r) is the radial density. Thus C is the common variance of each coordinate
of (X, U). Therefore it follows from (6.13) that condition (6.10) is sufficient for the
minimaxity of the estimator X + g(X) || U ||?/(k + 2), provided we treat the density
£ () as fixed and known, which implies implicitly that o2 is known. Alternatively, if

a2 2
(X.U) ~ 1 (IIx ol +|IM||>

o Ptk f o2

where o2 is unknown, and the loss is [|§ — 6|2 /02, then X is minimax simul-

taneously for all such families where Eg[X|I*?] < oo. Hence (6.10) implies
simultaneous minimaxity for the entire class as well.

6.1.1 More General Estimators

In this section, we give results for a more general class of estimators of 6 of the form
8 = 8(X, ||U||?). The loss will be invariant squared error loss, i.e.

nlls — ol (6.16)
where n = 1/02, so that the risk is
R©,1.8) = Eoy [n 18X, ) — 6]2]. 6.17)

where Ejy ; denotes the expectation with respect to the density (6.33) with n =
1/02. For the rest of this section, we assume

Eo. [||x—9||2] < o0, (6.18)
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which guarantees that the standard estimator X has finite risk and is minimax. As
8(X, ||U||*) can be written as 8(X, [|[U||?) = X + g(X, |[U||?), the finiteness of its
risk is guaranteed by

Eon [ 180X IUIDIP] < o0 (6.19)

A version of the following lemma can be found in Fourdrinier et al. (2003). Its
proof follows closely the pattern of (6.11) and (6.12).
Lemma 6.2 Assume that the function g(x, |u|®) is weakly differentiable from
RPHK jnto RP. Then
W Eay [(X = 0)g(X. [UID)] = C B, [divkeX. 101D ] (6.20)

where E;»n is the expectation with respect to the density

"pC—HF(n (e =612 + 1u1?) ). (6.21)

provided either of the above expectations exists.
Similarly, for any weakly differentiable function h from RP1* into RP,

nEg, [UTh(X,U)] = C Ej; , [divyh(X, U)] , (6.22)

provided either of these expectations exists.

Thanks to Lemma 6.2, an expression of the risk difference between (X, ||U 1%
and X is given in the following proposition.

Proposition 6.1 Assume that Ey [||g(X U )||2] < 00. The risk difference between
(X, |UII?) = X + g(X, |U|1?) and X equals
BO.1,8) = B, 1, X) = C Ef, 08X, WUIP)],

where

Og(X, U

= 2divxg(X, |U|I*) +
e

d
lg(X, 1UIPI* +2 5lle (X, 917

s=IU?
(6.23)
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Proof A straightforward calculation of the risk difference gives

G, =1 Eon [2(X = 0)g (X, IUIP) + ll8(X, ||U||2)||2]

=1 Egy [2 (X —60)'e(X, IUII) +U" leX, 1T ]

|IU||2

Using Lemma 6.2 on each term in the brackets, we obtain
A, n) =CE; |2divyg(X 2 v (L je(x 217
;) = C Eg, | 2divyg(X, [|UI) + div ||U||2 g (X, 1T

||g(x 1o 11°

, k —
— CEg’,]|:2d1VXg(X, 1U11?) + T

T

||U||2 Vullg(X, U]l )II}

by the divergence formula. Finally expressing the gradient gives

. - 2 - 4 2y,2
A@O.n) = CEy | 2divxg(X, [U]I%) + div W g (X, NUII

IIg(X o2

S=|U|2:|

This result will be used in Sect.6.3 to develop generalized Bayes minimax
estimators. An easy corollary applicable to Baranchik type estimators of the form

IX12\ S
<l —ar <_S ) _||X||2) X (6.24)

is the following. The proof is left to the reader.

. k —
=C Eé‘,n[Z divxg(X. VI + 1705

9
2 —1g(X, S)|?
+ aSllg( I

O

Corollary 6.1 The estimator (6.24) dominates X simultaneously for all spherically
symmetric distributions SS, (0, 0) for which E;‘yn[HXHz] < 00 under loss (6.16)
provided

(a) 0<a=<2(p-2),
(b) 0<r() <1, and
(c) r() is nondecreasing.
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6.1.2 A Link Between Expectations with Respect to E;‘ 2
and Eg ;2 ’

We mentioned above that the two approaches to the results of this section are
connected. Here is a lemma, whose proof is postponed to Appendix A.6, which
makes explicit this connection thanks to a link between expectations with respect to

E;‘ﬂz and Eg 2.

Lemma 6.3 (Fourdrinier and Strawderman 2015) For any function y defined on
R? x Ry and for any 6 € R?, we have

P 2 1 loi? kj2—1
o CE9’02[7/<X, 1ol )]=E9,g2 2 U2 ), y(X,8)s ds |,

(6.25)

provided these expectations exist, where C is defined in (6.14).

6.2 A Paradox Concerning Shrinkage Estimators

In this section, we contrast the result of the previous section and Sect.5.2. We
continue our study of the problem of estimating the mean vector 6 of a spherically
symmetric distribution when the scale o> is known but when a residual vector U is
available.

In Sect. 5.2, we studied the important class of improved estimators, the James-
Stein estimators 65¢(X) = (1 —ac?/|IX ||2)X . The previous section provided
an alternative class of robust James-Stein estimators, that is, 6%, (X, U) = ( 1 -
a/ll X112 N\UI?/k + 2))X . In this section, we show that there often exist situations

where 6§;§ (X, U) dominates 5‘} ¢(X) simultaneously for all @ and hence that the
use of the residual vector U to estimate o> may be superior to using its known
value. This phenomenon seems paradoxical in the sense that the risk behavior of
an estimator may be improved by substituting an estimate for a known quantity.
This phenomenon adds to the attractiveness of the robust James-Stein class by
demonstrating not only domination of the usual estimator X simultaneously for
all spherically symmetric distributions, but also domination of the usual James-
Stein estimators in many cases. A similar paradox was found in the context of
goodness of fit testing by Wells (1990). The results of this section are Fourdrinier
and Strawderman (1996) and Fourdrinier et al. (2004).

Note that the paradox cannot occur in the case of a normal distribution since by
the Rao-Blackwell theorem, when o2 is known in the normal case, X is a complete
sufficient statistic so that the conditional expectation of 6% , (X, U) given X reduces

to Sljks/ ¢+2) (X) which dominates 8%, (X, U). Note also that, if the paradox holds
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for one value of o2 for a particular family, it holds for all values of o2 by the scale
equivariance of 6% 75(X, U) and, therefore, holds for any scale mixture. Hence, as
the normal distribution arises as a mixture of uniform distributions on spheres, and
also as a mixture of uniform distributions on balls, the paradox cannot occur for
these distributions as well.

For ease of presentation, it is convenient to define the general estimator 8, (X, U)
= (1—a||U||2°‘/||X||2)X fora = O or 1 and to assume o2 = 1. Note that, fora = 0,
86‘ = 5?3 and, fora = 1, 8? = 82/1(?2). As in Sect. 6.1, we assume the finiteness
of the risk of X (i.e., E0[||X||2] < o0) and it is clear that the finiteness of the risk of
85 (X, U) is guaranteed as soon as E9[||U||2°‘/||X||2] < 00. Under that condition,
the following proposition yields the risk of §5.

Proposition 6.2 Let the loss be || — 0||%. The risk of 85 equals

U % _9 U 12G+D)
R(83,9>=Eo[||X||2]+a2E9[” | ]—2ap E[” ” }

X112 k + 2a X112

Proof The risk calculation is a straightforward extension of the one in Lemma 6.1,
with g(x, s) = s%x/||x]|%. O

It is easy to deduce from Lemma 6.2 that, for any 8 € RP, the constant a for
which the risk of §§ is minimum is

JuPe+D
-2 Ey
a() = p [ X112 ]

- U (|4«
k + 2« Eﬁ[%]

The corresponding risk is

2 (E9[||U||2<"+” ])2

a(9) _ 21 (P -2 X112
R(82©,6) = Eo[IIX1%] (HZ“) £ IV (6.26)
X112

We already noticed in Sect. 6.1 that, for « = 1, the optimal a does not depend on
6 and equals ZT_g’ which can also be easily seen from the above expression. For
a = 0, the optimal a depends on 6 and equals

(S}

4]
a@) =P~ 2 Eo e
T

k Eg[
Then the paradox will occur if, for any a > 0, R((Sfp ~/04D) ) < R(35.0)

and will certainly occur if R((S%p_z)/(kﬂ), 0) < R((Sg(e), 0) with a(9) as in (6.27).
By (6.26), this is equivalent to

(6.27)

—_

X112
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(272) G < (22 m 1],

that is, to

( [ ]) k 2

IIXII2

Expression (6.28) is a general condition for the paradox to occur. Fourdrinier and
Strawderman (1996) developed a series of bounds for the quantities in the left-hand
side of (6.28). However the resulting sufficient condition was complex and could
be verified in a limited number of cases, the primary example being the Student
Student-z distribution case. Subsequently Fourdrinier et al. (2004) developed an
effective approach to deal with the expectations in (6.28) for the case of mixtures of
normals.

Assume that (X, U) has a scale mixture of normals distribution with the
representation

X, DIZ =2) ~ Npx(0,0), 2 Lpsk) (6.29)

where Z is a positive random variable. For model (6.29), expressions of the
expectations in (6.28) are given by the following lemma.

Lemma 6.4 Assume that (X, U) is a scale mixture of normals as in (6.29) and that
p > 3. Let ¢ > —k/2 and assume that E[Z971] < co. Then we have

||U||2q} r'k/2+q) [ | <||9||2)}
E — 211 ¢]
9[ X2 T (/2 Ty

where f,(y) = E [Y~1] for a random variable Y having a noncentral chi-square
distribution with p degrees of freedom and noncentrality parameter y.

Proof Note that X and U are independent conditional on Z and (|U||?/Z)| Z ~
x¢(0) and (| X112/2)| Z ~ x3(1|611*/Z). Hence we can write

e[w Z} =E[||U||2‘I|ZJE9[# Z}
X2 I1X12
2\ 4
s () | e el
z IX
_ ga-1oq T&/2+ @) <||9||2)
r'k/2) "'\ z

since ¢ > —k/2. Now use the fact that f, is bounded if p > 3 and E[Z97"] < 00
and uncondition to complete the proof. O
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It follows directly from Lemma 6.4 for ¢ = 0, 1, 2 that (6.28) is equivalent to

2 2
Hy(\) = (L0 2)]) K (6.30)
E[Zf,(A\/Z)E[Z7' f,(A2/2)]  k+2
forall A = |0 > 0.
Alternatively note that
Hz(0) = (EAWIE W)™ (6.31)

where W is a positive random variable with density

ha(w) = c(A) f (WP w)g(w)

where g is the density of V = Z 1 and c(}) is a normalizing constant. Then (6.28)
can also be expressed as

EWIE W > 1+ % (6.32)

forall A > 0.
The following main result shows that the paradox occurs for any nondegenerate
mixture of normals when the dimension of the residual vector U is sufficiently large.

Theorem 6.2 Assume that (X, U) is a scale mixture of normals as in (6.29), with
7 nondegenerate, E[Z] < oo and E[Z~'] < cc. Then, for any p > 3, there exists
a positive integer ko such that, for any integer k > ko, the optimal robust James-
Stein estimator 5%’ 7 32) (= 3?’ D/k+2) ) simultaneously dominates all James-Stein

estimators 89 (= & ).

Proof Setting H = sup; o Hz (), Condition (6.30) reduces to k > 2
From (6.31) we know (by covariance inequality) that Hz(A) < 1 with equahty 1f
and only if W is degenerate, that is, if and only if Z is degenerate, which corresponds
to the normal case. Then H < 1 and we only need to show that H < 1since H 7 18
continuous, and hence H does not depend on k.

Now it can be shown (see Lemma 3 in Fourdrinier et al. 2004) that

-1
lim Hz(L) = ( lim E;[W] lim EA[W_I])
A—00 A—>00 A—00

(U EZ2\!
B (E[Z]' E[Z])
(E[2))?

= TE[Z7]

<1,
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for p > 3 and nondegenerate Z. Since Hz(A) < 1 forall 2 and lim),oc Hz(2) < 1,
this implies H < 1. O

The necessity of nondegeneracy of Z is explicit in the proof of Theorem 6.2.
Therefore the paradox occurs only in the case of nondegenerate mixtures of normals
and not in the normal case, as previously noted.

Outside the class of mixtures of normals little is known. In the case where
the radial distribution is concentrated on two points, Fourdrinier and Strawderman
(1996) show that the paradox can occur for suitable weights. Showing the existence
of the paradox in other families of spherically symmetric distributions is an open
question.

6.3 Bayes Estimators

Let (X, U) be a random vector in R” x RF with density

I (nx 01" + lul ) (6.33)

o Ptk f o2

where 0 € R? and o0 € R \{0} are unknown. We assume throughout that p > 3.
We consider generalized Bayes estimators of 6 for priors of the form

z(lo1* n”, (6.34)

where 17 = 1/02, under the invariant quadratic loss in (6.16).

We first show that, under weak moment conditions, such generalized Bayes
estimators are robust in the sense that they do not depend on the underlying density
f. Furthermore, we exhibit a large class of superharmonic priors 7 for which
these generalized Bayes estimators dominate the usual minimax estimator X for the
entire class of densities (6.33). Hence this subclass of estimators has the extended
robustness property of being simultaneously generalized Bayes and minimax for the
entire class of spherically symmetric distributions.

Note that, paralleling Sect. 4.5, the above model arises as the canonical form of
the general linear model Y = VB + ¢ where V is a (p + k) X p design matrix,
is a p x 1 vector of unknown regression coefficients, and ¢ is an (p + k) x 1 error
vector with spherically symmetric density f(||e 12/02) /o PTk.

In the following, for a real valued function g(x, ||u %), we denote by Vyg(x,u)
and A,g(x, |u|?) the gradient and the Laplacian of g(x, lull?) with respect to
the variable x. Analogous notations hold with respect to the variable u. When
g(x, |lu||?) is a vector valued function, div, g (x, ||lu|?) is the divergence with respect
to x (here dim g(x, ||u||?) = dim x).

As previously noted, Stein (1981) shows that, when the density in (6.33) is
normal with known scale, the generalized Bayes estimator corresponding to a prior
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7 (6), for which the square root of the marginal density m(x) is superharmonic, is
minimax under the loss (6.16). Fundamental to this result is the development of an
unbiased estimator of risk based on a differential expression involving m(x) which
has become a basic tool in proving minimaxity.

Another line of research pertinent to this section is the development of Bayes
and generalized Bayes minimax estimators. In the case of a normal distribution with
known scale, see Sect. 3.1, When the scale is unknown, see Sect. 3.4. For variance
mixture of normals and, more generally, for spherically symmetric distributions with
no residual, see Sect. 5.4.

Maruyama (2003b) showed that, for spherically symmetric distributions with a
residual vector U and unknown scale parameter, the generalized Bayes estimator
with respect to a prior on 6 and 7 proportioned to n” ||]| ¢ is independent of
the density f and is minimax under conditions on a and b and under weak
moment conditions (see also Maruyama and Takemura 2008 and Maruyama and
Strawderman 2005, 2009).

The goal of this section is to extend the phenomenon in Maruyama (2003b)
to a broader class of priors of the form 7(|10]1%) n° with 7(]|6]|%) superharmonic.
In particular, in Sect. 6.3.1, we show that the generalized Bayes estimators do not
depend on the density f under weak moment conditions and, in Sect. 6.3.2, we prove
that these generalized Bayes estimators are minimax provided the prior 7 (||6 1) is
superharmonic and its Laplacian A (10)?) is a nondecreasing function of eln>,
under conditions on b, p and k.

In the case of a known scale parameter, Fourdrinier and Strawderman (2008a)
studied the same class of priors 7(6]% and proved minimaxity of generalized
Bayes estimators for a large subclass of unimodal densities. We rely strongly on the
techniques of that paper, as presented in Sect. 5.4.

6.3.1 Form of the Bayes Estimators

In Sect. 3.2 generalized Bayes estimators for the normal setting with an unknown
variance were discussed. In this subsection we extend the normal case to the
spherical setting with a residual vector, that is when the sampling distribution is of
the form of (6.33). In the normal setting the generalized Bayes estimators in (3.25)
were of the form X — @ X where F = ||X||?/||U|%. In the more general setting
of this subsection the shrinkage function is not a function of only F but is a more
general function of both X and |U |1 as in (3.17).

The results of this subsection and the next closely follow the developments in
Fourdrinier and Strawderman (2010). We will see that for the sampling distribution
in (6.33) and priors of the form (6.34), the generalized Bayes estimators do not
depend on the density (6.33); more precisely their expressions depend only on 7
and b provided that
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o0
/ f(z) tPTROR2HHL 4o oo, (6.35)
0

which is equivalent to
Eoa[(IXIP + 101222 < oo
Proposition 6.3 For a prior of the form (6.34) and loss (6.16), the generalized

Bayes estimator 8(X, |U||?) = X + g(X, U\ is such that, for any (x,u) €
R? x R,

0—x 2
f]R[’ (||X—0||2+Hu||2)(1)+k)/2+b+2 7T(||9|| )d@

g(x, lull® = (6.36)

1 2 ’
Jrr G T 1017) do

provided (6.35) holds and (6.36) exists and hence §(X, ||U||2) does not depend on
FO).

Note that g(x, ||u]|?) arises as

Ve M (x, ||lul?)
m(x, [lull?)

)

where m (x, ||u||?) is the marginal associated to 7 and the density

1
_ a2 2
o (e =0 + 1) o oo (637)
and M is the marginal associated to ¢ with
] 0
o) = 5/ p()dv. (6.38)
t

Therefore, for each fixed u, §(X, u) = X + g(X, u) with g(X, u) in (6.36) can be
interpreted as the Bayes estimator of  under the density ¢ and the prior 7 for fixed
scale parameter ||u| under the loss||§ — 6 |I2. This observation will be important in
the next subsection since it will allow us to use results in Sect. 5.4 (Fourdrinier and
Strawderman 2008a) which are developed for the case of known scale parameter.

Finally, note that existence of (6.36) will be guaranteed by the stronger finiteness
risk condition developed in the proof of Theorem 6.3. More generally, it suffices
that 7w be locally integrable and have tails that do not grow too fast at infinity. In
particular, superharmonic priors are locally integrable and have bounded tails.
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Proof of Proposition 6.3. The Bayes estimator under loss (6.16) is

En0|X, U]

S, NUIP = X U]

=X+gX, 1UIP,

with, for any (x, u) € R? x R,
E[n @ —x)|x,u]
E[nlx, u]
_ 1o Jar (0 —x) n PO £ (llx — 017 + [lull®) 7 (1011 n° d6 dn
Jo" S nPHO2EL £ (flx — 0112 + [ull2) (10112)n” d6 dn

_ o (g™ PO F (e — 017 + [lul) d) 6 — x) (161 d6
Jro (Jo7 n@HRO/2ZHH £ (lx — 012 + [ul2)) d n) 71012 do

g(x, ul®) =

by Fubini’s theorem. Now, through the change of variable = 7 (||x — 01> + |lu||?)
in the innermost integrals, we obtain

o gy < T f e Ta e 40
fRP f()oo t(PHR/2Hb+L f (7) de (||x_9||z+7ml|f2|;2+k)/2+b+z do
I fRP (||x_0ﬁglﬁiﬁg()”(iﬁg/nbﬂ do
f]Rp (“x_g||2+]T‘S|“92|£2+k)/2+b+2 do
thanks to (6.35). O

6.3.2 Minimaxity of Generalized Bayes Estimators

According to the expression of g(X, |U %) in (6.36), we give an expression of the
differential operator @'g(X, |U||?) in (6.23). The proof of Proposition 6.4 follows
from straightforward calculations.

2
Proposition 6.4 For g(X, |U|?) = %, (6.23) can be expressed as

AxMX, UI» Vxm(X, |UII)'"VxM (X, |U|?)
Og(X, |UIP =2 -

(6.39)
m(X, [U|?) m2 (X, [UT?)

k=2 [ VxMX U [P 8 [ VeMX.s) |

012 | mX U1 os | mXs) |y
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where, for any (x,u) € RP x Rk,

m(x, ||ul|?) = /R o(llx = 011> + lull®) w(I01*) do. (6.40)
and

M(x, ul?) = /R d(lx — 01> + ul®) (101> do (6.41)

with ¢ and ¢ given by (6.37) and (6.38).

In Sect. 5.4, we studied Bayes minimax estimation of a location vector in the case
of spherically symmetric distributions with known scale parameter. For a subclass
of spherically symmetric densities, we proved minimaxity of generalized Bayes
estimators for spherically symmetric priors of the form 77 (]|@]|?) under the following
assumptions (see Theorem 5.7 and also Fourdrinier and Strawderman 2008a, 2010).

Assumption 1

(D) 7'(61* < O0i.e.nw(]|0]?) is unimodal;
@) Az(16)>) < 0i.e.w(||0]|%) is superharmonic;
(3) Am(]|6|?) is nondecreasing in ||0||%.

Note that Condition (2) in fact implies Condition (1) by the mean value property
of superharmonic functions. Several examples of priors which satisfy Assumption 1
have been given in Sect. 5.4: Examples 5.8, 5.9 and 5.10.

Our main result below is that a generalized Bayes estimator of 6 for a den-
sity (6.33), a prior (6.34) and the loss (6.16) is minimax under weak moment
conditions and conditions on b, provided the prior satisfies the Assumptions above.
We remind the reader that, according to Proposition 6.3, the generalized Bayes
estimator is independent of the sampling density, f, provided the assumption (6.35)
holds. Hence, each such estimator is simultaneously generalized Bayes and minimax
for the entire class of spherically symmetric distributions.

Before developing our minimaxity result, we give a theorem which guarantees
the risk finiteness of the generalized Bayes estimators.

Theorem 6.3 Assume that 7w satisfies Assumption I and thatb > —(k/2+1). Then
the generalized Bayes estimator associated to w has finite risk.

Proof According to (6.36), the risk finiteness condition (6.17) is satisfied as soon as

fan(® = X) 7(1012) Mk
E RP (Hx_g||2+”U||2)(p+k)/2+h+2
o I x(6]%) 20
RP (X017 +U )P0/ 72
2 7([6]*)
fRI’ ”0 - X” (||X—9H2+||U\|2)(1’+k>/2+h+2 d@

I m([6]2) 4o
RP (I1x—6 H2+|| U ||2)(p+k)/2+b+2

< 0. (6.42)
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Note that, for any (x,u) € R” x R¥ and for any nonnegative function & on
R4+ x Ry (see Lemma 1.4),

prmnen%h(nx —011%, lull*) dé
= / / 7 (101%) d%r x(0) o (S) RP~ h(R?, |lu||®) dR , (6.43)
0 SRr.x

where %R  is the uniform distribution on the sphere Sg . of radius R and centered
at x and o () is the area of the unit sphere. Through the change of variable R = /v,
the right hand side of (6.43) can be written as

o0
/ S (W0, ) vPP i, JU%) dv,
0
where

S
S5, x) = %/ 7 (1017 dZ 5 . (0)
S i

is nonincreasing in v by the superharmonicity of 7 (||0]|%).
Now we can express the last quantity in brackets in (6.42) as

o0 vP/2
f,) S (J, x) _(v+”u”2)(p+k)/2+b+2dv

00 vp/2-1
[ (v, x) Gr s v

= Eq[v] < Ex[v], (6.44)

where E7 is the expectation with respect to the density f;(v) proportional to

LP/2-1
v+ |lu ”2)(p+k)/2+b+2 ’

yﬂ(ﬁv-x)

and E is the expectation with respect to the density f,(v) proportional to

oP/2—1

v+ ||Lt ||2)(p+k)/2+h+2 .

Indeed the ratio f>(v)/f1(v) is nondecreasing by the monotonicity of .%; (/v, x).
In (6.44), Ex[v] is

00 vP/2 d
0 HluP) P2 v

e —
fo (o) ProrzTz 4V
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00 P/2
0 (v41)(PHoO/2+b+2

s dv
= [lu|

o0 pp/2-1
fo (o D) (PTO/2FDT2 dv

, B(p/2+1,k/24+b+1)
B(p/2,k/2+b+2)

= [lull

)

which is finite for k/2 4+ b+ 1 > 0.
Finally the expectations in (6.42) are bounded above by K Eg ,[||U 2] where K
is a constant, and hence are finite. O

We will need the following result which is essentially a reexpression of
Lemma 5.6.

Lemma 6.5 Letm(x, ||ul|?) and M (x, ||u||?) be as defined in (6.40) and (6.41) and
let - be the inner product in RP. Then we have

(1
o0
x - Vem(x, |ul?) = —2/ H, Ix*) vP? ¢/ (v + lul|*) dv,

0

and
o0

X - VeM(x, lul)?) = fo H, X1 vP? o + llull?) dv,
where, for v > 0,

H(v, |x|*) = A(B) /B x -0 (1011°) d¥ s (6) (6.45)
Ju,x

and ¥ s . is the uniform distribution on the ball B s; . of radius \/v centered
at x and A(B) is the volume of the unit ball;

(2) For any x € RP, the function H (v, ||x||%) in (6.45) is nondecreasing in v
provided that Aw(||0|%) is nondecreasing in ||0|%. (Assumption 1 (3));

(3) Foranyv > 0and any x € R?, the function H (v, ||x||?) in (6.45) is nonpositive
provided rr/(||9||2) < 0. (Assumption 1 (1)).

Given these preliminaries, we present our main result.

Theorem 6.4 Suppose that w satisfies Assumption 1. Then the generalized Bayes
estimator associated to 7(||0]|*) n’ is minimax provided that b > Zp _4k_2 and the
assumptions of Theorem 6.3 are satisfied.

Proof Tt suffices to show that @g(X, |U|?) in (6.38), with m(X, |U||*) and M (X,
1U112) given respectively by (6.39) and (6.41), is non positive since the assumptions
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guarantee that the generalized Bayes estimator § is of the form §(X, ||U 1 =X+
VxM(X, |U|1*)/m(X, |U||?) and has finite risk.

Due to the superharmonicity of 7(]|0]%), for any (x,u) € R? x R*, we have
AcM (x||lul?) < 0 so that

Vam(x, [[ull>)" Vi M (x, Jull®)

Ogx, llull®) < -2

m?(x, |Jul?)
k=2 | VMG, Jul® > 0 | VaM(x,s) |
lall> || m(x, full?) ds | m(x,s) =l
Note that
3 | V.M 2
mz(x,s)— X (X,S)
as m(x,s)
O VM I + IV MGr )P e s) o —
= — X, x, )| m°(x,s) ————
as * as m2(x, s)
0 1
<= VM (x, $)II* + (p + k +2b + 4) . IVeM(x, )%,
since
9 1 -2 —[(p+Kk)/2+b+2] 2
— = 0 do
ds m2(x,s)  m3(x,s) Jrr (le—9|I2+S)(1’+")/2+b+3ﬂ(|| "
p+k+2b+4 1/ s 1 s
= — 0 do
m3(x, s) s Jre lx = 0]12 +5 (|x — 02 + 5)PHh/2+b+2 (o1
- p+k+2b+41
m2(x,s) s
Therefore
m?(x,s) Og(x,s) < —2Vem(x, s)"ViM(x, s) (6.46)
k—2+2(p+k+2b+4)
+ P IV, M (x, 5))2

d
+ 2. IV M (x, II*.
S

As m(x,s) and M(x, s) depend on x only through ||x ||2, it is easy to check that
(as in Fourdrinier and Strawderman 2008a)

xTV,m(x, s) xTV,M(x,s)

Vem(x,s) ' ViM(x,s) = e
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and

(xXTV, M (x, 5))?

IVeM(x,s)|* =
g EiE

Thus the right hand side of (6.46) will be nonpositive as soon as

2p+3k+4b+6

0
—2x"V,m(x,s) + X"V M(x,s)+ 4a—xTVxM(x, s) >0,
s

(6.47)

since, according to Lemma 6.5, the common factor xTV, M (x, s) is nonpositive.
Using again Lemma 6.5, the left hand side of (6.47) equals

(0.¢]
4/ H(v, x| vP? ¢/ (v +5) dv
0

L2043k +4b+6

o0
/ H, IxI1*) vP? o(v + ) dv
N 0

o0
+4 f H(, |x*)vP?¢ (v + s)dv
0

Y 2 Wv_ﬂ)}
_/0 v (v +5) {8E|:H(v, IxI) o0 +3)

L2 +3k+4b+6

E[H(muxu%]}dv, (6.48)

where E denotes the expectation with respect to the density proportional to v —
P2 p(v +5).
As

o' (v+s) _ —((p+k)/24+b+2) (6.49)
o +s) vH4s

is nondecreasing in v and, according to Lemma 6.5, H (v, ||x||?) is also nondecreas-
ing in v, the first expectation in (6.48) satisfies

2 @' (v +s) 2 glwts)
E[H@JMHyaIISJEIﬂH@JMHﬂE[¢w+S£

by the covariance inequality. Therefore Inequality (6.47) will be satisfied as soon as

/ 2p +3k+4b+6
8E[¢w+”q pHEFTBTO ) (6.50)

p+s) s
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since H (v, ||x||*) <0 by Lemma 6.5.

From (6.49) we have
@' (v+5) 1
E|l—| =— K)/2+b+2)E| — 6.51
|:<p(v+s):| ((p+k)/2+b+2) [UH (6.51)
1 1
= _((P +k)/2+ b+ 2) fooo v v (v4s)PHR/2+b+2 dv

o0 2 1
Jo~vr! s o AV

) 7P/?
fo D) PFR2+5+3 dz

I
—((p+h)/2+b+2) - 5
Jo~ v dz

1 B(p/2+1,k/2+b+2)
B(p/2+1,k/24+b+ 1)’

=—((p+k)/2+b+2)

where B(«, B) is the beta function with parameters « > 0 and 8 > 0. Then (6.51)
becomes

E[co’(v + s)] ((p+R/24b+2) T((k/2+b+2)

o +s) s I'((p+k)/2+b+3)
_I'(p+k)/24+b+2) —(k/24+b+1) 6.52)
- T'(k/24+b+1) s ' ‘
It follows from (6.52) that (6.50) reduces to
b 2p—k — 2’
- 4
which is the condition given in the theorem. O

The condition on b in Theorem 6.4 can be alternatively expressed as k > 2p —
4b — 2 which dictates that the dimension, k, of the residual vector, U, increases with
the dimension, p, of 6. This dependence can be (essentially) eliminated provided the
generalized Bayes estimator in Proposition 6.3 satisfies the following assumption.

Assumption 2 The function g(x, ||lu|%) in (6.36) can be expressed as

2y VeM@ ) () el )
g llull?) = = : x,
m(x, ul?) Il

where 7(||x||?, |lu]|) is nonnegative and nonincreasing in |Ju|>.

Assumption 2 is satisfied, for example, by the generalized Bayes estimator
corresponding to the prior on (6, n) proportional to 7 (||6 1% = (1/||9 ||2)7b/2 n for



6.3 Bayes Estimators 201
O<b<p-—2anda > —% — % — 2, in which case the function r(||x ||, |[u]|?) =
& (Ix11/1lull*), where ¢ (¢) is increasing in #, and hence r([lx 1%, [[u||?) is decreasing
in flu)? (see, Maruyama 2003b).

We have the following corollary.

Corollary 6.2 Suppose m satisfies Assumptions 1 and the assumptions of Theo-
rem 6.4 and suppose also that the generalized Bayes estimator (which does not
depend on the underlying density f) satisfies Assumption 2. Then the generalized
Bayes estimator is minimax provided b > —(k + 2) /4.

Proof Assumption 2 guarantees that

O (L[ VM@, )|* _ 8 (rPAxl )Y _
as\s2 | m(x,s) T 9s llx|% =
Since
3 |ViM(x, 9> 8 (s2|ViM(x, )|
as || m(x,s) T oas \s2| m(x,s)
2| ViM(x, ) 2+ 50 (1 |ViM(x, )|
= - ||/ ST — = || .
s m(x,s) as \s2| m(x,s)

the inequality for Og(X, |U %) in the proof of Theorem 6.4 can be replaced by

2
Vo (x, ul®) VM (x, Jlul®) |k +2

m2(x, [lull?) llae]|

Ve M (x, [|ul?)

Og(x, |lul® < -2
§ m(x. ul?)

It follows that inequality condition (6.47) becomes

k+2
s

—2x"V.m(x,s) + X"V, M(x,s) >0,

and that inequality condition (6.50) becomes

0,

E|:(p/(v+s)] k+2 -
(v +s) s T

which, by (6.52), becomes

4[_<k/2+b+1>]+k+2 <o,

N N

which is equivalent to b > —(k 4 2) /4. O
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6.4 The Unknown Covariance Matrix Case

In this section, we consider estimation of the mean vector in the case of elliptically
symmetric distribution with an unknown nonsingular scale matrix. Most of the
material of this section is taken from Fourdrinier et al. (2003). We assume there
is sufficient data in the form of residual vectors to estimate the unknown covariance
matrix. In the canonical form of this model, X, Vi, ..., V,,_; are n random vectors
in R? with joint density of the form

n—1
|2|_”/2f((x ~0)' > —0)+ZV}2“V1‘> (6.53)

J=1

where the p x 1 location vector 6 and the p x p scale matrix X' are unknown. Note
occasionally we will absorb the normalizing factor | X ~!|*/2 in the function f. If
both 6 and X are unknown, X and S = Z'j;} Vj Vi =V VT are minimal sufficient
statistics. Throughout this section, we assume that p < n — 1 so that S is invertible.

The canonical form (6.53) arises through an n x n orthogonal transformation of

i, Y) ~ | ZTP A Y =027 (v - 6)
j=1

as in the case of an i.i.d. sample of size n from a .4},(6, X) distribution.
To show this reduction to the canonical form define the p x n matrices Y = (¥ :

oY) forY; e RPand ® = (0 : ... :0). Let P be an n x n orthogonal matrix
such that the first row of P is 1;/ﬁ, where 1] = (1, ..., 1) isthe 1 x n row vector
of ones. Let the p x n matrices X = (X7 : ... : X;) and vr=(;...v,) be defined

through X* = PY" and v" = P ®T. Then
n
Y i-0'sT ¥ —6) =t {(Y —O) (Y- 0) 2—1}
i=1

=tr{(Y—@)TPPT(Y—@)):”}

:tr{(X-v)T(X—v)z—‘]
=D X =)' 27X — )
i=l1

n
=X -0 2 'X -0+ ) X[T7'X;,
i=2

since VT = POT = (0 :0,...:0)7" because the ith column of @ is 6; 1,, and since
P'1,=1land P'1, =0fori =2,...,n, where P is the ith row of P.
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Letting X = X; and V;_; = X; fori = 2,...,n and noting that the
Jacobian of the transformation Y — X +— (X1, V1,..., V,—1) is 1, the density
of (X1, V1, ..., Vy_1) is given by (6.53) (see also e.g. Rao 1973; Muirhead 1982 or
Anderson 1984).

There is an obvious connection with the canonical form of the general linear
model given in Sect. 4.5. Indeed, if ¥ = o] »» the density (6.53) becomes

a—pn/zf((x ZONe =0 £ 2 va’) |

o2

SO, if U,'j = V,/ and U = (U]z, ey Ulp, U21, PN Uzp, Un—lly ey Un—lp) then
(X,U) ~ S88p,(u—1)p(0,0). This model is also related to the general (normal)
multivariate linear model Y, xm = Xuxp Bpxm + €nxm Where €;x,m ~ A5,(0, X),
i = 1,...,n are independent, X is a known design matrix and § is a matrix of
unknown regression parameters.

We consider the problem of estimating 6 with the invariant loss

L©6,8)=06-0"2""6—0). (6.54)

Recall that the usual estimator 6o(X) = X is minimax provided Eq r[|| X 1?1 < o0
(where Ey, x denotes the expectation with respect to the density in (6.53)). Note
that, when X' is a covariance matrix, this expectation is necessarily finite and equal
to p. Moreover X is typically admissible when p < 2 and inadmissible when p > 3.

We concentrate on the case p > 3 and construct a class of estimators, depending
on the sufficient statistics (X, §), of the form

3(X,8) =X+g(X,S), (6.55)

where § = Z::ll Vi ViT, which dominate §p(X) = X simultaneously under
loss (6.54), for the entire class of distributions defined in (6.53) such that
EolIlX ||2] < o0. Note that, although the loss in (6.54) is invariant, the estimate
in (6.55) may not be equivariant (except for §p(X)).

The risk difference Ag x between §(X, S) given in (6.55) and §p(X) = X equals

Ag.x = R(6,8(X,S)) — R(6, 80(X)) (6.56)
= Epx[28"X, )TN (X —0)] + Eo x[¢"(X, HZ 7 g(X, 9],
provided Ep »[g"(X, )X~ 'g(X, 5)] < oo.

We first give a lemma which expresses the two terms in the last expression
of (6.56) as expectations Ej 5. with respect to the distribution

n—1
C‘F((x —0)"z -0+ ) viz! V,-)

Jj=1
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where F and C are defined as

1 o
F(t) = 5/ f(s)ds
t

and
n—1
C = / F((x —)'r 'x—0)+ Z vig! Vj)dx dvy -+ -dv,_;.
RP x---xRP =1

To this end, we will use the following notations. For any matrix M, Vy; is
interpreted as the matrix with components (Vy);; = 9/dM;;. The differential

operator for a symmetric matrix S is s = (% (1 +8,-j)(Vg)ij) and Haff

differential operator is defined, for any p x p matrix function of a symmetric matrix
S, say H(S), to be

PL0H(S) 1 0H;j(S)
—+§;~—’. 6.57)
i#]

Dijp(H(S$) = u(Zs HS) =) — 35
il i

i=1

Lemma 6.6 Let (X,V) = (X, V1,...,Vy—1) be a p x n random matrix with
density (6.53) where p <n — landlet S =V V.

(1) Suppose g(x,s) is a weakly differentiable function in x for each s such that the
expectation Eg,);[gT(X, HX,HEx - 9)] exists. Then

Eox[8'(X, )T (X - 0)] = CE} 5[divxg(X. S)] (6.58)

where div, g(x, s) is the divergence of g(x, s) with respect to x.

(2) Suppose T (x,s) is a p x p matrix function weakly differentiable in v; (i =
1,...,n — 1) for any x and such that the expectation Eg,g[tr (T(X, S))Z_l]
exists. Then

Eg 5[t (T(X,$Z7")]
=CE} g[2D{pT(X.8) + (n— p -2 tr(ST'T(X, 5))]

= CE} g[tr(V Vyr {STITX, ) + (n — D (ST T(X, $)]. (6.59)

The proof of Lemma 6.6 is given at the end of this section. The two expressions
in (6.58) follow from equality between the two integrand terms thanks to the link
between the differential operators D 12 and tr(V Vy) established in Proposition 6.5
(also given at the end of this section).

Note that, when X, Vi, ..., V,_1 are independent normal vectors with covari-
ance X, then f = F and therefore Eg x[ ] = E;,E[ ]. Hence for Lemma 6.6,
the identity in (6.58) essentially reduces to Stein’s lemma (Stein 1981), and the
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identity in (6.59) corresponds to a result of Stein (1977a) and Haff (1979), known
as the Stein-Haff identity.

Applying (6.58) to the first term in (6.56) and (6.59) to the second term in (6.56)
with T'(x, s) = g(x, s)g’(x, s), noting that

g )T g, ) = (gx, 98" x, )T 7)

gives immediately the following theorem.

Theorem 6.5 Assume that g(x,s) and T(x,s) = g(x,s)g'(x,s) satisfy
the assumptions of Lemma 6.6. Assume also that Eo s[||X 1’1 < oo and
Eg’g[gT(X, S)Z‘_lg(X, S)] < 00. Then the risk difference Ay, 5 in (6.56) between
8(X,S) =X+ g(X,S) and §o(X) = X equals

CE} [2 divxg(X, ) +2 D} ), (3(X, H)E"(X, 5))
Fn—p—2)g"(X,$) S g(X, S)] . (6.60)

A sufficient condition for §(X, S) to be minimax is that, for all x and s,

2div,g(x,s) + 2D>f/2(g(x, s)gT(x, s)) +m—-—p-2) gT(x, s)s_lg(x, s) <0
(6.61)
or, equivalently,

2divyg(x, s) +tr(w Vyr s g(x, 5)g"(x, )T+ (n — 1) g"(x, 5)s ! g(x,5) <0,
(6.62)

where V.= (Vi,...,Vy_1)isa p x (n — 1) matrix and S = V V. Furthermore
8(X, S) dominates 50(X) as soon as (6.61) or (6.62) is satisfied with strict inequality
on a set of positive measure.

Note that in the normal case E;g sl 1 = Eg [ 1] so that the left-hand side
of (6.61) is an unbiased estimator of the risk difference between §(X, S) and
80(X). Perhaps, most importantly, observe that the theorem leads to an extremely
strong robustness property for estimators satisfying (6.61). Namely, any such
estimator is minimax and, as soon as strict inequality occurs on a set of positive
measure in (6.61), dominates 89(X) for the entire class of elliptically symmetric
distributions (6.53). This property is analogous to the robustness property mentioned
in Sect.6.1 in the case of spherically symmetric distributions. The following
corollary gives a general class of examples of minimax estimates which dominate
80(X) uniformly for densities of the form (6.53).

Corollary 6.3 Assume that Eo s[|| X||*] < oo and EQ’Z[%] < o00. Let
§(X,8) = (1 —r(X"S™1X)/X"S™'X) X where r(-) is a nondecreasing function
bounded between 0 and 2(p — 2)/(n — p + 2). Then §(X, S) is minimax for any
density of the form (6.53). Furthermore §(X, S) dominates 80(X) as soon as either r

L . 2(p—2) o
is strictly increasing or bounded away for 0 and n—pi2 onaset of positive measure.
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Proof Setting

(x. ) r(xTs~1x)
X,§) = ———=
& xTs—lx
we have

. r(xTs~1x) -1
div,g(x,s) = —|:(p — Z)W +2r'(x's x)i|

by routine calculations. Now we have

Di ) (g(x,5)g" (x,s))
P 2/ T —1 20, T —1
o [r (xTs 'x) 1 a [ro(x's™ x)
Fyond e v peval KR Bl vl e v veral K2
— os;i | (xTs—Ix) 2 Py dsij | (xTs~'x)
_ 2(xTsL02r (xTs o) (s s 7)) — 2(xTs T L) r2 (xTs T Lx)
- (xTs—1x)4

p
x{ PIRLREINICRES'S %(ﬂs—lx)xixj}. (6.63)

Sii N
122 l;éj L

i=1

i=1

Using the fact that
K(sz—lx) =—Q2 =8
1]

it follows that the bracketed term in (6.63) equals

p
1
—{ Z(sz_l)%xiz + > ZZ(XTS_I)i(sz_l)jx[xj}
i=1

i#]
=— Z (sz_l)i(sz_l)jxj
1<i,j<p
P 2
= —<Z(XTS_1)1'X1’>
i=1
— _(xTS—lx)Z

and hence

rz(sz_lx)}

Dip(g(x,5)g" (x, ) = —Z{r(sz_lx)r/(szx) R
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Finally it is clear that

r2(x"s1x)

ghx, 9)s T g(x, ) = ——
XS X

so that the left-hand side of (6.61) equals

Te—1 2/ T o—1
—2{(p B 2)r(xT s_1 x) +2r’(szlx)} f—p— 2" (J; S_] x)
xTs—1x xTs—1x
2(,T.—1
—4{r(sz71x)r’(sz’1x) _r¥s (); “il x)}
xTs—1x
r(xTs~1x) .
= o {20 =D+ (= p+2r(Ts )
—4r/(sz_1x){1 + r(sz_lx)}
=0, (6.64)

according to the assumptions on 7 ().

Hence the minimaxity of (X, S) follows. The domination result follows as
well since strict inequality in (6.64) holds on a set of positive measure under the
additional assumptions. O

Proof of Lemma 6.6 (Part 1) By definition, we have

Ey [g(X, $TE (X — 9)] - / pr ¢, $)TE (x — )

RP x...xRP

n—1
fla=0"2 =)+ ) vjz ;| dxdvi ... dv, .
j=1

Now applying the integration-by-slice in Lemma A.2 in Appendix A.5 with
@(x) =/ (x —0)TE~1(x — 6) to the inner most integral

I(vi, ..., vp-1)
n—1

= )T -0 —0)' T x—0)+ ) vix ;] d
/Rpg(“) =0 flx =0T );v, v | da

gives

> lx—-0)
V@ =0Tz 1(x —6)

Vo(x) =
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and

I(U],...,Un_l)

00 n—1 Ty —1
_ glx,s)' X7 (x —0)
— flrR*+ § Wz, / dor(x)dR
/0 =7 T Jem VeI ‘

00 n—1
=/ FIRP 4D vjzhy; f 2(x, )V (x —0)TE1(x —0)

Vo(x)
« )

d dR,
Vo) “r®

according to the expression of V¢(x). Then, as \/(x —-6)T™>1(x—-0) = R on
[¢ = R], it follows using Stokes’ theorem that

I(U], sy UI‘L—]) =
>0 “ Vo(x)
RfIR+Y vzl / g(x,s) ———— dog(x)dR =
/0 ; J ) Jo=r1 Vo)l

n—1

x
/ Rf|R*+) vzl / divy g(x,s)dxdR .
0 = [p<R]

Now, using Fubini’s theorem gives

I(U19""U}’l71) =

o0

n—1
/ div, g(x, 5) RfIR*+) vz ;| dRdx =
RP N x=NT X1 (x—0) =1

1 [ n—1
div g(x,s)—/ Flr+Y vz ;| drdx =
/Rp ! 2 Jx—6)T -1 (x—0) JX_; / !
n—1
/ dive g, )F[(x =027 ' (x =)+ Y v v | dx,  (6.65)
R? ,
j=1

through the change of variable » = R? and by definition of the function F.
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Finally integrating (6.65) with respect to the v; gives an expression for the
expectation Ey[g(X, )T (X —6)] and yields (6.58).
(Part 2) First note that, setting G = S7IT(X, S), we have

r (T(X, 5)2—1) —tr (2—1SG(X, S)) .
Then,as V = (Vy, ..., V,—1) and S = VVT, we have

tr(E*l SG(X, S)) = tr(G(X, §) 5! S)

n—1
= tr<G(X, sy x! Zw vf)

i=1

n—1

_ Ztr(vfG(x, $) 5! v,~)

i=1
n—1

=Y VGex. 9z, (6.66)
i=1

Now, according to Part 1 of Lemma 6.6 where the roles of X and 0 are played by V;
and 0 respectively, it follows from (6.66) that

n—1

Eox [tr(Z*‘S G(X, S))] =C Y E} 5 [divi,(GT(X. 5) Vi)]
i=1

= CEj s[A1 + Ar], (6.67)
where

nlppavsz
i=1 ;g; Zg;

n—1

P p
=> )" > 8imG(X.S)

1 j=1 m=1

p
=(n—-1)Y G}(X.9)
j=1

= (n— DHtr(G(X, S)) (6.68)
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and

n-lpr r aGT (X, S)

Ar=D .0 ) Vmi 5y

i=1 j=1lm=1

ol P P 3G (X, S)
=L LV
m=1 Ji

j=1

3
|

p

Z Vini (Vy1GT (X, $))im

M~ ||M

(VVyrG'(X, $))mm

m=1

=tu(V Vyr G'(X,9)). (6.69)

Finally, combining (6.67), (6.68) and (6.69), we obtain the second formula in (6.59).

As for the first formula in (6.59), it follows directly from the link between the
differential expressions Dy ,S G(X, S) and tr(V Vyr G"(X, $)) given in Proposi-
tion 6.5 below, whose proof is given in Appendix A.7. O

Proposition 6.5 (Fourdrinier et al. 2016) For any p x p matrix function G(x, s)
weakly differentiable with respect to s for any x,

2 D;‘/z(s G(X,8)=(p+DHu(GX, ) +tr(VVyrG'(X,9). (6.70)

6.5 Shrinkage Estimators for Concave Loss in the Presence
of a Residual Vector

In this section, we consider the case of concave loss and illustrate that certain
classes of shrinkage estimators which properly use the residual vector have the
strong robustness property of dominating the usual unbiased estimator uniformly
over the class of spherically symmetric distributions, simultaneously for a broad
class of concave loss functions. It extends and broadens the results of Sect.5.5
to the residual vector case. We follow closely the development in Brandwein and
Strawderman (1991a).

Specifically, let (X, U) be a p + k dimensional vector with mean vector (6, 0),
where the dimensions of X and € are equal to p and the dimensions of the residual
vector U and its mean vector, 0, are equal to k, that is, (X, U) ~ SS,44(0, 0). The
loss function we consider is

L, 8) = £(||6 — 8|7, (6.71)
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for £(¢) a nonnegative concave monotone nondecreasing function.
The estimators we consider will be of the now familiar form

SCXNUIP) = X 4 a(S/(k +2)g(X), (6.72)

where S = [|U||?, and g(-) maps R? into R?”.
The following result, extracted from the development in Theorem 5.5 due to
Brandwein and Strawderman (1991a) is basic to the development of this section.

Lemma 6.7 (Brandwein and Strawderman 1991a) Let X ~ §S,(9), for p > 4
and let g(X) map RP into R? be weakly differentiable, and such that

(M) IgCOIP/2 = —h(X) = =V"g(X),
(2) —h(X) is superharmonic and E@[th(W)|R] is a nondecreasing function of
R, where W has a uniform distribution on the sphere of radius R centered at 0.

Then Eq[||X +ag(X)—0|1>—||X —0||] < E[(—2a®/r*+2a/p)Eglr*h(W)|r?]],
where r? = || X — 0|~

We will also need the following well known result (see e.g. the discussion at the
end of Sect. 1.2).

Lemma 6.8 Suppose (X, U) ~ SSp41(8,0). Then the random variable g = || X —
0112/(1X — 6]1*> + S) has a Beta(p/2,k/2) distribution, independent of R*> =
[1X — 0|12+ S, where S = ||U||2.

The main result is the following.

Theorem 6.6 Suppose (X, U) ~ SSp11(0,0), that loss is given by loss (6.71) and
that the estimator §(X, S) is given by (6.72). Then §(X, S) dominates the unbiased
estimator X, provided that

(1) g(X) satisfies assumptions (1) and (2) of Lemma 6.7,
(2) the concave nondecreasing function £(t) also satisfies t*£'(t) is nondecreasing,
3) 0<a=(p—-2-2a)/p

Note first, by concavity of £(-), that £(z) < £(y) + (t — y)€'(y). Hence the risk
satisfies

_ asg(X) o
R©.8) = E[L(IX + === = 011)]
, Sg(X
5E[E(IIX—9||2)+€(IIX—9||2)(|IX+%—GIV—IIX—GIIZ)]
So(X
=R(e,X>+E[z’<||X—0||2>(||X+“kg—+(2)—9||2—||X—9||2>1.

It suffices to prove the second term in the above expression is negative. Now, let
r2 =X —6|13 R =||X —0]||>+ S (where S = ||U||> = R? — r?), and note that
the conditional distribution of X given r and R is SS,(6). Then it follows, using
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Lemma 6.7 that

So(X
E[¢(1X - 011)(IX + %(2) — 01> — [1X — 011"
Se(X
— E[CGDETIX + “ki(z) Z 02— 11X — 81PIR. ]
aS

2295 B =R (W) PR, L.

102
= EICCHEIQ(G—— (k+2)p

Now using Lemma 6.8, this last expression may be written as

242 2
ZE[E/(ﬁRz)Ga(l—ﬁ)R } 1 a(l—ﬂ)R)

k+2 BRZ  (k+2)p
x Ee[—ﬁth(W)lﬁRz]IR]}

2a

_ E (I —pa 1)
k+2

R2 RZ“Z’ R2 R2 —o] — ( _
[( (BROTE(BRH(BRT) (1 = B) Bk+2) 1

x Eg[—BR*h(W)| BR?]| R]} .

Next, for fixed R, by assumption (2) of Lemma 6.7 Eg[—BR>h(W) | BR?] is
nonnegative and nondecreasing in A and by assumption (6.71) so is B%£'(BR?).
Also (1 — B)/B is decreasing in B. Hence it follows from the covariance inequality
(and independence of B and R) that the previous expression is less than or equal to

2a
k+2

E [[Ee[—ﬁth(W)IﬁRz]Rz(Rzﬂ)“ﬂ’(ﬂR2)IR]E[ﬂ“(l )

(a(l -p 1 )}
X|—=—-—]|.
Bk+2) p
Since the first expectation in this term is nonnegative, it suffices that the second
expectation is negative. But this is equivalent to

k+2 o o 2
0<ac=x TE[ﬂ (1 =BI/EB (1= p)7)/Bl=(p—2—-2a)/p,

which completes the proof. O

For the loss L(6,8) = [|6 — 8||9,£(t) = t9/2, it follows that t*¢'(t) =
(q/2)t*T4/>=1 is nondecreasing for & > 1 — ¢ /2. Thus, the following corollary
is immediate.
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Corollary 6.4 Under the loss L(6,68) = 1|10 — 8|9, for p > 4and 0 < q < 2, the
estimator in Theorem 6.6 dominates X for 0 < a < (p —4+ 2q)/p simultaneously
for all spherically symmetric distributions with finite second moment. It does so
simultaneously for all such losses for 0 < a < (p —4)/p.

Note that the range of shrinkage constants for which domination holds includes
a = 1/2 as soon as p > 8. For the usual James-Stein estimator,

8(X) = (1—a@(p —2)8)/((k + DIIXIP)X, (6.73)

the uniformly optimal constant for quadratic loss (£(-) = 1) is a = 1/2 and hence
this optimal estimator improves for all such /; losses simultaneously for p > 8.



Chapter 7 ®
Restricted Parameter Spaces Qe

7.1 Introduction

In this chapter, we will consider the problem of estimating a location vector which
is constrained to lie in a convex subset of R”. Estimators that are constrained to a
set should be constrasted to the shrinkage estimators discussed in Sect.2.4.4 where
one has “vague knowledge” that a location vector is in or near the specified set
and consequently wishes to shrink toward the set but does not wish to restrict the
estimator to lie in the set. Much of the chapter is devoted to one of two types of
constraint sets, balls, and polyhedral cones. However, Sect.7.2 is devoted to general
convex constraint sets and more particularly to a striking result of Hartigan (2004)
which shows that in the normal case, the Bayes estimator of the mean with respect
to the uniform prior over any convex set, 4, dominates X for all 8 € ¥ under the
usual quadratic loss ||§ — 6.

Section 7.3 considers the situation where X is normal with a known scale but
the constraint set is a ball, B, of known radius centered at a known point in R”,
Here again, a natural estimator to dominate is the projection onto the ball PpX.
Hartigan’s result of course applies and shows that the Bayes estimate corresponding
to the uniform prior dominates X, but a finer analysis lead to domination over Pp X
(provided the radius of the ball is not too large relative to the dimension) by the
Bayes estimator corresponding to the uniform prior on the sphere of the same radius.

Section 7.4 will consider estimation of a normal mean vector restricted to a
polyhedral cone, %, in the normal case under quadratic loss. Both the cases of
known and unknown scale are treated. Special methods need to be developed
to handle this restriction because the shrinkage functions considered are not
necessarily weakly differentiable. Hence the methods of Chap.4 are not directly
applicable. A version of Stein’s lemma is developed for positively homogeneous
sets which allows the analysis to proceed.

In general, if the constraint set, %, is convex, a natural alternative to the UMVUE
X, is P.X the projection of X onto %. Our methods lead to Stein type shrinkage

© Springer Nature Switzerland AG 2018 215
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estimators that shrink P.X which dominate P.X, and hence X itself, when ¥ is a
polyhedral cone.

Section 7.5 is devoted to the case of a general spherically symmetric distribution
with a residual vector when the mean vector is restricted to a polyhedral cone. As in
Sect.7.4, the potential nondifferentiability of the shrinkage factors is a complication.
We develop a general method that allows the results of Sect.7.4 for the normal case
to be extended to the general spherically symmetric case as long as a residual vector
is available. This method also allows for an alternative development of some of the
results of Chap.6 that rely on an extension of Stein’s lemma to the general spherical
case.

7.2 Normal Mean Vector Restricted to a Convex Set

In this section, we treat the case X ~ .4}, (0, o2l p) Where o2 is known and where
the unknown mean 6 is restricted to lie in a convex set € < R? (with nonempty
interior and sufficiently regular boundary), and where the loss is L(0, §) = [|6 —6 2.
We show that the (generalized) Bayes estimator with respect to the uniform prior
distribution on %, say () = 14(6), dominates the usual (unrestricted) estimator
30(X) = X. At this level of generality the result is due to Hartigan (2004) although
versions of the result (in R!) date back to Katz (1961). We follow the discussion in
Marchand and Strawderman (2004).

Theorem 7.1 (Hartigan 2004) Let X ~ A, (0, 0>1,) with 0> known and 6 € €,
a convex set with nonempty interior and sufficiently regular boundary 96 (0% is
Lipshitz of order 1 suffices). Then the Bayes estimator, 8y (X) with respect to the
uniform prioron ¢, w(0) = 1 (0), dominates 8o(X) = X with respect to quadratic
loss.

Proof Without loss of generality, assume o> = 1. Recall from (1.20) that the form
of the Bayes estimator is i (X) = X 4+ Vm(X)/m(X) where, for any x € R?,

1
m(x) / exp (——||x — v||2> dv.
¢ 2

The difference in risk between éyy and 8¢ is R(0, 5yy) — R(6, §p)

2
— ||X—e||2}

CTIVEOR  Im(X)T(X — 0)
B 9[ m2(X) m(X) }

Vm(X)
m(X)

-6

R0, 5y) — RO, ép) = E9|:HX +

(7.1)

Hartigan’s clever development proceeds by applying Stein’s Lemma 2.3 to only
half of the cross product term in order to cancel the squared norm term in the above.
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Indeed, since

i (5] - 0]
m(X) m(X)

_ EQ[A’”(X’ ||Vm(X)||2},

m(X) m2(X)

(7.1) then becomes

R0, 8y) — R(8, 80) = EQ[A’”(X) + 52‘(;)9) Vm(X)}

_ g,| HXD 72
- 9[ m(X) ] 72

with H(x,8) = Am(x) + (x — 8)"Vm(x). Hence it suffices to show H(x,0) < 0
for all @ € ¥ and x € R?. Using the facts that

1 2 1 2
Veexp | —5llx —vl” ) = =Vyexp{ =5 lx — vl

and

1 2 1 2
Acexp | —Zllx —v|" J = Avexp | —Zfx — v .

it follows that

1 1
H(x,0) Ax/ exp (——||x - v||2) dv + (x — 9)%/ exp <—||x — v||2) dv
@ 2 ¢ 2
1 2 / 1 2
= Ayexp| —=zllx —v|7 ) - x —=0)Vyexp| —<llx — V| dv
» 2 2
. 1 2 1 2
= divy | Vyexp| —zllx —v[|7) —(x —0)exp| —=<|lx — v dv
@ 2 2

= / div,, [(9 — v)exp (—l||x — v||2)] dv.
@ 2

By Stokes’ theorem (see Sect.A.5 of the Appendix) this last expression can be
expressed as

T 1 2
/ n (V)0 —v)exp <——I|x mid )dU(V)
0% 2
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where 7(v) is the unit outward normal to 3% at v and o is the surface area Lebesgue
measure on 9% . Finally, since % is convex and 6 € %, the angle between n(v) and
0 — v is obtuse for v € 3% and so n(V)(® —v) < 0,foralld € ¥ and v € 3%,
which implies the risk difference in (7.2) is nonpositive. O

Note that, if 6 is in the interior of €, €, then n/(v)(6 — v) is strictly negative for
all v € 0%, and hence, R(9, §y) — R(08y) < Oforall 6 € &0. However, if € is a
pointed cone at 6y, then nT(v)(p—v) = 0 forall v € 3% and R(0y, Sy) = R (6o, 8o).

Note also that, if ¥ is compact, the uniform prior on % is proper, and hence,
3y (X) not only dominates §o(X) (on %) but is also admissible for all p. On the
other hand, if % is not compact, it is often (typically for p > 3) the case that 8y is
not admissible and alternative shrinkage estimators may be desirable.

Furthermore, it may be argued in general, that a more natural basic estimator
which one should seek to dominate is P. X, the projection of X onto & which is the
MLE. We consider this problem for the case where % is a ball in Sect.7.3 and where
% is a polyhedral cone in Sect.7.4. O

7.3 Normal Mean Vector Restricted to a Ball

When the location parameter 6 € R? is restricted, the most common constraint
is a ball, that is, to a set for which ||@|| is bounded above by some constant R.
In this setting Bickel (1981) noted that, by an invariance argument and analyticity
considerations, the minimax estimate is Bayes with respect to a unique spherically
symmetric least favorable prior distribution concentrating on a finite number of
spherical shells. This result extends what Casella and Strawderman (1981) obtained
in the univariate case. Berry (1990) specified that when R is small enough, the
corresponding prior is supported by a single spherical shell. In this section we
address the issues of minimax estimation under a ball constraint.

Let X ~ %(9,021,,), with unknown mean 6 = (6, ...,0p) and known
o2, and with the additional information that Zle(é‘i — 'l:i)2 /02 < R? where
Tl eens Tp, o2, R are known. From a practical point of view, a constraint as the one

above signifies that the squared standardized deviations |(6; —1;)/o | are on average
bounded by R?/p. We are concerned here with estimating 6 under quadratic loss
L(6,8) = || — 0]|>. Without loss of generality, we proceed by setting 02 =1and
1, =0,i =1,..., p, so that the constraint is the ball Bg = {6 € R? | ||#| < R}.
Since the usual minimax estimators take on values outside of Br with positive
probability, they are neither admissible nor minimax when 6 is restricted to Bp.
The argument given by Berry (1990) is the following. As for inadmissibility, it can
be seen that these estimators are dominated by their truncated versions. Thus, the
unbiased estimator X is dominated by the MLE Sy £ (X) = (R/|| X|| A1) X (which
is the truncation of X on Bg). Now, if an estimator which takes on values outside of
Bpr with positive probability were minimax, its truncated version would be minimax
as well, with a strictly smaller risk. This is a contradiction since the risk function
is continuous and attains its maximum in Bg. Further §3;7 £ (X) is not admissible
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since, due to its non differentiability, it is not a generalized Bayes estimator. See
Sect.3.4. For further discussions on this issue related to inadmissibility of estimators
taking values on the boundary of a convex parameter space, see the review paper of
Marchand and Strawderman (2004) and the monograph of van Eeden (2006).

As alternative estimators to S/ g (X), the Bayes estimators are attractive since
they may have good frequentist performances in addition to their Bayesian property.
Two natural estimators are the Bayes estimators with respect to the uniform
distribution on the ball Bg and the uniform distribution on its boundary, the sphere
Sr = {0 € R? | |0] = R}. We will see that the latter is particularly interesting.

The model is dominated by the Lebesgue measure on R?” and has likelihood L
given by

1 1 )
Vx eR? VO eRP L(x,0) = Gy P <—§||x — 0| ) . (7.3)

Hence, if the prior distribution is the uniform distribution % on the sphere Sg, the
marginal distribution has density m with respect to the Lebesgue measure on R”
given by

Vx € R? m(x):/ L(x,0)d%r ()
Sk

1 1 1
e exP<—§||?C||2)6Xp <—§R2> /SR exp(x"0)dUR (6),
(7.4)

after expanding the likelihood in (7.3). Also, the posterior distribution given x € R?
has density 7 (6 |x) with respect to the prior distribution %% given by

L(x,0) exp(x'6)
m@) [y exp(TO)dUr(®)’

Vo € Sg w(0x) = (7.5)

thanks to the second expression of m(x) in (7.4). As the loss is quadratic, the Bayes
estimator S is the posterior mean, that is,

s, 0 exp(x"0)dUr (0)
Vx € Sg Sp(x) = /SR O (0|x)dUr () = st P AT

(7.6)

The Bayes estimator in (7.6) can be expressed through the modified Bessel
function I, solutions of the differential equation z2¢” (z) +z¢' () — (2 +1?)¢(z) =
0 with v > 0. More precisely, we will use the integral representation of the modified
Bessel function
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(z/2)" g

_ -2
1,(z) = AT 1172 Jo exp(z cost) sin”’ tdr (1.7
from which we may derive the formula
, v
I,(z) = ;Iv () + L41(2). (7.8)

Using the parametrization in terms of polar coordinates, we can see from the
proof of Lemma 1.4 that, for any function /4 integrable with respect to Zg,

1
h(©)dUR(0) = —[ h(QR(t1s -+ ty—1)) sin? 21y .. sint,_odty, ..., dty_q
[SR a(S) Jv P P r

where o (S) is the area measure of the unit sphere and, as in (1.9), where V =
(O,JT)'"_2 x (0,2m) and for (t1,...,t,—1) € V, or(t1, ..., tp—1) = (01,...,0p)
with

01 = Rsinfysinty...sintp_psint,
6, = Rsintysinty ...sinty 2 cost, |

03 = Rsintysinty...costp_2

Op—1 = Rsintj costr

0p = Rcos1y.

Setting 1(0) = exp(x"0) and choosing the angle between x and 0 € S as the first
angle 71 gives

K b3
/ exp(xT0)d%r () = —/ exp(|lx||R cos tl)sinpf2 tdty
Sk o(S) Jo
where
K = f sin? 3 fy...sintp_odty, ..., dt,_1
yT

with VT = (0, 7)?~3 x (0, 27).
Therefore, according to (7.7), the marginal in (7.4) is proportional to

1 1 Iip—2)2(x|IR)
mg(|x|) = exp<—§||x||2)exp (—5R2> M—(,,_M (7.9)
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the proportionality constant being independent of R. Then the Bayes estimator
Sr(X) can be obtained thanks to (1.20), that is, for any x € R?,

dr(x) =x + Vlogm(x).
As only the quantities depending on x matter, we have using (7.9), for any x € R”?,
Sr(x) = x + Viogmpr(|lx|)

_p=2V(IxIR) | Vip-2),2(lx[R)

2 lxlI R Ip—2)2(IxIIR)
)
Cp—2 x 1[5 e-2n051B) + Rl B
2 |x|f? Ip—2)2(IIx|IR)

_ RL,p(xIIR)  x

= —, (7.10)
Ip—2)2(IxIR) |Ix]|

where (7.8) has been used for the second to last equality.

Thus, according to (7.10), the Bayes estimator is expressed through a ratio of
modified Bessel functions, that is, denoting by p,(t) = I,+1/I, with r > 0 and
v>—1/2,

R
Sr(x) = mpp/Zfl(R”x”)x' (7.11)

Before proceeding, we give two results from Marchand and Perron (2001).

(1) For sufficiently small R, say R < c1(p), all Bayes estimators §, with respect
to an orthogonally invariant prior 7 (supported on Bg) dominate 8,7 g(X);

(ii) The Bayes estimator §g(X) with respect to the uniform prior on the sphere Sg
dominates g (X) whenever R < ,/p.

Note that Marchand and Perron (2002) extend the result in (ii) showing that
domination of 6g(X) over Sy g (X) subsists for some mo(p) such that mo(p) >
4/P and for R < mo(p).

Various other dominance results, such as those pertaining to a fully uniform prior
on Br and other absolutely continuous priors are also available from Marchand
and Perron (2001), but we will focus here on results (i) and (ii) above, following
Fourdrinier and Marchand (2010).

With respect to important properties of g (X), we point out that it is the optimal
equivariant estimator for & € Sg, and thus necessarily improves upon 8y, g (X) on
Sg. Furthermore, § g (X) also represents the Bayes estimator which expands greatest,
or shrinks the least towards the origin (i.e., ||6; ] < |[6r(X)|| for all & supported
on Bg; Marchand and Perron 2001). Despite this, as expanded upon below, dg(X)
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still shrinks more than 837 g(X) whenever R < ,/p, but not otherwise with the
consequence of increased risk at &6 = 0 and failure to dominate Sy g(X) for
large R. With the view of seeking dominance for a wider range of values of R,
for potentially modulating these above effects by introducing more (but not too
much) shrinkage, we consider the class of uniform priors supported on spheres Sy
of radius «; 0 < @ < R; about the origin, and their corresponding Bayes estimators
3«. The choice is particularly interesting since the amount of shrinkage is calibrated
by the choice of « (as formalized below), with the two extremes dg(X) = Sp(X),
and §o = O (e.g., prior degenerate at 0). Moreover, knowledge about dominance
conditions for the estimators §, may well lead, through further analytical risk
and unbiased estimates of risk comparisons (e.g., Marchand and Perron (2001),
Lemma 5 and the Remarks that follow), to implications relative to other Bayes
estimators such as the fully uniform on By prior Bayes estimator.

Using Stein’s unbiased estimator of risk technique, Karlin’s sign change argu-
ments, and a conditional risk analysis, Fourdrinier and Marchand (2010) obtain,
for a fixed (R, p), necessary and sufficient conditions on « for §, to dominate
dmLE(X).

Theorem 7.2

(a) An unbiased estimator of the difference in risks
A (161 = R(0, 8a) — RO, SmLE(X))

is given by Dy (|| X)) = Dy, 1 (IIX|) 1[0 < [|X|| < R] + Do (IIX|) TLIX| >
R], with

Dy 1(r) = 202 + 12— 2p = 2arppp—1(ar) — azplz)/z_l (ar), and
o R
Dy (r) =20 —m? — azpi/z_l(ar) +2Rr{l = —ppp-1(@n)} =2(p = D—.

(b) Forp > 3,and0 < a < R, D, (r) changes signs as a function of r according to
the order: (i) (—, +) whenever a < ,/p, and (ii) (+, —, +) whenever a > ,/p.
(¢c) For p >3 and0 < a < R, the estimator 8, dominates Sy g (X) if and only if

(i) Aq(R) < 0 whenever a < ./p or
(i) Aq(0) < 0and Ay(R) <0, whenever a > /p.

Proof

(a) Writing 8y71£(x) = x + gmre(x) with gy p(x) = (R/r — D)x 1,5 g (with
r = ||x||) note that g»sr g is weakly differentiable. Then we have

R
2divgm e (x) + llgmre ()| = {2(p ~D—=2p+ (R - ,)2} L(R,00) ()

and, by virtue of Stein’s identity, R(6, Syre) = Eglnymre(X)] with
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R
nmLE(x) = plio.r)(r) + {2(19 —Do—p+(R- F)2} L(R,00)(r).  (7.12)

Analogously, as derived by Berry (1990), the representations of §, and % pu(t)
given in (7.11) and Lemma A.8, along with (2.3), permit us to write R(8, é4) =
Eg[ry(X)] with

Ao (x) = 20% + 7% — p —2arppp_q(ar) — azpi/z_l(ar). (7.13)

Finally, the given expression for the unbiased estimator D (]| X||) follows
directly from (7.12) and (7.13).
(b) We begin with three intermediate observations which are proven below.

(I) The sign changes of Dy, 1(r) ; r € [0, R]; are ordered according to one of
the five following combinations: (+), (—), (—, +), (+, =), (4+, —, +) ;
D lim,, g+{Dq(r)} = lim, , g-{Da(r)} + 2;
(IIT) the function Dy 2(r); r € (R, 00) is either positive, or changes signs once
from — to +.

From properties (I), (IT) and (III), we deduce that the sign changes of Dy (r) r €
(0, 00); an everywhere continuous function except for the jump discontinuity at
R; are ordered according to one of the three following combinations: (4), (—, +),
(4, —, +). Now, recall that §, is a Bayes and admissible estimator of 6 under
squared error loss. Therefore, among the combinations above, (+) is not possible
since this would imply that &, is dominated by §pr g in contradiction with its
admissibility. Finally, the two remaining cases are distinguished by observing that,
Do (0) = 20> —2p < Oifand only ifa < /P.

Proof of (I): Begin by making use of Lemma A.8 to differentiate D, ; and obtain:

_ o Ppj2—1(ar)
pl D(’“(r) = 2—2;pp/2,1(ar) —2a2p;,/2_1(ar) —2013,0;,/2_1(ar)p/—.

Since, the quantities r_lpp /2—1(ar) and p; /z_l(ar) are positive and decreasing in
r by virtue of Lemma A.8, rl D(;’1 (r) is necessarily increasing in r, r € [0, R].
Hence, D‘;yl(-) has, on [0, R], sign changes ordered as either: (4), (—), or (—, +).
Finally, observe as a consequence that D, 1(-) has at most two sign changes on
[0, R], and furthermore that, among the six possible combinations, the combination
(—, 4, —) is not consistent with the sign changes of D(/x,l"

Proof of (1I): Follows by a direct evaluation of D, 1(R) and Dy 2(R) which are
given in part (a) of this lemma.

Proof of (1ll): First, one verifies from (7.13), part (a) of Lemma A.8, and part (c)
of Lemma A.9 that lim,_, o Dy 2(r) is 400, for « < R; and equal to p — 1 if
a = R. Moreover, part (a) also permits us to express Dy 2(r); r > R; as (1 —

& ppia-tlar)) Yo, Hi(a, r) with
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2
(1-%)R

Hi(x,r) =2rR31—
r{l — Zpp—1(ar)}

—2(p — DR

W) = e, @ )

and
Hi(a,r) = R? + aRppp—1(ar).
Hence, to establish property (III), it will suffice to show that each one of the
functions H;(«, -), i = 1,2, 3, is increasing on (R, co) under the given conditions

on (p, o, R). The properties of Lemma A.8 clearly demonstrate that H3(c, -) is
increasing, and it is the same for H>(«, -) given also Lemmas A.8 and A.9 since

r(1— %pp/z_l(ar» =r(1 = ppp_i(@r)) +r (1 — %) ppjri(@r).

Finally, for the analysis of Hj(«,r),r > R, begin by differentiation and a
rearrangement of terms to obtain

0
a—Hl(a, ry>0&T(R)>0
,

where, forr > R > «,
T(R) = (R —appp-1(@r)’ = *(R* —a®)p) 5y (ar).

But notice that T (&) = a>(1 — p,/o—1(ar))* > 0, and

13T (R) .
SR - (R —apppa-1(ar)) — Ra“p, »_(ar)
1 —ppp-
> (& — apppi (@) — R Lo21)
ar

R
=a(l — ppp-_1(ar)) <1 - 7)

207

by Lemma A.9, part (b), since r > R > «. The above establishes that 7(R) >
T (o) = Oforall R > «, that H (¢, r) increases in r, and completes the proof of the
Theorem.

(c) The probability distribution of || X I% is XI%()?), so that the potential sign
changes of A, (A) = E,[Dy (|| X|)] are controlled by the variational properties
of D, (-) in terms of sign changes (e.g., Brown et al. 1981). Therefore, in
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situation (i) with & < ,/p, it follows from part (b) of Lemma 7.2 that, as A(-)
varies on [0, oo] (or [0, R]), the number of sign changes is at most one, and that
such a change must be from — to +. Therefore, since J,, is admissible; and that
the case Ay (A) > 0 forall A € [0, R]is not possiblel; we must have indeed that
Ag () <0on [0, R]if and only if Ay(R) < O establishing (i). A similar line of
reasoning implies the result in (ii) as well. O

We refer to Fourdrinier and Marchand (2010) for other results. In particular,
large sample determinations of these conditions are provided. Both cases where
all such 4,’s, or no such §,’s dominate &7 g are elicited. As a particular case,
they establish that the boundary uniform Bayes estimator g dominates 8y g if
and only if R < k(p) with lim, . k(p)//P = /2, improving on the previously
known sufficient condition of Marchand and Perron (2001) for which k(p) > /p.
Finally, they improve upon a universal dominance condition due to Marchand and
Perron, by establishing that all Bayes estimators 8, with 7 spherically symmetric
and supported on the parameter space dominate 677, g whenever R < c1(p) with
lim,,, o c1(p)/ /P = V/1/3.

See Marchand and Perron (2005) for analogous results for other spherically
symmetric distributions including multivariate ¢.

Other significant contributions to the study of minimax estimation of a normal
mean restricted to an interval or a ball of radius R, were given by Bickel (1981)
and Levit (1981). These contributions consisted of approximations to the minimax
risk and least favourable prior for large R under squared error loss. In particular,
Bickel showed that for p = 1, as R — 00, the least favourable distributions
rescaled to [—1, 1] converge weakly to a distribution with density cos?(mx/2),
and that the minimax risks behave like 1 — 72/(8R?) 4+ o(R~2). There is also a
substantial literature on efficiency comparisons of minimax procedures and affine
linear minimax estimators for various models, and restricted parameter spaces; see
Donoho et al. (1990) and Johnstone and MacGibbon (1992) and the references
therein.

Finally, we observe that the loss function plays a critical role. In the case where
p = 1 and loss is absolute error |d — 6|, 8y g(X) is admissible. See Isawa and
Moritani (1997) and Kucerovsky et al. (2009).

7.4 Normal Mean Vector Restricted to a Polyhedral Cone

In this section, we consider first the case when X ~ JV,,(@, o2l ») where o2 is

known and 6 is restricted to a polyhedral cone % and where the loss is ||§ — 0.
Later in this Section, we will consider the case where o2 is unknown and, in

IThe risks of 8, and 87 cannot match either, since a linear combination of these two distinct
estimators would improve on J.



226 7 Restricted Parameter Spaces

Sect.7.5, the general spherically symmetric case with a residual vector. The reader
is referred to Fourdrinier et al. (2006) for more details.

A natural estimator in this problem is §#(X) = P¢ X, the projection of X onto
the cone % . The estimator 8¢ is the MLE and dominates X which is itself minimax
provided % has a nonempty interior. Our goal will be to dominate 8¢ and therefore
also §p(X) = X.

We refer the reader to Stoer and Witzgall (1970) and Robertson et al. (1988) for
an extended discussion of polyhedral cones. Here is a brief summary. A polyhedral
cone % is defined as the intersection of a finite number of half spaces, that is,

C=1{xlax<0,i=1,...,m} (7.14)

for n fixed vectors ay, ..., a, in R?.

It is positively homogeneous, closed and convex, and, for each x € R?, there
exists a unique point Pyx in € such that || Px — x|| = infyeq ||y — x||.

We assume throughout that 4 has a nonempty interior, € so that ¥ may be
partitioned into 6;, i = 0,...,m, where 69 = ¢° and 6;,i = 1,...,m, are
the relative interiors of the proper faces of €. For each set ; , let D; = P, g,
(the pre-image of %; under the projection operator Py and s; = dim%;). Then
D;,i =0,...,m form a partition of R”, where Dy = %).

For each x € C;, we have Pgx = P;x where P; is the orthogonal linear
projection onto the s; —dimensional subspace L; spanned by %;. Also for each such
x, the orthogonal projection onto LI.J-, isequal to Py«x where 6* = {y | x"y < 0} is
the polar cone corresponding to 4. Additionally, if x € D;, then a P;x + Pﬁx e D;
for all a > 0, so D; is positively homogeneous in P;x for each fixed PiJ-x (see
Robertson et al. 1988, Theorem 8.2.7). Hence we may express

8¢(X) =Y 1p,(X)PX. (7.15)
i=0

The problem of dominating 8¢ is relatively simple in the case where € has the
form ¢ = Rﬁ@R”_k whereRﬁ ={(x1,...,xx) | x>0, i=1,...,k}. In this
case,

X;ifX; >0
d¢(X)i = . . .

0 if X; <Ofori=1,...kand ¢ (X); = X; fori =k+1,...,p.
Furthermore, 84 (X) is weakly differentiable and the techniques of Chap.3 (i.e.
Stein’s lemma) are available.

As a simple example, suppose % = R” | i.e. all coordinates of & are nonnegative.
Then 64, (X) = X; +0;(X) i=1,..., p where

-X;if X; <0

% (X) ={ 0 if X; > 0.
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Also, we may rewrite (7.15) as X = leil 1o, (X)P; X where Oy = Ri, and O,
for j > 1, represent the other 27 — 1 orthants and P; is the projection of X onto the
space generated by the face of O adjacent to O;.

Then a James-Stein type shrinkage estimator that dominates X ; is given by

2r

5X)=3" (1 — n;iﬁ) X410, (X)

i=1

where ¢; = (s; — 2)+ and s; is the number of positive coordinates in O;. Note that
shrinkage occurs only in those orthants such that s; > 3.

The proof of domination follows essentially by the usual argument of Chap.3,
Sect.2.4, applied separately to each orthant since X, and X, /|| X ||> are weakly
differentiable in O; and

Xt s —
KX

2
1o, (X),

Lo 0=y

provided s; > 2. Note also that ¢; may be replaced by any value between 0 and
2(S,' - 2)+.

Difficulties arise when the cone % is not of the form ¢ = ]R'_i ® RP~* because
the estimator Py X may not be weakly differentiable (see Appendix A.l). In this
case, a result of Sengupta and Sen (1991) can be used to give an unbiased estimator
of the risk. Here is a version of their result.

Lemma 7.1 (Sengupta and Sen 1991) Let X ~ 4,0, o] p) and € a positively
homogeneous set. Then for every absolutely continuous function h(-) from Ry to R
such that limy_,0, o0 h(y)y*TP/2e7Y/2 = 0 for all k > 0 and Eo[h*(| X|*)1X11%] <
o0 we have

Eg[h(IX 1) X" (X — 0)1¢(X)] = o Eg 21 X II*H' (1 X113 + ph(I X} 14 (X)]
= o2 Eg[div(h (1 X ) X) 14 (X)].
Note that for ¥ = R?, Lemma 7.1 follows from Stein’s lemma with g(X) =
h(|X|*)X provided E[A(|X||*)|X]>] < oo. The possible non-weak differentia-

bility of the function A (]| X 1) X1y (X) prevents a direct use of Stein’s lemma for
general @ .

Proof of Lemma 7.1 Note first that, if, for any 6, Eg[||g(X)||] < oo, then

- 2\k
Eo [s0017] = 3 By [M]

k!
k=0

by the dominated convergence theorem. Without loss of generality, assume o> = 1
and let
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Ag = Eg[h(|X|))XT(X = 0)14(X)] (7.16)

_ _ 2 _ 2 T
= (2m) P27 101 /Z/R e IXIE2X R IX P UIX 1P — XT0) Ly (X)dx
)4

(x")*
k!

= @m) P12 3" [h(IIXIIZ)(IIXllz - X"0)
k=0

Il(g(X)]

= @m) PP 12N %Eo XTI L OO X — 0
k=0 """

T

00 k
= QPR Y L [h(nxuzmg(X)( = Xi) X1+ k||X||k>] .
k=0 "

By the positive homogeneity of 4, we have 1¢(X) = 14 (X/||X|) and, by the
independence of || X || and X/|| X || for & = 0, we have

oo k
2 1 X7 X
Ag = (271)_”/28_“9” /2 —Ep < ) 1y (_)
kzzo k0 i 1]

xEo QX1 (IXIF2 = kIXIF)] - 7.17)

When 6 = 0, || X||? has a central Chi-square distribution with p degrees of freedom.
Thus, with d = 1/2P/2I'(p/2), we have

o0
Eolh(IXIH X I*H2 — kX 15)] = d /0 yP2 () (pEFD/2 — ykl2) e 2ay

iy / PO ()32 gy — gk / % P2y ()32 gy
0 0

Integrating by parts, the first integral gives

/ > Y2 ()=
0

Cptk (a1 —y/2 ® ¢ +k) /277 —y/2
=2 = P h(y)e™ dy+/ yPTEER (y)e™  dy
0 0

and thus combining gives
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Eolh(IX I (IX 12 — kX 1)) = d /0 Y1290 (9) + ph(0) 1y =226 2dy
= Eo[IXII*H' (X1 + ph(IXIPHIX ]

Thus (7.17) becomes

00 k
2 1 X0 X0
Ag = )" P2e7 10l /2§ —Eo( ) IL<,;»(X)( )
pardle 1 X1l X1l

x Eo[ I X I*1 (IX 1) + ph(IX PN I1X 11F]

1
= @m) P I3 2 Eol(XTO N X IR (X + ph(I X)) e (X))
k=0

= Eg[21X 10 (I1X 113 + ph(IX )} 1 (X)]

where the final identity follows by the dominated convergence theorem. O

General dominating estimators will be obtained by shrinking each P; X in (7.15)
on the set D;. Recall that each D; has the property that, if x € D;, then a P;x +
Pl.Lx € D; for all @ > 0. The next result extends Lemma 7.1 to apply to projections
P; onto sets which have this conditional homogeneity property.

Lemma 7.2 Let X ~ 4,(6, o2l p) and P be a linear orthogonal projection of rank
s. Further, let D be a set such that, if x = Px + Pix e D, thenaPx + PLx e D
forall a > 0. Then, for any absolutely continuous function h(-) on Ry into R such
that limy_0,00 h(y)yU+$)/2e73/2 = 0 for all j > 0, we have
Egl(X —0)"PXh(| PX|*)1p(X)]
= o Eg[R2IPXIPH (IPX 1) + sh(I PX )} p(X)].
Proof By assumption (Y1, Y2) = (PX, PLX) ~ (A,(n1, 02 P), Np(n2, 02 PL))
where (P60, P0) = (11, n2). Also
A(®) = Egl(X — 0)"PXh(| PX||*)1p(X)]
= Eo[(PX — PO)"PXh(| PX|*)1p(X)]
= Eypl(Y1 = n0)"Vih(IN ) 1 (Y1, Y2)]

where
D' = {(Y1, 12)|(Y1, Y2) = (PX, P1X) € D}.

On conditioning on Y> (which is independent of Y1), and applying Lemma 7.1 to
Y1, we have
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A@O) = Epy[En, [(Y1 — n)"YV1A(I1V1 ) L (Y1, Y2)|Ya]]
2 297 2 2
= 0 Ep[Ey [2IV11IFA Y1) 4+ shUIY1I1I7)} D vy, vy | Y2]]

= 2E[R2IIPX|*H (IPX|?) + sh(| PX P} Lp(X)].

Now we use Lemma 7.2 to obtain the main domination result of this section.

Theorem 7.3 Let X ~ 4,(8, 02Ip) where o2 is known and 6 is restricted to lie in
the polyhedral cone €, (7.14), with nonempty interior. Then, under loss L(0,d) =
ld — 0]1?/0?, the estimator

m

(1P X2 (si — 2
8(X)=Z<1—02r(” ||1|3|,-))((ﬁ2 )+>P,~X1D,.(X) (7.18)
i=0

dominates the rule 54 (X) given by (7.15) provided 0 < r;(t) < 2, r; () is absolutely
continuous, and rl./(t) >0, foreachi =0,1,...,m.

Proof The difference in risk between § and §¢ can be expressed as

A(B) = R(0,8) — R, é¢)

—iE 2P UPXID) (i = 2+) 7.19)
B I P X2 ‘
r(P XIS =24 ) gy
-2 I4E (P X) (P X 9)} 1p, (X).

Now apply Lemma 7.2 (noting that (P; X)"(P;X — 0) = (P;X)T(X — 0)) to each
summand in the second term to get

= rEIP X)) ((si — 2)4)?
AB) =02 Ey| -
; 1P X |2
ri(IP X113 (si — 2)4 , 2
-2 —4rl(| P X =2, | 1p (X
TP r(PX P (s — 2)4 | 1p, (X)
<0 (7.20)
since each rl.’(-) >0and 0 < r; () < 2. |

As noted in Chap.3, the case of an unknown o2 is easily handled provided an

independent statistic S ~ o2 sz is available. For completeness we give the result for
this case in the following theorem.
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Theorem 7.4 Suppose X ~ N,(6, azlp) and S ~ 0'2)(13 with X independent of
S. Let the loss be ||d — 0% /o2. Suppose that 0 is restricted to the polyhedral cone
%, (1.14), with non-empty interior. Then the estimator

_y S\ rUPXIDG =24
3(X,8) = ; (1 — <k+2> X ) P, X1p,(X) (7.21)

dominates §¢(X) given in (7.15) provided 0 < ri(-) < 2 and r;(-) is absolutely
continuous with ri’(~) >0, fori =0,...,m.

Many of the classical problems in ordered inference are examples of restrictions
to polyhedral cones. Here are a few examples.

Example 7.1 (Orthant Restrictions) Estimation problems where k of the coordi-
nate means are restricted to be greater than (or less than) a given set constants, can
be transformed easily into the case where these same components are restricted to
be positive. This is essentially the case for €’ = Rﬁ @® RP~¥ mentioned earlier.

Example 7.2 (Ordered Means) The restrictions that 01 < 6, < ... < 0, (or that a
subset are so ordered) is a common example in the literature and corresponds to the
finite set of half space restrictions 6, > 61,603 > 6>, ...,0, > 0,1 .

Example 7.3 (Umbrella Ordering) The ordering 81 < 0, < ... < 0 > Op41 >
Ok+42, ..., 0p—1 > 0, corresponds to the polyhedral cone generated by the half space
restrictions

6 —601 >0,03—60,>0,...,0, — 01 20,9k+1—9k§0,...,9[,—9[,50.

In some examples, such as Example 7.1, it is relatively easy to specify P; and D;. In
others, such as Example 7.2 and 7.3 it is more complicated. The reader is referred
to Robertson et al. (1988) and references therein for further discussion of this issue.

7.5 Spherically Symmetric Distribution with a Mean Vector
Restricted to a Polyhedral Cone

This Section is devoted to proving the extension of Theorem 7.4 to the case of a
spherically symmetric distribution when a residual vector is present. Specifically we
assume that (X, U) ~ §5(0,0) where dim X = dim6 = p,dimU = dim0 = k
and where 6 is restricted to lie in a polyhedral cone, ¢, with non-empty interior.
Recall that the shrinkage functions in the estimator (7.21) are not necessarily weakly
differentiable because of the presence of the indicator functions /p, (X). Hence the
methods of Chap.4 are not immediately applicable.
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The following theorem develops the required tools for the desired extension of
Theorem 7.4. It also allows for an alternative approach to the results in Sect.6.1 as
well.

Theorem 7.5 (Fourdrinier et al. 2006) Let (X, U) ~ A,44((6,0), o2l ptk) and
assume f : RP — Rand g : R? — RP? are such that

Egol(X —0)"g(X)] = 02 Eg o[£ (X)]

where both expected values exist for all 02 > 0. Then, if (X, U) ~ §8p41(0,0), we
have

EgollUI*(X —6)"g(X)] = EoollUI*£(X)]

k+2

provided either expected value exists.
Proof As (X, U) is normal, X ~ _4,(8, o2I) and ||U||2 ~ szkz are independent,
using E[||U]1?] = ko2 and E[||U||*] = o*k(k + 2), we have, for each fixed o2,
EgollUI*(X — 6)"g(X)] = ko Eg ol(X — 6)"g(X)]
= ko* Eg o[ f (X)]

_ 1 4
= k+2E9,0[||U|| f(X)] (7.22)

For each 0 (considered fixed), | X — 6%+ ||U ||? is a complete sufficient statistic for
(X, U) ~ Np4x((6,0), 5%1). Now noting

EL[ENUIX —0)"g(X) | IX — 01> + IUII*1] = EgolllUII*(X — 6)"g(X)]

and

B U F O] = —— EAENUI £OO | 1X =012 + 101
k+2° k+2°

it follows from (7.22) and the completeness of || X — 6> + ||U||? that
E[IUIPX = 6)"g(X) | 1X =61 + [U]*]

_; 2 _ o\T N2 2
= k+2E[|IUII (X =0)gX) [IX =01+ U] (7.23)

almost everywhere. We show at the end of this section that the functions in (7.23) are
both continuous in || X — @]|> + ||U ||%, and hence, they are in fact equal everywhere.

Since the conditional distribution of (X, U) conditional on | X — 6| + || U ||> =
R? is uniform on the sphere centered at (6,0) for all spherically symmetric
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distributions (including the normal), the result follows on integration of (7.23) with
respect to the radial distribution of (X, U). |

The main result of this section results from an application of Theorem 7.3 to the
development of the proof of Theorem 7.4.

Theorem 7.6 Let (X,U) ~ SS,,14(0,0) and let 0 be restricted to the polyhedral
cone €, (1.14), with nonempty interior. Then, under loss L(0,d) = ||d — 0|, the
estimator

m

_ IUN? (i = 24+ri(IPXIDY
8(X,U) = ; (1 ~ 2 X ) PiX1p,(X) (7.24)

dominates Py X = ¢(X), given in (7.15) provided, 0 < ri(-) < 2, ri(-) is
absolutely continuous and ri’(~) >0fori=0,...,m.

Proof The key observation is that, in passing from (7.19) to (7.20) in the proof of
Theorem 7.3, we used Lemma 7.2 and the fact that P; X" (PX; —0) = P;X"(X —0)
to establish that

[n(nPixnz)(si -2)4
P X |2

_o’E |:”i(||PiX||2)((S,' —2)4)?
P X2

(PiX)"(P;X —6)1p, (X)}

2 (1P XD (s — 24 1, (X)] .

Hence, by Theorem 7.5,

[nun2 ri (1P X (12 (si — 2)+

k+2 ||P'XH2 (PiX)T(PiX—G)ﬂDI.(X)i|

zazE[ ot {n(MP,-an)((s,- —2)4)°

P 12 e
(k+2)2 ||P1X||2 +2rl(||P1X|| )(Sl 2)+} IlD,' (X):| .

It follows then, as in the proof of Theorem 7.3,

4 2 v 2 o 2
RO.5CX.U)) — RO, 8({)_2%[ 4 {r,- (1P XIP) (i = 2)4)

(k +2)? 1P X1

+ar(1P X ||2))<s,- - 2>+}11D,- (x)]

{( (1P X[ (i = 2)+
1P X2
0.

IA

(7.25)

O
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Theorem 7.5 is an example of a meta result which follows from Theorem 7.6,
and states roughly that, if one can find an estimator X + ¢2g(X) that dominates
X for each o2 using a Stein-type differential equality in the normal case, then
X +||U|I?/(k +2)g(X) will dominate X in the general spherically symmetric case,
(X,U) ~ SS144(0, U), under L(0, 8) = || — 6||>. The “proof” goes as follows.

Suppose one can show also that E[(X — 0)"g(X)] = azE[f(X)] in the normal
case, and also that ||g(x) ||2 +2f(x) <0, for any x € R”. Then, in the normal case,

RO, X —a?g(X)) — R0, X) = o*E[|g(X)|I> + 2£(X)] < 0.

Using Theorem 7.5 (and assuming finiteness of expectations), it follows in the
general case that

1u?
k+2

lu*
(k +2)2

R<9,X+ g(X)> — R, X)=E[ {Ilg(X)||2+2f(X)}} <0.

In this Section, application of the above meta-result had the additional complica-
tion of a separate application (to P; X instead of X) on each D; but the basic idea is
the same. The results of Chap.6 which rely on extending a version of Stein’s lemma
to the general spherically symmetric case can be proved in the same way.

We close this Section with a result that implies the claimed continuity of the
conditional expectations in (7.23).

Lemma 7.3 Let (X,U) ~ §5,1x(0,0) and letoc € N. Assume ¢(-) is such that for
any R > 0, the conditional expectation

FR) = E@ollUI%(X) | I1X — 611> + IU|I> = R*]

exists. Then the function f is continuous on R ..

Proof Assume without loss of generality that 6 = 0 and ¢(-) > 0. Since the
conditional distribution or (X, U) conditional on || X ||>+ ||U||*> = R? is the uniform
distribution U on the sphere Sg = {y € RP™*/||y|| = R} centered at 0 with radius
R, we have

f(R)=fS lull®@o)d g (x, u).

Since |lul|> = R? — ||x|? for any (x,u) € Sg and X has distribution concentrated
on the ball B, = {x € RP||x]] < R} in R? with density proportional to
RO ((R? — ||x||%)F/>~1) we have that RPtK=2 £ (R) is proportional to

gR) = [ (R? — x|H*/ 271y (x)dx.
Br
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R
= f f (R? — |x|H*F2= g (x)do, (x)dr
0 Sy
R
0
where
H(r) = /S 9(x)day (x)

and where o, is the area measure on the sphere S,. Since H(-) and (k + «)/2 — 1
are non-negative, the family of integrable functions r — K(R,r) = (R? —
r2)kte)/2=1 gy | [0,r](r), indexed by R, is nondecreasing in R and bounded above
for R < Ry by the integrable function K (R, 7). Then the continuity of g(R), and
hence of f(R), is guaranteed by the dominated convergence theorem. O

Note that the continuity of (7.23) is not necessary for the application to (X, U) ~
SSp4+x(0,0) if (X, U) has a density, since then equality a.e. suffices.



Chapter 8 ®
Loss and Confidence Level Estimation Creck fo

8.1 Introduction

Suppose X is an observation from a distribution Py parameterized by an unknown
parameter 6. In classical decision theory, after selecting an estimation procedure
¢(X) of 0, it is typical to evaluate it through a criterion, i.e. a loss, L(6, ¢(X)),
which represents the cost incurred by the estimator ¢(X) when the unknown
parameter equals 6. In the long run, as it depends on the particular value of X, this
loss cannot be appropriate to assess the performance of the estimator ¢. Indeed, to
be valid (in the frequentist sense), a global evaluation of such a statistical procedure
should be based on all the possible observations. Consequently, it is common to
report the risk R(0, ¢) = Ep[L(0, ¢(X))] as a gauge of the efficiency of ¢ (Ey
denotes expectation with respect to Py). Thus, we have at our disposal a measure
of the long run performance of ¢(X) for each value of 6. However, although this
notion of risk can effectively be used in comparing ¢ (X) with other estimators, it is
inaccessible since 0 is unknown. A common and, in principle, accessible, frequentist
risk assessment is the maximum risk Iég,, = supy R0, ¢).

By construction, this last report on the estimation procedure is non-data-depen-
dent (as we were guided by a global notion of the accuracy of ¢ (X)). However there
exist situations where the fact that the observation X has a particular value x may
influence the judgment on a statistical procedure. A particularly clarifying example
is given by the following simple confidence interval estimation (which can also be
seen as a loss estimation problem). Assume that the observation is a pair (X1, X»)
of independent copies of a random variable X satisfying, for 6 € R,

1
P[X:Q—l]:P[X:@—i—l]:E.
Then it is clear that the confidence interval for 6 defined by
© Springer Nature Switzerland AG 2018 237
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X+ X 1
1(X1, Xa) = HER‘ R Bk S [
2 2
satisfies
1if X1 # Xa
Lirxy,x2)301 =
0if X1 =X»

so that it suffices to observe (X1, X2) = (x1, x2) in order to know exactly whether
I(x1, xp) contains 6 or not.

The previous (somewhat ad hoc) example indicates that data-dependent reports
are relevant. In our estimation context when X = x, note that, if it were available
(but 6 is unknown), it would be the loss L(6, ¢(x)) itself that should serve as a
perfect measure of the accuracy of ¢. It is then natural to estimate L (9, ¢(x)) by a
data-dependent estimator §(X), a new estimator called a loss estimator which will
serve as a data-dependent report (instead of Rw)~ This is a conditional approach in
the sense that accuracy assessment is made on a data-dependent quantity, the loss,
instead of the risk.

Remark 8.1 Throughout this chapter, we will typically use ¢(X) to denote the
estimator of the unknown parameter, 6, and §(X) to denote the corresponding
estimator of loss, L(0, ¢(X)).

To evaluate the extent to which 6 (X) successfully estimates L (6, ¢(X)), another
loss is required and it has become standard to use the squared error

L*(0, p(X), 8(X)) = (8(X) — L(6, 9(X)))*, (8.1)
for simplicity. In so far as we are thinking in terms of long-run frequencies, we adopt

a frequentist approach to evaluating the performance of L* by averaging over the
sampling distribution of X given 0, that is, by using a new notion of risk

RO, ¢,8) = Eg[L*(®, 9(X), 8(X))] = Eg[(8(X) — L(®, 9(X)))*]. (8.2)

As R(p reports on the worst situation (the maximum risk), we may hope that a
competitive data-dependent report § (X) improves on R, under new risk (8.1), that
is, for all 0, satisfies

RO, 9,8) < RO, 0, Ry). (8.3)

More generally, a reference loss estimator o will be dominated by a competitive
estimator § if, for all 9,

ZO,9,8) <%, 9,0), (8.4)

with strict inequality for some 6.
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Note that, unlike the usual estimation setting where the quantity of interest is a
function of the parameter 6, loss estimation involves a function of both 6 and X (the
data). This feature may make the statistical analysis more difficult but it is clear that
the usual notions of minimaxity, admissibility, etc, and their methods of proof can
be directly adapted to that situation. Also, although frequentist interpretability was
evoked above, it is easily seen that a Bayesian approach could be naturally based on
the usual Bayes estimator ¢ of 6 and the posterior loss §p(X) = E[L(0, ¢p)| X].

The problem of estimating a loss function has been considered by Sandved
(1968) who developed a notion of an unbiased estimator of L(8, ¢(X)) in various
settings. However the underlying conditional approach traces back to Lehmann and
Sheffé (1950) who estimated the power of a statistical test. Kiefer, in a series of
papers (1975, 1976, 1977), developed conditional and estimated confidence theories
through frequentist interpretability. A subjective Bayesian approach was compared
by Berger (1985b,c,d) with the frequentist one.

‘We propose the following definition of an unbiased estimate of loss.

Definition 8.1 §(X) is an unbiased estimator of the loss L(0, ¢(X)), if Eg[§(x)] =
Eo[L(0, (X))] for all & € £2. Hence an unbiased estimator of loss is also an
unbiased estimator of risk.

Johnstone (1988) considered the (in)admissibility of unbiased estimators of loss
for the maximum likelihood estimator ¢o(X) = X and for the James-Stein estimator
@’5(X) = (1 = (p —2)/1I1X|/*)X of a p-variate normal mean 6 (with covX = I,)
based on Stein’s lemma (Theorem 2.1). For ¢o(X) = X, the unbiased estimator of
the quadratic loss L(@, ¢o(X)) = ||¢o(X) — 9||2 which satisfies, for all 9,

Eg[d0] = Eg[L(0, po(X))] = R(®, 90) , (8.5)

is 89 = Ié(p = p (where we assume 02 = 1). Johnstone proved that (8.3) is satisfied
with the competitive estimator §(X) = p — 2(p — 4)/||X||*> when p > 5, with the
risk difference between 8y and § being expressed as —4(p — 4)2Eg[1/|X|[*].

For the James-Stein estimator q)J S the unbiased estimator of loss, from Corol-
lary 2.1 (3), is itself data-dependent and equal to 8;5(X) = p — (p — 2)?/|1X |
Jonhstone showed that improvement on (SOJ S can be obtained with §75 (X)) =
p —(p—2)%/IIXI1?> +2 p/IIX||?> when p > 5, with strict inequality in (8.4) for all
6 since the difference in risk between 875 and 8({5 equals —4 P Eo[1/]1X]|1*1.

In Sect. 8.2, we develop the quadratic loss estimation problem for a multivariate
normal mean. After a review of the basic ideas, a new class of loss estimators is
constructed in Sect. 8.2.1. In Sect. 8.2.2, we turn our focus on some interesting and
surprising behavior of Bayesian assessments; this paradoxical result is illustrated
in a general inadmissibility theorem. Section 8.3 is devoted to the case where the
variance is unknown. Extensions to the spherical case are given in Sect.8.4. In
Sect. 8.4.1, we consider the general case of a spherically symmetric distribution
around a fixed vector 6 € R”. In Sect. 8.4.2, these ideas are then generalized to the
case where a residual vector is available. Section 8.5 discusses some connections
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of loss estimation with model selection. Section 8.6 covers topics in confidence set
assessment, while Sect. 8.7 presents material on a dimension cut-off phenomenon
for improved loss estimation associated with differential operators. We conclude by
mentioning a number of applied and theoretical developments of loss estimation not
covered in this overview.

8.2 Quadratic Loss Estimation: Multivariate Normal with
Known Variance

8.2.1 Dominating Unbiased Estimators of Loss

Let X be a random vector having a multivariate normal distribution .4, (0, I,) with
unknown mean ¢ and identity covariance matrix /. To estimate 6, the observable
X is itself a reference estimator, being both MLE and unbiased. It is convenient to
write any estimator of 6 as ¢(X) = X + g(X) for a certain function g from R? into
R?. Under squared error loss ||¢(X) — 6]|2, the (quadratic) risk of ¢ is defined by

R, ¢) = Eglllp(X) — 011*] (8.6)

where Ey denotes the expectation with respect to A4, (6, Ip,).
Clearly, the risk of the MLE X equals p and ¢(X) will be a reasonable estimator
only if its risk is finite. As seen in Chap. 2,

Eolllg(X)|1*] < o0 (8.7)

is a necessary and sufficient condition for this finiteness. We assume this in what
follows. Note again that in this chapter, the estimators of 8 with typically be denoted
by ¢(X) while the estimators of loss will typically be denoted by §(X). We will
largely focus on improving some reference estimator of loss §p(X) for a fixed
estimator ¢(X) of 6.

Recall from Corollary 2.1 (3) that if X ~ .47(6, I,,) that an, in fact the unique,
unbiased estimator of loss for an estimator of 6 of the form ¢(X) = X + g(X) is
given by

8o(X) = p +2div g(X) + [1g(X)|I*. (8.8)

Hence for the UMVUE, MLE, MRE ¢(X) = X it follows that §op(X) = p and
for the James-Stein estimator, §75(X) = (1 — a/||X||*) X in (2.13), the proof of
Theorem 2.2 shows that 8o(X) = p + (a*> — 2a(p — 2))/I|X||*.

Any competitive loss estimator §(X) can be written as §(X) = §o(X) —
y(X) for a certain function y(X), which can be interpreted as a correction to
80(X). If the MLE is concerned (that is, if g(X) = 0), we may expect that an
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improvement on 3o(X) = p would be obtained with a function y (X) satisfying the
requirement expressed by condition (8.3). Note also that, similarly to the finiteness
risk condition (8.7), we will require that

Egly*(X)] < o0 (8.9)

to assure that the risk of §(X) is finite.
Using straightforward algebra, the risk difference (under loss (8.1)) 2(0, ¢, §) =

RO, p,8) — 2O, ¢, 8y) simplifies in
20, 9,8) = Egly*(X) — 2y (X) 80(X)] + 2 Egly (X) llo(X) — 611*1.  (8.10)
Conditions for which 2(0, ¢, §) < 0 will be formulated after finding, along the lines
of Stein’s techniques used above, an unbiased estimate of the term y (X) [|¢(X) —
6||? in the last expectation. This is given in the next lemma. Recall, for a function g

from R? into R?, that Stein’s lemma (Theorem 2.1) states that

Eo[(X — 6)"g(X)] = Ep[divg(X)], (8.11)

provided that these expectations exist.

Lemma 8.1 Let X ~ 4,(0,1,) and y be a twice weakly differentiable function
such that Eg[||X — 0|)? |y (X)|] < oo. Then

Eoll|X — 011> y(X)] = Ealp y(X) + Ay (X)].
Proof Writing
X =017y (X) = (X —0)"(X — 6) y(X) (8.12)

naturally leads to an iteration of Stein’s identity and involves the twice weak
differentiability of y, we have

Egl||1X — 011> ¥ (X)] = Epldiv((X — 6)" y(X))]
= Eolpy(X) + (X —0)" Vy (X1, (8.13)

by the property of the divergence. Then again, applying Stein’s identity to the last
term in (8.13) gives

Eg[(X — 6)" Vy(X)] = Egldiv(Vy (X))] = Eg[Ay (X)] (8.14)
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by definition of the Laplacian . Finally, gathering (8.13) and (8.14), we obtain that
EgllIX = 011 y(X)] = Eg[py (X) + Ay (X)]. (8.15)

which completes the proof. O

We are now in a position to provide an unbiased estimator of Z(0, ¢, §). Its
nonpositivity will be a sufficient condition for Z(0, ¢, §) < 0 and hence for § to
improve on .

Lemma 8.2 Suppose y is a twice weakly differentiable function and all expecta-
tions are finite. Then

20, ¢.8) = Egly*(X) + 4 Vy (X)" g(X) +2 Ay (X)]. (8.16)

Note that, when X ~ 4,(0, o] p), then if the correction term is replaced by
o2 y(X) the risk difference 2(0, ¢, 8) becomes replaced by o* 2(6, ¢, 8). For
notation simplicity we will restrict attention to X ~ .4,(6, I,) but the theorems
in this section remain valid with the change y (X) +— a2y (X).

Proof Note that
llp(X) — 011> = |IX + g(X) — 0|

= lgXI* +2(X —0)"g(X) +|X — 0|

so that, according to (8.11) and (8.15),
Eolllp(X) — 011> y(X)] = Eoly (X) [lg(X)II* + 2div(y (X) g(X))
+py(X) + Ay (X)].
Therefore, as
div(y (X) g(X)) = y(X) divg(X) + Vy(X)" g(X)

and §o(X) = p + 2divg(X) + ||g(X)||2, the risk difference (8, ¢, §) in (8.10)
reduces to (8.16). O

It follows from Lemma 8.2 that a sufficient condition for Z(6, ¢, §) to be
nonpositive is

Y2x) +4Vy ()T g(x) +2Ay(x) <0 (8.17)

for any x € R”. Note that applying Lemma 8.2 to ¢(X) = X and §p(X) = p,
y(X) = =2(p — /IX]|? gives Johnstone’s (1988) result mentioned above. This
choice of y also gives Jonhstone’s result for an improved loss estimator based on the
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James-Stein estimator. We will also give some further comments on these examples
after Theorem 8.1.

How can one determine a “best” correction y satisfying (8.17)? The following
theorem provides a way to associate to the function g a suitable correction y that
satisfies (8.17) in the case where g(x) is of the form g(x) = Vm(x)/m(x) for a
certain nonnegative function m. This is the case, as we saw in Chaps. 1 and 3 when ¢
is a Bayes estimator of 6 related to a prior 7, the function m being the corresponding
marginal (see also Brown 1971). Through the choice of m, Bock (1988) showed that
such estimators constitute a wide class of estimators of 6 (which are called pseudo-
Bayes estimators when the function m does not correspond to a true prior ).

Theorem 8.1 Let m be a nonnegative function that is also superharmonic (respec-
tively subharmonic) on R? such that Vm/m € Wllo’c1 (RP) (see Appendix A.1). Let
& be a real valued function, strictly positive and strictly subharmonic (respectively
superharmonic) on RP, and such that

AE(X)\?
Ey [( ;(;f) ] <. (8.18)

Assume also that there exists a constant K > 0 such that, for any x € RP,

£2(x)

) = K]

(8.19)

and let

A
Koy = inf m(x) M .
xeR? %'2()6)
Then the unbiased loss estimator 8 of the estimator ¢ of 0 defined by ¢(X) =
X + Vm(X)/m(X) is dominated by the estimator § = 6o — v, where the correction
term y is given, for any x € R? such that m(x) # 0, by

y(x) = —a sgn(A§(x)) % (8.20)

as soonas 0 < a < 2 Kj.

Proof The domination condition will be obtained by proving that the risk difference
is less than zero. We only consider the case where m is superharmonic and
& is strictly subharmonic, the case where m is subharmonic and £ is strictly
superharmonic being similar.

First, note that the finiteness risk condition (8.9) is guaranteed by Condi-
tion (8.18) and the fact that (8.19) implies that, for any x € R?,
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2 2 2
yz(x):a2§ ) _ o (AE(X)> _

m2(x) T K \ &)
Also note that, for a shrinkage function g of the form g(x) = Vm(x)/m(x), the

left hand side of (8.17) can be expressed as (since A(m y) = m Ay +2 (Vm)" Vy +
y Am)

Dy (x) = 2 (x) 42 {M ) Am) } (8.21)
m(x) m(x)
and hence, for y in (8.20), as
) £2(x) _AE(x) | () Am(x)
Dyx) =« 2 00) 2a { ) 20 } . (8.22)

Now, since m is superharmonic and & is positive, it follows from (8.22) that

Py (x) <

{afz(x)

) —ZAE(x)}

m(x)

and hence, by the subharmonicity of &, (8.19) and the definition of Ky, that

a £ ()
Dy (x) < m{a — 2 Ko} e

(8.23)

Finally, since 0 < o < 2 Ky, Inequality (8.23) gives Zy(x) < 0, which is the
desired result. |

As an example, consider m(x) = 1/||x||? —2, which is the fundamental harmonic
function that is superharmonic on the entire space R? (see du Plessis 1970). Then
g(x) = —(p — 2)/l|x||? and ¢(X) is the James-Stein estimator whose unbiased
estimator of loss is 8o(X) = p — (p — 2)2/||X||%. For any x # 0, choosing the
function &(x) = 1/||x||? gives rise to AE(x) = 2 p/||x||P*t? > 0, and hence, to

£w _ 1 1
lAE(x)] — 2p [lx][P~2”

which means that Condition (8.19) is satisfied with K = 1/2 p. Also, we have

(Aé(x))z _4p?
Ex) ) lxl*

which implies that condition (8.18) is satisfied for p > 5. Now it is clear that the
constant K is equal to 2 p and that the correction term y in (8.20) equals y (x) =
—a/||x||? for any x # 0. Finally, Theorem 8.1 guarantees that an improved loss
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estimator over the unbiased estimator of loss 8o(X) is 8(X) = 80(X) 4+ «/||X||? for
0 < o < 4 p, which is Johnstone’s (1988) result for the James-Stein estimator.

Similarly Johnstone’s result for ¢(X) = X can be constructed with m(x) =
1 (which is both subharmonic and superharmonic) and with the choice of the
superharmonic function £(x) = 1/|x]|3, for which Ko = 2(p — 4), so that
s(x)=p —oz/||)c||2 dominates p for0 <o <4(p —4)and p > 5.

A possible shortcoming with the improved estimator in (8.20) is that it may
be negative, which is undesirable since we are estimating a nonnegative quantity.
A simple remedy to this problem is to use a positive-part estimator. If we define
the positive-part §* = max{§, 0}, the loss difference between 8% and § is
(8 — LB, @) — (87 — L6, ¢))*> = (8% — 28L(6, ¢))15<o. Hence it is always
nonnegative. Therefore, the risk difference is positive, which implies that §T
dominates 8. It would be of interest to find an estimator that dominates §T.

In the context of variance estimation, despite warnings on its inappropriate
behavior (Stein 1964 and Brown 1968), the decision theoretic approach to the
normal variance estimation is typically based on the standardized quadratic loss
function where overestimation of the variance is much more severely penalized
than underestimation, thus leading to presumably too small estimates. Similarly,
in loss estimation under quadratic loss, overestimation of the loss is also much more
severely penalized than underestimation. A possible alternative to quadratic loss
would be a Stein-type loss. Suppose ¢(X) is an estimator of 8 under || 6 — ¢(X) K
and let §(X) be an estimator of || & — ¢(X) ||> for §(X) > 0. Then we can define
the Stein-type loss for evaluating §(X) as

16 —X) |I? og 10 — (X [

L0, 9(X),5(X)) = 5(X) B0

1. (8.24)

The analysis of loss estimates under a Stein-type loss is more challenging, but can
be carried out using the integration by parts tools developed in this section.

We have shown that the unbiased estimator of loss can be dominated under
certain conditions. Often one may wish to add a frequentist-validity constraint
to a loss estimation problem. Specifically in our problem, the frequentist-validity
constraint for some estimator § would be E¢[§(X)] > Eg[d9(X)] for all 8. Kiefer
(1977) suggested that conditional and estimated confidence assessments should be
conservatively biased; the average reported loss should be greater than the average
actual loss. Under such a frequentist-validity condition, Lu and Berger (1989) give
improved loss estimators for several of the most important Stein-type estimators.
One of their estimators is a generalized Bayes estimator, suggesting that Bayesians
and frequentists can potentially agree on a conditional assessment of loss.
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8.2.2 Dominating the Posterior Risk

In the previous sections, we have seen that the unbiased estimator of loss can
often be dominated. When a (generalized) Bayes estimator of 6 is available,
incorporating the same prior information for estimating the loss of this Bayesian
estimator is coherent, and we may expect that the corresponding Bayes estimator
is a good candidate to improve on the unbiased estimator of loss. However,
somewhat surprisingly, Fourdrinier and Strawderman (2003) found in the normal
setting that the unbiased estimator often dominates the corresponding generalized
Bayes estimator of loss for priors that give minimax estimators in the original
point estimation problem. In particular, they give a class of priors for which the
generalized Bayes estimator of 6 is admissible and minimax, but for which the
unbiased estimator of loss dominates the generalized Bayes estimator of loss. They
also give a general inadmissibility result for a generalized Bayes estimator of loss.
While much of their focus is on pseudo-Bayes estimators, in this section, we
concentrate on their results on generalized Bayes estimators.

Suppose X is distributed as .4},(6, I,) and the loss function is L(8, (X)) =
lo(X) — 6]|> where we are estimating 6 with the estimator ¢(X). For a given
generalized prior 7, we denote the generalized marginal by m and the generalized
Bayes estimator of 6 by

Vim(X)
m(X)

om(X) =X + (8.25)

Then (see Theorem 8.1 or Stein 1981) the unbiased estimator of the risk of
Pm(X) is

Am(x)  |[Vm(X)|?

So(X) = 2 , 8.26

o0 =p 2o T - (8.26)
while the posterior risk of ¢, (X) is (see (1.20) for ol=1)
Am(X vm(X)|?

5,000 = p g A VMO 827

m(X) m2(X)

It is interesting to note that (8.26) and (8.27) differ only by the factor 2 in the
middle term.

Domination of §p(X) over §,(X) may be obtained thanks to the fact
(Am(X)/m(X))?> — 2APm(X)/m(X) is an unbiased estimator of their risk
difference, where A@m = A(Am) is the bi-Laplacian of m (see Fourdrinier
and Strawderman 2003). That is,

Am(X))z ., ADm(X)

KO om. 80) = RO, ¢m. 8m) = Eg [( m(X) m(X)

j| (8.28)
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Thus, the above domination of the posterior risk as an estimator of loss by the
unbiased estimator of loss will occur as soon as

(8.29)

(Am(X)>2 , A®m(Xx) -
m(X) mX) =

Applicability of that last condition is underlined by the remarkable fact that if the
prior 7 satisfies (8.29), that is, if

<A”(9)>2—2M <0 (8.30)

7() @)

then (8.29) is satisfied for the marginal m.

As an example, Fourdrinier and Strawderman (2003) considered the prior 7 (0) =
(1611?/2 + a)~® (where @ > 0 and b > 0) and showed that, if p > 2(b + 3),
then (8.30) holds and hence §, dominates §,,. Since 7 is integrable if and only if
b > g (for a > 0), the prior 7 is improper whenever this condition for domination
of 8, over &, holds. Of course, whenever 7 is proper, the Bayes estimator §,, is
admissible provided its Bayes risk is finite.

Inadmissibility of the generalized Bayes loss estimator is not exceptional. Thus,
in Fourdrinier and Strawderman (2003), the following general inadmissibility result
is given; its proof is parallel to the proof of Theorem 8.1.

Theorem 8.2 Under the conditions of Theorem 8.1, 8, is inadmissible and a class
of dominating estimators is given by

§(X)
m(X)

Sm(X) + a sgn (AE(X)) for 0 <a <2Kj.

Note that Theorem 8.2 gives conditions for improvement on §,, while Theo-
rem 8.1 looks for improvements on §y. As we saw, §y often dominates §,,.

In Fourdrinier and Strawderman (2003), it is suggested that the inadmissibility
of the generalized Bayes (or pseudo-Bayes) estimator is due to the fact that the loss
function (8(x) — [l¢(x) — 61*)> may be inappropriate. The possible deficiency of
this loss is illustrated by the following simple result concerning estimation of the
square of a location parameter in R.

Suppose X e R ~ f ((X - 9)2) such that E»[X*] < oo. Consider estimation of
6?2 under the loss (8 — #2)%. The generalized Bayes estimator &, of 2 with respect
to the uniform prior 7 (9) = 1 is given by

0% ((X —6)?)do
[F((X—=6)?)do

82 (X) = = X2+ Ey [X?].
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Since this estimator has constant bias 2 Eo[Xz], it is dominated by the unbiased
estimator X2— Eg[X?2] (the risk difference is 4 (Eo[ X2])?). Hence 8 is inadmissible
for any f(-) such that Ey (X4 < oo.

8.2.3 Examples of Improved Estimators

In this subsection, we give some examples of Theorems 8.1 and 8.2. Although the
shrinkage factor in Theorems 8.1 and 8.2 are the same, in the examples below we
will only focus on improvements of posterior risk.

As an application of Theorem 8.2, let &, (x) = (|lx|> + a)fb (with a > 0 and
b > 0). It can be shown that A&,(x) < Ofora >0and0 <2 (b+ 1) < p. Also
Aép(x) > 0ifa =0and 2(b + 1) > p. Furthermore,

E2(x) 1 1

A6, 0| _ 2| (x| +a)p-T
A& 25 |p 20 + Dl [lx |l

(D) Suppose that0 < 2 (b + 1) < p and a > 0. Then

E2(x) - 1 1
A&, ()| ~ 2b(p —2(b+ 1)) (lx]|> +a)>~!

, which is finite

1
&p(X) (|\X\|2+a)2]

fora > Qorfora =0and p > 4.

2
and Eg [(M> ] < 00 since it is proportional to Ey [

b—1
Suppose that m (x) is greater than or equal to some multiple of (m) or
equivalently,

k 1 b—1
") =26+ 1) <||x||2+a> (63D

for some k > 0. Theorem 8.2 implies that §,,(X) is inadmissible and is dominated
by

o

) = X+ a)y

for0 <o <4 b(p —2(b+ 1)) infyerr mx)(|x|1? + a)?~1).
Alternatively, if m(x) > m for0 < ¢ < %‘, 8, 1s inadmissible and the
above gives an explicit improvement upon substituting ¢ — 1 for b. Note that the

improved estimators shrink towards 0.



8.3 Quadratic Loss Estimation: Multivariate Normal with Unknown Variance 249

Suppose, for example, that m(x) = 1. Then (8.31) is satisfied for b > 1. Here
om(X) = X and §,,(X) = p. Choosing b = 1, an improved class of estimators
is given by p — m++a for0 < o < 4 (p —4). The case a = 0 is equivalent to
Johnstone’s result for this marginal.

(IT) Suppose that 2 (b + 1) > p > 4 and a = 0. Then,

5 1 1
A&, ()~ 2b2(b + 1) — p) [x]2C-D

A development similar to the above implies that, when m(x) is greater than or
equal to some multiple of ||x 20=5) an improved estimator is

o
Sm (X _
)+ X

for

O<a<4b@(b+1)—p) inf (m(x)”x”Z(bfl)) '
xeRP

In this case, the correction term is positive and the estimators expands away
from 0. Note also that this result only works for a = 0 and hence, applies to
pseudo-marginals which are unbounded in a neighborhood of 0. Since all marginals
corresponding to a generalized prior 7 are bounded, this result can never apply to
generalized Bayes procedures, but only to pseudo-Bayes procedures.

Suppose, for example, that m(x) = |x|2=P. Here ¢, (X) = (1 p—_2> X is

—xIP
2
the James-Stein estimator and 6,,(X) = p — (IIT ;ﬁ; . In particular, the above applies
forb—1 = ”T_Z, that is, for b = § > pT—Z. An improved estimator is given
by 8, (X) + W for 0 < y < 4p. This again agrees with Johnstone’s result for

James-Stein estimators.

8.3 Quadratic Loss Estimation: Multivariate Normal with
Unknown Variance

In Sect. 8.2 it was assumed that the covariance matrix was known and equal to the
identity matrix /,. Typically, this covariance is unknown and should be estimated.
In the case where it is of the form o2/ p with o2 unknown, Wan and Zou (2004)
showed that, for the invariant loss ||¢(X)—6||? /o2, Johnstone’s (1988) result can be
extended when estimating the loss of the James-Stein estimator. In fact, the general
framework considered in Sect. 8.2 can be extended to the case where o2 is unknown,
and we show that a condition parallel to Condition (8.17) can be found.
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Suppose X ~ A,(6, 0211,) and S ~ 02)(,{2 is independent of X. Consider an
estimator of 6 of the form ¢(X, §) = X + S g(X, §) with E(Mz[S2 lg(X, 9] <
00, where Ey ;2 denotes the expectation with respect to the joint distribution of
(X, S). Then, by Theorem 2.5, an unbiased estimator of the loss

2
Ilw(X,jg 1| 832)
of
(X, 8 =X+ S5g(X,S) (8.33)

is

) 0
S (X,S)=p+S {(k +2)[1g(X, H)II* +2divxg(X, ) + ZSﬁllg(X, HIPT -

(8.34)

The following theorem provides an extension of results in Sect.8.2 to the
setting of an unknown variance. The necessary conditions to insure the finiteness
of the risks are parallel to the case where the variance o2 is known. It should
be noticed that the corresponding domination condition of §(X, S) over §o(X, S),
that is, for any X € RP and any S € Ry, (k + 2) ||g(x, s)||2 + 2divyg(x, s) +
25-2||g(x, 5)I|* < 0, entails that the two conditions E, ,2[(S divg(X, §))?] < oo

and EQ,(,Q[(S2 2118(X, S)||)2] imply the condition E, ,2[S? ||g(X, $)|*] < oo.

Also the derivation of the finiteness of R(6, o2, @) follows as in the known variance
case.

Theorem 8.3 Let X ~ .A4},(0, 0211,) where 6 and o are unknown and p > 5 and
let S be a nonnegative random variable independent of X and such that S ~ o> sz.
Let the estimator (X, S) of 0 (under loss (8.32)) be given by (8.33).

For any twice weakly differentiable function y (X) such that E, > [¥2(X)] < oo,

the risk difference (under loss (8 — ||p(X, S) — 0]|*/02)?)
20,0, 9,8) =R#0,0%,¢,8) — Z0,0%, ¢, 8)

between the estimators §(X, S) = 6o(X, S) — S y(X) and 80(X, S) is given by

2
Ee,UZ[SZ{VZ(X) i Ay(X) +48(X, )'Vy(X) +4y(X)llg(X, S)||2” . (8.35)

so that a sufficient condition for 2(0, o2, @, 8) to be nonpositive, and for §(X, S)
to improve on 6o(X, S), is
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2
Y + 2 Ay (x) +4g(x, )" Vy(x) +4y @) llglx, 9[> <0 (8.36)

for any x € R? and any s € R, with strict inequality on a set of positive measure.

Note that, in Theorem 8.3, the estimation loss is invariant squared error loss
llo(X,S) — 6]|?/o? while the loss for estimating loss is squared error (§ —
llp(X, $) — 0112 /a%)%.

Proof Consider the finiteness of the risk of the alternative loss estimator (X, S) =
30(X, S) — Sy(X). It is easily seen that its difference in loss d (6, 02, X, S) with
80(X, S) can be written as

d®,c2, X, S)
1 2 1 2
= <ao(x, S)—;Hgom—euz — Syoo)—@oof, S) — ;Hw(X)—enz)
1
= S2y2(X) =28 y(X) (Bo(X, S) — —lle(X) - o11%). (8.37)

Hence, since Egy ,2[|lp(X, S) — 0]1*/0%] < oo the condition E4 ,2[y?(X)] <
oo ensures that the expectation of the loss in (8.37), that is, the risk difference
2,02, ¢, 8) is finite. Then Z(0, 02, ¢, §) < oo since Z(0, 02, ¢, 89) < 00.

We now express the risk difference as 2(6, o2, ©,8) = Ee,dz[d(e, o2, X, 1.
Using (8.34) and expanding ||¢(X, S)—0||>/o* we get that d(9, o2, X, S) in (8.37)
can be written as

d@®,0% X,8) = A(X,S)+ B®,0>%, X, S)
where
AX,$) = S*y2(X) —2pSy(X) —2(k+2) S*y(X) [|g(X. 9|
— 482y (X)divyg(X, ) — 45 y(X) ;—S||g<x, SI* (8.38)

and

s3 S
B(©,0% X,8) =2 v llg(X, S)I12+2 SYOIX - 01>

SZ
+4 ) y(X) (X —0)Tg(X, S).(8.39)

Through Lemma 2.3 (2) with h(x, s) =2 ;—32 y(x)|lgx, s)||2, the expectation of
the first term in the right hand side of (8.39) equals
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S3
Ee,az[z v llg(X, 5)||2] = By 2+ Sy (0 lIg(X. )|

d
+ 48 y(X) 5lle X, S)ﬂ : (8.40)

Also, a reiterated application of Lemma 2.3 (1) to the expectation of the second
term in the right hand side of (8.39) allows us to write

Eun |2 25 YO0 IX =011 | = £ 2 25 (X = 07 S y(X) (X = )
= By al2divx($ 7 (X) (X — )]
= Eyorl2p Sy (0) +25 (X~ 6)'Vy (X))
= Eyoa2p Sy () 2075 Ay(X)]
which gives

2
k+2

S
Ep [2 SvOlX — 9||2] = Ep [Zp Sy(X)+2 Ay(X)i| . (8.41)

This follows since § ~ 02)(,{2 entails that E[S2/(k +2)] = UZE[S] and since

S is independent of X. As for the third term in the right hand side of (8.39), its
expectation can also be expressed using Lemma 2.3 (1) as

SZ
By on 453 700 (X = 070X, 9)| = £y 4 57 divs (005X, )
= Ey ,2[4 8* y(X) divx{g(X, )} +4 52 g(X. )" Vy(X)],  (8.42)

by the property of the divergence.
Finally, gathering (8.40), (8.41), and (8.42) yields an expression of (8.39), which
with (8.38) gives the integrand term of (8.35), the desired result. O

As an example, consider the James-Stein estimator cpj S(X,8)=X— % WX

discussed in Sect.2.4. Here the shrinkage factor g(X, S) only depends on X and

equals g(X) = —%W so that, through routine calculation, the unbiased

_ =2 s

k2 q1x12
y(x) = —d/||x||*> with d > 0, it is easy to check that the expression in (8.36)
equals

estimator of loss is 8p(X,S) = p For a correction of the form

p—4

_ —9\2 _ 2
d*+4 d—sP =20 4 (P22Y yafa- 2|, 222
k+2 k+2 k+2 k+2 k+2
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(p=2)°
k+2

which is negative for 0 < d < 45 [p +

k+2
(p-2%_s d _ =22 s
2 g T e OV P T Tk e

and Zou (2004) who considered the case d = ﬁ [ p+ (’;;22)2 ]

] and gives domination of p —

This condition recovers the result of Wan

8.4 Extensions to the Spherical Case

8.4.1 Quadratic Loss Estimation: Spherically Symmetric
Distributions with Known Scale

In the previous sections the loss estimation problem was considered for the normal
distribution setting. In this section we consider loss estimation for the class of
spherically symmetric distributions. As developed in Corollary 4.1 in Chap.4
we will use the representation of a random variable from a spherically symmetric

distribution, X = (X1,...,X,)", as X 4 RU®P 4+ 0, where R = ||X — 0| isa
random radius, U P is a uniform random variable on the p-dimensional unit sphere,
where R and U (P are independent.

In Sect. 8.4.2 we extend these results to the case where the distribution of X is
spherically symmetric and where a residual vector U is available (which allows an
estimation of the variance o2).

Assume X ~ S§5,(8) and suppose we wish to estimate 6 € R” by a decision
rule ¢ (X) using quadratic loss. Suppose that we also use the quadratic loss to assess
the accuracy of the loss estimate ¢(X); then the risk of this loss estimate is given
by (8.2). Fourdrinier and Wells (1995b) considers the problem of estimating the
loss when ¢(X) = X is the estimate of the location parameter 6. The estimate
@ is the least squares estimator and is minimax among the class of spherically
symmetric distributions with bounded second moment. Furthermore, if one assumes
the density of X exists and is unimodal, then ¢ is also the maximum likelihood
estimator.

The unbiased constant estimate of the loss ||X — 6|2 is 89 = Ep[R?]. Note
that §p is independent of 6, since Ep[||X — 01121 = Eoll|X||*]. Fourdrinier
and Wells (1995b) showed that the unbiased estimator g can be dominated by
80 — y, where y is a particular superharmonic function for the case where the
sampling distribution is a scale mixture of normals and in a more general spherical
case.

The development of the results depends on some interesting extensions of the
classical Stein identities in (8.11) and (8.15) to the general spherical setting as in
Sect. 5.2. Recall that the distribution of X — 6 conditional on R = || X —0|| is %r .
Suppose y is a weakly differentiable vector valued function, then by applying the
divergence theorem for weakly differentiable functions.
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Eg[(X =)'y (X) | |IX =0l = Rl = /s (x =)'y () Ur,o (dx) (8.43)
R.0

R
= — divy(x)dx.
oR,0(SR,0) JBry

If y is areal-valued function, then it follows from (8.43) and the product rule applied
to the vector valued function (x — 9)y (x) that

Egll|X =01y (X) | [1X — 6] = R]

/S (x =0 (x = 0) ¥ (x) Ur,o (dx)
R0

R
= [pyx)+ (x —0)"Vyx)ldx. (8.44)
oR.0(SR.0) JBry

Our first extension of Theorem 8.1 is to the class of spherically symmetric distri-
butions that are scale mixtures of normal distributions as discussed in Lemma 5.1.
Suppose

pe(X|9)=/(; ¢(x;0,1/0)G (dr) (8.45)

so that G(+) is the mixing distribution on v = o 2.

In the scale mixture of normals setting the unbiased estimate, &, of risk equals
o0
8o = E[R*] = E[||X — 0|"] = p/ t7'Gdr). (8.46)
0

It is easy to see that the risk of the unbiased estimator §y is finite if and only if
Es[]|1X — 0]|*] < oo, which holds if

/OO 172G (dt) < oo. (8.47)
0

The main theorem in Fourdrinier and Wells (1995b) is the following domination
result of an improved estimator of loss over the unbiased loss estimator.

Theorem 8.4 Let the distribution of X be a scale mixture of normal random
variables as in (8.45) such that (8.47) is satisfied and

/ P2 Gdr) < 00. (8.48)
Ry

Estimating 0 through X and estimating the loss || X — 9||2, consider the estimator
of loss 8o in (8.46) (which is an unbiased estimate of risk of X). Let y be a twice
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weakly differentiable on RP shrinkage function y such that Eg[y?]

6 € RP.

< 00 for every

Then a sufficient condition for g — y to dominate §y under loss (6 — || X — 0| |2)2
is that y satisfies the differential inequality k Ay + y? < 0 with
tP/2 G (dt)
k=2 IR”T . (8.49)
]R+ tP/2=2 G (dt)
As an example, let y(x) = c/||x||> where ¢ is a positive constant. Note

that y is only weakly differentiable (but not differentiable in the usual sense)
and that its Laplacian exists as a locally integrable function only when p > 4
(see Appendices A.1, A.2, A.3, and A.4). Then it may be shown that Ay (x) =
—2¢(p — 4)/|Ix]*. Hence, kA(x) + y2(x) = —2ke(p — 4)/IIx||* + /I1x||* < 0
if —2kc(p —4) + c? < 0, thatis, 0 < ¢ < 2k(p — 4). It is easy to see that the
optimal value of ¢ for which this inequality is the most negative equals k(p — 4), so
an interesting estimate in this class of y’sis 8 = 8o — k(p —4)/||x||*(p > 4). This
is precisely the estimate proposed by Johnstone (1988) in the normal distribution
case </Vp(9, I,) where k = 2; recall, in that case, §o = p. In this example, we
have assumed that the dimension p is greater than four. In general, we can have
domination as long as the assumptions of the theorem are valid. Actually, Blanchard
and Fourdrinier (1999) show explicitly (see Sect. 8.7) that, when p < 4, the only
solution y in L%OC(R”) of the inequality kAy + y2 < 0is y = 0 (ae., with
respect to the Lebesgue measure). Hence, in the normal case .4, (6, I,/t), where
2t72 Ay + y? is an unbiased estimator of the risk difference (for dimensions four
or less) it is impossible to find an estimator § = §9 — y whose unbiased estimate of
risk is always less that of §.

In the case of scale mixtures of normal distributions, the conjecture of the
admissibility of §9 — y for lower dimensions (although it is probably true) remains
open. Indeed, under the conditions of Theorem 8.4, k Ay + y? is no longer an
unbiased estimator of the risk difference and Eg[k Ay + y?] is only its upper
bound. The use of Blyth’s method would need to specify the distribution of X
(that is, the mixture distribution G). It is worth noting that dimension-cutoff also
arises through the finiteness of Ey[y?] when using the classical shrinkage function
c/Ilxll?.

In order to prove Theorem 8.4 we need some additional technical results. The first
lemma gives some important properties of superharmonic functions and is found in
du Plessis (1970) and the second lemma links the integral of the gradient on a ball
with the integral of the Laplacian, see also Appendix A.8.

Lemma 8.3 Ify is a real-valued superharmonic function then

() fsp, 7@) Zro(dx) < [5, v() Vo (dx).
(2) Both of the integrals in (1) are decreasing in R.

Proof See Sections 1.3 and 2.5 in du Plessis (1970) and Appendix A.8. O
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Lemma 8.4 Suppose y is a twice weakly differentiable function. Then

/ (= 0)TVy () Vi oldx) = P12 / / Ay (x)dx dr.
Bro Rp Byg

S ogpl2

Proof Since the density of the distribution of the radius under ¥ g is (p/R?)r?~!,
we have

R
/ (x —0)'Vy(x) Yro(dx) = / / (x —0)' Vy(x) %.p(dx) L -ty
Br.o 0 JS0 RP

The result follows from applying (8.44) to the inner most integral of the
right hand side of this equality and by recalling the fact that o,9(S,9) =
Q@mPl/r(p/2)) P o

Proof of Theorem 8.4 The risk difference between 8g and 6o — y equals «(0) + 8(0)
where

Ol(9)=217/ (———>/ / Y (x) Ug0 (dx) p(d1) G (d?)
Rt Ry JSro

and

/2
B©O) = / / Q172 Ay (x) + 2 (x)) (—t ) exp (—fux - 9||2) dx G(dt).
R, JRP 2r 2

We have from the definition of 7% ¢ and an application of Fubini’s theorem

f R? f y(x) Y& 6 (dx) p(dR)
Ry Br.o

I'(p/2) 2— /
- R dx p(dR
P - Bk’gy(x) x p(dR)
r 2 +00
oL/ /2) (%) R¥P p(dR) dx. (8.50)
27PI= Jre llx—61]

Now, for fixed ¢ > 0, in the normal case .4, (6, I,,/t) the distribution p; of the radius
has the density f; of the form f;(R) = t7/2/(2P/>=' " (p/2)) RP~" exp{—t R*/2}
and 69 = p/t. Thus, expression (8.50) becomes

f R? f y () V.6 (dx) p(dR)
Ry Bryo

p1P/? +00 ¢t R?
:—2/ y(x) Rexp{——} dRdx
Q)P Jro =61l 2
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ptp/2—1 t oy
W/RPV(X) CXP{—EHX—GH } dx

P / / y (¥) U o(dx) pi (dR),
t Ry JSgro

the last equality holding since p; is the radial distribution. Using the mixture
representation with mixing distribution G, the expression of «(6) is written as

1 & r \F"*? t 5
a<9>=2p/ (———)f y () (—) exp (——||x—0|| ) dx G(dr)
R, \I P/ Jre 2 2

1 8o
=2p Cov ((; - ;), Ely(X) | T])

<0

since E[y(x) | t] is nondecreasing by Lemma 8.3. Note also, since §9 = g,
the expression for «(f) is a covariance with respect to G and is nonpositive by

Lemma 8.3 and the covariance inequality.
We can now treat the integral of the expression §(6) in the same manner. The
function x — (x — 0)TVy (x) and the function x — Ay (x) taking successively the

role of the function y, we obtain
RZ
/ — / (x —0)'Vy(x) Vg9(dx) p/(dR)
Ry P JBgry

1
= —/ / (x —0)'Vy(x) Ur.6(dx) pi(dR)
U JRy Jspo

1 R?
- —/ —/ Ay (x)dx pi(dR)
tJrRy P JBre
tp/272 t )
= W/l‘w Ay(x)exp{—§||x—9|| } dx

applying (8.43) for the second equality and remembering that Ay = div(Vy).
Therefore, by Fubini’s Theorem, §(6) can be reexpressed as

fR+ tP12=2 exp(—t||x — 0]|>/2)G (d1)
BO) = /RP 2 Ay (x) fR+ 172 exp(—t||x — 0]2/2)G (dt)

t \P? t
x/ (-) exp(——||x—9||2>G(dt)dx.
Ry 2w 2

Note that the ratio of the integrals in (8.51) is bounded below by

+ yz(x)> 8.51)
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Jo, 1PPTPGUED
Je, 1P G(dn) T

for k in (8.49), since the family of distributions with densities proportional to
tP/2 exp(—at) G(dt) has monotone decreasing liklihood in (= [|x — 0112/2)
and since r~2 is decreasing. Now, by the superharmonicity condition on y,
assumption (8.49) gives

p/2
B©) 5/ (kAV(X)+V2(X))f (2L) exp <—£||x—9||2) G(dr)dx
RP R, \27 2
<0.

O

The improved loss estimator result in Theorem 8.4 for scale mixtures of normal
distributions was extended to the more general family of spherically symmetric
distributions in Fourdrinier and Wells (1995b). In this setting, the conditions for
improvement rest on the generating function g of the spherical density pg. A
sufficient condition for domination of 8 has the usual form k Vy + y2 < 0.

Theorem 8.5 (Fourdrinier and Wells 1995b) Assume the spherical distribution
of X with generating function g has a finite fourth moment. Estimating 0 through
X and estimating the loss | X — 0||%, consider the estimator of loss 8y = Eo[|| X|1*]
(which is an unbiased estimate of risk of X). Let y be a twice weakly differentiable
on R? such that Eg[y?] < oo for every 6 € RP.

If, for every s > 0,

0
28(S)f g(@)dz < pdo (8.52)
)
and if there exists a constant k such that, for any s > 0,

[Pzg@dz—s [~ g(z)dz
2g(s)

0<k<

) (8.53)

then a sufficient condition for 8y — y to dominate 8o under loss (8 — || X — 0]|*)? is
that y satisfies the differential inequality: k Ay + y* < 0.

For p > 5, we have shown that one can dominate the unbiased constant estimator
of loss (associated with the estimator of 6, ¢p(X) = X) by a shrinkage-type
estimator. As in the normal case, one may wish to add the frequentist-validity
constraint, Ey[§(X)] > Eg[80(X)] for all 6, to the loss estimation problem. In fact,
in the normal case, the only frequentist valid estimator with Z(6, ¢g, §) < 01is &g
itself. The proof of this result follows from a randomization of the origin technique
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as in Hsieh and Hwang (1993). It remains an open question whether this is true in
the general setting of a spherically symmetric distribution.

8.4.2 Quadratic Loss Estimation: Spherically Symmetric
Distribution with a Residual Vector

In this subsection, we extend the ideas of the previous sections to a spherically
symmetric distribution with a residual vector. We largely follow the development
of Fourdrinier and Wells (1995a) (see also Fourdrinier and Wells 2012). We
first develop an unbiased estimator of the loss and then construct a dominating
shrinkage-type estimator. An important feature of our results is that the proposed
loss estimates dominate the unbiased estimates for the entire class of spherically
symmetric distributions. That is, the domination results are robust with respect
to spherical symmetry, just as the improved estimators of the mean developed in
Chap. 6 are similarly robust.

Let (X,U) ~ §5(0,0) where dim X = dimf# = p and dimU = dim0 = k
(p + k = n). For convenience let (X, U) and (6, 0) represent n x 1 vectors. In this
section we consider the usual quadratic loss in estimation of 6,

llp(X) — 6112, (8.54)

and not the scaled version ||¢(X) — 6]|2/o2.

In the spherical case in Sect. 8.4.2 with know scale, the risk of X was constant
with respect to 6. Thus, this risk, E [Rz], provides an unbiased estimator of the loss
subject to the knowledge of E[R?]. Its properties, as the properties of any improved
estimator, may depend on the specific underlying distribution. An important feature
of the results in this subsection is that there is an unbiased estimator 5y of the loss
of X, which is available for every spherically symmetric distribution (with finite
fourth moment), 8o(x) = p||U||*/k. Thus, we do not need to know the specific
distribution, and we get robustness with an estimator that is no longer constant.
Notice §p makes sense because p < n.

We will now consider the estimation of the loss of a class of shrinkage estimators
considered in Sect. 6.1 (see Cellier and Fourdrinier 1995). That is, for location
estimators of the form

U |?

=x- =0
Pg k+28

(X), (8.55)
where g is a weakly differentiable function from R” into R”. Recall Theorem 6.1
shows that, if ||g||*> < 2 divg /(k + 2), ¢, dominates X under quadratic loss for all
spherically symmetric distributions with a finite second moment. A member of the
classis ys = X — ||U||?/(k +2) (p —2) X/||X||?, the James-Stein estimator used
when the variance is unknown as in Sect. 8.3.
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It follows from Theorem 6.1 and the above discussion that an unbiased estimator
of the loss (8.54) of the shrinkage estimator ¢, is given by

|+

58 = % N2 + (||g<X>||2 + 2divg<X>) *k+22°

(8.56)

As shown in Theorem 8.6 below, the unbiased estimator of the loss can be
improved by a shrinkage estimator of the loss of the form

88 =85 — lUNI* v (X), (8.57)
where y is a positive function provided p > 5. Note that (8.57) is a true shrinkage
estimator, while Johnstone’s (1988) optimal loss estimate for the normal case is
an expanding estimator. This is not contradictory since we are using a different
estimator than Johnstone and he is only dealing with the normal case with known

o2

Theorem 8.6 (Fourdrinier and Wells 1995a) Assume that p > 5 and the
distribution of (X, U) has a finite fourth moment. Estimate 0 through @, in (8.55)
and consider estimating the loss |o; — 0 2. Let y be a twice weakly differentiable
nonnegative function on RP.

A sufficient condition under which the estimator 85 given in (8.57) dominates the
unbiased estimator 5§ under loss (8 — ||pg — 0| |2)2 is that y satisfies the differential
inequality

2

4 . .
Y +m)’dw8 div(y g) + y <0

(8.58)

4 2
 (k+2)(k+6) (k+4)(k+6)A

An immediate corollary for the estimator ¢o(X) = X (g = 0) follows.

Corollary 8.1 Let ¢o(X) = X, 8o(X,||UI>) = p/k ||U|% and §(X) =
So(X) — ||U||4 y(X). Assume that p > 5, the distribution of (X, U) has a finite
fourth moment, and the function y is twice weakly differentiable on R?. A sufficient
condition under which the estimator §(X) dominates the unbiased estimator &y is
that y satisfies the differential inequality

2 2

A 0. 8.5
M e (8:59)

14

Example 8.1 (Loss estimator for ¢o(X) = X) The standard example is where
y() = d/||t| |2 for all # # 0 with d > O satisfying the conditions of the theorem.
More precisely it is easy to deduce that Ay (r) = —2d (p — 4)/|||t||* and thus
Inequality (8.59) reduces to

d2 4(p—4)

-~ < (8.60)
(k+4)(k+6)
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so that the sufficient condition of Corollary 8.1 is writtenas 0 < d <4 (p—4)/(k+
4)(k + 6), which only occurs when p > 5. Clearly the left-hand side of (8.60)
is minimized for d = 2(p — 4)/{(k + 4) (k 4+ 6)}, which provides the greatest
improvement over the unbiased estimator Jg.

Before proving the theorem, we need some preliminary integration identities
which generalize Lemma 6.1.

Lemma 8.5 For every twice weakly differentiable function g : R? — RP? and for
every function h : Ry — R,

H(UI?)

2 T —
Ero [RUIUIRX =0)" g(X0)] = Ens [W

div g(X)j| (8.61)

where H is the indefinite integral, vanishing at 0, of the function t +>
1/2 h(t) t*/2=1 and provided the expectations exist.

Proof As in the proof of Lemma 6.1, we have

Ero [hUIUIRY(X = 0)" g(X)]

2

= [ h -0 -6) 00 (R 1x-01P) " dx
B
= - ;" /B (VH(R® — |lx = 01 g(x) dx
R.0

since

VH(R? — |lx — 0> = =2 H'(R* — ||x — 0] (x — 0)

k/2—1
—h(R? — x =0 (R = v —67) "~ (x—6).
Then, by the divergence formula,

Era [ROUIPYX = 0g00] == ¥ [ div (HE = v = 01 g0)

Bro

+cht H(R? = |lx — 0] divg(x) dx .

Bro

Now, if og ¢ denotes the area measure on the sphere Sg g, the divergence theorem
ensures that the first integral equals

X —
llx — 61l

oR,o(dx)

/ (H(R* = |lx —0]*)g(x)"
SR.0
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and is null since, for x € Sg 9, we have R? — ||x — 6])> = 0 and H(0) = 0. Hence,
in terms of expectation, we have

Era [hQIUIP) (X = 0)g(X)]

H(R? — |x — 0> k/2—1
= c,’;”‘f (R” — llx k”/z)_l divg (x) (R2 = 9||2) dx
Bro (R — |lx — 6]?)

_ [H<||U||2)
~ M Laupi

divg(X)} .

which is the desired result. a

Corollary 8.2 For every twice weakly differentiable function y : RP — R, and
for every integer q,

p
k+gq

Ero [IVIT 11X =012y (X)| = 2= B [I1U1172y ()]

1
AT T

Era 101+ 27 (0] .

provided the expectation exists.
Proof Take h(t) = 19/2 and g(x) = y(x) (x — 0) and apply Lemma 8.5 twice. 0O

Proof of Theorem 8.6 Since the distribution of (X, U) is spherically symmetric
around 6, it suffices to obtain the result working conditionally on the radius. For
R > 0 fixed, we can compute this using the uniform distribution U ¢ on the sphere
Sr,0. Hence, the risk of 83 equals

Ero |65 = llp = 01%] = Ero [ — llg = 61| + Exs 1117200 ]
= 2 [IIVIFY (X)GE — I — 01D

Applying Lemma 8.5, it follows that

2Epo [IIU11° (X = 0)"y (X) 800 | = = Era [IVII*div (r (X) D) |

2
k+6
Hence expanding the risk and Corollary 8.2, it follows that the risk of 85 equals

Erao [ = llg = 012%] + Ero [IUIFY2(0)]

8k

o 6
B Ere 01ty 0]
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4
+ ERryg [IIUII8 { (X)divg(X) + ————div (V(X)g(X))H

*k+22” (k +4)(k + 6)

8
t aThaTe e [ty ]

Since the function y is nonnegative, the third term on the right-hand side is negative;
also the ||U||® term is a factor in all the other expressions. Hence, the sufficient
condition for domination is

2

4 div(y g) +

y <0

4 , 4
e Wt a6 i1 6”

in order that the inequality R(8%, 6, ¢) < R85, 0, ¢) holds. m]

8.5 Applications to Model Selection

Loss estimation results discussed in the previous sections can be applied to the
model selection problem. The loss estimation ideas in this chapter lay the theoretical
foundation for the construction of model selection rules as well as give a decision
theoretic analysis of their statistical properties. Fourdrinier and Wells (1994) and
Boisbunon et al. (2014) show that improved loss estimators give more accurate
model selection procedures. Bartlett et al. (2002) studied model selection strategies
based on penalized empirical loss minimization and pointed out the equivalence
between loss estimation and data-based complexity penalization. It is shown that
any good loss estimate may be converted into a data-based penalty function and the
performance of the estimate is governed by the quality of the loss estimate.

The principle of parsimony helps to avoid classical issues such as overfitting
or computational error. At the same time, the model should capture sufficient
information in order to comply with some objectives of good prediction, good
estimation, or good selection and thus, it should not be too sparse. This principle
has been elucidated by many statisticians as a trade-off between the goodness of fit
to the data and the complexity of the model (see, for instance, Hastie et al. 2008).
From the practitioner’s point of view, model selection is often implemented through
cross-validation (see Celisse and Arlot (2010) for a review on this topic) or the
minimization of criteria whose theoretical justification relies on hypotheses made
within a given framework.

In this section, we review the work in Boisbunon et al. (2014) and examine model
selection measures, Cp, and A C, from a loss estimation point of view. We will focus
on the linear regression model

Y = XB +oe (8.62)
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where Y is a random vector in R", X is a fixed and known full rank design matrix
containing p observed variables x/ in R”, B is the unknown vector in R” of
regression coefficients to be estimated, o is the noise level and ¢ is a random vector
in R” representing the model noise with mean zero and covariance matrix o2 1,. One
subproblem of model selection is the problem of variable selection: only a subset
of the independent variables X/ have nonredundant information on ¥ and we wish
to recover this subset as well as correctly estimate the corresponding regression
coefficients.

Early work treated the model selection problem from the hypothesis testing point
of view. For instance, the Forward Selection and Backward Elimination procedures
were stopped using appropriate critical values. This practice changed with Mallows’
automated criterion known as Cp, (Mallows 1973). Mallows’ idea was to propose
an unbiased estimator of the scaled expected prediction error Eg[|| X 3 1—XB|?/0?]
where ,é 1 is an estimator of 8 based on the selected variable set I C {1, ..., p}, Eg
denotes the expectation with respect to the sampling distribution in model (8.62) and
|| - |l is the Euclidean norm on R". Assuming Gaussian i.i.d. error terms, Mallows
proposed the following criterion

Y - XBi1? —~
o

where 62 is an estimator of the variance o based on the full linear model fitted with

the least-squares estimator L5, thatis, 62 = ||Y — XBL5)|2/(n — p), and df is an
estimator of the “degrees of freedom” (df), also called the effective dimension of
the model (see Hastie and Tibshirani 1990). For the least squares estimator, df is
the number k of variables in the selected subset /.

Mallows’ C), relies on the assumption that, if for some subset / of explanatory
variables the expected prediction error is low, then those variables are relevant
for predicting Y. In practice, the rule for selecting the “best” candidate is the
minimization of C,. However, Mallows argues that this rule should not be applied
in all cases, and that it is better to look at the shape of the C,-plot instead, especially
when some explanatory variables are highly correlated.

In 1974, Akaike proposed different automatic criteria that would not need
a subjective calibration of the significance level as in hypothesis testing based
approaches. His proposal was more general with applications to many problems
such as variable selection, factor analysis, analysis of variance, and order selection
in autoregressive models (Akaike 1974). Also his motivation was different from
Mallows. Akaike considered the problem of estimating the density f(-|8, o) of an
outcome variable Y where f is parameterized by 8 € R? and o € R,. Akaike’s
aim was to generalize the principle of maximum likelihood, enabling a selection
between several maximum likelihood estimators f; and &12. Akaike showed that
all the information for discriminating the estimator f(-| ,31, 612) from the true

f (B, o) could be summed up by tpe Kullback-Leibler divergence Dk, (B 1, B) =
Ellog f(Y,.u|B, 0)]1—E[log f (Y,..|B1, 612)] where the expectation is taken over new
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observations. By means of asymptotic analysis and by considering the expectation
of Dk, Akaike arrived at the following criterion

n
AIC = =2} "log f (vilB1, 67) + 2111, (8.64)

i=1

where |I| is the number of parameters of Br. In the special case of a Gaussian
distribution, AIC and C), are equivalent up to a constant for model (8.62). Hence,
Akaike described his AIC as a generalization of C, to a more general class of
models. Unlike Mallows, Akaike explicitly recommends the rule of minimization
of AIC in order to identify the best model from data.

In the context of the model in (8.62), AIC = —nlog &12 -2(I1+1) —n—
nlog(2m), where 6,2 = ||Y — X,4§1||2/n Thus the best model is determined by
minimizing » log 612 + 2|I| across all candidate models. Hurvich and Tsai (1989)
showed that AIC leads to overfitting in small sample size and proposed a biased
corrected version of AIC that selects the model that minimizes log 612 + (n +
[I])/(n — |I| — 2) across all candidate models.

Ye (1998) extended AIC to more complex settings by replacing |I| by the
estimated degrees of freedom introduced by Efron (2004). For the model in (8.62)
Ye’s [E]xtended AIC is

Y — X112

EAIC(B) = = + 2divy (X B)). (8.65)

where 62 = |Y — XBLS|12/(n — p).

8.5.1 Model Selection in the Loss Estimation Framework

As seen in the previous sections of this chapter, the idea underlying the estimation of
loss is closely related to Stein’s Unbiased Risk Estimate (SURE). When considering
the Gaussian model in (8.62), we have © = XpB, we set i = X,é and L(,é, B8)
is defined as the quadratic loss || X /§ — XB||%. Special focus will be given to the
quadratic loss since it is the most commonly used and allows tractable calculations.
In practice, it is a reasonable choice if we are interested in both good selection and
good prediction at the same time. Moreover, quadratic loss allows us to link loss
estimation with C}, and AIC.

In the following theorem, an unbiased estimator of the quadratic loss, under a
Gaussian regression model, is developed using a result of Stein (1981).

Theorem 8.7 Let Y ~ N, (XB, azAIn) and é = ,3(Y) be a function of the least
squares estimator of B such that X B is weakly differentiable with respect to Y. Let
&2 =Y = XB"IP/(n — p).
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Then,
8o(Y) = ||Y — XB|I> + Q2divy (X B) — n)6> (8.66)

is the unbiased estimator of ||X/§ — XB|1>

Proof The risk of Xf at X is

EglIIXB — XBI*1 = EglIXB — YI> + 1Y — XBI%] (8.67)
+Eg[2(Y — XB) (X — Y)].

Since Y ~ A, (XB, 0%1,), we have Eg[||Y — XB|?] = Eg[(Y — XB)'Y] =no?
it follows that

EglIlXB — XBIF 1= EglllY — XBII*) —no? + 2tr(covg(XB, Y — XB)).

Moreover, applying Stein’s identity for the right-most part of the expectation
in (8.67) with g(Y) = X /3 and assuming that X ﬂ is weakly differentiable with
respect to Y, we can rewrite (8.67) as

slIXB = XBIP1 = EgllY = XBIP1 = no? + 20 Eg[divy X

Because 62 is an unbiased estimator of o2 and is independent of ALS and

therefore of ﬁ(Y), the right-hand side of this last equality is also equal to the
expectation of Sq(Y) given by Eq. (8.66). Hence the statistic §o(Y) is an unbiased
estimator of || X8 — X8| O

Efron (2004) introduced the concept of the generalized degrees of freedom of
an estimator of the mean as df = Eg [divY X ﬁ] . Consequently 37 = divy X ,3 is
an unbiased estimate of the degrees of freedom. Therefore, §o(Y) in Theorem 8.66
can also be expressed as ||Y — X 1>+ Qdf —n)é2. For example in the case of a
llnear estimator of the mean i = SY it follows thatdf = ozTr(S ). Specifically, if

= XALS = X(X"X)"'XTY then df po?and df = pé2.

For invariant loss || X8 — X,8|| Jo?and S = ||Y — X,BLSH2 the following result
is a natural adaptation of Theorem 3.1 from Fourdrinier and Wells (2012).

Theorem 8.8 Let Y ~ A, (XB, 021,) andn > 5. LetB = ﬁ(Y) be an estimator of
B weakly differentiable with respect to Y and independent of ||Y — X B&5||2.
Then

n—p-—

- _ .
mHY—XﬂH +2divy (X B) —n (3.68)

85" (Y) =

is an unbiased estimator of the invariant loss ||X;§ — XB|1?/o2.
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Note that, for more general estimators of the form ,3(Y , S), a correction term has
to be added to (8.68). Thus, if B(Y S) = 3LS(Y) + g(BLS S) for some function
g, this correction is 4(X ,é(Y S) — Y)T X 8g(,8LS S)/0S. An analogous correction
to (8.66) is needed in Theorem 8.7 if ,8 is a function of S as well as of ,BLS We omit
the details.

In terms of predicting a future value Yo ~ A, (XB, 021,) it is easy to see with a
calculation analogous to Theorem 8.7 that

EglllYo — XBI*1 = Eglll (Yo — Y) + (Y — XB)|I*]
= Egll(Yo = V)I* + Y — XA
+2(Yo— XB,Y — XB)—2(Y — XB,Y — XB)]
= Egl|lY — XBI* +df].

Hence ||Y — X /§ 1> + 823]\‘ is an unbiased estimator of the prediction error
[I1Yo — X,é||2]. Recall the formulas for C,, EAIC and &y in (8.63), (8.65),
and (8.66), respectively, of the three criteria of interest under the Gaussian model .
The links between different criteria for model selection are due to the fact that,
under our working hypothesis (linear model, quadratic loss, normal distribution
Y ~ M (XB,021,) for a fixed design matrix X), they can be seen as unbiased
estimators of related quantities of interest. It can be easily seen that the three criteria
differ from each other only up to a multiplicative and/or additive constant. Hence the
models selected by the three criteria will be the same. There is also an equivalence
with other model selection criteria, such as those investigated in Li (1985), Shao
(1997) and Efron (2004).

The final objective is to select the “best” model among those at hand. This can be
performed by minimizing either of the three proposed criteria, that is the unbiased
estimator of loss &g, Cp, AIC or EAIC. The idea behind this heuristic is that the
best model in terms of prediction is the one minimizing the estimated loss.

Note that Cj, and EAIC are developed first fixing o2 and then estimating it by
62, while, for 8, the estimation of 2 is integrated into the construction process. It
is then natural to gather the evaluation of B and o2 estimating the invariant loss

IXB — XBI>

o? ’

for which SB"V (/§ ) in an unbiased estimator. Note that 68” (B ) involves the variance
estimator ||[Y — XALS)2/(n — p — 2) instead of |¥Y — XBLS|2/(n — p). This
alternative variance estimator was also considered in the unknown variance setting
for the construction of the modified C), which is actually equivalent to 83‘“(,3), and
the corrected AIC (see Davies et al. 2006 and Hurvich and Tsai 1989).

However, in practice, we might only have a vague intuition of the nature of the
underlying distribution and we might not be able to give its specific form. Boisbunon
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et al. (2014) showed that §p, which is equivalent to the Gaussian AIC as we have
just seen, can be also derived from a more general distribution context, that of
spherically symmetric distributions, with no need to specify the precise form of
the distribution. Consequently, dp can be considered as a generalization of C,, for
non-Gaussian distributions.

A number of new regularized regression methods have recently been developed,
starting with ridge regression in Hoerl and Kennard (1970), followed by the LASSO
in Tibshirani (1996), and the Elastic Net in Zou and Hastie (2005), and Efron et al.
(2004). Each of these estimates is weakly differentiable and has the form of a general
shrinkage estimate; thus the prediction error estimate in (8.68) may be applied to
construct a model selection procedure. Zou et al. (2007), Tibshirani and Taylor
(2012), and Narayanan and Wells (2015) used this idea to develop a model selection
method for the Lasso. In some situations verifying the weak differentiability of ¢
may be complicated. See Boisbunon et al. (2014) for further discussion of these
issues.

8.6 Confidence Set Assessment

In the previous sections of this chapter, the usual quadratic loss L(6, ¢(x)) =
[lo(x) — 6]|> was considered to evaluate various estimators ¢(X) of 6. The squared
norm ||x — 6| was crucial in the derivation of the properties of the loss estimators
in conjunction with its role in the normal density or, more generally, in a spherical
density. One could imagine other losses, but, to deal with tractable calculations,
it helps to keep the Euclidean norm as a component of the loss. Hence, a natural
extension is to consider losses that are functions of ||§(x) — 6|2, that is, of the form
c(]|8(x) — 0]|?) for a nonnegative function ¢ defined on R, .

Brandwein and Strawderman (1980) (see Sects.5.5 and 6.5) considered a
nondecreasing and concave function ¢ of [|§(x) — 6 I% in order to compare various
estimators 6(X) of 8. As in the case tackled by Johnstone (1988) and Fourdrinier
and Wells (1995b), it is still of interest to assess the loss of §(X) = X, that is, to
estimate ¢ (||x -0 ||2).

Note that estimating c(||x —6| |2) can be viewed as an evaluation of a quantity that
is not necessarily a loss. Indeed, it includes the problem of estimating the confidence
statement of the usual confidence set {6 € R? |||x — 6]|? < ¢4} with the confidence
coefficient 1 — «: ¢(-) is the indicator function 1o, (the confidence interval
estimation example seen in Sect. 8.1 has illustrated the necessity of a confidence
evaluation depending on the data).

The problem of estimating a function c¢(-) of ||x — 0> was addressed by
Fourdrinier and Lepelletier (2008) whose work we follow.

Let X be arandom vector in R? with a spherical density of the form x — f(|jx—
6/%) where 6 is the unknown location parameter. For a given nonnegative function
c on R, we are interested in estimating the quantity c(||x — 6 %) when x has been
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observed from X. In contrast to the previous sections, if only X is considered as
an estimator of 6, the function c(-) intervenes in the quantity to estimate. A simple
reference estimator is the unbiased estimator 89 = Eo[c(]|X]|?)]. Note that, in the
confidence statement estimation problem, 8o = Eo[ l{0,¢,;] = 1 — o while, in the
loss estimation problem of ||x — 0||* considered in the previous sections, &9 =
Eo[||X||?] (that is, p in the normal case).

Since J¢ is a constant estimator, it is natural to search for better estimators in
terms of the risk (8.2), that is, estimators § such that

Re(5,0) = Eo[ 600 = c(1X = 61%)’ ]

= Eq[ 60— c(IX —019)’]
= Re(80.6)
= R¢(30,0).

Improvement on &g will be considered when its own risk is finite, that is, under
the condition Eo[c2(]| X[|*)] < oo, which also guarantees the existence of §g. We
assume Condition (8.9) to assure the finiteness of the risk of 6 (X) = 6o(X) + v (X).

Due to the presence of the function c(-), repeated use of Stein’s identity is not
appropriate to deal with the risk difference

Zc(8,8) = Hc(0,8) — X (6, 80)
= Eg[2{80 — c(IX = 01*)} ¥ (X) + ¥*(X)] (8.69)

between §(X) and §p. As an alternative, the approach in Fourdrinier and Lepelletier
(2008) consists of introducing the Laplacian of the correction function y, say A(y),
under the expectation sign in the right hand side of (8.69) and in developing an upper
bound of the risk difference in terms of the expectation of a differential expression
of the form k Ay + y? where k is a constant different from 0. The underlying idea
is based on two facts. We know that, in the normal setting, §o = 1 — « is admissible
for estimating a confidence statement (see Brown and Hwang 1990) and 89 = p
is admissible for estimating the loss ||x — 0||*> (see Johnstone 1988) when p < 4.
For p > 5, improved estimators are available, mainly through simulations in Robert
and Casella (1994) and formally thanks to the differential inequality 2 A(y) +y? <
0 in Johnstone (1988). In Sect. 8.7 it will be shown that inequalities of the form
kA(y) + )/2 < 0 have no nontrivial solution y when p < 4. Therefore, it may
be reasonable to think that, in (8.69), such operators of the form k A(y) + yz, the
Laplacian of y should play a role in obtaining improved estimators when p > 5.

Here we develop the principle that leads to the role of A(y), assuming that
suitable regularity conditions on the various functions in use are satisfied to make
valid what it is stated; we will precise the appropriate conditions afterwards. First,
it can be checked that, if K is the function depending on f and c¢ defined, for any
t >0, by
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1 [/ y\p/2-1
Ko=-—— | [(;) —1}(V0—C(y))f(y)dy-

then, for almost every x € R?,
AK(|lx — 01%) = 2(yo — c(lx — 01%) fllx — 611).

Hence, the first part of the expectation in (8.69) can be written as

Egl2 (o — c(IX = 0]%) y (X)] = /Rp AK(|lx = 0%) y (x) dx . (8.70)

Now, through an appropriate Green’s formula, the Laplacian in (8.70) can be moved
from the function K to the function y, so that

fw AK(|x =011 y(x)dx = fR K(lx —6]% Ay (x)dx. (8.71)

Hence, (8.70) can be written as

KX -01?

Eol2(vo —c(I1X =01 y(X)] = Eg| — 5"
o[2 (yo — c( 7)) v (X)] 9[f(||X—9||2)

Ay(X)] . (8.72)

Therefore, it follows from (8.72) an expression of the risk difference in (8.69)
involving Ay (X), that is,

KX —01?

2.0,A) =Eyg| ———————
@4 9[f<||X—9||2>

Ay(X) + yz(X)} ) (8.73)

In Fourdrinier and Lepelletier (2008), under the condition that §o — ¢ has only
one sign change, two cases are considered for a domination result to be obtained:
(1) when 89 — c is first negative and then positive, the Laplacian of y is assumed
subharmonic while, when §y — c is first positive and then negative; and (2) the
Laplacian of y is assumed superharmonic. Then, relying on the fact that f is
bounded from above by a constant M, it can be proved that

g2
E@[K(IIX 011"

As(X Eglk As(X
FAX 0D s( )]5 olk As(X)]

Wlth
M

so that a sufficient condition for § to dominate &y is for y to satisfy the partial
differential inequality
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k Ay (x) + y*(x) <0, (8.74)

for any x € R”.

Before commenting on this result, we specify the regularity conditions (that we
will call Conditions (%) in the following) on y, f, and ¢ under which the result
holds. In addition to the usual requirements that Eg[)/z] <ooand y € Wi)’cl (RP),
it is assumed that there exists » > O such that y € Ci(RP \ B,) the space of
the functions twice continuously differentiable and bounded on R? \ B,. Also, it
is supposed that the functions f(-) and c(-) are continuous on R* = {x | x > 0},
except possibly on a finite set 7', and that there exists € > 0 such that f and f(-)c
belong to SO-P/2F1+€ (R* \T), the space of continuous functions v on R*\T such
that

sup Ixl1P Jv(x)| < o0
xeRj\T;ﬂfp/2+l+e

Typical solutions of (8.74) are functions of the form y (x) = —sgn(k) d/||x| |2 with
0 <d < |k| (p — 4). Intuitively, estimating a loss as ||x — 011% (ie. c(t) = 1) is
different from estimating a confidence statement (i.e. c(t) = 1[o,,](t)) : we would
like to deal with small losses and with large confidence statements. The two sign
change conditions do report on these two situations. Thus, for the first problem, the
function §o—¢ = p—t is first positive and then negative; this is a case for which it can
be shown that £ < 0 (see Fourdrinier and Lepelletier 2008), so that a dominating
loss estimator is §(X) = 89 — y(X) = p + sgn(k)ci/||)c||2 = p —d/||x||? for
0 <d < —k(p —4). Now, for the second problem, the function 6o — 1[o,c,](t) =
1 — o — 1jo,,] is first negative and then positive and it is shown in Fourdrinier
and Lepelletier (2008) that k£ > 0, so that a dominating confidence set assessment
estimator is §(X) = 8o — y(X) = 1 —a + sgn(k) d/||x||*> = | —a + d/||x||* for
0 <d < k (p —4). Note that the correction to §g is downward (upward) by d/||x| 12
for the first (second) problem.

The use of the property that the generating function f is bounded by M gives rise
to a constant k, which may be small in absolute value and hence, may reduce the
scope of the possible corrections y leading to improved estimators §. In Fourdrinier
and Lepelletier (2008), an additional condition is given, relying on the monotonicity
of the ratio K /f, which avoids the use of M. Here is their result.

Theorem 8.9 Assume that Conditions (%) are satisfied and that the function 8o —
c(t) has only one sign change. In the case where 5o — c(t) is first negative and
then positive (first positive and then negative), assume that the Laplacian of y is
subharmonic (superharmonic). Finally assume that the functions K and K /f have
the same monotonicity (both nonincreasing or both nondecreasing).

Then a sufficient condition for § to dominate 8y is that y satisfy the partial
differential inequality

Vx e R? k Ay(x) +y>(x) <0 (8.75)
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with

K(X|?
_ gy KUXID )
SAXI)
Proof We consider the case where yy — c is first negative and then positive (the case

where the function Ay is assumed to be subharmonic). The main point is to treat
the left hand side of (8.72); it equals

Eo[K(IX —01I*) Ay (X)]

=/R K(lx —01%) Ay ) f(lx — 01 dx

p/2
//MAV(X)dUre(x)K(rZ) (/2 rP= ey dr (8.76)

where U, ¢ is the uniform distribution on the sphere S, 9 = {x € R?|||lx —@| =r}

of radius r and centered at 6. Note that the function r — Ig? ]/2) =1 £(r?) is the

radial density, that is, the density of the radius R = || X — #||. Now the right hand
side of (8.76) can be bounded above by

oo 27.[17/2
A d, —_—
/0 /S O ey

© K(@r?) 2mp/?

=5 T P dr, (8.77)

rP L e dr x

by the covariance inequality, since K/f is nonincreasing and r + | S0 Ay (x)
d%.¢(x) is nondecreasing by the subharmonicity of Ay (see e.g. Doob 1984).
Therefore, we have obtained

E| KUX=01) o | < | KUXID | a1 = ¢ Ealay (001,
FAX a9 FAXID)

which, through (8.72), implies that the risk difference in (8.69) satisfies
Z:(6,8) < Eglc Ay(X) + y*(X)]

and, finally, proves the theorem. O
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8.7 Differential Operators and Dimension Cut-Off When
Estimating a Loss

In the previous sections, we have seen that, in various distribution settings, unbiased
estimators of loss can be improved when the dimension p > 5. In the normal case,
Johnstone (1988) formally proved that when p < 4 the unbiased loss estimator
Ap(X) = p (based on the MLE) is admissible so that no (global) improvement over
it cannot be expected. That situation parallels the dimension cut-off phenomenon
discussed in Sect. 2.6, which occurs when estimating the mean 6: the MLE X is
admissible when p < 2, but inadmissible when p > 3.

In this section, we give a result parallel to Theorem 2.8 in Sect. 2.6 which shows
that when p < 4 there is no nontrivial solution to the relevant partial differential
inequality

Ry (x) =k Ay (x) +y*(x) <0, (8.78)

for any constant k. We once again follow Blanchard and Fourdrinier (1999) who
proved the nonexistence of nontrivial solutions for a general differential inequality.
Their unified result covers both Theorems 2.8 and 8.10 below.

Theorem 8.10 Letk € R be fixed. When p < 4, the only twice weakly differentiable
solution y with y> € L} _(RP) of (8.78), is y = 0 (a.e.) for any x € RP.

loc

The proof is based on the same sequence of test functions (¢,),>1 used in the
proof of Theorem 2.8 and defined in Eq.(2.43). Recall that, for any n > 1, the
function ¢, has compact support By,, the closed ball of radius 2xn and centered at
0 in R”. Also, since ¢” is bounded, a property analogous to (2.44) for the second
derivative is that, forany 8 > 2 and forany j =1, ..., p,

020l
2
8xj

K
W] =~ P2 (0). (8.79)

Note that, as all the derivatives of ¢ vanish out of the compact [1, 2] and ¢ is
bounded by 1, (8.79) can be refined to

82g0,’? K
0| < 5 1, (). (8.80)

8xj

where 1lc, is the indicator function of the annulus C,, = {x e R? | n < ||x|| <
2n}.

Proof of Theorem 8.10 Let y be a twice differentiable function with y* € L} _(RP)
satisfying (8.78). Then, using the defining property of twice differentiable functions,
we have, for any n > 1 and any § > 2,
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f y%x)sof(x)dxs—k/ Ay (x) f (x) dx
RP RP
= —k/ y(x) A(p,f(x) dx
RP
sk/ Y ()l 1Ak dx. (8.81)
RP

Then, using (8.79), it follows from (8.81) that there exists a constant C > 0 such
that

/ y2(x) gf (x) dx
RP

C _
<5 [ el e as
n RP

C 1/2 1/2
f—z(f <p£“4(x)dx) ([ y2(x)<pf(x)dx> , (8.82)
n RP RP

applying Schwarz’s inequality with 8 > 4 and using

y ) @200 = ol P v (0) P ()

since y2 € L} (RP).

loc

Clearly, (8.82) is equivalent to

2
/R el dx < /R ol () dx. (8.83)

Thus, since ¢, = 1 on B, and ¢, > 0,
f yi(x)dx = / yi) o (x) dx < /R Yo ebode.  (8.84)
B, B, p

Then, since supp ¢, = B, and 0 < ¢, < 1, using (8.83) gives

2

c? C
/l; y2(x)dx < ?fR Py dx < ) dx = AnP™*  (8.85)
n P 2n

for some constant A > 0. Letting n go to infinity in (8.85) shows that, when p < 4,
y = 0 almost everywhere, which proves the theorem in that case. It also implies
that y is in L2(R?) when p = 4.

Consider now the case p = 4. The result will follow by applying (8.80). Indeed,
it follows from (8.80) and the first inequality in (8.82) that, for some constant C > 0,
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C
/ yrdy < = [ ly(o)ldx
Bll n Cn

C 1/2 1/2
5;</ dx) (/ yz(x)dx> (8.86)

by Schwarz’s inequality. Now,

/ dx 5/ dx ocn* (8.87)
n By
since p = 4. Hence (8.86) and (8.87) imply that, for some constant A > 0,
1/2
/ yi(x)dx < A </ yz(x)dx> : (8.88)
n Cn

As y € L?>(RP), we have

n—oo

lim y2(x)dx =0

and hence (8.88) gives rise to

0= lim yz(x) dx = / yz(x) dx ,
n—oo fp RP

which implies that y = 0 almost everywhere and gives the desired result for p = 4.
]

8.8 Discussion

There are several areas of the theory of loss estimation that we have not discussed.
Our primary focus has been on location parameters for the multivariate normal
and spherical distributions. Loss estimation for exponential families is addressed in
Lele (1992, 1993) and Rukhin (1988). Lele (1992, 1993) developed improved loss
estimators for point estimators in the general setup of Hudson’s (1978) subclass of
continuous exponential families. Hudson’s family essentially includes distributions
for which the Stein-like identities hold; explicit calculations and loss estimators
are given for the gamma distribution, as well as for improved scaled quadratic loss
estimators in the Poisson setting for the Clevenson and Zidek (1975) estimator.
Rukhin (1988) studied the posterior loss estimator for a Bayes estimate (under
quadratic loss) of the canonical parameter of a linear exponential family.
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As pointed out in the introduction, in the known variance normal setting,
Johnstone (1988) used a version of Blyth’s method to show that the constant loss
estimate p, for estimating the loss of the estimator X, is admissible if p < 4. Lele
(1993) gave some additional sufficient conditions for admissibility in the general
exponential family and worked out the precise details for the Poisson model. Rukhin
(1988) considers loss functions for the simultaneous estimation of 8 and L(6, ¢ (X))
and deduced some interesting admissibility results.

Loss estimates have been used to derive nonparametric penalized empirical
loss estimates in the context of function estimation, which adapt to the unknown
smoothness of the function of interest. See Barron et al. (1999) and Donoho and
Johnstone (1995) for more details.

A number of researchers have investigated improved estimators of a covariance
matrix, X, under the Stein loss, Ls(fi, X)) = tr(fJE’l) —log |f]2’1| — p,using
an unbiased estimation of risk technique. In the normal case, Dey and Srinivasan
(1985), Haff (1979), Stein (1977a,b), and Takemura (1984) proposed improved
estimators that dominate the sample covariance under LS(Z:‘ , 2)). In Kubokawa
and Srivastava (1999), it is shown that the domination of these improved estimators
over the sample covariance matrix are robust with respect to the family of elliptical
distributions. To date, there has not been any work on improving the unbiased
estimate of LS(ZAJ, ).
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A.1 Weakly Differentiable Functions

For £2 C R? an open set and for ¢ € R such that 1 < g < o0, the space of functions
f from £2 into R such that f9 is locally integrable is defined by

loc

LY (.Q):{f:.Q—)R|/ [f(x)]9dx < o0 VKC.QwithKcompact}.
K

A function f € L}OC(.Q) is said to be weakly differentiable if there exist p functions
g1,...8pin L} (£2) such that, foranyi =1, ..., p,

loc

a
/ f(x)a—(p(X)dx = —/ 8i(x) p(x) dx (A1)
2 Xi 2

for any ¢ € €°(£2), where €°°(£2) is the space of infinitely differentiable
functions from £2 into R with compact support (test functions).
The space of the functions f in L} (£2) satisfying (A.1) is the Sobolev space

loc
Wllu’: (£2). The functions g; are the i-th weak partial derivatives of f and are denoted,
as are the usual derivatives, by g; = 0; f or g; = df/0dx;. They are unique in the
sense that any function g; which satisfies (A.1) is equal almost everywhere to g;.!
The vector Vf = (0; f,...,0pf) = (0f/0x1,...,03f/dx)) is referred to as the
weak gradient of f.

Note that, in (A.1), it is just required that the function f is locally integrable
but not necessarily in L'(£2), as will be the case for many functions of interest

IThis can be derived from the fact that, if & € L}OC(Q) is such that fQ h(x) ¢(x)dx = 0 for any
¢ € €°(82), then h = 0 a.e on §2 (see e.g. Chapter IT of Schwartz 1961 for a detailed proof).

© Springer Nature Switzerland AG 2018 2717
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(see examples below). The subspace of Wllo’cl (£2) of the functions f in L'(£2)
satisfying (A.1) is the Sobolev space whl().

If f is continuously differentiable, then f is weakly differentiable, the usual
derivative and the weak derivative of f coinciding. Thus (A.1) appears to be the
usual integration by part formula, where the usual term in brackets vanishes since
the function ¢ has compact support. In that sense, this notion extends the usual
notion of differentiability, which remains a basis to determine the expressions of the
weak derivatives as illustrated by examples in Sect. A.2.

A function f = (fi, ..., fp) from £2 into R” is said to be weakly differentiable
if, for any i = 1, ..., p, the coordinate function f; is weakly differentiable. Then
divf = Z?:l 9 fi = le afi/0x; is referred to as the weak divergence.

A function f € L 110 -(£2) is said to be twice weakly differentiable if there exist
functions 9f1 = 0f/0x1,...,9dfp, = 9f/dx, in L}OC(.Q) such that, for any i =
1,...,p,

0 0
/ Foy 2 gy = - / T oy dr, (A2)
9] 0x; 2 0x
and also if there exist functions 83,.]‘ = 82f/8xi oxj,forl <i,j < p,in L}OC(Q)
such that
92 92
/ fory 8D 4 = / ST o wyde, (A3)
Q 3)(]'8)6,' Q 8xj3x,~

1

loc
weak partial derivatives in Llloc(.Q) is the Sobolev space Wﬁ)’: (£2). Note that
the weak derivatives commute in the sense that, for 1 < i,j < p, we have
82.f/8x,'8xj = 82f/8xj8x,-. Also, if f has continuous second derivatives, then
f is twice weakly differentiable and the usual derivatives and the weak derivatives
of f coincide. Finally, Af = Zf;l a2 f/ Bxiz is referred to as the weak Laplacian of
f and satisfies

for any ¢ € €>°(£2). The space of the functions f in L, .(£2) having second

/Qf(X) Ag(x)dx =[9Af(X) p(x)dx, (A.4)

for any ¢ € €°°(£2).

There is a natural extension to higher order derivatives. Following the lines of
the definition of the second weak derivative, to a p-dimensional multi-index, that
is, a p-tuple o = (a1, ..., ap) of nonnegative integers with length |a| = Zle o,
is associated the derivative 3% = 97" ...3," = 9%l/9x{" ... 9x," of order |al.
Extending (A.3), a function f € L} (£2) has o' weak derivative 9% € L! (£2) if

loc loc

fg fx) 3%(x)dx = (=11 /Q p(x) 3% f(x)dx, (A.5)
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assuming jointly that the weak derivatives of order less than or equal to |«/| exist.
For k a nonnegative integer, this leads to the Sobolev space

WL (@) = LL.(2) N {f/3% f € LL (), la| < k.

It is interesting to interpret a weak derivative as a distributional derivative in
the sense of Schwartz (1961). For this, we need first the following notion of
convergence: a sequence (@,eN) in 6.°(82) is said to converge to ¢ € €.°(£2)
if

(i) there exists an open set £2’ € R? such that 2’ C £ with suppg, C £ for
everyn € N;
(i) 0%¢p, — 3%p as n — oo uniformly on §2 foreverya =0, ..., n.

The convergence in (ii) is called the convergence in the sense of test functions
and is denoted by ¢, — ¢ in Z(£2). There exists a topology corresponding to that
convergence (see Grubb 2009; Hunter 2014). Endowed with that topology, the set
€>°(£2) is denoted by Z(£2). A distribution on §2 is a continuous linear functional
T from Z(£2) into R. For any ¢, the value of T acting on ¢ is denoted by (T, ¢).
Linearity of 7 naturally means

Vi, V) € 2(2)> V(@ B)eR>  (T,ap+ py) =a(T, ¢) + B(T, V)
and continuity of 7 is viewed as
Vo € 2(2) V(@wnen € 2N (T, 00) > (T, 9) as ¢, > ¢in 2(2).

The set of distributions on £2 is denoted by 2’ (£2).
A central example of distributions is the class of regular distributions defined as
follows. Let f € L} (£2). It defines a distribution Ty through

loc
Yo e 2(2) (Ty,¢)= /Q F&x)ox)dx. (A.6)

Note that this integral is well defined since integration is made on the compact
support of ¢. Clearly, this functional is linear. Also, it is continuous since, if
on — @ in P(82), for any open set £2’ such that 2’ C £2,

KTy, on) = (Tr.0)| = /Q |f)ldx sup |gn(x) — )| — 0,

xef!

the convergence to 0 following from the convergence in Z(£2) of the test functions.
Note also that f € L}OC(Q) and g € L} (£2) define the same distribution Ty =T,

loc
if and only if f = g almost everywhere (see Schwartz 1961 for a detailed proof).
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This fact leads to identify the locally integrable function f and its associated regular
distribution Ty, so that we may write

Vo e 2(2) (f.9)=(Tr,¢)= /Q Jx)p(x)dx. (A7)

Considering the regular distribution associated to a smooth function allows to
define, in a natural way, the derivative of a distribution. Let f be a continuously
differentiable function on R” and let 1 < i < p be fixed. The ith partial derivative
9; f is locally integrable and we have, for any ¢ € Z(R?),

(9 f. ¢) = pr 9 f(x) p(x)dx = /Rp_l/ 9 f(x) () dxidx_;, (A.8)

by Fubini’s theorem where dx_; = dx1,...,dx;—1,dx;11, ..., dx,. Integrating by
parts the most inner integral in (A.8) gives

/ 9 f () p(x) dx; = —/ J(x) i(x) dx;

since ¢ is zero outside a compact set. Hence the right hand-side of the second
equality in (A.8) is

_ /Rpil / fx) dip(x)dx;dx_j = — A‘v F®) 8 o(x)dx = —(f, 3;¢) .

(A.9)
Finally (A.8) and (A.9) give

(0i f. ) = =(f. Big) . (A.10)

Then we are led to define the ith derivative 9; T of any distribution 7, for any
v € 2(RP), by

(0T, ¢) = —(T, dip) . (A1)

Equality (A.11) does define a distribution. Indeed, first, it is clearly a linear
functional of ¢. Secondly, by definition of the convergence in Z(R?), if ¢, — ¢ in
2(82), then 0;¢, — 0;p in P(82). Now, as T is a distribution, (T, 9;¢,) converges
to (T, 0;¢). Therefore, according to (A.11), (9;T, ¢,) converges to (9;T, ¢), and
hence, 0; T is a distribution.

Returning to the regular distribution defined in (A.6), according to (A.11), its
derivative satisfies

(0T, ¢) = —(T, 9ip) . (A.12)
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Now, if 9;T is also a regular distribution associated to a certain function g; €
L}OC(Q), Equality (A.12) can be written as

/ gi(x) p(x)dx = —/ f ) dip(x)dx,
2 2

which is exactly Equality (A.1) defining the weak differentiability of f. Therefore
as noticed by Hunter (2014), a locally integrable function is weakly differentiable if
its distributional derivative is regular and its weak derivative is the locally integrable
function corresponding to the distributional derivative.

Twice distributional derivatives can be defined following the above plan. For
i,j=1,..., p,and for any ¢ € Z(RP),

(0T, ) = —(0;T, i) = +(T, 9 )
and
(0jiT, p) = —(0;T, 0j0) = +(T, 0j;¢) .

As ¢ is twice continuously differentiable, we have d;;¢ = 9;;¢. It follows that
0;jT = 9;;T. Setting i = j and summing on j gives rise to the distributional
Laplacian so that

(AT, ¢) = (T, Ag) . (A.13)

The above link between locally integrable functions and regular distributions
can clearly be extended to twice differentiability. A locally integrable function
is twice weakly differentiable if its first and second distributional derivatives are
regular and its weak first and second derivatives are the locally integrable functions
corresponding to the respective distributional derivatives. In particular, the weak
Laplacian corresponds to the distributional Laplacian. Thus, identifying a twice
weakly differentiable function f with its associated regular distribution 7y and
identifying Af with ATy, Equality (A.13) is

(ATy, @) = (Ty, Ag), (A.14)
and can be viewed as
(Af, @) = ([, Ap), (A.15)
which corresponds to (A.4).

Finally, in the same way, extension to higher order derivatives is done as follows.
Let T € 2'(£2). For any p-dimensional multi-index o = (a1, ..., ap) with length
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la| = Zle a;, the derivative of order |a| is 0*T € 2'(£2) defined, for any ¢ €
2(RP), by

(3T, ¢) = (=DI(T, 3%¢) .

A.2 Examples of Weakly Differentiable Functions

For each function / in the following examples, weak differentiability is determined
by the local integrability of & and its classical derivatives and its absolute continuity
along almost all lines parallel to the axes (see Proposition 2.1).

Example A.1 (Weak differentiability of James-Stein type shrinkage factors) For q €
R, define, for x € RP\{0},

h(x)

= (A.16)

As each coordinate function /; of 4 is continuously differentiable for all x # 0, the
absolute continuity holds for every line not containing 0. Hence it suffices to check
local integrability of & and its derivatives.

The function 4 is weakly differentiable if and only if ¢ < p. This condition
reflects the local integrability of the partial weak derivative of any of the components

xj/lx]4:

1 d 1

+ x; — ifi =7
i( 0\ e T o Ul /
ax; \ ||x|4 0 1 e
X; — if [
7 ax x4 >
(A.17)
1 qxi2 .
- ifi = j
={ lIxll¢ [x]at? .
AN e
[|x]ja+2

Using Eq. (1.11), the local integrability of 9/dx; (x;/|lx||?) reduces to

1 R
/ dx<oo<:>/ PPl <o p—1—g>—1,
Bg X119 0

for any ball By of radius R centered at 0, which is the announced condition. Note
that, through similar arguments, the local integrability of the function # itself is
q < p + 1 and hence is implied by the local integrability of its derivatives.
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As a special case, when g = 2, the function % corresponds (up to a multiplicative
constant) to the shrinkage factor of the James-Stein estimator which is, according to
the above, weakly differentiable for p > 3. Also, for any x # 0, its weak divergence
equals

5 x? =207
=> T (A.18)
2

As another example, it can be seen, following the above development, that the
function x +— 1/]|x]||? is weakly differentiable if and only if g + 1 < p.

Example A.2 (Weak differentiability of spherically symmetric estimators) Define,
for x € R?,

h(x) = g(Ix1%) x

where g is a function from R into R such that g(¢) is absolutely continuous for
t > 0.Forany j =1, ..., p, each coordinate function 4 ; is absolutely continuous
on all lines not containing the origin. Then it suffices to check local integrability of
this function and its partial derivatives. We have

g(lxI® + 28 (IxIPH) x?  ifi=j

0
o, ) = { 2g/(IxIP) xix;  ifi (A-19)

Using Eq. (1.11), a sufficient condition for local integrability of d/dx;;(x) is

R R
f grHrPVdr < oo and f g Pt dr < .
0 0

Similarly, a sufficent condition for local integrability of 4 (x) is

R
/ g(rz)rpdr < 00,
0

which is guaranteed by the first of the above two conditions. For example, if
g(||x||2) = r(||x||2)/||x||‘1 where r and r’ are bounded, weak differentiability of
h holds if ¢ < p, which is the same condition as that for (A.16).
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Example A.3 (Twice weakly differentiable functions) It can be seen, following
Example A.1, that the function x +— 1/||x]|? is in Wl%,’cl (RP) for p > g + 2,
which is the integrability condition of the second derivatives. Thus, for g = 2,
the function x — 1/ l|x]|? is in Wli’cl (RP) for p > 5; under that condition, its
weak Laplacian equals A(1/[|x||?) = —2(p — 4)/||x||*, which shows that this
function is superharmonic. Also, taking ¢ = p — 2 gives rise to the fundamental
harmonic function x — 1/||x||?~2 for p > 3. Note that, although it is an infinitely
differentiable function in R?”\{0} (and, in fact, it is an analytic function), it is not a
twice weakly differentiable function on the entire space R? (it does not belong to

Wli’cl (RP)) since the above integrability condition is violated (with ¢ + 2 = p).

Remark A.1 (Non-almost differentiability of the James-Stein shrinkage factor)

In Sect.2.3, we mentioned that 4 : x +— x/|x|? is weakly differentiable for
p > 3 but is not almost differentiable in the sense of Stein for any p. Indeed we
will show that, for any x # 0 in R? and z = —a x with a > 1, each coordinate
hj(x) = )cj/ll)c||2 does not satisfy (2.5). First, we have

a xj

hj(x—ax)—hj(x)zm TR (A.20)
Secondly, it can be checked that
1 1
/ (—ax)"Vhj(x +1t(—ax))dt = —ax"Vh;x) / _ dt (A.21)
0 ' ' 0o (1—an?

using (A.17) with g = 2. However, as a > 1, the last integral in (A.21) does not exist
because of the singularity at # = 1/a. Hence (A.20) is not equal to (A.21) fora > 1.
However, note that (A.20) is equal to (A.21) whenever a < 1 and, therefore, the only
possible candidate for VA j(x) is given in (A.17). Thus £ is weakly differentiable but
not almost differentiable.

A.3 Vanishing of the Bracketed Term in Stein’s Identity

Proposition A.1 For fixed € R and 0% > 0, let X be a random variable with
normal distribution N (0, 0%). Denoting by Eg the expectation with respect to that
distribution, if g is an absolutely continuous function such that Eg[|g'(X)|] < oo
then limy_, +o g(x) exp{—(x — 0)2/20%} = 0.

Proof Through the change of variable r = (x — 8) /o one can see that it suffices to
prove the result for § = 0 and o> = 1. Denoting by ¢ the standard normal density,
thatis, ¢ (x) = (1/+/27) exp(—x2/2) we will use the fact that its derivative satisfies
¢'(x) = —x ¢(x) and hence ¢ (x) = [~ y ¢(¥) dy.
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As, by assumption, the expectation of g’ exists, we have
o o0 o
| gwowar= [“gwar [ yomayax
X
0o ry
= /0 /0 g'(x)dx yp((y)dy

=/0 [g() —g@]yo(y)dy, (A.22)

by the Fubini theorem for the second equality and expressing the absolute continuity
of g in the third equality. Now, integrating by parts, we have

/0 g o) dx = [g(x)¢(x)]8°—[0 g(x) ¢ (x) dx

= Jim £~ 5O #O + [ g xo dr. (A23)

Equating (A.22) and (A.23) gives

—¢(0) /0 T 3e0)dy = lim g(x) $() — 3(0) $(0)
and hence
lim_ (1) (x) = g(O){ [ -vomar+ ¢<o>} - g<o>{ [T omar+ ¢<o>} 0
since
fo T dy = BOIE = —(0).
Finally, the fact that we also have lim,_, _~, g(x) ¢(x) = 0 can be obtained in a

similar way using the rewriting ¢ (x) = ffoo —yo(y)dy. O

A.4 Examples of Settings Where Stein’s Identity
Does Not Hold

Example A.4 (James-Stein shrinkage factor when p = 1,2) In Example A.l,
we showed that the James-Stein shrinkage factor 4 : x — x/ lx)|? is weakly
differentiable if and only if p > 3 and that, in that case, its weak divergence equals
divh(x) = (p — 2)/|Ix||>. In all dimensions, this is also the classical divergence
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when x # 0 but Stein’s identity fails to hold when p < 2. Indeed, when p = 2, the
classical divergence is identically equal to 0 almost everywhere so that its expected
value is identically equal to 0. On the other hand, when 6 = 0, the function
x > (x — 0)Th(x) is identically equal to 1 so that its expected value equals 1,
and hence Stein’s identity fails to hold for the classical divergence when 6 = 0.
Note that, when 6 # 0, both expected values fail to exist. If p = 1, the classical
divergence is div i (x) = — 1/x2? and (x —0)"h(x) = 1 —6/x. Both expected values
fail to exist when 6 # 0 while only the second expected value exists when 8 = 0.
Therefore Stein’s identity fails to hold when p = 1.

Note that, when p = 1, the function /% is not absolutely continuous while, when
p = 2, its coordinate functions are absolutely continuous on every line parallel to
the axes except for the axes themselves.

Example A.5 (The sign function) The sign function defined, forx = (x1,...,x)) €
R? such that x; # Oforalli = 1,..., p, by sgn(x) = (sgn(x1), ..., sgn(x,)) =
(x1/1x1l, ..., xx/|xpl) is not weakly differentiable (note that it is not necessary to

define sgn everywhere). Indeed, noticing that it suffices to consider the case where
p =1, for ¢ € € (R), we have

0 [}
[smwemar= [ —gmars [ gwar=-200.
R —00 0
since ¢ has compact support in R. On the other hand, since sgn(x) is constant and
equal to —1 for x < 0 and equal to 41 for x > 0, the natural candidate for a weak
derivative is the function identically equal to 0, for which we have

—/ sgn’(x) p(x)dx =0.
R

Hence these two last integrals cannot be equal for any choice of ¢ such that

¢(0) #0.

This non-weak differentiability is reflected in the fact that, when X ~ .4°(0, I,,),
no unbiased estimator of Eg[(X — 0)Tsgn(X)] exists. First, it is easy to see that it
suffices to consider p = 1 and it is straightforward to calculate the corresponding
expectation Ag = Eg[(X — 0) sgn(X)] since we have

o= [ oo (52 o
_ 0 v 0
| Lo e (5
el () e ()
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Now assume that there exists a function v such that

2 92
Eg[y(X)] = \E {exp <_7)} . (A24)

Then, deriving with respect to 6, it follows that

dE X)] = \/70 i =—0E X
S Ealy (0] = -/ = exp(—;)—— o[y ()]

and hence, since we deal with an exponential family, deriving under the integral sign
gives

/Oow(x) oL (—(x_9)2>}dx——/oow(x)(x—9) L <—(x_9)2>dx
BT V=t W ) N A ’

that is, according to (A.24),

—0 Eg[y(X)] = —Eg[X ¥ (X)] — 0 Eg[y(X)],
which gives rise to
Eo[X ¥ (X)]=0. (A.25)

Therefore, as (A.25) is satisfied for all 6, by completeness of the normal family,
we have x ¥ (x) = 0 almost everywhere and, consequently, ¥ (x) = O almost
everywhere. This contradicts (A.24) proving that i cannot be an unbiased estimator
of Eg[(X — 0) sgn(X)].

A.5 Stein’s Lemma and Stokes’ Theorem for Smooth
Boundaries

In this section, we prove an extension of Stein’s lemma (Theorem 2.1) for densities
proportional to exp(—¢(x)) where ¢ is a continuously differentiable function.
Additionally, we give an extension of Theorem 2.7 when the sets of integration B,
with boundary S, are replaced by [¢p < r] = {x € R? : ¢(x) < r} with boundary
[p =r] = {x € R? : p(x) = r}. We follow the development in Fourdrinier and
Strawderman (2016). Here is an extension of Stein’s lemma.

Lemma A.1 Let ¢ be a continuously differentiable function from R into R4
such that ¢ : x — K exp( — <p(x)) is a density, where K is a normalizing
constant, and such that, for any i = 1, ..., p, limy; |50 @(x1,...,xp) = 00. If
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Appendix
g = (g1, ..., gp) is aweakly differentiable function from R? into R? then, denoting
by E the expectation with respect to ¢, we have
E[Ve(X)'g(X)] = Eldivg(X)], (A.26)
provided that either expectation exists.
Proof Let x = (x1,...,x,) € RP For fixedi = 1,...,p, set x_; =
(X1, ..., Xi—1, Xi41, ..., Xp) and, with a slight abuse of notation, set x = (x;, x_;).

Note that

dp(x) )
ax; 0x;

¢ (x)

so that ¢ (x) can be written as

s = [ M g par = [T g,

o0 aX; x; 0X;

noticing that, by assumption, limy;| 00 @(x1, ..., Xp) = 00 implies

lim ¢(x;,x_;) = lim exp (— o(xi, x,i)) =0. (A.27)
|xi|—00 |x; |—00

Thanks to the existence of the expectations in (A.26), we can write, for almost
every x_;,

/00 Md’(xi,xﬂ)dxi

o OX;

0 Xi ~
DgiC,x) [ dpGEr)
:/ &i(xi,x 1)/ _ (p(xt~x i) & Gi,x_i) d5: dx;
—00 8)61‘ —00 8xi
©9gi(xi, x—i) [0, x—;) . -
+/ &i(xi,x t)f (p(x,~x l)¢(x,-,x_,~)dx,' dx;
0 0x; Xj 0x;

X

O B, xi) 0 dg; (xiyx—) 3
=/ —%fb(xi,x—i)/ii %dxidxi

—00 al 1

% Yo (X, X_; _ T Qg (xi, x_j _
_"_/ (P(XINX i) ¢(xi,x—i)/ &i(xi, x_;) dx; d5;
0 8)6[ 0 axi

00 5 "l.’ i . 5 -
:/ % ¢ (Xiy x—i) [8i (Xi, x—i) — i (0, x_;)] dX;
=/ M¢(gi,x,i)gi(;i,x,i)dx,-,

o0 0X;
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since, using again (A.27),
o8} 9 "‘., . B B o8 9 ’“.’ . B
_/ go(xl—~x')¢(x,-,x_,-)dx,~=/ dei:().
—00 ax,- —00 axi
Then integrating with respect to x_; gives

E[agi(X)] =/ 98iGhinX—i) o yd g
RP '

0Xx; 0x;

0p(xi, x—_;)
:[ P YD) e ) @i (i i) dox dxg
RP axi

_ E[aw(x)
8)6,'

gi(X)] ,

and hence, summing on i gives the desired result. O

Corollary A.1 Let ¢ and g be as in Lemma A.l. For T > 0, let ¢ : x +—>
K. exp(—@(x)/t) be a density, where K. is a normalizing constant, and let E-
be the expectation with respect to ¢,. Then

E:[Vo(X)'g(X)] = t E;[divg(X)], (A.28)

provided that either expectation exists.

Proof Then the result is immediate from Lemma A.1 since

\Y <M) = l Vo(x).
T T

O

In preparation for an extension of Theorem 2.7 the following integration by
slice theorem used in Fourdrinier et al. (2003) is relevant and serves as a general
replacement for spherical coordinates. This result can be derived from the co-area
theorem stated by Federer (1969) (i.e. Theorem 3.2.12).

Lemma A.2 (Fourdrinier et al. 2003) For any real number r, let [¢p = r] be
the manifold in R? associated with a given continuously differentiable function ¢
defined on RP with nonnegative values whose gradient does not vanish at any point.
Then, for any Lebesgue integrable function f, we have

f(x)dx :/ / &dor(x)dr (A.29)
RP (reR|lp=r1#0} J1p=r] VO

where o, is the area measure defined on [¢ = r].
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The following theorem is an extension of Theorem 2.7, i.e. an almost everywhere
version of Stokes’s theorem. As in typical statements of Stokes’ theorem, we assume
the set [¢ < r] is bounded, and hence, [¢ < r] is compact for every r > O.
As in Theorem 2.7, the proof relies on Lemma A.1 and completeness of a certain
exponential family.

Theorem A.1 Let ¢ be a continuously differentiable function from RP
into Ry whose gradient does not vanish at any point and is such that
limy; |00 (X1, ..., Xp) = 00, foranyi = 1, ..., p. Also assume that, for every
r > 0, [¢p < r]is compact and that ¢ determines a density ¢ as in Lemma A.1.
Let g be a weakly differentiable function from RP into RP. Then, for almost every
r>0,

T
/ ( Vo (x) ) () doy (x) = / divg(x) dx . (A.30)
o= \IVe )] fo<r]

Further, for every r for which

. Vo) Y ~ Voo ¥
AL (||w<x>||)g(x)d”’/(x) ‘/ o] (nw >||)g(x)d”’(x)
(A.31)

the two integrals in (A.30) are equal.

Proof Let X ~ ¢(x) with ¢, as in Corollary A.1. We assume, without loss of
generality, that E;[|g(X)|] < oo since, as in the proof of Theorem 2.7, we may
replace g by a sequence (gy),en of functions with compact support.

By Lemma A.2, we have

E.[Vp(X)"g(X)] = / Vo) Tg(x) Ks exp(_@>

Vo)'g(x)
— K, (0) E.(r) dr (A32
’/ /[w L Ve G dr (A32)

with
§:(r) =— eXp (—;) (A.33)

We also have

E;[divg(X)] = r/ divg(x) K, exp(—@)
RP

r o0
K: r/ divg(x) [— exp (——)] dx
RP T/ do(x)
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o
=K t/ divg(x) E(r)drdx
RP @(x)

=K. T / ” f divg(x) dx & (r) dr (A.34)
0 Jip=r)

by Fubini’s theorem.
Therefore, it follows from (A.28) in Corollary A.1, (A.32) and (A.34) that, for
allt > 0,

Vo) Y .
v g(x)dor(x) & (r)dr = divg(x) dx & (r)dr,
lp=r] VeIl 0 Jp=r]
(A.35)

and hence, since the family (&;(r));=o defined in (A.33) is complete as an
exponential family, we have equality of the inner-most integrals in (A.35) for almost
every r > 0. This gives the first result.

Finally, the right hand-side of (A.30) is absolutely continuous in r, since

f divg(x) dx =/ h(p)dp
[p=r] 0

where
divg(x)
h(p) = / S (o),
lp=p1 Vo) 7
and hence continuous, so that (A.31) implies the second result. |

A.6 Proof of Lemma 6.3

Denote by n (X U ||2) the integrand of the second expectation, that is,

2y _ 1 1 11 kj2—-1
( U || ) 5 T2 U2 y(X,s)s ds .
0

Then conditionally on X = x, we have

1 11
K (0,02, x) Jre 2 [lulF2

1 -0 2
(IIx 1= 4 lluell )du

o Ptk f o2

fluelf?
Eg 52 [TI(X ||U||2> X = x] = / y(x, 5)s52 1 ds
0
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where

1 llx — 0117 + flul?
2 _
K(Q’G’x)_/ﬂ;kol’“‘f( ) du .

Applying Fubini’s theorem, we obtain
’ l oo
E [ (X U ) X:x]:—/
b2 | 1(XNUIP) | )

11 1 lx — 6112 + [lull?
f 5 k=2 ~ ik f( 2 du
Bm 2 llull*=o o

k/2=1 4

y(x,s)s
where B(y/s) = {u € R¥/|lu|l > \/s} is the complement of the ball of radius /s

centered at 0 in R¥. As, in the inner most integral, the variable u intervenes through
its norm ||u||, we have, letting ¢ = 27%/2/I"(k/2),

1 lx — 0% + [lu]? © lx — 0017 +r>\ 4
/‘ = 3 du = gk = 3 rhar
B(vs) llull o NG 4
sk [ (lx—017+¢
Sk Licd LA PP
2 /Y f( o2

x—0|*+s
= gkcrzF(in O! )

Hence
2 o0
o Sk 1
9,02 n ” ” | X 2 K(Q,O’z,x) 0 O’p+k

—0|?
F<—"x !+S)V(x,S)sk/2_lds
o

2
~ F(l\x—@! +s>
_ 2 o 1 Sk k-1 1
- 0 (ux—eg%s) y(x.s) 2K@.0%x) " o Ptk
o

=02+ U]
F(nx e ||)

f< ux—euj;ruUnZ)

using the radial density of U|X = x as above. Consequently, unconditioning, we
have

~

Ix —6]% +s
f(——zj——-dszah%ﬁ y (e, U)X = x
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X—02+|U]?
F(u I>HU] )

) O e
9’52 n ” ” o 9’52 f(%)

o

y (X, U1

=o2cE s[v(x.101?)].

*

002> which is the desired result. O

according to the definition of E

A.7 An Expression of the Haff Operator

We follow Fourdrinier et al. (2016) to prove the expression of the Haff operator
given in Proposition 6.5. To this end, we recall some known differential expressions.

Let U and T be p x p matrices, the elements of which being functions of § =
(Si;) and let Zg be a p x p matrix, the elements of which being linear combinations
of 9/9S;;. Tsukuma and Konno (2006) recall the following result from Haff (1979)
and (1982):

IsUT ={PsUYT + (U 9%)' T . (A.36)

In the particular case where 925 = Ys with (Zs);; = 1/2(1 +6;;) 9/9S;, we have
2§ = Dy so that, if U is symmetric,

DsUT ={IsUYT + (U Zs)' T . (A37)
Note that
1
s S = % I (A38)
since

g58), = 3L (14 ap 25
(S )ik_;z( +1J)Fij

AT 12”: Sk

39S | 24~ S

JFi
1L
=5ki+525ki
J#
p—1

= 0 + ki
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Proof of Proposition 6.5 First, we express tr(V Vyr G"(X, S)) in term of S, we
have

n—1 p

(VVyr G"(X, )i = DY Vij (Vyn)jx (G (X, $))Hii
j=1k=1

&, WG, D
=20 ViT gy
=1 k=1 kj
IGT(X, ki 0Sn
05, oV

Mm

ZVU

n—1 p

A

1

.
I
—_
~
—

r

S

(G (X, )i
058

ra Vij + 81k Vi jXA.39)

M-

14
ZV!J

=1 r<l

~.
I
~

IA

since S = V VT. From (A.39) we can write

(VVyr G'(X,8)ii=A+B+C (A.40)

where

UG (X, i

p p
A= ZVIJZZ rk rj aSrr

j=1k=1 r=I

=L a(GT(X )i

=222 ViV T

)4 T .
Z NG X D (A41)
9 Skk

" AGT(X, S

B = Z%,sz, s

j=1 k<l

and

4 A(G"(X, S))i

= ZVUZV’J 9S4

k>r
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Now it is clear that

p T
B4+C— ZVUZVIJ (G (X, )i

=1 kA 98k
_ i (G (X, $))i A
k£l Sk

Then, substituting (A.41) and (A.42) in (A.40), it follows that

P AGT(X, )i P A(GT(X, )i
u(V Vyr GT(X, 9) =2 § Tkkk —§ S TR ul
k=1 ksl

i=1

P 1 (G (X, $))ki
:22{25‘,’125(14-511()%}

u u d(GT(X, )i
=2 Z {ZSU > @) %ﬂ{))k}
=1 k=1

=2tr(SZs G"(X, S))
=2u((SZ5)" G(X,9)). (A43)
Secondly, by definition of D} , recalled in (6.57), we have
2D} 5(SG(X. 9)) =2tr(Zs{S G(X, S))
=2u({Zs SYG(X, 8)) +2tr({S Zs)' G(X, $)) (A.44)

according to (A.37) with U = S and T = G(X, S). Then, using (A.38) and (A.43)
in the right hand-side of (A.44), we obtain

2D{x(SGX, 8)) = (p+ D tr(G(X, ) +u(V Vyr G'(X, S)) ,

which is the result given in (6.70). |
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A.8 Harmonic, Superharmonic and Subharmonic Functions

A.8.1 Harmonic Functions

Let £2 be an open subset of R”. A measurable function f from £2 into R is said to
be harmonic if it is locally integrable and possesses the sphere mean value property:
for any x € £2 and any ball B, C §2 of radius r and centered at x, we have

J(x) =/S FO3du .« (y), (A.45)

where % . is the uniform distribution on the sphere S, ,, the boundary of B, ;.
Such a harmonic function f is necessarily infinitely differentiable and satisfies the
Laplace equation Af = 0 on £2 (actually, Af = 0 is equivalent to harmonicity of
f). This may be seen as follows.

Let 1 be the function defined on R” by

1 .
v err o - € exp[—linxuz] i lxl < 1
0 iffx||>1

where the positive constant C is chosen such that

/ nx)dx =1
RP

and hence is equal to
-1

1 _
C = {G(S)/ exp|: 12]rpldr} , (A.46)
0 1—r

using Lemma 1.4. We have n € €>°(R?) (i.e. n is infinitely differentiable and has
compact support B). For any € > 0, consider the standard mollifier ¢ defined by

Vx e RP nf(x) = eil’ n(;—c) )

Then 1€ € € (R”) with supp n¢ = Be.
Now, if f is locally integrable in §2, the convolution f€ = 1 % f defined on the

set

Q€ = {x € 2/dist(x, 02) > €}
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by
VieQ fa) = /Q PG = y) fO)dy

is a smooth approximation of f in the sense that f€¢ € ¥°°(£2¢), which may be
justified by use of the dominated convergence theorem. Then, integrating over the
spheres of radius r and centered at x (as in Lemma 1.4), we have, for any x € £2¢,

fex) =/R /S n‘(x —y) f) 1oy dox(y)dr

-1
/R+ /;rx or eXP[W] ILBe.xf(}’) lo(y)do,(y)dr

—1
— | exp o (S)rr~! FO) 1o () d%.(y)dr,
0 2/ Sr,x

eP

since B¢ x C £2. Hence, if f is harmonic,

Ca(S)
p

¢ 1
fex) = exp[m] rP7ldr f(x) = f(x),

thanks to the change of variable r = r’ e and (A.46). Therefore f € €°(82) as
fEee®(29and 2 =J.., 2
For notational convenience, we will denote the above sphere mean by

Fra(f) = /S FO) A% () (A47)
and the ball mean of f by
By u(f) = /B FOVAY(y) (A48)

where 7 x is the uniform distribution on the ball B,x = {y € 2 | ||y — x| < r}.
Note that, by definition of ¥} , provided B, , C £2,

%r,x(f) )L(B) p/ f(y) dy
ZG(S)}"P/ / f(y)dapx(Y)dp
p

rpP

— _/0 p”_lyp,x(f) dp, (A.49)
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according to Lemma 1.4 and the relationship between the volume of the unit ball and
the area measure of the unit sphere. Equality (A.49) shows that, if f is harmonic,
then it satisfies the ball mean value property, that is, for any x € §2 and any ball B, x
of radius r and centered at x such that B, , C §2, we have

fx) =% (f). (A.50)

The fact that an harmonic function f satisfies the Laplace equation can be derived
from the following lemma which makes a link between the derivative of the sphere
mean and the ball mean of its Laplacian.

Lemma A.3 Let 2 be a domain of RP and let f be a twice weakly differentiable
Sunction on $2 such that .7, x(V f) exists, for any x € RP and any r > 0 such that
B, C 82. Then, for almost every suchr,

d

—Fra(f) = Z B (Af). (A51)
r p

Proof According to (A.47), we have, through an obvious change of variable,

d

d
w70 =g [ o

:i/f(rz+x)d?/(z)

dr S

:[if(rz—}—x)d@/(z), (A.52)
Sar

where the differentiation under the integral sign can be justified as follows. First,
note that

aa—rf(VZ-l-x):Vf(Vz—i-X)-z (A.53)

so that, for z € S,

=IVfrz+0)llzl =IVfrz+x)].

0
‘ —f(rz+x)
or
Hence

/‘if(rz-i-x)
S 8}"

since, by assumption, .7} » (V f) exists. Therefore the last equality in (A.52) is valid
by the Lebesgue dominated convergence theorem.

dU(z) = /S IVfrz+0)lld% (2) = S (IV(OI) < oo,
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Then, according to (A.53), (A.52) can be rewritten as

d

—Srx(f) =/Vf(rz+X)-zd%(z)
dr s

= / VIO 2 d% ()
Sr,x r

1
- /S Vi) -

Hence, by Theorem 2.7 (Stokes theorem for weakly differentiable functions), for
almost every r,

— X
Y , dar,x(y)

d 1
—Lx(f) = —<— div(Vf(y))d
dr i f O-r,x(Sr,x) By x f Y Y
1
= — Af(y)d
0rx (Sr,x) By.x FO)dy
p
=— / Af(M A7 x (), (A.54)
p Br.x
since oy x (Sr,x) = p A(B;x)/r. This is the desired result. m|

As announced above, if the function f in Lemma A.3 is harmonic, it satisfies the
Laplace equation. Indeed the sphere means .7 x (f) do not depend on the radius
so that, according to (A.51), for almost every r, the ball mean %, , (Af) equals 0. In
particular, according to (A.54), [, B, Af(y)dy = 0, for almost every r, and hence,
for all r since this integral is continuous in r; therefore Af(x) = 0. Conversely, if
f satisfies the Laplace equation, for R > 0 such that B, C £2, integrating (A.51)
between 0 and R gives

R, R 4
0= / T B, (Af)dr = / L (fdr = Fr() = (),
0 )4 0 dr

so that f is harmonic in £2.

A.8.2 Semicontinuous Functions

For superharmonic functions and subharmonic functions the equality in (A.45) is
replaced by an inequality and their definitions require an additional semicontinuous
property. This gives rise to functions which are less smooth than harmonic functions,
and so, provides a flexible class of functions.
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We recall first the notion of semicontinuity. Note that the functions we consider
may have infinite values. To this end, we need the extended real field R = R U
{—00, 00} = [—00, o0].

Definition A.1 Let £2 be an open subset of R”. A function f from §2 into R is said
to be lower semicontinuous (1.s.c.) on £2

(@) Vxef2 li§n_>i)lclff(y) > f(x)

and is said to be upper semicontinuous (u.s.c.) on £2 if

(b) Vx e 2 limsup f(y) < f(x).

y—x

More explicitely, in (a) and in (b) above, the limits correspond to

liminf f(y) = su ) and
y%x,yeﬂf Y VQE)V ye (Vﬂf?)\{ }f Y

limsup f(y) = inf sup  f(y),
y>x,yeR Vetr ye(vn2)\ix}

respectively, where .4, denotes the collection of all neighborhoods of x in £2. Then
we can express formally the lower semicontinuity of f at x as

Vi< f(x)IV ey yeV= fy)>t
and the upper semicontinuity of f at x as
Vi> fx)AVe Sy yeV = f(y) <t.

Then f is lower semicontinuous on 2 if and only if, for any 7 € R, the subset
F N, 00]) = {x € 2/t < f(x) < o0} is open (equivalently, if N [—o0,1]) =
{x € 2/ —00 < f(x) <t}is closed). Indeed, if f is L.s.c. and if x € f~1((z, 00])
then f (x) > t. Hence there exists V € .4} such that f (V) C (t, oc]. This means
that £=1((r, 00]) is open. Assume now that, for any 7 € R, the subset f~1((z, oo])
is open. Then, in particular, for any + < f(x), the subset f~ 1((t, o)) is open,
which proves that this is a neighborhood of x where f is bounded from below by 7.
Therefore f is l.s.c. at x, and hence everywhere.

Similarly, f is upper semicontinuous on §2 if and only if, for any € R, the
subset 1 ([—00,1)) = {x € 2/ —o00 < f(x) < t}is open (equivalently, if
F N lt,00]) = {x € 2 |t < f(x) < oo} is closed).

Clearly, it follows from the above that the indicator function of an open set is 1.s.c.
and that the indicator function of a closed set is u.s.c. Also, a function is continuous
if and only if it is both l.s.c. and u.s.c. As a last simple example, the function f from
R into R defined by f(x) = sin(1/x) if x % 0 and f(0) = 1 is u.s.c. at O but is not
continuous (the function limits from the left or right at zero do not even exist).
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A.8.3 Superharmonic and Subharmonic Functions

We now give the notion of superharmonicity and subharmonicity. For simplicity, we
will assume that the open subset §2 is connex (§2 is connected or 2 is a domain),
that is, £2 cannot be represented as the union of two or more disjoint nonempty open
subsets. Actually, when £2 is not connex, in most of the statements below, it can be
replaced by its connected components (the maximal connected subsets (ordered by
inclusion) of £2).

Definition A.2 Let £2 be a domain of R”. A function f from 2 into (—o0, 00] is
said to be superharmonic if

1. f is lower semicontinuous on §2;

2. f(x) = Fx(f), for any x € £ and any r > O such that m Cc 2
(superharmonic mean value property); and

3. f#ooon 2.

A function f from £2 into [—o00, 00) is said to be subharmonic if —f is
superharmonic, that is, if

1. f is upper semicontinuous on §2;

2. f(x) < x(f), forany x € £2 and any r > 0 such thatm C £2 (subharmonic
mean value property); and

3. f#% —ooonS2.

Itis easy to see that a function f is harmonic if and only if it is superharmonic and
subharmonic. When p > 3, the function / defined by h(x) = ||x [2=7 is harmonic
in R? \ {0}. This can be seen from the fact (proved below) that its sphere mean, for
any x € R? and any R > 0, equals

R>7P  if x| <R
O R (A55)
e ) > R

Note that & is continuous on R” \ {0} and that the harmonic mean value property
is satisfied under the requirement m C R? \ {0} (second expression in (A.55)).
Extending h at 0 with 2(0) = oo, we see that . o(h) = R* P < h(0) which
shows that the superharmonic mean value property is satisfied at 0. Also, as for any
¢ € R, the subset h=1((t, o0)) is the open ball Bl/tl/(p—Z), then 4 is Ls.c. at 0, and
hence, it is superharmonic.

The expressions in (A.55) can be found following Lemmas 3.21 and 3.22 of
du Plessis (1970). First, we have

Srxlh) = / IY127 d%g.x () = / 2+ <127 dg (2) = / e — 2IPP dx ().
SR.x Sk Sk

using the orthogonal invariance of the uniform distribution Ug on the centered
sphere Sg. Now, consider the spherical polar coordinates set in (1.9) under the
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following form: let z = (zy, ..., zp) with

Z1 = R sinty sint...sint, 5 sint,_;
72 = R sinty sinty...sint, 2 cost, g

73 = R sinty sinty...costp 5

Zp—1 = R sinty costy

Zp = R cosiy,

where (t1,...,tp-1) € (0, 7?72 x (0,2 7). Choosing the angle between x and
z € Sg as the first angle #; and expending

2 2 2
lx —zlI” = R* =2 R |lx|| costy + [Ix]|”,

we have that .7 () is proportional to
s
1, = / (R* =2 Rr costy +r>)F P2 ginP~2 ¢, dry
0
where r = ||x||. Assuming r < R and deriving with respect to » we have
d T
-l = Q- p)/ (R> —2Rr costy +r>) P2 (r — R costy) sin” 2, dt
r 0
T
=(p-— 2)/ sin” 2 u cosu (R* sinu — r>)~V? qu, (A.56)
0

setting cosu = (r — Rcost)) p~!, sinu = rsint;p~! with p = (R? —

2 Rr cost;+r2)Y/2, which provides p = p(u) = —R cos u+(r2—R? sin® u)Y/% and
dt; = p(u) (r*> — R? sin>u)~2 du. Integrating between 0 and 7 /2 and between
/2 and 7 in (A.56), we can see, through the change of variable u = 7= — v, that
this last integral is equal to O since sinu = sinv and cosu = — cos v. Thus 7, does
not depend on r and hence, letting r — 0, equals R>7.

A direct alternative proof of the second expression in (A.55) can also be given
as follows. Assume now that r > R. As above, we have that P2 SRrx(h) is

proportional to #7~2 I, whose derivative with respect to r, say d/dr(rP~21,) =
(p —2)rP=31, + rP=2d/drI,, can be seen to be equal to

T
(p—2)rP73 R/ (R* —2Rr cost) +r>) P2 (R —r costy) sin? 211 dt; (A.57)
0

Noticing that the integral in (A.57) corresponds to the first integral in (A.56)
with 7 and R interchanged, this derivative is equal to 0. Hence r?~2.%¢ . (h) is
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constant. Now r?~2||x — z||*"? = (r/(R?® — 2Rr cost; + r2)1/2)p=2 goes to
1 when r — oo and is bounded above by (r/(r — R))P~2 so that the Lebesgue
dominated convergence theorem applies and implies that r”~2 . (h) = 1. This
is the second result in (A.55). We now give results implied by superharmonicity and
subharmonicity.

Theorem A.2 Let 2 be a domain of RP and let f be a function from §2 into
(—o00, 0ol. If f is superharmonic (respectively subharmonic) then

(1) for any x € 2 liminf,_, f(y) = f(x) (respectively lim sup,,_, fly) =
Fx));
(i) f(x) = B (f) (respectively f(x) < B, (f)) whenever By, C 2; and
(iii) either f = oo (respectively f = —o0) or f is locally integrable on 2.

Proof We only prove the superharmonicity part, the subharmonicity part follows by
using similar arguments.

(1) By lower continuity of f at any x € §2, we have liminf,_,, f(y) > f(x).If
that inequality were strict, we would have f(y) > f(x) forany y € B,y \
{x} for some r > 0, which would contradict the superharmonic mean value
property of f in (ii) of Definition A.2.

(i) According to (A.49) we have

Frs(p) =L /0 o o < L /0 PP F()dp = f(x),

where the inequality expresses the superharmonic mean value property (ii) in
Definition A.2.
(iii) Let

20 = {x € £2 | f is integrable over some neighborhood of x} .

By definition of £y, if x € £y, there exists r > 0 such that f is integrable
over By . Then, for y € By, as B;j2,y C By, f is integrable over B3 y.
and hence, y € §2(. This shows that £2 is open.

Now, for x € £2 \ 29, f is not integrable over any neighborhood of x. Further-
more, since f is l.s.c., it is bounded from below in any bounded neighborhood of
x. Hence %, «(f) = oo whenever B, , C 2 which implies, according to (ii), that
f(x) = oo.

Assume that B,y C £2.Fory € B3, we have By,/3.y D B3 x, f, and hence,
f is not integrable over By, /3 y. Therefore f(y) = oo and so f is not integrable
over any neighborhood of y, so that y € £2 \ £2¢. This shows that, if x € £2 \ £,
then B, /3, C §2 \ §29, which means that £2 \ §2 is open.

Finally, we have proved that £29 and £2 \ £2¢ are open which implies, as £2 is a
domain, that either £29 = @ or £2 \ 29 = ¢, which is (iii). O
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The following theorem relates the superharmonicity and the subharmonicity of a
function to the sign of its Laplacian.

Theorem A.3 Let §2 be a domain of R? and let f be a twice weakly differentiable
function on $2. Then f has the superharmonic mean value property (respectively

the subharmonic mean value property) if and only if, for almost every x € 2, we
have Af (x) < 0 (respectively Af (x) > 0).

Proof We only prove the superharmonicity part.
Assume that f has the superharmonic mean value property. For R > 0 such that
Bpr.x C £2, integrating (A.51) between 0 and R gives

R r R d
/ L B, (Af)dr = / L g (fdr = Sxa(f) = F) <0, (ASB)
0o P o dr

by the superharmonic mean value property. As (A.58) is satisfied for any R > 0,
the integrand of the first integral in (A.58) is nonpositive almost everywhere. Then,
for almost every 0 < r < R, we have %, ((Af) < 0, and hence, for almost every
x e, Af(x) <O0.

Conversely, assume that, for almost every x € £2, Af(x) < 0. Then, according
to (A.51), 7 x(f) is nonincreasing in r. Also, when R goes to 0 in (A.58), the
integral goes to 0 so that lim, .o .7} x (f) = f(x). Hence f(x) > .7 (f) and so
f has the superharmonic mean value property. O

The following corollary is immediate.

Corollary A.2 Let §2 be a domain of R?P and let f be a function which is twice
weakly differentiable and lower semicontinuous (respectively upper semicontinu-
ous) on §2. Then f is superharmonic (respectively subharmonic) if and only if, for
almost every x € §2, we have Af (x) < 0 (respectively Af (x) > 0).

Corollary A.2 is usually stated for twice continuously differentiable functions
f. du Plessis (1970) notices that, when f is not smooth, a notion of generalized
Laplacian is needed and the Laplacian of f “can no longer be a point function”,
and must be a functional on the space of the test functions. In fact, the generalized
Laplacian that du Plessis considers is the Laplacian of the regular distribution
in (A.14) which has been seen to correspond to the weak Laplacian in (A.15).

The next theorem shows that, when a function is superharmonic or subharmonic,
then its sphere mean and its ball mean are monotone functions of the radius.

Theorem A.4 Let 2 be a domain of R? and let f be a function which is twice
weakly differentiable and superharmonic (respectively subharmonic) on 2. Then,
forr > 0and x € §2 such that m C $2, the sphere mean .7, (f) and the ball
mean By (f) are nonincreasing (respectively nondecreasing) functions of r.

Proof The monotonicity of the sphere mean .#; . (f) follows from (A.51) and
Corollary A.2. Next the monotonicity of the ball mean %, ,(f) follows from
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the fact that the right-hand side of the last equality in (A.49) can be written as
pf()l tp_lfgﬂrt,x(f)df- O
A.9 Differentiation of Marginal Densities

When considering a prior density () for a normal model with density

1 llx — 6]
2 P\ T ’

differentiation of the marginal density

B 1 X =01 o)
e = [R @mpi2 P (_ 2 > i

is easily tractable since we are dealing with an exponential family. Thus, deriving
under the integral sign, we have that the gradient of m is expressed as

S N I =61 ) de
m(x)_/umzn)!’ﬂ eXp<_ 2 )”()

- : = 0IF) 0)do
_/IRP 2 m)p/2 eXP(—T>( —x)7(6)db.

The following lemma shows that, for a general spherically symmetric density
f(lx — 6]?) a similar formula is valid.

Lemma A4 Let f(||x — 6]|?) be a spherically symmetric density and 7t (0) a prior
density (possibly improper) such that, for any x € RP, the marginal density

m(x) = /Rp fUlx =017 7(©0)do

exists. If the generating function f is absolutely continuous then, for almost any
x € R”?,

Vm(x) 2/ Vf(llx —011*) 7 (0) do
RP

= /RPZf’(le —011%) (x —0) m(6) d6 .
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Proof Let j € {1, ..., p} and z € R fixed. For any x = (x1,...,Xj_1, X}, Xj+1,
..., Xp) in RP?, denote by xi; = (x1,...,%j-1,%,Xj+1,...,Xp) the vector
obtained by replacing the j-th component x; of x by z.

As f is absolutely continuous, the function z — f (||x(;)—0| 12) is also absolutely
continuous so that, for a € R, we have

© 9
f(||x<z>—9||2>—f<||x<a)—9||2>=/ T f Ul =0l dx;
Xj

a

Therefore
Z a 2
m(x(z)) =/ / a—f(||x—9|| )dxjm(0)do + m(x))
RP Ja Xj
Z a 2
= / / Tf(”x =0 m(0)dodxj +m(xy)) (A.59)
a JRP 0Xj

by Fubini’s theorem. Equation (A.59) means that the function z — m(x(;)) is
absolutely continuous, and hence differentiable almost everywhere. More precisely,
it entails that the partial derivative of m(x) with respect to x; equals

0 0
—m(x)=/R 2 rlx =011 2(0) o,

3Xj P 3)Cj

which is the desired result. o

We now prove Lemmas 5.5, 5.6 and 5.7 given in Sect. 5.4 (see Fourdrinier and
Strawderman 2008a).

Proof of Lemma 5.5 Tt follows from (5.21) that the sign of M'(¢) is the same as the
sign of x - VM (x). As noted in the proof of Theorem 5.7 (after (5.25)), the function
H (u, t) defined in (5.22) is nonpositive. Hence, by Lemma 5.6, x - VM (x) < 0 and
M'(t) <O. O

Proof of Lemma 5.6 According to (5.11) and Lemma A.4, we have
x - Vm(x) = 2/ X =0) fx = 01H) n(101?) do
RP

= /0 /S x - (x — 9)7‘[(”9”2) dog . (0) f/(Rz) dR

where o x is the uniform measure on the sphere Sg . of radius R centered at x.
Through (6 — x)/||6 — x|, the unit normal exterior vector at 6 € Sg , we have

— x|l

x.Vm(x)=2/ / —z(16)?) x - o —x dog @) R f'(R*)dR
0 JSra e
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o0
= —2/ f dive (r(161%) x) d0 R f'(R*) dR
0 JBr.
by Stokes theorem and hence

x-Vm(x) = —2/00/ x-Vo(z(101»)do R f'(R*)dR
0 Bg.x

—4// x-07'(16]1%) d6 Rf'(R*)dR
0 Bg.x

o0
—4(B) / / x -0 (101 Y& (@) RPT f'(R*)dR
0 Bp x
according to the definition of % .. Then
o0
X Vm(x) = / H(R, [xIP) RP*' f/(R®) dR
0
o0
-2 / Hw, 1512 a2 f ) du
0

through the change of variable u = R?.
This is the first result. The second result follows in the same way referring
to (5.18). |

Proof of Lemma 5.7 The result will follow from the monotonicity in R of
/ x -0 (1011°) dUr < (0) (A.60)
SR.x
since

R R
f x-en’<||9||2)d%e,x(e)=—[ r”—lf x - 07 (161 d %% (0) dr
BR.x P Jo Sex

1
=p/ u””/ x- 07 (|01%) dUru.x 0) du.
0 SRu.x

Now deriving (A.60) with respect to R gives through Lemma A.3

d

_ . / 2 _5/ . , 5
dR SR,XX or (ol )d%R,x(e) = p A(x o' (||0] ))d%R,x(Q)

BR,)(

Since, as noticed above,
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Alx -7 (1617) = x -6 ¢/ (1611

where
Ar (1813 = o161%),
we have
/ 2 R / 2
— x-en(nen)d%,xw):—/ x-0¢ (1017 dVr < (6).
dR SR.x p BR,x

By assumption on the monotonicity of the Laplacian of 71(||9||2), we have
o' (|0 ||2) > 0 which, by Lemma 5.8, implies that the last integral is nonnegative
since ¥ is unimodal. O

Proof of Lemma 5.8 To express the integral
169 = [ x-0u@nilo —xias
P

we will use the orthogonal decomposition § = « + 8 with @ € A, and B € AL
where A, denotes the linear subspace of R? spanned by x, A i being its orthogonal.
Then we have I (x) = x - A(x) + x - B(x) with

A) =/A o [/A v+ ph (-1 + 1817) dﬂ} da

and

B(x>=/ ﬂ[/ w(a+ﬂ)h(lla—xn2+IIﬂllz)daﬂ}dﬂ-
AL A,

X

Note that x - B(x) = 0, and hence I(x) = x - A(x), since B(x) € Aj (actually,
B(x) = 0 since, in the expression of B(x), the most inner integral is a function of
| 811 so that the most outer integral is the product of a real valued function of || 8>
and B). Therefore

I(x):/A’a[/ooo (/S w(a—l—,B)h(||a—xllz—i—rz)a,(dﬁ))dr}da

where o, denotes the area measure on the sphere S, in A )JC- of radius r and centered
at 0. Then, through the change of variable @ = z x, we have
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+00 +00
A(x) :/ z[/ h((z— 1)2||x||2+r2> </ Ip(zx—i—ﬂ)ar(dﬂ)) dr:| dz
- 0 S,

e9]

+00 +00
=x/ z[f {h((z— 1>2||x||2+r2)/ ¥ (zx + Bloy(dp)
0 0 S,
—h ((z + 12 x ] + r2) / Y(—zx+ ﬂ)or(dﬁ)} dr] dz.
Sy

Now, using invariance of o, by symmetry, we have

g 1//(—ZX+/3)0r(dﬁ)=/S W(—Zx—ﬂ)ffr(dﬁ)Z/S V(zx + ) or(dp)

since ¥ is symmetric. Therefore A(x) = y (x) - x where

y(x) = /()+ooz Uo+oo{h ((z — D x)? + r2) —h ((z D2 x)? + rz)}

</ Vzx + ,B)Gr(dﬁ)> dr}dz .
Sy

Since & is nonincreasing and ¥ > 0, we obtain that y(x) > 0. Hence I(x) =
x - A(x) = y(x) |x]|> = 0, which is the desired result. m|

A.10 Results on Expectations and Integrals

In the following, when X has a uniform distribution on a sphere of radius R, we
consider expectations of R?? || X ||~2¢. We mention in our notations the dimension
of the spaces in which spheres and balls lie. Thus 02/,5 _gk stands for the uniform
distribution on the sphere Slpe;k = {(x,u) € RPT* | ||(x,u) — (6,0)] = R}, in
RPHK, of radius R and centered at (6, 0) € RPK, while %If, o holds for the uniform

distribution on the sphere S§,9 ={x € R? | |lx — 0| = R}, in R”. We essentially
extend a result given by Fourdrinier and Strawderman (2008b) who considered the
case where ¢ = 1. See also Fourdrinier et al. (2013).

Lemma A.5 Let g > 0. Then, for any fixed 6 € R?, the function

1

. 2 +k

fo: R+— R™ /SW e dUg g (x,u) (A61)
R.0

is nondecreasing for p > 2(q + 1) and k > 0. Also, for any fixed R, this
monotonicity is reversed in ||0]].
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Proof Note that, by invariance, fy depends on 6 only through ||6||. With the change

of variable
( ) x—0 u
, V) = I R 3
Y R 'R

we have
1
fa(R)Z/wkm p+k(y, v) = fig)(R).

Hence, integrating with respect to the uniform distribution on {# € R? | |0 = Ry},

pt+k P
k= [ /S ”HQHM AU} (v 0) a2 o(6)

Ry,0

@) d% ]y (v, v)
/sw /s oy + R||2 0

by Fubini’s theorem. In the inner integral, the change of variable z = /R + y leads
to

1
_ I4 ptk
fo(R) = fsl”g" /SQ o T dUgy g,y () AUy~ (v, v)
, 0/R.y

As the function 1/ Izl is superharmonic for p > 2 (g + 1), the inner integral is
nonincreasing in Rg/R for each y, and hence, nondecreasing in R and, for any fixed
R, nonincreasing in Ry = ||0]. O

The first part of Lemma A.5 can be extended thanks to an extension of Ander-
son’s theorem (see Anderson 1955) given in Lemma 3 of Chou and Strawderman
(1990) which we recall below.

Lemma A.6 (Chou and Strawderman 1990) Let h and f be measurable func-
tions from RP into Ry. Assume that h and f are symmetric about the origin,
unimodal and such that [y, f(x)dx < 00 and [z, h(x) f(x)dx < oc. Then, for
yeRPand0 <k <1,

/ h(x) f(x+ky)dx > / h(x) f(x+y)dx (A.62)
RP RP

and hence ¢ (k) = pr h(x) f(x + ky) dx is a nonincreasing function of k.

Proof See Chou and Strawderman (1990) for Inequality (A.62). As for the mono-
tonicity part, for k1 < ko, it suffices to apply (A.62) with k = k1 /k, and k> y playing
the role of y to obtain ¢ (k1) > ¢ (k). O
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Lemma A.7 Let g > 0 and let r(t) be a nonnegative and nondecreasing function
on [0, 00) such that r(t)/t? is nonincreasing. Then, for any fixed 6 € RP, the
function

2
fo: R—> qu/ rdixll )d%,ggk(x,u) (A.63)
S

+k 2q
nek x|

is nondecreasing for p > 1 and k > 2.

Proof Under 02/15 Jgrk, it is well known that the marginal distribution of (x, u) + x
is absolutely continuous with unimodal density ﬁlﬁ (”";—f”z) for all k > 2 where
Y(t) o< (1 — t)k/2_11[0,1](t) (see Theorem 4.10). Then fy can be written as

R2 +i 2
fe(R)=/B PRt E D i) dz.

012
o llet RI%

For any R; < R», we have, by nondecreasing monotonicity of r (),

r(R3|z + &%)
fe(Rl)S/ 2 R (2l dz

0
By Nz + g 1%
Furthermore nonincreasing monotonicity of r(¢)/¢ in ¢ implies that the function

r(R% lz4+6/R111%)/1z4+6/R1||> is symmetric and unimodal in z about —%. Hence,
by Lemma A.6,

r(R3llz + 417

r(R3lz+ 1%
fp — 1/f(||z||2)dszp 7 V) dz
B, lz+ &l B, llz+ %l
= fo(R).

O

As,if (X, U) ~ {37, then X ~ ¥, the following corollary of Lemma A.7
is immediate.

Corollary A.3 Under the conditions of Lemma A.7, the function

2
R+— qu/ rQix] )dq//;ge(x) (A.64)

2
Bh, lxlI™

is nondecreasing for p > 1.
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A.11 Modified Bessel Functions

We develop some results on ratio of Bessel functions p,, () = I,4+1(¢)/I,(t) needed
in Sect. 7.3. First, recall the modified Bessel function of the first kind, for v > 0,

00
x2k+v

hx) = ; T k+v+1)

is one of the solutions to the modified Bessel differential equation given by
x2y//+xy/_ <v2+x2> y =0,

where I"(x) is the gamma function.

Lemma A.8

(a) (Watson 1983) The function p,(-) is increasing and concave on (0, 00), with
lim, o+ p(t) = 0, limy 0o py(t) = 1; and va(t) decreasing in t with
lim,_, o+ p”t(t) = 2(vl+1)' Also, we have the identity %pv () = 1—(14+2v) va(t)_

02(t), and the inequality %pv () < p”T(t).
(b) (Amos 1974) Forall v > 0 and t > 0, we have

. <2(v+ b 20+ 1)) <2< <2[_”M> NN

t t t

where L(a, b) = {a/2 + W}iz
Lemma A.9

(a) Forall p € (3,4, ...} and a > 0, the function given by r {1 — pppp—1(ar)}is
increasing inr; r > 0;

(b) Forall p € {3,4, ...}, we have the inequality pp2—1(t) +t ,o;,/z_l(t) <1, for
allt > 0;

(¢c) Forall p € {3,4,...}, we have lim; .o t {1 — pppp—1(®)} = (p — 1)/2.2

Proof

(c) The result follows from the fact that 7p,(tf) — 0 as ¢t — oo, which must be
the case for part (b) to hold since p, () — 1 ast — o0, as well as the given
expression for p/, given in Lemma A.8.

2Alternatively, the more general result lim;—, 7 (1 — py(t)) = v + 1/2 holds for all v > 0 by
the bounds (A.65) given by Amos (1974) for p,(t), t > 0. This is verified with the evaluation
lim, s0oz(1—z/(v+1/2+VZ2+b) =v+1/2.
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(b)

(a)

Part (a) tells us (take o = 1) that 7 (1 — pj,/2—1(?)) increases in t, in other terms:
% {t 1 — pp2—1(2))} = 0 which is equivalent to, and establishes, part (b).
Begin with (7.10) which implies that r {1 — pp2—1(ar)} = E9[W|R =
r], with W = | X| — ﬁ;—}ﬁ, and 6 € S,. It will hence suffice to show that a
family of conditional distributions {W| R = r : r > 0} satisfies (for p > 3) an
increasing in W monotone likelihood ratio property, with parameter r. Observe
also that the probability distribution of W remains unchanged with orthogonal
transformations X — I'X (and & — I'6), which permits us, since the actions
are transitive on Sy, to set without loss of generality 8 = 6y = («, 0, ..., 0)".
Pursue next with the joint density (for 8 = 8y and p > 1) of (Y1 = X1, Y2 =
X'X — X,?), given by:

— 1= +y2] %*1 1
O, ) oce Yy 0,00 (¥2)

to derive the joint density of (W = ,/le +Y,—Y,R= le + Y3),

2
fwR(w.r) ocr exp{ —S+a(r—w) } w(2r—w)]

3
Lo, 2r)(w) 1(0,00)(r),

p—
2

and the conditional density>:

-3
Jwir=r(w) o exp{—aw} [w(2r — w)]pT Lo, 20 (w);r > 0. (A.66)
To conclude, the result follows by checking that the ratio % is nonde-
=r0
creasing in w for all r; > ry > 0. O

3Interestingly, for p = 3, the distribution W|R = r is truncated exponential.
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